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Exktevig MepiAndn Awdaktopikng AtatpiBig

1. Tevikn Elcaywyn

O BEATLOTOC OXESLAOUOG KATOOKEU WV QTTOTEAECE OVTLKEILEVO EPEUVAG, TIPAKTIKA, OO
NV nepiodo mou MpaypHaATonoBnKav oL TPWTEG AVOPWITLVEG KATAOKEVEG. H avaykn
yla TNV gUpeon Tou BEATIOTOU OXESLOOMOU CUVEXLOE va aUEAVEL PE TNV TAPOoSO Tou
XPOVoU, HE TNV auvénon va HUMOpel va XOPOKTNPLOTEL WC YEWUETPKA KOOWG
au&avovtayv Kal to HeEYEON aAAd Kot n TIOAUTIAOKOTNTA TWV KOTOOKEUWVY. H avaluon
TWV KATOOKEUWV KOl ELOLKOTEPA TO UTOAOYLOTIKO KOOTOG QUTWY, WG OVAAOYO TOU
HEYEBOUC KOL TNG TTOAUTIAOKOTNTAG TWV KATAOKEU WV, TIAPOUCLOOE KL AUTO QVTLOTOLYN
avénon. To yeyovog auto cuveTéleoe otnv otpodr Leptdiou Tou evdladépovtog tng
€PELVAG OE TPOOEYYLOTIKEG HeBOSoug, kabwg ol péBodol akplBolg umoAoylopou
yivovtav 6laitepa amattnTikég. AmoteAel emiong afloonUEIWTO YEyOVOC WG Kot oL
SlaBéopol umoAoylotikol TOpol au€RBnKav ONUAVIIKA Ta TEAsUTOlO XPOvLa,
dlaitepa HE TNV XPION TWV ETUTAXUVTWV.

EvOeIKTIKA, Ol MPOOEYYLOTIKEC LEBOSOL TTOU XpNOLUOTIOLOUVTOL EUPEWC otn Slebvn
BBAloypadia gival Ta HOVTEAQ PELWHEVNG TAENC, TO TEXVNTA VEUPWVLKA Siktua oAAG
Kal ot gradient-free aAyoplBpuol BeAtiotomnoinong. Kabe pia amno tig pebddoug autég
TIAPOUOLATEL EEXWPLOTA XAPOAKTNPLOTIKA, TTPOTEPAUATA AAAA KoL LELOVEKTAMATA. [
napadeypa, n ouvunepldopd Twv gradient-free alyoplBuwv BeAtiotomoinong
efaptartal anod 1o MARB0C TwV MAPAUETPWY KAOE TIPOPARUATOC, EVW T VEUPWVLKA
Olktua  eiyav mapaykwviotel 6co nNtav aduvatn n ekmaibevon Babuwv
OPXITEKTOVIKWY. XTOoV avtimoda, T TeEAeutala XPOvia HEOW TNG EMITUXOUC
eknaidevong Pablwv veupwvikwv SIKTUwVY, €XeL onUelwBel e€apetikn avénon tou
gpeuvNTIKOU evlladEpovtog yUpw Omo autd ot TOUelG Oomwc natural language
processing, computer vision kot big data. EmutAéov, Ta HOVTEAQ PELWHEVNC TAENC
Xpnolpomolouvtal eUpEw o€ TPoBARuata avaAuong TOAUTTAOKWY Kol HEYAAwWV
HOVTEAWV.

H ocupBoAn tng mapolvoag SLatplBrG EMKEVIPWVETAL OTOV TOUEQ TNG OVAAUGCNG KOl
Tou BEATIOTOU OXESLOOMOU SOULKWY KATOOKEUWV HECW TNG aAVAMTUENG VEWV
UTTOAOYLOTIKWV HEBOdwV cuvdudlovtag akplBeilc Kal MPooeyyloTikeG pebBodoug. H
POTINA TIPOC TNV EKUETAAAEUON HEBOSWV soft computing elval avamddeuktn, Katd TV
Kpilon Tou ouyypad£a, Aoyw tng Sucavaloyiag mou mapouolaleTal oty avénon Tou
HEYEBOUC Kol TNG TOAUTTAOKOTNTOG TWV ONUEPVWY TIPOBANUATWY TIoU KOAE(Tal va
OVTIUETWITIOEL O HNXAVLKOC KoL oTnV av€non tng SLtabB£otung UTTOAOYLOTIKN G LoXVOC.

O akptBeic peBodol €xouv TNV LKAVOTNTA VA HELWVOUV SPOCTIKA TNV TLUN TNG
OVTLKELUEVLKNC OUVAPTNONG TOU TIPOBANHUOTOG HETA OO £Va OXETIKA HLKPO TIANB0C



emavaAqPewv. Avotuxwg, ouwg, dev €xouv tn Sduvatotnta va amodpuUyouv ToV
EYKAWPBLOUO TOUG O€ KATOLO TOTIKO €AAXLOTO. MO CUYKEKPLUEVA, O TipoBARuata
TPAYHOTIKAG dUoNG Kal KAlHakag, €ival mPaktikd olyoupo mwg n Avon mou Ba
TPOTELVEL €vag aAyopLOOG aUTHG TNG OLKOYEVELOG Ba eival €va Tomiko BEATIOTO Ko
OXL To OALKO. EmutAéov, ailel va onuelwBel mMwg 0 UTOAOYLOUOG TNG TAPOYWYOU
MPWING Kot SeVUTEPNG TAENG TOU XpnoldomoloUv ot akpBeic péBodol, amattouv
ONUAVTLKO UTTOAOYLOTIKO $OPTO EVW OF APKETEC TIEPUTTWOELG €lval Kal aduvato va
urtoAoyloTtouv. OLTtapamndvw AOyoL cuvelohEPOUV oTNV avartuén kat xprion Lebodwv
soft computing og mMAnBwpa mpoBANUATWY MPAYUATIKAG dUONC.

Mapouaotalovtag Lo cUVTOUN LOTOPLKN avadpoun otnv €EEALEN Kal xpnon Twv
neBodwv soft computing, ailel va onUelwOEL N oNUAVTIKY EPEUVNTLKH TTPOCOXI TIOU
6€xOnkav ota xpovia petafy 1970 kat 1990, émou ival yvwoTn Kal n Xprion Toug o€
TOAAQ. MpoPARpaTa mpayuatikng kKAlpakag. Ou gradient free péBodot, Adyw tng
TuxaloTnTag ov mepthapuBavouv otn Soun Toug €xouv Tn duvatotnta va Eemepvouv
TUXOV €YKAWPLOMOUC O TOTIKA €AAXLOTA KO, TIPOKTIKA, OV OEV €XOUV TIEPLOPLOUO
TEPUOTIOMOU, EYYUWVTOL TNV €UPECH TOU OALKOU €AAXLOTOU. BaoOLKO HELOVEKTNUA
QUTWV TWV HEBOSWV elval n taxlTNTA CUYKALONG TOUG KOBWG AMALTOUV ONUAVILKO
mANBo¢ emavaAnmTikwy eMAUCEWY. To TeAeutaio o8Aynoe Kal otnv UElwon tou
evOLadEPOVTOC Yl QUTEG TIC TEXVIKEC ME TNV aUENon TG MOAUMAOKOTNTAC TWV
poBANUATWVY.

Tnv teAevtaia dekaetia, cuykevipwONKe peyalo eviladEpov yupw amo Tig pebddoug
soft computing kupiwg AOyw TOU HeyAAoU Oykou SebSopévwv TIou CUAAEYOUV Kal
TPEMEL va SlaxelplotouV oL etatpieg online untnpecwwv. To evéladépov auto odnynoe
oTnVv cUAANYN KoL mapoucioon véwv LeBOdwv, Lkavwv va Slaxelplotolv ipofAnRpata
au&nUEVNG MOAUTIAOKOTNTOG OTIWG, yla Tapadelyua, ta Babid veupwvika Siktua mou
TAEOV €XOUV YIVEL yvwoTA o€ S1adopeG TUXEG TOOO TNG EMLOTNOVLIKNG EPEUVACG OCO
KOl TNG ayopac. 2tnv mapovoa SiatplPfr) mpoteivovratl diadopeg pebodol xpriong
OUYXPOVWV TEXVIKWV soft computing otnv €MLOTHUN TOU MOALTIKOU PNXOVIKOU aAAd
Kal €l8lkoTepa otV avaAuon Kol tov PBEAToto oxedloopo kataokeuwv. O
UTTOAOYLOTIKOG $HOPTOC TWV TEPLOCOTEPWYV TPORANUATWY OTNV avaluon Kol Tov
oxeblaoud Kataokeuwv adopd TNV EMAVAANTITIK EMAUON TNG TTAPAKATW e€lowaong:

{P}=IKI*{U} (1.9

AUTO odelleTal 0TO KOOTOG UTTOAOYLOHOU TOU OVTIOTPOdOU HUNTPWOU, TOU UNTPWOU
Suokapiag mou amatteitat yla tnv eniAuon tng e€lowonc. Na TNV AVTLUETWITLON TOU
TIAPOTIAVW TIPOBAALOTOC £XOUV TTAPOUGCLACTEL SLAPOPEC TEXVLKEG TTOU OXeT{OVTaL PE
TN Helwon tou pey€Boug tou puntpwou Suokapiog, T HElwon ToU amalToUUEVOU
aplBpov emiluong ¢ e€lowong Looppomiag, TNV XPAON TEXVIKWV TopAAANANng
enefepyaciag aAAd kal cuvduaoHoUC TWV OAWV I LEPLKWYV OTIO TLG TEXVIKEG OUTEG.
Ztnv mapovoa Sdaktopikr diatppn napouaoidalovial véeg uebBodol ou adopolv Tig
TEXVIKEG AUTEG, OAAA Kol pia péBodog mou Suvatal va xpnolponolnBel otov Topea
tou Generative Design.



H napovuoa Statplpn eivol xwplopévn o emtd kepaAata. 2to 1° kedpdaAalo cuvavtatal
hio eloaywyn Kal oUVToun OVAAUCN TWV TIEPLEXOUEVWV TNG. 2to 2° keddaAalo
TAPOUCLAZETAL N YeVIKA LOEa TNG HABNUATIKAG Slatunmwong Twv TPORANUATWY
BeAtlotomoinong, pla  BBAloypadiky  avaokomnon twv  UeEBOSwv  mou
Xpnoldomnolovvtal otnv PeAtiotonoinon oAAQ KOl OVOAUTLKOTEPEG TEPLYPOPEC
aAyopiBuwv ou €xouv xpnotpomnolnBel ota mAaiola TnG SLATpLPAC. ITn CUVEXELD TOU
kedpahaiou autol mapouolalovtal EKTEVWG pia BEATLWHEVN EKSOX EVOG UTIAPXOVTOG
HETAEUPETIKOU aAyopiBuou alAd kol €vag VEOC TIPOTELWVOUEVOG HETAEUPETIKOC
aAyoplBuog. Ito 3° kepahalo mapouaotalovrtal pa BLBAoypadiky avookomnon twv
BaBlwv veEUpWVIKWVY SIKTUWV aAAA KoL AVAAUTLKA Ttapouciaon Twv TUMWV SIKTU WV
TIOU Xpnolgomnownkav oto MAaiolo tng mapovoag Sidaktopkng diatpBng. Ito 4°
kedpahalo mapouolaletal pa pEBodog Uelwong Tou UMOAOYLOTIKOU ¢GOPTOU TNG
BeAtlotomnoinong tomoAoyiag mou Paoiletal oe Pabd veupwvikd Siktua Kal
avamntuxbnke oto mAaiolo NG Sldaktopikng Statppng. Ito 5° kedalaio
napouaotalovrtol TPeLC pEBodoL mapaywyng LOVTEAWY HUELWHEVNC TAENC HEow Bablwv
VEUPWVLIKWV SIKTUWV Kal n xprnon toug otn PBeAtiotomoinon tomoAoyiag. Xto 6°
kedalalo mapouvotaletal pla pEBodo¢ mou xpnolpomolel TNV PBeAtiotomoinon
TomoAoyiag kat Babid veupwvikd diktua otov Topéa Tou Generative Design. T€AOG,
oto 7° kedalalo mapouolalovtal KATIOLEG TIPOTACELG YLot LEANOVTLKI) £PEUVA OTOUG
TIAPATIAVW TOMELC.

2. BeAtiotomoinon ko anddoacn aAyopibOuwv

Q¢ BeAtotonoinon, neplypddetal n BeATiWoN ULOG CUYKEKPLUEVNG AUONG WG TIPOG
pokaBoplopéva  KPLTAPLA KAl KATW amd OUYKEKPLUEVOUG TIEPLOPLOMOUG. 2TO
OVTIKELLEVO TOU SOUOOTATLKOU HnxavikoU n BeATIOTONOLNON QIMOCKOTEL 0TNV EVPEDN
Tou PBEATioTou oxnuartog, peyEBoucg n g PBEATIOTNG TOToOAoyiag evog SOopLKOU
OUOTNHATOG WC TIPOG TO KOOTOG I TNV amodoon outoU Xwpi¢ tnv mapafioon
kKaBoplopévwy meploplopwy. OL péBodoL TOU XPNOLUOTIOLOUVTOL UTTOPOUV va
KatnyoplomotnBouv pe Stddopoug tpomoud. OL Lo SLadeSoUEVEC KATNYOPLOTIOLNOELG
elvat:

o NTETEPULVLOTIKEC 1} ZTOXOOTLKEG LEBobOL.

e M¢é£Bobol Gradient-based ) Gradient-free.

e  Mé£Bobot Tomkng i KaBoAikng avalntnong (Local Search, Global Search).

H yevikn Statumwon evog mpoBAnpatog BeAtiotonoinong xwplic mepLopLopou umopet
va neplypadel wg €AG:
Minimize F(X) where:

X :[Xi’ Xzy"'! Xn—l’ Xn]

. 1.2
with respect to: (1.2)

X, € [x7, %]



EVW OTnv mepimtwon Ttou TpPoPARHATOo¢ BeATIOTOMOINGONG HE TIEPLOPLOUOUG
TepLypadeTAL WC:
Minimize F(X) where:
X=X, %00 X 10 X, ]
with respect to:
g,(X) <0, k=12,...,m-1m
I;,(X)=0, j=12,..,s-15s

X € [XiLi ) Xiui]

(1.3)

omou F(X) elval n avrtikeldevikry cuvaptnon mou Ba PeAtiotonownBel, X eival to
Stavuopa Avong, g(X) oL avicotikol meploplopol, I(X) oL ootkol meploplopol Kat
x5, X' Ta 6pLa TG Xi HeTaBAnTAG.

Ot Gradient-based aAyopiBuot Baocilovtal otnv mAnpodopia mapaywyou 1" kat
ouvnBwg 2"° Taéng yla TV eVpeon TNG BEATLIOTNG AUONG. MEPLKEG ATTO TLG TILO YVWOTEC
puebodoug eival ot

e Steepest descent algorithm [22]
e Conjugate gradient method [67]
e Newton-Raphson method [15]
e Quasi-Newton method [19,37]

ErutAéov, SUo0 aAyoplBuol mou xpnolpomolifnkav oto MAaiolo tTNG Mapoloog
Sibaktoplkng StatplBng eival ot:

e Optimality criteria algorithm [31]
e Method of moving asymptotes [202]

Ou Gradient-free alyoplBpol 6&v TMPAYUATONMOLOUV UTIOAOYLOUO TIOPOAYyWYOU Kal
XPNOLLOTIOLOUVTAL OE TIEPUTTWOELG TTOU Sev elval Suvatov va yivel UTTOAOYLOUOG TNG
TIapaywyou N auto ‘kootilel’ urtepBoAika r} Sev eivatl akplpric o umtoAoylopog [173].
Zekwvwvtag and tv péBodo SIMPLEX [150] kat pEXPL OrUEPA UTIAPXOUV TIOAAEC
edpappoyég os Stadopa mpoPAnuata anod dopootatiknc dvong [109,113,114] péxpt
LaTPKAG duong [136].

2.1 Harmony Search kat Improved Harmony Search

Evog amd TouG EUPEWG OLOOESOUEVOUC HETAEUPETIKOUG OAyOplOpOUC €ival o
Harmony Search (HS) [60] mou &nuwoupynbnke amod TNV HOVIEAOTOLNCN TOU
0UTOOXESLOOUOU TWV HMOUGCLKWY HLOC Jazz opxnotpas. JUpdwva pe t Sladikacio
QUTH, KATOLO PHEAOG TNG OpXAOTPOG EEKLVA Tal{ovTag pia voTa Kal KAToLlo AAAO HEAOG
¢ unavtag anodaoilel va naiel pla véa vota site emAéyovtag Tnv tuyaia ite
ETUAEYOVTAG TNV ATIO TA AKOUOUATA-[VH N TOU E(TE EMIAEYOVTAG KATOLA E BAon Ta
OKOUOHATA TOU Kot TapaAAdooovTdg tnv Alyo. MNa tnv pabnuatiky povieAomnoinon
TOU OAyoplOpou, KaAO €ilval va OpLoTOUV KOTTOLEC OVTLOTOLXLEC: Ol Houoikol



avtlotolyouv og PeTaPANTEG oxedlaopol, To eUPOC KABe opydvou oTo eUPOC KABE
petaBANTAG, n mapayouevn peAwdia avriotoel oe diavuopa Avong Kat n arnodoxn
NG peAwdiag amo 1o Kowo otny moldTNTA TNG AUONC.

Ol Baowkég Aettoupyieg Tou HS eival a) Apxikomoinon pvAung, B) MNapaywyn véag
peAwdiag katy) Evnuépwon puvAung. Katd to mpwto Brua, yeuilel n pviun Le tuxaio
TaPAYOEVEG AUOELG. 2TO SeUTEPO PBrMa TapAyeTal pia véa peAwdia emAéyovtag
KABe PEAOC TOU SLOVUOUATOG E pia amo TiG e€N¢ emAoyEG: a) Tuxaia, B) EmAéyovtag
pio oo T pvnun, v) Eméyovrag pia anod tn pviun kat aAAaovtdg tnv Aiyo. TéAog,
oTo Tpito Bripa eAéyxeTal, OV N TN TNG AVIIKELUEVIKAG CUVAPTNONG TTOU QVTLOTOLXEL
oto nopaxBev diavuopa Avong eival kKaAUtepn amd tnv Xewpotepn and 6oeg sival
OMOBNKEVUEVEG OTN HUVAUN KOL OV Vol TOTE TNV avtikablotd. Awadopetika,
eykataAeimetat. Ta mapandvw WopouV va amoTtunwbouv we EAG:

s, € [x", PP ] with probability 1-HMCR
s ={s eHM =[s',s’,--,s™°] with probability HMCR*(1-PAR)  (1.4)
s, +k with probability HMCR*PAR

ormnou s; elvat To | otolxeio tou dtavuopatog Avong s, HM n pviun tou alyoplbuou,
HMCR kot PAR sivat mapdpetpol autol Kat xi-oVe", xUPPe" ta dvw Kat katw épta tng |
HeTaBANTAG oxedlaopOU.

Jta mAaiola TG mapoucag Sidaktoplkng StatplBrig Sltapopdwbdnke pla Véa,
BeAtiwpévn ekdoxn tou HS mou ovopadletal Improved Harmony Search (IHS). Ot 80o
Baoikég aAAayEg adopouv: a) TNV KATApynon TG EMAOYNG TLUAG amd TN KvAn Xweig
aAAayn TG Kal B) tnv mapaywyr oAdkAnpou tou dtavuouatog Avong amnod pia amno tig
SUo, mMA€ov, Asttoupyieg kal OxL KaBe petafAntig autng Eexwplota. Avtiotowxa, n
e€lowaon mou TePLypAdEL TIG VEEG AELTOUPYLEC Elval:

e {Vie[l,n]:sie[xiL"We',inppe'] with probability 1-HMCR (15

“|Vieln]:s e HM =[s, $%,---,s™] with probability HMCR

OL mapamavw al\ayeg mpaypatonolidnkav otoxevovtag otn PeAtiwon Tng
ouuneplpopdc tou oAyopiBuou tOoO amo amoyn otabepotntag 000 KAl oo
anodoong w¢ mPog TNV eVpeon Tou BEATioTou. Ta mapandvw eniBefatwbdnkav Kat
pEow edappoyng Tou HS kat tou IHS og mpaypatikd npoPAnuata BeAtiotonoinong.
Evbewktikd, avadépetatl n BéAtiotn Sapépion TG MOANG tn¢ Oeococalovikng o€
TIEPLOXEG €UBUVNG ouvepyelwv emBswpnong, WOTE O TEPLMTWON OELOUKOU
oupBavtog va oAokAnpwBel n emBewpnon 6oo to duvatov Taxutepa. EEetdotnke
TO00 n amodoon Twv OAyOplOHWVY (UIKPOTEPOG avayKaiog XPOvVoC ylo Tnv
emBewpnon) 600 Kkal n otabepdtntd Toug KaBwcg Tmpaypatonol}dnkav 32
SlopopeTikeg emAUOELG Pe 32 SLadOPETIKA OET TAPAUETPWY. Ta amoteAéopata
daivovtal oTnV MAPAKATW ELKOVOL KL TOV TTAPOKATW TIiVOKAL:
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Combination of Parameters

IHS HS
Mmimum Time (h) 5478.61 5751.64
Maximum Time (h) 6034.62 6643.47
Average Time (h) 5678.24 6097.35
Standard Deviation (h) 154.29 260.34
COV (%) 2.72 4.27

Ao v swova eival pavepd nmwe o IHS oupmnepldpépetal KaAUTepA amo tov HS
QVEEQPTATWE TIAPOUETPWV.

2.2 Pity Beetle Algorithm

Zta mAalowa tng mapouocag SbaktoplkAg SlatplBrig avamtuxbnke €vag VEOG
LETOEVPETIKOG OAyOpLlOUOG e To Ovoua Pity Beetle Algorithm (PBA). O aAyoptBuog
OUTOC AVHKEL OTO £(60C TWV EUMVEVCUEVWYV Ao TN dUoN aAyopLOUwWY Kal OToV TUTO
TwV aAyopiBuwv mAnBouc (swarm). Ma tv akpipela, ival eUNMVEVCUEVOC OO TIG
duowkég Olepyoaoie¢ evog eldboug okabBapol Tou ovoudletal Pityogenes
chalcographus kat cuvavtdtal ota ddon t¢ Kevtplkng katl Bopelag Eupwnng aAAd
katotnv EAAGSa [107,9]. O PBA €xeL BaoloTel 0TNV XAPOAKTNPLOTLKA CUUTTEPLDOPA TTIOU
TO €160¢ autd embelkVUEL Katd TNV avalntnon tpodng Kat KAataAAnAwv Sévipwy
wote va dnuoupyel pwALEG, TPEPOUEVO A0 TOV GAOLO TWV KOPUWV TWV SEVIPWV Kall
Snuoupywvtac GwWALEG OTO ECWTEPLKO TOU KOPHOU.

To €id0o¢ auto yapaktnpiletal amod TNV LKAVOTNTA TOU VA ETOLKEL ypryopa EVIOG EVOG
8aoou¢ Kot va To KOAUTITEL EEKLVWVTAC OO LAl ILKPN artolkia [186]. ZuyKekpLUEva,
pLloL JKPN opada okaBoaplwv METAvVE Tuxaia eviog tou ddcoug oe avalntnon un
UYLWV SEVIPpWY, WOTE val oxnUatioouv ekel TIc pwALEG toug. Otav PBpebel auto,
e\evBepwvouyv pia pepopdvn eAkbovTag Kat AAAa atopa va KivnBouv pog to S€vtpo
auTo. Av avtiotolya €xel SnuoupynBel umtepnAnBuoudg o pia BEon, TOTE EKAVEL pLa
AAAN depopdvn MO AMOTPEMEL va KlvnBouv dAAa dTopa Tpog TNV TEPLOXH AUTH.



Katd ouvénela, yivetal n Snuouvpyia anoikiog xtiloviag GwALEC KAl TTPOCEAKUOVTOG
OnAuka datopa. Emibelkviovtog moAuyapikny ocuumepldpopd, KABe apoevikd Ba
dnuoupynoel 3 wg 6 VEEG YeVIEG Pe SladopeTikd BnAuka dtopa pe KABe pia amo
QUTEG va amoteAeital ano 70 nepinou véa dtopa. O VEEG yeviég Ba kKivnBoUv Tipog
avalTtnon VEWV N uyLwv SEVTPWV yLa va SNULOUPYROOUV TLG SIKEC TOUG amOLKieG. H
andéotacn avalftnong mou UropoUlv va kaAuyouv géoptdtal amd tnv molotnta
TPodnG TNG apXknG Toug B€ong. Elval katavontod mwg Uopouv eUKOAA va au§foouv
ToV MANBUOUO TOUG OXETLKA YPryopa Kal OTAV UTAPXEL LKAVOG TTANBUOUOC £XOUV TN
Sduvatotnta va eniteBolv kal o€ vy Sévtpa.

O aAyoplBuog PBA amoteAeital amod Tpelg KUPLEG Aettoupyieg: a) Apxtkomoinaon, B)
MéBoboc¢ eUpeong véag Béong kal y) Evnuépwon Béocewv amolkiwv. ApPXIKA,
Snuloupyeital N MPWTN YEVLA HE TNV OUASA OTOUWY TIOU HETOKLVOUVTAL TuXaia oTo
ddcog — nmedio oplopoU yla tnv evpeon tng BEong TNG MPWTNG amnotkiag. Otav auvth
EVTOTILOTEL SNnULoupyeital N MPwTn amoikio kot KaBe véa yevid mou Ba dnuoupynBetl
Paxvel ylo Vvéeg BEoelg pe PAcn OUYKEKPLUEVOUG TPOMOUCG HETOKivnong. Otav
BpeboUv oL véeg BEOEL], €VNUEPWVETAL TO apxelo BEocewv amowwv. Aut) n
Swadkaoila ouveyiletal wg OTOU LKAVOTOLNOEL TO KPLTHPLO TEPUOTIOHOU TOU
oAyoplBpuou.

H Snuioupyia tou unepkUBou twv mBavwy Slakpltwv BEcewV EVTOG TNG TIEPLOXNAG
HMETAKivNONG yivetal pe tn xprnon Mplag Random Sampling texvikng (RST) [93]
napopola pe tnv Latin Hypercube Sampling [152]. H apxtki tuxaia tonobgtnon twv
QTOHWV Uopel va meplypadel wg e€nc:

0 _
xj0 =RST(L,U,D,N,,,)
where (1.6)
L=[L,L,,....L; U =[U,U,,....U] and j=12,...,N,

p

omou j eival to atopo tng (0) yevidg, x n B€on tou, Npop TO TTANBOG TWV APXLKWY
atopwv Kat Li, Di ta eAdxlota kot péylota opla tng i LetafAntng oxedlaouou.

OLTpomoL peTakivnong Twv atdépwyv otov PBA sival 5:

e MiiKpoU eUpOUC HETAKIVNON
e Meoaiou eUpoug petakivnon
e Meyalou eUpoug HeTakivnon
e MeTtakivnon Ue HEYLOTO EVPOG
e Metakivnon e EKLETANAEUON TNEG UVAUNG
OL MPWTEG TECOEPLG UETAKIVAOELG E(VAL TAUTOCNUEG AELTOUPYLKA KoL SLOpEPOUV WG
TPOG TO VP0G VW N TeAeuTaia eival StadopeTiki wWE PO TNV Aettoupyia. To eVpog
opiletal wg e€Nnc:
(9) _ (@) ()
X;” = RST (I'Y,u'¥, D, Npop)
where (1.7)
Ii(g)’ui(g) € [Xk()igrzh,i A= fpat)! Xé?rzh,i A+ fpa’[)]



OToU N TaPAUETPOG fpat Opilel TO €Upog Tou uTtepkUPBou KABe petakivnong. H
Slatunmwaon Tou TPOToU ETUAOYAG TPOTIOU HETAKIVNONG yLo KABE yevid ival:

RST ([ X9, (L= f) 6% - (L £,) |, DN )if k=1
RST(L,U,D,N,,),ifFE > FE,,
X = | RST([ X0+ (L= fe ). X80+ (@+ ) [, DIN ), T, F (%) < £ (9 1s)
else .
else else RST (|:Xk(:|grzh| (L= ) X - (L fls):|! D, N o) if 1< pr
MEM , otherwise

i=1,2,...,D,j=12,..,N,,

Mia oXNUOTIKN OTEIKOVION TOU TPOTOU UETOKivnong og dlodlaotato mpoPAnua pe
EWLA ATtopa dpaivetal otnv akoAouBn swova:
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9 PARTICLES PLACED RANDOMLY FIRST POPULATION CREATED (Magnified search space) NEW POPULATION CREATED
(a) (b)
STARTING POPULATION LARGE-SCALE SEARCH SPACE
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] | @ By
® Ol ]
@ Q @
® N e ® ® ®
o & \ [ ] @
] @ L] N (]
o [ (O REE ® o
® ) ‘ @ @
@ @ (]

PIONEER PARTICLES PLACED | PIONEER PARTICLES ATTRACTED IONEER PARTIGLES PLAGED | PIONEER PARTICLES ATTRACTED

(Magnified search space) TOWARDS OPTIMAL ONE (Magnified search space) TOWARDS OFTIMAL ONE

NEW POPULATION CREATED NEW POPULATION CREATED
(c) (d)

H petokivnon peE eKUETAAAEUCN TNG UVAUNG TIPAYUATOTOLETAL ETUAEYOvVTAC Mia
amoBnKeuévn AUON KAl TPOYOTOTOLWVTAC AKTLVIKEG LETOKLVAOELG VA LETABANTY.

Mo tnv ektipnon tng andédoong tou PBA, mpayuatonoidnkav celpd anod TECT MOV
npoteivovtal otn debvn BLBAoypadia aAld kal availuon svaloBnoiag wg mpog Tig
TIOPOUETPOUG. ITA TIEPLOCOTEPA TEOT MOPOUCLAlETAL Kal oUyKplon Tou PBA pe



S1addopoug oUYXPOVOUG UETAEUPETIKOUG aAyOpLlOpoUC. EVOELKTIKA, KATIOLEG AT TIC
OUVQPTHOELCG TIOU XPNOLUOTIoLOnKav oTa TEOT £ival:

Test Function Domain Optimum Name
n
filx) f(x)= Z x? [-100, 100]° 0 Sphere
i=1
n
folx) f(x)= Z[_Xi sin(, Mxi ] [-500, 500]° -418.9829D |  Schwefel
flx) f(X)=—— X — HCOS( )+1 [-600, 600]° 0 Griewank
4000 i=1 i=1 “\/-
fal) f(x)=10n+ Z:[Xi2 —10cos(27x,)] [-100, 100]° 0 Rastrigin
i=1
n-1
fs(x) f (X) = Z[lOO(XM_ — Xi2)2 + (l— Xi )2] [-10, 10]° 0 Rosenbrock
i=1
felx) f (x) = —20exp(—0.20 %zn: x2)— exp(%zn:cos(ani)) +20+exp(2) [-32.768, 32.768)° 0 Ackley
N (Konax Kinax
P f(x):g[g[a cos(2zb (xi+0.5))]]—n§[a cos(2zb* *0.5)] L0, 05 o Weiersirass
a=05b=3 k_,
filx) f(x)= z (Z X.)? [-100, 100]° 0 Quadric
i=1 =1
folx) f(x)= Z (x,+0.5)° [-100, 100]° 0 Step
1 n
f (x) =—20exp(-0.20 = 2ry,))+20 i)
oy | 100=- 200000205 g Yoy + 2000 | o Rotated
i Ackley
y=M-x
Z y| HCOS( 4 ) +1 Rotated
fua(x) 4000 [-600, 600] 0 Griewank
y=M-Xx
3 2
f(x) =10n+ -—10cos(27y.)],
falx) (x) %:[y' 2yl [-5.12, 5.12]° 0 Rotated
Rastrigin
y=M-Xx
n
f (x) =10n+ > [z7-10cos(27z;)] 330, Shifted -
f3(x) -1 [-5.12,5.12]° -330 Rotated
7= (X . O) . M Rastrigin
Karmola evOEIKTIKA OMOTEAECUOTO TTAPOUCLAIOVTAL OTOV MivaKa TToU aKOAOUBEL:
Set Sphere Schwefel's Griewank's Rastrigin's | Rosenbrock's Ackley's
1 1.19E-33 -12478.46 0.00E+00 0.00E+00 2.59E+01 7.99E-15




2 1.01E-83 -12400.32 1.70E-02 0.00E+00 2.88E+01 4.44E-15

3 4.98E-145 -12559.84 0.00E+00 0.00E+00 2.88E+01 8.88E-16

4 2.88E-25 -12460.17 4.02E-02 0.00E+00 2.86E+01 7.19E-14

5 4.36E-18 -12301.16 0.00E+00 0.00E+00 2.60E+01 6.56E-10

6 2.48E-77 -12414.98 1.93E-02 0.00E+00 2.59E+01 4.44E-15

7 3.84E-13 -12416.15 7.76E-13 1.51E-13 2.88E+01 1.25E-07

8 1.47E-25 -12533.16 0.00E+00 0.00E+00 2.71E+01 7.19E-14

9 1.59E-98 -12453.65 0.00E+00 0.00E+00 2.86E+01 2.58E-14

10 1.08E-07 -12558.81 6.70E-02 4.52E-08 2.80E+01 4.87E-05

11 6.01E-65 -12514.33 1.26E-02 0.00E+00 2.58E+01 7.99E-15

12 8.60E-45 -12294.99 1.09E-02 0.00E+00 2.55E+01 7.99E-15

13 5.11E-24 -12332.07 0.00E+00 0.00E+00 2.70E+01 3.42E-13

14 5.30E-21 -12425.66 0.00E+00 0.00E+00 2.88E+01 1.43E-11

15 4.90E-26 -12331.18 1.33E-02 0.00E+00 2.89E+01 5.77E-14

16 4.85E-36 -12437.18 0.00E+00 0.00E+00 2.79E+01 4.44E-15

17 9.55E-23 -12355.17 0.00E+00 0.00E+00 2.61E+01 1.24E-12

18 9.05E-07 -12540.62 3.40E-06 5.08E-07 2.69E+01 2.00E-04

19 9.31E-49 -12561.68 2.85E-02 0.00E+00 2.86E+01 4.44E-15

20 1.04E-15 -12353.39 1.01E-02 4.97E-14 2.56E+01 3.43E-07

21 3.47E-206 -12529.82 0.00E+00 0.00E+00 2.86E+01 3.44E+00

22 3.89E-18 -12353.25 0.00E+00 0.00E+00 2.80E+01 3.50E-10

23 5.69E-09 -12555.03 1.61E-07 1.60E-08 2.71E+01 2.30E-05

24 8.14E-16 -12530.70 1.33E-15 0.00E+00 2.70E+01 5.63E-09

25 1.89E-75 -12474.81 0.00E+00 0.00E+00 2.88E+01 3.58E+00
Average 4.07E-08 -12446.66 8.75E-03 2.27E-08 2.75E+01 2.81E-01
St. Deviation 1.78E-07 86.79 1.58E-02 9.94E-08 1.22E+00 9.53E-01
Minimum 3.47E-206 -12561.68 0.00E+00 0.00E+00 2.55E+01 8.88E-16
Maximum 9.05E-07 -12294.99 6.70E-02 5.08E-07 2.89E+01 3.58E+00

Eniong, epapudotnke KoL To TEOT TOU Slaywviolou yla single objective unconstrained
optimization tou CEC 2014 [127] kal Ta anoteAéopata mMapouolalovial AETTOUEPWG
oto avtiotolyo kedpdAato TnG ddaktoptkng StatpPAg.

3. MéBodol BadLag pnxovikng padnong




H pnxovikn pabnon umopel va nepypadel wg to cuvoAo Twv Stadikaclwy ekeivwy
mou &8lvouv otov UTOAOYLOTH TNV KOVOTNTO va Taipvel amoddoelg kat va Spa
Baol{opevog o€ KAVOVEG TTou opilovtal amod 'owoTteg anodAoeLg 1 dpAoels aAAd Kot
va TIPOCAPUOLETAL UE BAON TIC CUVETELEC TWV CWOTWV N AavBaouévwy anopacewv
o€ pla emavainmrikn dtadikaoia [137]. H pnxaviki pabnon xpnollomnoleitot mAéov
oe TAnBwpa edappoywv Onwg Oldyvwon oobevelwv, UTIOAOYLOTIKA Opaon,
avayvwplon Soukwv poBAnudtwy, kKA. [110, 41,23].

Me Baon tn Stadikacio ekmaideuong, oL TEXVIKEG UNXAVIKAG LABnong pumopolv va
katnyoplomownBouv wg €ng [137]:

e EmuPAenopevn pabnon (Supervised learning)

e  Mn-eruPAenopevn nabnon (Unsupervised learning)

e Hut-emiBAenopevn uabnon (Semi-supervised learning)

e Evioyxuouevn pabnon (Reinforcement learning)

e EfeAwtikn pabnon (Evolutionary learning)
Ita mAaiola NG mopouoag SL8AKTOPLKNAG SLatpLBng yivetal xpron TexvVikwy Bablwv
VEUPWVLIKWV SIKTUWV Kal EMBAEMOUEVNC LaBNnonc. Mo ouykekpLuéva, YIveTal xprion
twv Deep Belief Networks kot Deep Convolutional Neural Networks.

3.1 Deep Belief Networks

Ta Deep Belief Networks (DBN) eival BaBid veupwvikd diktua mou popdwvovtal amno
Vv oelplakn ovvdeon moAamAwv Siktuwv Restricted Boltzmann Machines (RBM)
[73].

Ta RBM [196] eivat mbavotikd ypadikd HOVIEAQ, Tou avadEpovial Kol w¢
OTOXOOTIKA VEUPWVIKA O&iKTua. Xpnolgomolouvtal Kuplwg yla tnv avokaiuyn
WOLOTATWY PLag AyVWoTNG KOTOVOUNG TBavotntag e xpron SElyHATwy QUTAG Kot
pHovteAomoinong tnG o€ SLAPOPETIKO XWPO.

H apyttektovikr Twv Siktuwv autwyv dtapopdwvetal anod duo layer, To opato (visible)
TIou avtloTolxel ota dedopéva elcodou Kkal to kpudo (hidden) mou avtiotolxel otoug
OVLXVEUTEC XOpaKTnplotikwy. Ot kopPol tou opatol layer eival ocuvdedepévol
CUMMETPLKA HE OAOUC TOUG KOpBOoUC Tou Kpudou layer evw Sev umtapyxouv cuVEEDELC
HeTalL KOUPBwv Tou avrkouv oto (6lo layer. Mia evdelkTikr amelkovion evog RBM
TIOPOUGCLAETOL OTNV MAPAKATW ELKOVAL:



Restricted Boltzmann Machine

- l

Visible Layer Hidden Layer
(Input) (Feature Detectors)

Y& KABe KATAOTOON TOU SIKTUOU QVILOTOLXEL KL LA EVEPYELQ, N OTola UMOpPEL va
umoAoylotel wg €€n¢g [39]:

k max Imax kmax I max

E(v.h)=-> av,— > bh-> > vhw, (1.9)
k=1 I=1 k=1 1=1
H evépyela autr amoteAel deiktn TNG mMoldOTNTAC TNG KATAOTAONG TOU OLKTUOU.
Avtiotowa, n cuvduacuévn mBavotnta tou Siktuou yla kabe mbavo evyog eLoOSwv
Kal €£08wv tou Siktuou unoAoyiletal and Tov vopo tou Boltzmann wg e€ig [131]:

p(v,h) = %e‘E(V'“) where Z = e =" (intractable)

v,h
1 Za*v Zb*hezk:Zv*h*w (1.10)

p(v, h) ——gx% g i :lHea*vHeb*hHHev*h*w
z Z k I ko1

Opola, prmopolv val UTTOAOYLOTOUV Kal oL KATwOL deopevpéveg TBavOTNTEC WG ENG:

pIN) =[] Pl and p(a1v) =[] plhy v a1y

Avtiotolya, n mbavotnta va ival eVvepyog KAmoLog KOUPoG gite Tou opatou eite Tou
kpudou layer divetal amnod:

—(by+ > VWi 1) b+ D VW =(by+ D VWi 1)
(h =1v) = € & «& = L (logistic function)
pth = - =0+ VWi 1) B b+ VW =(by+ D VWi 1) N —(B+ Y VW 1) 9
l1+e v l1+e v e v 1+e v
(1.12)
(v, =1h) = 1 (logistic function) (1.13)
PV = N ~(age+ Y hw ) 9 ’
h

1+e



H eknaidevon evog RBM yivetal pe otoxo tn peylotomnoinon tou log-likelihood [74]:

kmax

> log P(v¥) (1.14)
k=1

HE xprion Kamolou aAyoplBuou BeAtiotonoinong, ouvnBéotepa tou Gradient ascent
[50] kat T peBodoloyia Contrastive Divergence [70,71]. EmutAéov, ywa tnv
eknaidevon tou RBM, pmopel va ektiunBel kat n mapaywyog tou AoyapiBuou tng
mlavotntag evog SLavUOUATOG L0060V WG P0G To BApOC Wi, w¢ €ENG [77]:

ologptv) _ (VD D — (VN ) o (expected average values) (1.15)
k.l

Omou <vkh,>_ ekdpalouv TN ouxvotnTa He TNV omola ta Vi, hi gival

input Ko <Vk hl >

model
EVEPYA TAUTOXPOVA OTO HLOVTEAD, OTIWGE TIPOKUTITEL Ao Ta dedopéva Ll0O6S0U Kal OTo
OVOKQTOAOKEUOOUEVO LOVTEAO.

AkoAoUBwC, yiveTal evnuépwon Twv BapwVv HECW TNG OXEONG:

Wi =W, +e-Aw, e: learning rate (1.16)

H ekmaidevon twv DBN Baociletal oe pia SiPnuatiky péBodo mou mpotabnke tnv
televtala dekaetia, KaBwC MoALOTEPA SV UTINPXE EKMALOEUON WE LKOVOTIOLNTLKA
amoteAéopata [75]. Zto mpwto otadlo tng peboddou, kaBe RBM mou umtapxet oto DBN
ekmatdeveTal aveEaptnta anod ta uroAouta pe pun-eniPAenopevn eknaibsvon. Otav
oAokAnpwOel autod to BrApa, popdwvetat to DBN amnod to npo-eknmaldeupéva RBM kat
To OAo biktuo mAfov, ekmaldeveTal HE TNV Xpron tou Backpropagation [176] kat
Conjugate Gradient [68] pe ekmaildevopuevn pabnon [74, 75].

‘Eva yeviko povtélo evog Siktuou DBN avarmapiotatal otny mapokATtw ELKOVA:

REM1  RBM2 RBM3  RBM4
L1 L2 L3 L4 LS

Output

Input ®
g ® (Classification)

i

7 A i

Visual Laye
sual Layer Higher order feature detectors




3.2 Convolutional Neural Networks

Ta Convolutional Neural Networks (CNN), epnveuopéva and tov Tpomo Asttoupyiog
TwWV opydvwv opaong Twv {wwv [82,83], amoteAolv (OWG TA TIO EUPEWS
xpnotgorotovpeva Babld  vevpwvika Siktua. Av koL O TPWIN  popdn
TIOPOUCLACTNKAV OPKETA Xpovia TpLv [56,118,119], n andédoor toug os mpoBAfuaTa
QVAYyVWPLONG QVTIKELLEVWV OE ELKOVEC TA TEAEUTALA XPOVLA, T EPEPE OTO MPOOKAVLO
[111]. Ektote €xouv mpotabel diadopeg apyitektovikég (LeNet, ZFNet, GoogleNet) pe
afloonueiwta anoteAéopata [121,226,203].
H apxttektovik twv CNN amoteAeital and ev oelpd ouvdeon Sadpopwv TtUTwWV
Siktuwv. Ot Baoikol TUTIOL TTOU XPNOLUOTIOLOUVTOL Elval:

e Convolutional layers,

e Pooling layers kaut

e Fully connected layers

Mia tumikn popdr evog CNN, omwc mpotdabnke amod tov LeCun (S6iktuo LeNet),
daivetal oTnV MAPaKATW EKOVA:

Conwvolution Pooling Convolution Pooling ConF::cl:cy:ted Co::::cyted Fulyoc:‘;:t
Input L,: feature L,: feature L;: feature L4 feature
[x.y,3] map map map map i
[m,n,k] [c.d.K] [t.p.2] [a,b,Z] .11
R~ Ls

‘:Lll1 / ‘_;‘i‘ TR [-i’1] L

Ta convolutional layers xpnouiomoloUvtol WG QAVIXVEUTEG XOPOKTNPLOTIKWY OTa
6ebopéva el06dou. H mapamavw Stadikaoia ekteAeital pe t xprion ¢iAtpwv mou
Slatpéxouv ta dedopéva L0060V TIpayATOOLWVTAC TNV oUVEALEN. Ta pooling layers
ouvnBw¢ akoAouBolv ta convolutional kal xpnoluomolouvtal ylo TNV HElwWon Tou
HEYEBOUC TwV debopéVwy elc0b0u. YIapxouv TpELg TumolL pooling [63]:

e Max pooling,

e Average pooling kat

e L%-norm pooling.

O eupUlTEPQA XPNOLUOTIOLOUEVOG TUTIOG pooling elval o max pooling, av kat n emAoyn
e€aptartal anod 1o MpoPANUa autd KaBautd aAAd KoL oo tov TUmo Twv dedouévwv
elo6dou. Ta fully connected layers xpnotpomnolouvtal avtiotolya e To TPOBAnUa Tou
kaAeitat to CNN va Staxelplotel (classification, regression, kA.) kot eivol opola pe
TUTIIKA layers KAOLOOLKWV VEUPWVLKWY SIKTUWV.

Ta CNN ekmatdevovtal ouvnBwg He tnv Xprion tou StadeSopévou alyoplbuou
Backpropagation kaBwc pe tnv xprion tTwv convolution kot pooling layers pelwvetal
onuavtika to pEyebog twv fully connected layers kat yivovtal Slaxelpiowa.



4. Edoppoopévn BaBuad pnxovikig  pabnon  otn
BeAtiotonoinon tonoAoyiog

To ouykekpluévo keddahalo tng Sidaktopkng Slatplng eival adlepwuévo otnv
avalntnon véwv PeBOdwv yla TNV emtayxuvon tng BeAtiotonoinong tomoloyiag, n
omola gival Wdlaitepa amattntiki ano tnv anon UOAOYLOTIKOU $OPTOU Kol XPOVoU,
OKOUA KOl OE EMUMESO EPEVVNTLKAG KAl OXL TPAYUATIKOU peyEBoug douAelac. Mapad to
yeyovog mwg ot SlaBéowuol umoloylotikol mopol aufdvovtal, n avénon NG
TLOAUTTAOKOTNTAC KOL TOU PEYEBOUC Twv MpoBANUATWY elval TaxUTtepn odnywvtag o
avénon tou evdladépovtog yla emitayxuvon twv dadlkaclwyv oautwyv. Kdamolwot
TIPOTELVOUEVOL TPOTIOL OVTIUETWITLONG TOU TIPOPBANUATOG ETKEVIPWVOVTAL OTN XPNHOoN
napaAAnAou mpoypappatiopov o CPU i kat GPU [16,24,45,138] evw aM\oL ota
HOVTEAQ LELWUEVNG TAENG, KATL.

H BeAtiotonoinon tomoAoyiag ival pia padnuatiki pEBodog mou amookomel otnv
gvpeon NG PBEATIOTNG TOMOBETNONG OUYKEKPLUEVOU TIOCOOTOU UALKOU EVTOG
OUYKEKPLUEVOU XWPLOU UTIO CUYKEKPLUEVEC OUVONKEC OTAPLENG Kal $HOPTLONG HE
KpLtnpo tnv otatikn anodoon Tou ocuotiuato¢ [194]. To ouvnBéotepa
XPNOLLOTIOLOUUEVO  KPLTNPLO OTATIKAG Omodoong ToOU OUuoTAMOTOC €£lval To
Compliance. Mia amo T eup£wc xpnotpomnoloupeves pebodouc otnv BeAtiotomnoinon
TomoAoyiag gival n Solid Isotropic Material with Penalization (SIMP), n onoia cuvééet
TNV TUKVOTNTA LE TO HETPO EANOTIKOTNTAC KOL TIOPOUCLAOTNKE TN Sekaetio tou 1990
[12,229,147]. H Slatunwon evog mpoPAnuatog BeAtiotonoinong tonoAoyiag eival n
e§ne:

Minimize C(x)=FT*U(x)
with respect to:
KX)*U(x)=F (1.17)
Ve _y,
VO
O<x<1

omou C(x) eival to compliance ylwa ocuykekpluévo Sldvuopa mukvotAtwy, K(x) to
untpwo duokapiag, F kat U(x) ta untpwa duvapewyv kat petatonicewv, V(x),Vo,Vi
glval o oykoc pe Baon To SLAVUOHA TIUKVOTATWY X, O ApXLKOC OYKOC KOl O EMLBUUNTOC
OYKoG, avtiotoa. To HETPO €AAOTIKOTNTAG OUVOEETAL HPE TNV TUKVOTNTO KABE
TIEMEPACHUEVOU OTOLXELOU LEOW TNE TTOPAKATW OXECNC:

E.(x)=%"E’ <K, (x)=x"K° (1.18)

Itnv mapouvoa Stdaktopikr StatplPfr mpoteivetal pia véa péBodog emtaxuvong Twv
Stadkaowv emiluong mpoPAnuatwy PeATLOTOMOINGCNC TOMOAOYIAG, HELWVOVTOC
SpPOHATIKA TOV QMAITOUMEVO UTIOAOYLOTIKO ¢OpTo Touc. H véa pEBodog mou



ovopdaletat DL-TOP PBaoiletal otov ouvbuaopd ocuyxpovwv HeBOSdwv Pablwv
VEUPWVIKWV SIKTUWV Kal cuykeKpLéva twv DBN kat tng SIMP. H kevtplkn 16€a mavw
otnv omnoia dnuoupyndnke to DL-TOP anaptiletal anod ta £€NG:

e H BeAtiotomnoinon tomoAoyiag ival Slailtepa amaltnTiky) o€ UTIOAOYLOTLKO
$OpTO KAl N amaitnon auth aufavetal oe cuvaptnon He to MARBOG Twv
TIEMEPAOUEVWY OTOLXELWV TOU TTAEYUATOG

e Ta DBN €xouv afloonueiwteg SuvatdtnTeG avayvwplong MPOTUTIWY TIOU
Bplokovtal KpuppEva o PeYAAeC Baoelg Sedopévwy Kal Sev elval opatd amnod
TOV XpNotn Xwpis edappoyn tng uebddou

e KaBe menepacuévo otolyeio mapouolalel HeTaBOAN OTNV MUKVOTNTA TOU OF
kKaBe emavaAnyn tng SIMP. EvSeiktikn StakUpavon tng mukvotntag dStapopwv
TIEMEPACUEVWY OTOLXElWV UTTOpEL va mapatnpnBel otV MOPAKATW EKOVA
OmoU 0 afovag Twv X avtlotolyel otig emavaAnPelg tng SIMP, 0 y oTnV TIUA TG
TIUKVOTNTAG KoL ME OlapopeTikd Xpwpa onuewwvovtal ta  Sadopa
TIEMEPACUEVA OTOLXELQL:

Finite Element Density per SIMP Iteration

0.9

Element Density d(t)

0.1}

0 50 100 150 200 250
SIMP lterations t

e H mpotewopevn pebBodoloyia mpenel va eival ave€dptntn TWV MAPAUETPWY
Tou mpoPAnuatog (yewpetpla, ouvOnkeg otnpleng kot Goptiong, TEALKOC
OYKOG, KAT.). Me Ttov Ttpomo oautd Ba amodeuxbel n avaykolotnTa
EMAVEKTIALOEVONG TOU VEUPWVIKOU SIKTUOU o€ KaBe edpappoyn. KatL tétolo Ba
ATav acUUdOopPOo XPOVLKA KAl UTIOAOYLOTLKAL.

H mpotewvopevn pebodoloyia DL-TOP amoteAeital ano ta napakdatw otadla:
®aon |

e Oplopog tou mpoPAnpatog BeAtiotonoinong TomoAoyiag
e EKTEAEon MePLOPLOMEVOU aplBpou emavalnPewv tng SIMP
e Mopodwon Slavuopatog elcodou Tou DBN avd menepaopEVo oTolxeio



®aon Il

e Ektipnon mbavng TeAKNAG ukvoTnTag KA emepaopévou oTtolyeiou amo to
DBN

e Mobpdwon tou Xwplou pe PBAON TIC TPOTELWVOUEVEG TIHEG TIUKVOTNTAG ava
TIEMEPACEVO OTOLKELO

e Xpnon tngSIMP yia va mpayuatomnotioet fine-tuning oto anotéAeoua tou DBN

To Swaypappa porg tou DL-TOP mapouatdletat otnv akoAoubn wkova:
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ZuykeKpLéva, To DBN ekmatdeVeTAL KOL XPNOLULOTOLELTAL YL VAl TIPAYLOTOTIOLEL Eval
SloKkpLtd AApa amod TNV TUKVOTNTO KABE TEMEPACUEVOU OTOLXELOU OTILG TIPWTEG
enavaAqPEL O pLa T KOVTA otnv TeAKN Ttou Ba utoAdyle n SIMP amd povn tng,
HeEwwvovtag dpaotikd to TMANBo¢ Twv amattovpevwy enavaAnPewv tg SIMP. To
Tapamavw Gaivetal KoL otnv akoAoubn swkova:
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08

07—

056 —

Element Density d(t)

|
|
o t T
Fhassil Phase Il
< — >< >
SIMP - DBN Input Generation Iterations avoided by use of DLTOP SIMP



MNa va punopéost to DBN va mpoodépel autiv tv mAnpodopia, eival anapaitntn n
eknaidevon Tou og MapooLoUG cuaXeTLopoUC, dnAadn dedopéva eloddou mou eival
XPOVO-LOTOPLEG TIUWV TIUKVOTATWY TIEMEPACUEVWY OTOLXElWV avd emavainyn tng
SIMP (yia pikpO TANBoG¢ emavoAnPewv) Kol TEAKEG TLUEG TIUKVOTNTOC TWV
TIEMEPACUEVWY AUTWV OTOLXELWV. MNa Tov Adyo auTO Kataokeudotnkav SUo BACELS
S6ebopévwyv amo Svo kAaowka mapadeiypata BeAtiotonoinong tomoAoyioag, Ml
povompoéxovoa apdlEpelotn SokO Kal €vav mpoBolo onw¢ daivovtal otnv
TIAPOKATW ELKOVAL:
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pue Vo avahoyieg LPoug/URKoug Kal oKTw Sladopetikd MARON SLakpLToMoL|oEWV
Kupawvopeva and 1000 €wg 100.000 memepaopéva oTolxela. JUVOAKA, KaBe Baon
TiepLEXeL Tepimou 400.000 SladopeTIKOUE GUOXETIOMOUG TTUKVOTATWY. ZUVETWC, TO
DBN ekmnaibevtnke oe dV0 SladopeTikég BAoelg Eexwplotd. Q¢ Katnyopileg KAAoEwWV
otnv €€0b6o tou DBN, efetalovtal U0 SLaDOPETIKEG TIEPUTTWOELG, TPELG KAL EVIEKA
Sladopetikég KAAoeLS. Ma va ektiunBel n oupunepidpopd tng pebodoAoyiag DL-TOP,
SoKlpAoTNKE Ot oclpd TMopadelypatwyv SUo SlACTACEWY, TPLWV OSLOOTACEWY, HE
Sopnuévo Kkal pn dopnuévo mAEypa. H ektipnon t¢ anodoong £YWVe wG MPOC TO
TEAKO amotédeopa pelwong emavaAnPewv ¢ SIMP, yevikotnta epoppoync oe
Slapopetika mpoPAnpata kot otabepotnta TG peBodoloylag we mMPOG TIC TIHES TWV
TIAPOUETPWY TNG.

To mpwto moapadelypa eival pia Soko¢ He TG otnpléelg Kal Tig doptioels mou dalvetal
OTNV MAPOKATW ELKOVA, Sounuévo MAEyUa, TARB0G nenepacpévwy otolyeiwv 120.000
Kol TEALKO 0TOX0 OyKou (oo e 40%.
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H AUon mou mpoteivel n SIMP xwpic to DBN mpokUnTtel petd and 372 emavalielg
KOLL TLUA QVTIKELUEVIKAG ouvapTtnong ton pe 85,99. H teAwkr) TomoAoyia ou mpoTeivel
elval n €€nc:

H mpotewopevn tonoAoyia otnv £€06o tou DBN €xovtag StaBacel TG Mpwteg 36
enavaAqPeLg t¢g SIMP €xeL TLUA QVTIKELUEVLKAG ocuvaptnong ton pe 86,43 kal elkova:

To teAiko amotéAeopa tng pebodoroyiag DL-TOP petd amod to TeAKO TNG 0TASLO TO
oroio ivat to fine-tuning tn¢ €€66ou tou DBN amod t SIMP (43 smavaAnyelg) €xet
TLUA QVTLIKELUEVIKNG ouvaAptnong lon pe 85,66, eAdxlota Hikpotepn anod autr tng SIMP
KOl Ol OUVOAKEC emavaAnpelg mou xpeldotnkav eival loeg pe 43+36 = 79
enMavoAfPELG, OL OTIOLEG AVTLOTOLXOUV 0TO 21% HOALG autwv Tou xpetdletal n SIMP
and povn TnG. To TeAkO amotéAeopa TomoAoyiog Tou TPoEkUPE amod Tnv
ueBodoloyia DL-TOP ¢aivetal oto akoAovbo oxnua:



To enodpevo mapadelypa ival évag mpoBoAog Pe TNV otnpLen Kal tTnv ¢opTLon mou
daivetal otnv mopakAtw €lkova, pun Sopnuévo mMAEyua, MAROOG TEMEPACUEVWV
otolxelwv 5.000 kat teAkd oTto)X0 OyKou (o0 pe 40%.

H AUon mou mpoteivel n SIMP xwpic to DBN TpoKUMTEL PETA amo 267 emavalfPeLg
KOLL TLLN) QVTIKELUEVLKAG ouvaptnong ton pe 391,19. H teAikr TomoAoyia mou mpoTteivel
elval n g€nc:

H mpotewopevn tonoAoyia otnv £€€0do tou DBN éxovtag Stapdoel TG mMpwteg 36
enavaAqPeLg tng SIMP €xeL TLUN QVTIKELUEVIKAG ouvAapTnong ton pe 442,65 kot elkova:



To teAiko amotédeopa tng pebodohoyiag DL-TOP petd amod to TeAKO TnG otadlo To
ormoio ivat to fine-tuning tn¢ €€66ou tou DBN amod tn SIMP (43 emavaAngelg) €xet
TLUA OVTIKELUEVIKNC ouvapTtnong ion pe 394,46, eAaxlota LeyaAUTEPN ATO AUTH TNG
SIMP Kkal ol oUVOAIKEC emavaAfPeLg TTou Xpeldotnkav eival ioeg pe 30+36 = 66
enavaAnPeLg, oL omoleg avtiotolyoUV oto 24,72% LOALG auTwV Tou xpetaletal n SIMP
amd povn TnG. To TeAKO amotéAecpa TomoAoylog Tou TPoEékuPe amod Tnv
puebodoloyia DL-TOP ¢aivetal oto akoAouBo oxriua:

210 TTANPEC KELPEVO TNC SLOAKTOPLKAC SLatpLBrc mapouolalovtal OPKETA TIEPLOCOTEPA
napadelypata onou napatnpsitat akopa kaAUtepn cupunepidpopad tng pebodoroylag,
evw mapouoldletal ovykplon twv Vo Sladopetikwy Pacewv ekmaidsuong Kat
HEAETN TG otabepodtntag tng peBodoloyilag o€ oxéon HE TIGC TAPOAUETPOUC
eknaidsvong twv RBM.

5. BabBud veupwvika SIKTUO KOL LOVTEAQ LELWHEVNG TAENG

To nmapov keddaAaio TG SLOAKTOPLKAG SLATPLBNG EMKEVIPWVETAL OTNV QVATITUEN VEWV
pneBoboloylwv mapaywyng Kot Xprong MOVIEAWV UELWHEVNG TAENG HEow Pabuwv
VEUPWVIKWV SIKTUWV otnv BeAtiotomoinon Kotaokeuwv. o  CUYKEKPLUEVO,
napouaotalovtol Tpelc pEBodol mapaywync LOVTEAWY LELWHEVNG TAENG e CUVELOOUO



Babwwv veupwvikwv Siktuwv (DBN kat CNN) kat tng peBddou BeAtiotomoinong
tomnoAoyiag SIMP. Ot peBodoloyieg autég ovopalovral:

e DL-SCALE
e DLRM-TOP
e CN-TOP

KaBe pia amd autég mpoteivel pla SLapOPETIKN TEXVLKA TOPAYWYNAG Kal Xprnong
HOVTEAWV PELWHEVNG TAENG TTOU ATTOCKOTIOUV OTN §PAOTIKA MElwaon Tou Xpdvou mou
amnattel n BeAtiotonoinon tonoloyiag Ue Ti¢ mapadootakég pebodouc.

5.1 DL-SCALE - Upgrade povtélou péow deep learning

Itoxo¢ tou DL-SCALE eival n emrayxuvon tng dwadikaoiag PeAtiotonoinong evog
TPOBANUATOG HECW TNG EKUETAAAEUONG YVWONG TIOU TTAPEXETAL amd TNV ebapuoyn
BeAtiotomnoinong og opola aAAG onuavTikad mio adpa Slakpltonotnpéva povtéda. To
TIAPATIAVW UTopEl va emitevyBel pe TNV oelplakn ektéleon Tou DL-TOP og cuvbuaouo
LE TAUTOXPOVN TIUKVWON TOU MAEYLATOG TOU Xwplou Ttpog e€€taon.

‘Eva mpoPAnua BeAtiotonoinong tomoAoyiag TOP pmopet va 0pLloTel wg €€AG:

TOPR, : [l ne@, 5@ P©@ v (1.19)

omnou Lxyz, ne, Sc, P, Vt elval oL S1aoTdoelg Tou Xwpiou, To MANB0G TWV MEMEPATUEVWV

oTolXelwv, oL ouvOnKeg otAPLENC Kal GOPTLONG Kal 0 EMBUUNTOG OYKOC avtiotolya. Av

BewpnBel Mwc o xpodvog ektéAeong PeAtiotonoinong tomoAoyiag oto mapadelypa

QUTO €lval loog pe to, elval yvwoTo wg 0 XpOvog eKTEAEONG TOU 8Lou TPpoBARUATOC
(0)

7 - v akpifela, n

aA\d pe Stadopetikd ne = nelt) g€aptdrar and tov Adyo —
ne

g€dptnon autr mapouolaleTal otov akoAouBo mivaka:

m,[()] ne[ 1)

ne 406456 63480 32368 16200 8064 4000
%l- 1.00 6.40 1256 25.09 5040 101.61
ne '’

Il(];

i) 1.00 1289 27.72 5935 137.00 374.70

Eotw OTL Mpemnel va ekteleotel BeAtiotonoinon tomoAoyiag oto mpoBAnuo TOP:.
JUupdwva pe tn peBodoloyia DL-SCALE &nuloupyolvial TEVIE TAVOUOLOTUTIO
HELWHEVNG TAENC povtéla TOPR drou n povn Stadopd pe to apykd sivat to mAndog
TWV TIEMEPACUEVWY OTOLXELWY TOU TAEyUOTOC.



TOR: [L), ne®, s{P, P" V1]
TOR,: [L), nel®, sV, PV v,[1]
TOP,: [LY), net®, s P vD1—— TOR: [L), nef®, S{", PV v, ("]
neL(lR) s ph V(f)]

' c e L

TOPR,: [LY))
TOR;: L), ne, sV PV v (7]

[

Xyz !
Xyz !

where ne®™ < nef® <ne® <nef® <ne® << nel®

Mopdwvetal to npoPAnua TOP1R kat o avtd edpapuodletal n pebodoloyio DL-TOP.
Q¢ anotéAeopa autol POKUTITEL N TEAKR TortoAoyia tou TOP:R. Stnv tonoloyia auth
edapuoletal convolution Kal 0TO AMOTEAECUA TIOU TIPOKUTITEL EQAPUOLETAL TTUKVWON
TOU TAEYMATOC WOTE Vo GTAoEL To TARBOO0C TEMEPAOHEVWY oToLXEIwV Tou TOPR. OL
TIUKVOTNTEG Tou TOP1R petd to convolution avtiototyilovtal pe xwpkd KpLtipla ot
nenepaopéva ototxeia tov TOPR kaw n mapaxBeioa tonoloyia AapBavetat wg apxikn
toroloyia tou TOP,R oto omoio edpappdletar to DL-TOP. H Swadwkaoio auth
ermavolapBdvetal yia kaBe TOPR péxpt n mikvwon va ¢tdost oto mAROog
TIEMEPAOUEVWY OTOLXELWV TOU apXLlkoU povieAou TOPy. Exovtag TAEoV UTIOAOYIOEL pLa
KaAn ektipnon yla to TOPo, ekteAeital oe auto to DL-TOP kat AapBavetal n TeALKNn
tomoAoyia autou. To diaypappa poig tou DL-SCALE amoTUMWVETOL OTNV TTAPOKATW
ElKOVL:

Data Input DBN,
(TOP; etc) Re-Meshing, SIMP
Convolution

yes ¥
v
SIMP no TOP;
Iter: 1:36 Generation
v A 4

DBN, TOP g .
< Re-Meshing, >—>—< Generation > Cropogt:t:::;ized>
Convolution i=it !

H pebodoloyia DL-SCALE epapuootnke o mAnBog mpoPAnuatwy BeAtiotomnoinong
tomoAoylag wote va ektiunBel n amoédoon kot n otabepotntd tou. Evdelktika
avadEpovral KAToLa MopadEiyHOTO EVW TO UTTOAOUTA CUVAVTWVTAL OTO TEUXOG TNG
Sbaktopikng StatpPpng.

To MpwTto MapAdeLyHa TIEPLYPADETOL OTNV TMAPAKATW ELKOVAL.



Test-Example A

Lx

Ot Sakprronowjosl twv TOPR eivar 3.000, 4.000, 5.000, 7.000 kot 10.000
TIEMEPACHUEVO OTOLXELQ KAl O TEALKOC OYKOG (0oG pe 40% tou 6Aou. H peBodoloyia
SoKIHAoTNKE 0 TEOOEPLS OLOPOPETIKEG TEAIKEC Slakpltomolnoelg ioeg pe 20.000,
50.000, 75.000 kat 100.000 menepacuéva otolxeia. H emtayxuvon mou emtexOnke
TapouoLAaleTal oToV MivaKa TToU aKOAOUBEL.

Objective
SIMP DL-SCALE Acceleration T unction
Value
Reduction
ne
Sbjecve Execution ORlpciive Execution
Iterations Function % Iterations Function % %
Time Time
Value Value
20,000 299 20.40 105.74 66 20.08 47.50 55.08 1.54
50,000 308 21.24 289.37 73 21.07 95.82 66.89 0.82
75,000 396 21.71 583.18 77 21.53 143.91 75.32 0.85
100,000 439 21.94 882.32 63 21.85 161.19 81.73 0.40

OL TeAIKEC SLAKPLTOTIOLNOELG OTIWC TtpoTadnkav anod tn SIMP kat tnv DL-SCALE eivat:

(a)
b)

ne = 20,000 ne = 50,000 ne = 75,000 ne = 100,000

P P P -
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To Seutepo MapAdeLlypa TEPLYPAPETAL OTNV MOPAKATW ELKOVAL.



Test-Example B

0.5*Ly 0,5"Ly

0.5*Lx 0.5*Lx

OuL Suakptronotjosl twv TOPR eivar 1.000, 2.000, 3.000, 4.000 kot 5.000
TIEMEPACHUEVO OTOLXELQ KOl O TEALKOC OYKOG (00G pe 35% tou OAou. H peBodoloyia
SoKIHAOTNKE 0 TEOOEPLG SLOPOPETIKEG TEAIKEG Slakpltomolnoelg toeg pe 20.000,
50.000, 75.000 kat 100.000 menepacuéva otolxeia. H emtayxuvon mou emtexOnke
TapouoLAaleTal oToV MivaKa TToU aKOAOUBEL.

Objective
SIMP DL-SCALE Acceleration ' unction
Value
Reduction
ne
Objective Execution Shiective Execution
Iterations Function Time Iterations Function Time % %
Value Value
20,000 220 144.36 68.03 65 141.31 33.23 51.16 2.11
50,000 322 139.14 259.31 €0 136.73 62.32 75.97 1.73
75,000 403 139.46 499.28 59 137.41 88.45 82.28 1.47
100,000 375 138.16 631.16 57 136.86 113.85 81.96 0.94

OL Ttelkég TomoAoyieg mou mpotadnkav amd tn SIMP kat tnv DL-SCALE

mapouaotalovtol OTNV MAPAKATW ELKOVAL:

ne = 50,000 ne = 75,000 ne = 100,000

(=]
=
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o
>
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5.2 DLRM-TOP — Upscale povtéAouv peow deep learning

H pebodoloyia DLRM-TOP otoxeUEL OTNV UELWON TOU ATOLTOUMEVOU UTIOAOYLOTLKOU
XPOVou TNG PeATioTonmoinong TtomoAoylog HECW TNG XPnong PBabuwv VEUPWVIKWY



SITOWV yla TNV €eKUETAAMeuon TmAnpodopiag¢ amd tn PeAtotonoinon adpd
SLOKPLTOTOLNUEVWVY LOVTEAWV.

e avtiotolyia pe tnv pebBodoloyia tou DL-SCALE, ywa tnv PBeAtiotonoinon €vog
Hovtélou, amatteital n dSnuoupyla TEVIE OUOLWV UOVTEAWV HUE UIKPOTEPO MARDOOC
TIETMEPAOUEVWV OTOLKEIWV. TNV MPOKEWEVN TIEpUTTWON OpwE K&Bs TOPR emilbetal
HEXPL TEAOUG e TN SIMP kat gv pecolafel to DL-TOP. Ot TeAKEG TOTOAOYIEG TWV
empépoug TOPR emavadiakpttonotolvtat oto MARBO0G MEMEPACUEVWY OTOLXELWV TOU
OPXLKOU HOVTEAOU Kal OL TTUKVOTNTEG Toug pofdaAAovtal o autd to mARBog. Me Tov
TPOTO AUTO SnULoupyeital yla KAOE TEMEPACUEVO OTOLXELO TOU APXLKOU LOVTEAOU L
OELPA TIEVTE TIUKVOTATWY TtoU €xouv TipokU el armtd ta riévte TOPR.

(d) (d) (d)
19 TS e T8
(d) (d) (d)
D _ T2,l T2,2 e T2,ne>(<f)
TOP —
(d) (d) (d)
Tne(y”,l Tne(y”,z e Tney),nei”

where T =[{d, 398 . {dy  }00, - Dy 102, |,
and ie[Lnej] jellne ] ke[Lne] I [lne]...be[lne], ce[lne]
(1.20)

Auth n oepd Tij¥ ypnowonoteitat and to DBN yia va mpoBAéPel TNV TeAkA
TIUKVOTNTA KAOE MEMEPACUEVOU OTOLXELOU TOU APXLKOU LOVTEAOU.

To Sdaypappa porg touv DLRM-TOP napouctdetal otnV Mapakatw LKOVAL:

Data Input
(TOP;etc) > C Ap:;ch:{ion >—>—< Convolution >

yes

no
TOP, :
< Simp < SIMP >
-

. Project densities OutPut:
6‘"“"5"'“9 to “‘9—’_( i=i+1 > <TOPf Optimized>

H xprion tou DLRM-TOP mpoimoB£tel tnv ekmaidevon tou diktuou pia popad. Ta
napadelypata ota omnoia £ywve eknaidsvuon eival opola pe autd tou DL-TOP pdvo




mou ta Oebopéva eo0bou eival SladopeTikd o autiv TNV mepimtwon. O
OUOXETIOMOL TIou Ypnolgomoldnkav kabwg Kal Ta TANON TwvV TEMEPACUEVWV
otolyelwv Twv pelwpéVwY (DAT) ala kat Tou TARpoug povtélou (TOPs) daivovtal

TOPOKATW:

@
opt opt opt opt opt
I:dTOPl' dTOPz’ dTOPS’ dTOP47 dTOPs:I - dl,TOPf
(2)
opt opt opt opt opt
[dToa' dTOPZ’ dTOP3’ dTOP4’ dTOPS:I - erTOPf
(ne-1)
opt opt opt opt opt
I:dTOPl' dTOPz’ dTOP3’ dTOP47 dTOPs:I - dne—l,TOPf
dopt dopt d opt d opt dOpt (ne) > d
TOR, ' YTOP, * “TOR;* YTOP, ' “TOR; ne,TOP;
Input Target

1,000 2,000 3,000 4,000 5,000 |
2,000 3,000 4,000 5,000 6,000
DAT.(ne) =| 4,000 5,000 6,000 7,000 8,000
2,000 5,000 7,000 8,000 10,000
6,000 7,000 8,000 9,000 10,000 |

TOP; (ne) = 200,000 (1.21)

H pnebobdohoyia DLRM-TOP Sokipdotnke oe Stddopa npoPAriuata BeAtiotonoinong
tomoAoylag oOmou eetdotnke n  amodoon NG Evbewktikd mopatiBevial ta
arnoteAéopata oo §Uo and auvtd.

To mpwTto mapadelypa meplypAdETOL OTNV MAPAKATW ELKOVAL.

Test-Example A A




Ot Swokprtonowtjoslg twv TOPR eival 5.000, 7.000, 10.000, 15.000 kot 20.000
TIEMEPACUEVO OTOLXELQ KAl O TEALKOG OYKoG (oog pe 30% tou 6Aou. H peBodoloyia
Soklpaotnke o TEOOEPLS SLadOPETIKEG TEAIKEG Slakpltomolnoelg loeg pe 75.000,
100.000, 150.000 kat 200.000 nenepacuéva oTolxela. H emitdyxuvon mou emteuXOnKe

TaPoUoLAETAL OTOV VALK TTOU OKOAOUBEL.

SIMP DL-SCALE Acceleration
ne
Objective Execution Cbjective Execution
Iterations Function Iterations Function %o
Time Time

Value Value
75,000 251 248.41 404.89 80 249.40 219.16 45.87
100,000 331 246.46 736.53 61 247.37 224.06 69.58
150,000 340 24352 1203.95 72 24515 337.66 71.95
200,000 521 24262 2559.05 86 244.39 49555 80.64

OL TteAkég TomoAoyie¢ mou mpotabnkav amd T SIMP Kkat tnv
napoucLalovtal oTnV MoPaKATW ELKOVAL:

Objective
Function
Value
Reduction

%

-0.40
-0.37
-0.67
-0.73

DLRM-TOP

o
g

To deutepo MapAdeLypa TTEPLYPAPETAL OTNV MOPAKATW ELKOVAL.

(a)
ne = 75,000 ne = 100,000 ne = 150,000 ne =200,000



Test-Example B

0.5*Ly 0,5"Ly

0.5*Lx 0.5*Lx

Ou Swokprtonowtjoslg twv TOPR eival 5.000, 7.000, 10.000, 15.000 kot 20.000
TIEMEPACHUEVO OTOLXELQ KOl O TEALKOC OYKOG (0og pe 30% tou OAou. H peBodoloyia
SoKIHAOTNKE 0 TEOOEPLG SLOPOPETIKEG TEAIKEG Slakpltomolioelg toeg pe 75.000,
100.000, 150.000 kat 200.000 nenmepacpéva otolxela. H emitdyuvon mou emtexOnkKe
TapouoLAaleTal oToV MivaKa TToU aKOAOUBEL.

Objective
SIMP DL-SCALE Acceleration " unction
Value
Reduction
Ne
Sbjestive Execution Objactive Execution
Iterations Function Time Iterations Function Time % %
Value Value
75,000 401 159.86 505.88 79 158.83 292.43 42.19 0.64
100,000 444 158.44 774.02 58 157.83 291.76 62.31 0.38
150,000 514 156.35 1438.26 98 155.73 461.50 67.91 0.40
200,000 367 156.01 1382.55 107 155.10 595.76 56.91 0.58

OL telkég Tomoloyie¢ mou mpotabnkav oamd tn SIMP kot tnv DLRM-TOP
mapouaoLlalovtol oTnV MAPAKATW ELKOVAL:

do Yo \Idw

ne = 75,000 ne = 100,000 ne = 150,000 ne =200,000

o ¢ I I

5.3 CN-TOP - Enhancing povtélou péow deep learning

dOoL-wWyTa

H tpltn peBodoloyia mou avamtuxOnke ota mMAaio TNG MoPoUoOC SLOOKTOPLKAG
SlatpBng adopd TNV eKPETAAAEUON TEXVIKWVY BEATIWONG TNG AvVAAUONG TNG ELKOVOC



otnv emtayuvon twv Stadikacwwy BeAtiotonoinong tomoloyiag. Autd pmopet va
erutevxBel péow tNg oUVEEONG TNG TOLOTNTOG TNG ELKOVAG HE TNV TTUKVOTNTA TOU
TAéypatog otnv BeAtiotomnoinon tonoAoyiag. Mo CUYKEKPLUEVQ, XPNOLLOTIOLE(TAL EVa
Siktuo FSRCNN [43] rtou €xel ekmalSeuTel oTnV avakaAun CUCKETLIOUWY AVAUECQ OF
EIKOVEG amd mpofAnuata TtomoAoyiag Tou eMAUONKAV PE adpr] KoL UE TUKVA
Slakpltonoinon. Ta dedopéva eknaideuvong tou FSRCNN amoteAovvtal and 10.000
{evyn BéAToTwY TOoToOAOYylwV Tou TapdxOnkav pe tnv pEBodo twv Sosnovik kat
Oseledets [198] kal toug Hunter et al. [84].

JUudwva Pe TNV TPOTELWVOUeVn peBodoloyia, yla éva mMpoBAnua BeAtiotonoinong
tomoAoyiag dnuloupyeital éva Opold tou aAAd pE cadwg HIKPOTEPO TARBOOC
TIEMEPACHUEVWYV OTOLXELWV. AUTO eTtAUeTaL amod tnv SIMP kat To amotéAsopa tng SIMP
xpnotuornoteital wg Sedopévo elocodou tou FSRCNN. H €€060¢ tou FSRCNN eivat pia
glkOvVa ocadpw uPNAOTEPNG EVKPLVELAG, N OTIOLAL LETATPEMETAL OE LNTPWO TIUKVOTATWVY
Kal EMavoSLaKPLTOTIOLEITOL HE TEAIKO TIABOG TMEMEPACUEVWY OTOLXEIWV (00 PE TO
emBUUNTO. AdOoU YIVEL XWPLKI AVTLOTOLXNON TIUKVOTATWY, TO TIPAYOUEVO UNTPWO
TIUKVOTNTWV €loayetal otn SIMP kat BeAtwotonoleital. Eva Slaypoappo pong
TIPOTEWVOEVNG HeBoboloyiag mapouolaleTal OTnNV MAPAKATW EKOVA:

C (, AR
< SIMP > < SIMP >

Data Output +
( (D.° > < Re-Meshing, >
Convolutlon
Ddense
\ 4

< FSRONN H e >

H CN-TOP peBoboloyia Sokwudotnke oe dtadopa mpoPfAnuata BeAtiotomnoinong
TomoAoyiag SU0 SLOTACEWV KoL TAL ATOTEAECHATA TNC elval Lolaitepa evOappuUVTIKA.
Evéewktikad mapouaotaletol éva amd autd evw To uUTOAouta meplthapBdavovtal oto
TEVUXOG TNG mapoloag Stdaktoplkng StatpBig.

To apxtkd poPAnUa tou apadelypatog neplypadeTal oTNV EIKOVA TTOU 0KOAOUBOEL.




P Te§t-Example o P
v P vP
L
0.25Lx

To peltwpévng kKAipokag povtéo amoteleital and 20.000 MenNepaoUEVA OTOLXELD EVW
To TANpPec amo 180.000. H emutdyuvon Tou emIteUXONKe TopouclaleTal OTOV
akOAouBo mivaka.

Objective
SIMP CN-TOP Acceleration T unction
Value
Reduction
Objective : Objective -
. . Execution . . Execution
Iterations Function Iterations Function % %
Time Time
Value Value
517 111.98 2243.77 142 112.19 634.77 3T -0.19

Ta oxAuoata mou mpogkuPav and t SIMP kat tnv CN-TOP mapouoialovtal otnv
€LKOVA TIOU aAKOAOUBEL.

6. Generative Design PBoaolwopévo og Babla veupwvika
Siktua

To Generative Design oKOTeUEL OTNV yprHyopn Topaywyr amo ToV UTOAOYLOTA
TANBouG oxedlaopuwy TIou c£BoVTaL TOUG EPLOPLOMOUC TIoU €XEL BEoeL 0 Xprotng-
oxeSLa0TAG XPNOLUOTIOLWVTOG aAyopiBuoug pe emavoAnmukeg Stadikaoieg. Baoukn)
TOU XpNon €lval N avIKOTAOTAON TWV TIEPLOPLOUEVOU TIANBOUG apXIKWV OXESLAOUWY
TIou umopel va Snuioupynoel évag oxedlaotr¢ anod mAnBwpa avtopata napaxbeviwy



oxedlaopwv [5,20,120,130]. Q¢ TeEXVIKN XPNOLUOMOLELTAL TTAEOV TOOO OTN Blopnxovia
[7] 600 kot oToV KOTOOKEUAOTIKO KAASO [8,212]. 1O MapOoV TUNUA TNG SLOAKTOPLKAG
SatpBng napouaotaletal plo peBodoroyia Generative Design mou avantuxdnke ota
mAaiola autig kot Baciletal ota Babld veupwvikd Siktua kot Tnv BeAtiotonoinon
tomoAoyiag. Mo cuykekpLUEva, amoteAel cuvduaoud Twv PeBodwv DL-SCALE, DLRM-
TOP kat SIMP. H mpotewvopevn pebodoroyia ovopaletatr DzAIN .

H edappoyn tng pebodoloyiag auTAG amattel ano tov Xprjotn Tov opLopd Tou Xwpiou
Héoa oto omolo Ba mapaxBel o oxeSLAOUOG, TIG OTNPILEELS aUTOU, TIG GOPTIOELG UTOU
KalL oV TO ETMLOUUEL KAl TOV TEALKO 0TOXO OYKOU €VTOC TOU Xwpiou. AkoAoUBwG, opiletal
n emBuunty Slakplrtomoinon Tou MAEYHATOC Kol SnpLloupyolvVTal QUTOUATA TEVTE
HOVTEAQ pe povn Sladopd tnv onuavtikd o apatn diakpitonoinon. Kabéva amo
outa elwoayetal otnv SIMP kat ektelovuvral 35 emavaAngelg. Kataypadetal n
TIUKVOTNTA KOO Tenepaopuévou otolxelou oe 6 SladopeTikd MANON emavaAnPewv.
KaBe otwyuotumo g  PeAtotomoinong ota 6 auta  Soothuota
enavodlakpLtomoleital Pe TANOOC TMEMEPACUEVWY OTOLXEIWV (00 PE TO TEAKO
eMBUUNTO Kol TPOPBAAAOVTOL O QUTO HE XWPLKA KPLTAPLA OL TIUKVOTNTEG KAOE
TIEMEPACUEVOU OTOLXElOU. ME TOV TPOTO AUTO mapdyovtol 6 SLadOopPETIKA UNTPWA
OToU O£ KABE OTOLXELO QUTWV UTIAPXEL £va SLAVUCHA 5 TTUKVOTATWV o Ta 5 apatd
Slakplromoinpéva xwpla. 2 kabe éva anod avtd epapudletal n DLRM-TOP kat otig 6
napoaxbeioeg tomoloyieg edpapuolovrat 4 Siadopetika convolution ¢idtpa. Ta
napanavw duvatal va cuvoPLlotouv wg eENG:

e TOP?: [L9, ne® s® PO V]

e Define TOP® where i €[, 2,3,4,5]

e Record D} (extrapolated density matrix)
where j €[5,10,15, 20, 25,35] (iterations counter)

T TO Tlf:e’if) ]

(d) (@) ()
T, T, ... T

e Create T/ = 2re” | Kk e[L,2,3,4,5,6]

T@O O T@ T

(f) (f) () nalf)
L ney 1 ney ’,2 ney ’.ney” |

where Ti,(?) :[{di,j}:;ij(l:)!{di,j}E}(F)! ""{di,j}t)ij(F) }:

and ie[Lne/], je[lne/]

o Apply DBN to each of the 6 T, and 4 different convolution filters in the proposed output.
(1.22)

AUTO €xel WG amoTtéAeopa TNV dnuloupyila 24 TomoAoylwy, oL OTIOLEG ELOAyOVTOL OTN
SIMP yia fine-tuning. To Staypappa pong tng pebodoroyiag DzAIN napouacidletal
OTNV TAPAKATW ELKOVAL



Data Input
(TOPjerc)

Convolution
k=k+1

TOP‘-F“
Generation
i=itr

H pebodoroyia DzAIN Sokludotnke o€ oelpd amd mapadelypata €K TwV OMolwv
mapouaotaletol To akoAouBo evw Tol UTTOAOUTA UTIAPXOUV OTO TEUXOC TNG TApoUCag
S18aKTopLKAG SLatpLPng.

To mpoPAnua tou mapadeiypatoc autol opiletal onwe ¢aivetal otV MAPUKATW
ElKOVAL:

Test-Example A A
P

WY

P
Lx \ 4

OL 24 nopaxBevteg oxedlaopol omwc mpogkuPav amod tn xprnon tng pebodoloyiog
DzAIN napouctaovtal oTnVv mopakatw ELKOVAL:
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Elval opatéc ol Stadop

DzAIN. O xpnotng-oxedlaotng £xel tn Suvatotnta va eMIAEEEL OTIOLOV ) OTIOLOUG

oxedlaopolg emBupel wote va ouveyioel TNV enefepyacia Kal va KOTaAnEeL otov

emBUUNTO oxeSlaouo.
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Abstract

Even since the first structures where designed by human, finding the optimal design was a
major problem. This need continued to increase in a geometrical manner as structural domain
size and complexity also increased. Analysis of structures and its computational cost is also
depended on the size and complexity of the structural system. The use of approximation
methods increased due to the increase of computational cost of exact methods in analysis
and design of structures. Additionally, a remarkable increase of available computational
hardware was achieved with up to date computer processing units and the use of graphical
processing units in calculations.

Some of the approximation methods used in the past where gradient-free algorithms,
neural networks, reduced order models and combinations of them with each of the above
presenting different advantages and disadvantages. Derivative-free algorithms have proven
to be efficient in handling problems up to a number of parameters while interest on neural
networks deprecated as training of large models was unsuccessful for quite some time. On
the contrary, advances made in the last decade on training deep models have attracted interest
on these methods, mainly on image and video analysis, natural language processing and
big data fields. Surrogate and/or reduced order models are still used in several fields where
analysis of large models is needed.

Work on gradient-free algorithms, surrogate modeling methods, machine learning al-
gorithms and topology optimization is presented in this dissertation. Applications of the
above methodologies and combinations of them in analysis and design of structures are also
presented. In detail, a new, nature-inspired, metaheuristic algorithm is proposed and tested on
NP-hard combinatorial problems while an improved version of Harmony Search Algorithm
(HS) (firstly introduced by Zong Woo Geem) is also presented.

Additionally, the application of different deep neural networks on accelerating topology
optimization procedure was examined and four different approaches are presented. The first
one, DL-TOP uses a deep belief network in order to predict the final result of Solid Isotropic
Material with Penalization (SIMP) method according to a few initial iterations. In a model
upgrading approach, the second proposed solution DL-SCALE, focused on model upgrading,

used a deep belief network to accelerate topology optimization methods by sequentially



xii

providing close-to-final results from less dense discretizations to dense ones. The third
proposed methodology, DLRM-TOP, again uses a deep belief network to predict the final
result of a topology optimization method applied on a dense discretization by providing as
input the results of significantly less dense discretizations. The final proposed methodology,
CN-TOP, focuses on model enhancing by using a deep convolutional neural network to
increase the density of a topology optimization result mesh in order to accelerate necessary
computational time.

The formulated combinations of topology optimization method SIMP and deep learning
methods proposed are modified and used as an Al-driven design of structures methodology,
DzAIN. With DzAIN, a user can almost instantly produce a number of designs without
any drawing input requested from his part, apart from the domain and loading and support
conditions definition.



Table of contents

List of figures

List of tables

Nomenclature

1

2

Introduction

[.1  Dissertation SCOPE . . . . . . v v v v v v e e e e e e e e

1.2 Analysisofchapters . . . . . . .. .. ... ... .. ...

1.3 Contribution to international literature . . . . . . . . .. ... .. .. ...
1.3.1 Metaheuristic algorithms . . . . . .. ... ... ... ... ...
1.3.2 Topology optimization acceleration . . . . . ... ... ......
1.3.3 Model order reduction . . . . . ... ... ...
1.3.4 Generativedesign . . . . . . . . . ...

1.4 Scientificwork . . . . .. ... ..

Mathematical optimization and efficiency of novel algorithms

2.1 Mathematical optimization formulation . . . . ... ... ... .. ....

2.2 Gradient-based algorithms . . . . . . . .. ... ... ... ...
2.2.1 Optimality Criteria Algorithm . . . . .. ... ... ... .....
2.2.2 Method of Moving Asymptotes . . . . . . .. ... ... ... ..

2.3 Gradient-free algorithms . . . . . . .. ... ... oL L.
2.3.1 Harmony Search and Improved Harmony Search Algorithms . . . .
2.3.2 Pity beetle algorithm . . . . . ... ... ... ... ... ... ..

24 Applications . . . . . . . L e e e
24.1 PBAperformance. . . .. .. ... ...
2.4.2 Optimal structures inspection following a seismic event . . . . . . .

xvii

xxiii

XXV

O 0 O O Ui Dt N —



xiv

Table of contents

3 Deep Learning methodologies 65
3.1 Machine learning: Types, Methods & Problems . . . . . . ... ... ... 66

32 Deeplearning . . ... ... .. 69
3.2.1 Restricted Boltzmann Machines . . . . . .. ... ... .. .. .. 72

3.2.2 DeepBelief Networks . . . . ... ... .. ... ......... 77

3.2.3 Convolutional Neural Networks . . . . .. ... ... ... .... 80

4 Applied Deep Learning on Topology Optimization 85
4.1 Topology Optimization . . . . . . . . .. .. .. ..., 85
4.1.1 Solid Isotropic Material with Penalization - SIMP method . . . . . 87

4.2 DL-TOP - Deep Learning Accelerated Topology Optimization . . . . . . . 89
4.2.1 DL-TOP methodology description . . . . . . ... ... ...... 90

422 Trainingdataset . . . . . . . .. ... Lo 93

423 DBNecalibration . .. ... ... ... ... oL 96

424 DL-TOP implementation . . . . . . ... ... .. ......... 96

425 Testexamples . . . . . . . . ... L 98

5 Deep learning in reduced order modeling 121
5.1 DL-SCALE - Deep Learning Assisted Model Upgrading . . . . ... ... 122
5.1.1 DL-SCALE methodology description . . . . . ... ... ... .. 122

5.1.2 Testexamples . . . . . . . ... 125

5.13 Results . . . . .. L 127

5.2 DLRM-TOP - Deep Learning Reduced Order Model Upgrading . . . . . . 138
5.2.1 DLRM-TOP methodology description . . . . . .. ... ... ... 141

5.2.2 DBN calibration - Training dataset . . . . . . ... ... ...... 142

5.2.3 DLRM-TOP performance . . . ... ... . ... ......... 144

524 Results . . .. .. 145

5.3 CN-TOP - Deep Learning Model Enhancing . . . . . . .. ... ... ... 152
5.3.1 CN-TOP methodology description . . . . . .. .. ... ...... 152

5.3.2 CNN calibration - Training dataset . . . . . .. ... ... ..... 157

5.33 OCN-TOPperformance . . .. ... .. .. ... ... ....... 158

534 Results . . .. .. 159

6 Generative design based on Deep Learning and Optimization 167
6.1 Generativedesign . . . . . .. ... 167

6.2 DzAIN - Generative design by Deep Learning . . . . .. ... ... ... 168
6.2.1 DzAINmethoddescription. . . . . .. ... ... ... ...... 169



Table of contents XV
6.2.2 DzAIN method testexamples . . . . . ... ... ... ...... 170

6.2.3 DzAINmethodresults . . . . ... ... ... ... ........ 171

7 Future Work 185
7.1 Deep Learning in Topology Optimization . . . . . ... ... ... .... 186

7.2 Conceptual Design and 3D printing . . . . . . . .. ... ... ... ... 187

7.3 Deep Learning in Dynamic Analysis of Structures . . . . . . . ... .. .. 188
References 189






List of figures

2.1
2.2
23

24
2.5

2.6
2.7
2.8
29
2.10

2.11
2.12
2.13
2.14
2.15

2.16

3.1
3.2
3.3
3.4
3.5

Pseudo-code of the pity beetle algorithm. . . . . . ... ... ... .... 25
Random sampling technique (a) before and (b) after correction. . . . . . . . 27
Finding the new population position of pioneer particles - Hypervolume
Selection Patterns. a) Initialization/Global-scale search hypervolume, b)
Neighboring search hypervolume, c) Mid-scale search hypervolume, d)

Large-scale search hypervolume . . . . .. ... .. ... ......... 30
Update location of populations. . . . . . . . ... ... ... ........ 33
Performance of the independent runs for different number of function evalu-

ations for the test function (a) sphere for 30 parameters. . . . . . . ... .. 40
Building blocks, Area, fg, ABmax -« -« « o oo o oo 52
City of Patras - Subdivision into building blocks . . . . . . ... ... ... 55
City of Patras -Inspection time achieved per combination of the parameters 56
City of Patras - Standard deviation between the inspection crews . . . . . . 56
City of Patras - Function evaluations for achieving best solution per combi-

nation of the parameters . . . . . . . . .. ... L L Lo 57
City of Patras - Optimal districting solution proposed by IHS (Case A) . . . 57
City of Patras - Optimal districting solution proposed by IHs . . . . . . .. 59
City of Patras - Optimal districting solution proposed by IHS . . . . . . .. 60
City of Thessaloniki- Subdivision into building blocks . . . . . ... . .. 62
City of Thessaloniki-Minimum inspection time achieved for each indepen-

dentrun . . . . . ... 63
City of Thessaloniki - Subdivision into inspection areas . . . . . . . . . . . 64
Pair separation of a deep network for unsupervised pre-training. . . . . . . 70
Supervised training of the deepnetwork. . . . . . . .. ... .. ... .. 71
Recurrent neural network and unfoldednode. . . . . . ... ... ... .. 72
Boltzmann Machine representation. . . . . . . .. .. .. ... .. 73

Restricted Boltzmann Machine representation. . . . . . . . . . . ... ... 74



xviii

List of figures

3.6
3.7
3.8

4.1
4.2

4.3
4.4
4.5

4.6

4.7

4.8

4.9

4.10

4.11

4.12

4.13

Deep Belief Network example. . . . . . . ... .. ... ... ... ..., 78
Deep Boltzmann Machine example. . . . . . ... ... ... ... .... 79
Convolutional Neural Network architecture. . . . . . .. .. ... ... .. 81
Topology optimization formulation. . . . . . ... ... ... .. ..... 88
Fluctuation of density of various finite elements with respect to the SIMP

Ierations . . . . . .. e 91
DL-TOP methodology flowchart . . . . . .. ... .. ... ... ..... 92
DLTOP methodology implementation forasingle FE . . . . . .. ... .. 92
Training datasets generation, indicative FE discretization for: (a) 1:2 and (b)

1:3 cantilever beam; (c) 1:2 and (d) 1:3 simply supported beam. . . . . . . . 94
Pseudo-code of DL-TOP methodology . . . . . . .. ... ... ...... 97

2D test examples: (a) short-beam (fine), (b) antisymmetric, (c) column, (d)
l-shape and (e) long-beam. . . . . . ... ... ... L. 100
Performance of classification twelve-Iterations: (a) short-beam (fine) test
example, (b) antisymmetric test example, (¢) column test example, (d) L-
shape test example and (e) long-beam test example. . . . . . . . . ... .. 102
Performance of classification twelve-Objective function value: (a) short-
beam (fine) test example, (b) antisymmetric test example, (¢) column test
example, (d) L-shape test example and (e) long-beam test example. . . . . . 103
Performance of classification three-Iterations: (a) short-beam (fine) test
example, (b) antisymmetric test example, (c) column test example, (d) L-
shape test example and (e) long-beam test example. . . . . . . . ... ... 104
Performance of classification three-Objective function value: (a) short-beam
(fine) test example, (b) antisymmetric test example, (c) column test example,
(d) L-shape test example and (e) long-beam test example. . . . . . . . . .. 105
Optimized domain for the short-beam (fine) test example-classification
twelve: (a) original SIMP (objective function: 85.99 - iterations: 372),
(b) DL-TOP Phase I (objective function: 86.43 - iterations: 36), (c) DL-TOP
Phase II (objective function: 85.86 - iterations: 43) and (d) density histories
of selected finite elements located in the center of the domain. . . . . . . . 107
Optimized domain for the antisymmetric test example-classification three:
(a) original SIMP (objective function: 22.64 - iterations: 599), (b) DL-TOP
Phase I (objective function: 22.95 - iterations: 36) and (c) DL-TOP Phase II
(objective function: 22.18 - iterations: 37). . . . . . .. ... ... 107



List of figures

Xix

4.14

4.15

4.16

4.17

4.18

4.19

4.20
4.21

4.22

5.1

Optimized domain for the column test example-classification three: (a)
original SIMP (objective function: 145.12 - iterations: 551), (b) DL-TOP
Phase I (objective function: 149.18 - iterations: 36) and (c) DL-TOP Phase
IT (objective function: 140.90 - iterations: 15). . . . . . . . . . . ... ...
Optimized domain for the L-shape test example-classification three: (a)
original SIMP (objective function: 73.06 - iterations: 186), (b) DL-TOP
Phase I (objective function: 71.92 - iterations: 36) and (c) DL-TOP Phase II
(objective function: 71.19 - iterations: 25). . . . . . . . . .. .. ... ...
Optimized domain for the long-beam test example-classification three: (a)
original SIMP (objective function: 576936.84 - iterations: 775), (b) DL-TOP
Phase I (objective function: 479,880.00 - iterations: 36) and (c) DL-TOP
Phase II (objective function: 577,826.89 - iterations: 275). . . .. ... ..
Optimized domain for the short-beam (coarse) test example-MMA: (a) origi-
nal SIMP (objective function: 30.34 - iterations: 91), (b) DL-TOP Phase I
(objective function: 29.77 - iterations: 36) and (c) DL-TOP Phase II (objec-
tive function: 30.33 - iterations: 31). . . . . . . . . ... ... ...
Optimized domain for the 2-bar test example-classification three: (a) original
domain, (b) original SIMP (objective function: 10.31 - iterations: 54), (c) DL-
TOP Phase 1 (objective function: 13.33 - iterations: 5), (d) DL-TOP Phase 11
(objective function: 10.31 - iterations: 28), (e) original SIMP with threshold
(objective function: 25.16 - iterations: 5) and (f) difference between DL-TOP
and SIMP with threshold. . . . . . . ... ... ... ... ... .....
Optimized domain for the serpentine beam test example-classification three:
(a) original domain [206], (b) original SIMP (objective function: to 391.19 -
iterations: 267), (c) DL-TOP Phase I (objective function: 442.65 - iterations:
36) and (d) DL-TOP Phase II (objective function: 394.46 - iterations: 30). .
3D test examples: (a) L-shape 3D and (b) bridge. . . . . . ... ... ...
Optimized domain for the 3D bridge test example-classification three: (a)
original SIMP (objective function: to 1,632,305.73 - iterations: 509), (b)
DL-TOP Phase I (objective function: 1,612,500.00 - iterations: 36) and (c)
DL-TOP Phase II (objective function: 1,640,121.40 - iterations: 193).

Optimized domain for the 3D L-shape test example-classification three: (a)
original SIMP (objective function: 15.33 - iterations: 660), (b) DL-TOP
Phase I (objective function: 13.36 - iterations: 36) and (c) DL-TOP Phase II

(objective function: 15.65 - iterations: 93). . . . . . . . ... ... ... ..

Flowchart of DL-SCALE methodology . . . . .. ... ... ... ....

113

119



XX List of figures
5.2 Schematic representation of Test-Examples . . . . . . .. ... ... ... 128
5.3 Optimized domain for Test-Example A for each discretization: (a) SIMP

output, (b) DL-SCALE output. . . . . ... ... ... .. ... ...... 129
5.4 Optimized domains for each discretization of Test-Example A as exported

from: (a) DBN, (b) Convolution. . . . . . . .. .. ... ... ....... 130
5.5 Optimized domain for Test-Example B for each discretization: (a) SIMP

output, (b) DL-SCALE output. . . . . ... ... ... ... ... ..... 132
5.6 Optimized domains for each discretization of Test-Example B as exported

from: (a) DBN, (b) Convolution. . . . . . ... ... ... ......... 133
5.7 Optimized domain for Test-Example C for each discretization: (a) SIMP

output, (b) DL-SCALE output. . . . . . . ... ... .. ... ....... 134
5.8 Optimized domains for each discretization of Test-Example C as exported

from: (a) DBN, (b) Convolution. . . . . . ... ... ... ......... 135
5.9 Optimized domain for Test-Example D for each discretization: (a) SIMP

output, (b) DL-SCALE output. . . . . . ... ... ... ... ....... 136
5.10 Optimized domains for each discretization of Test-Example D as exported

from: (a) DBN, (b) Convolution. . . . . . ... ... ... ......... 137
5.11 Optimized domain for Test-Example E for each discretization: (a) SIMP

output, (b) DL-SCALE output. . . . . . ... ... ... ... ....... 139
5.12 Optimized domains for each discretization of Test-Example E as exported

from: (a) DBN, (b) Convolution. . . . . . ... .. ... .......... 140
5.13 Flowchart of DLRM-TOP methodology . . . . ... ... ... ...... 143
5.14 Schematic representation of Test-Examples . . . . . . .. ... ... ... 146
5.15 Optimized domain for Test-Example A for each discretization: (a) SIMP

output, (b) DL-SCALE output. . . . . ... ... ... .. ... ...... 147
5.16 Optimized domain for Test-Example B for each discretization: (a) SIMP

output, (b) DL-SCALE output. . . . . . ... ... ... ... ....... 149
5.17 Optimized domain for Test-Example C for each discretization: (a) SIMP

output, (b) DLRM-TOPoutput. . . . . . . ... ... ... ... ...... 150
5.18 Optimized domain for Test-Example D for each discretization: (a) SIMP

output, (b) DLRM-TOPoutput. . . . . . . .. ... ... ... ....... 151
5.19 Optimized domain for Test-Example E for each discretization: (a) SIMP

output, (b) DLRM-TOPoutput. . . . . . . ... ... ... ... ...... 153
5.20 Visualization of optimized domain D,, accordingto Eq. 5.9. . . . . . . . .. 154
5.21 Schematic representation of an FSRCNN. . . . . ... .. ... ... ... 156

5.22

Flowchart of CN-TOP method. . . . . . . . . . . . . .. ... ... .... 158



List of figures xxi

5.23
5.24

5.25

5.26

5.27

5.28

6.1
6.2
6.3
6.4
6.5
6.6
6.7
6.8
6.9
6.10
6.11
6.12
6.13
6.14

Schematic representation of Test-Examples . . . . . . .. ... ... ... 160

Optimized domain for Test-Example A for each discretization: (a) SIMP

output, (b) CN-TOP output, (c) CNN output, (d) Convolution output. . . . . 162
Optimized domain for Test-Example B for each discretization: (a) SIMP

output, (b) CN-TOP output, (c) CNN output, (d) Convolution output. . . . . 163
Optimized domain for Test-Example C for each discretization: (a) SIMP

output, (b) CN-TOP output, (c) CNN output, (d) Convolution output. . . . . 164
Optimized domain for Test-Example D for each discretization: (a) SIMP

output, (b) CN-TOP output, (c) CNN output, (d) Convolution output. . . . . 165
Optimized domain for Test-Example E for each discretization: (a) SIMP

output, (b) CN-TOP output, (c) CNN output, (d) Convolution output. . . . . 166
Flowchart of DZAIN method. . . . . . . . .. .. ... ... ... ..... 171
Schematic representation of Test-Examples . . . . . . ... ... ... .. 172
a. Generated designs 1-8 for Test-Example A. . . . . . ... .. ... ... 173
b. Generated designs 9-16 for Test-Example A. . . . ... ... ... ... 174
c. Generated designs 17-24 for Test-Example A. . . . . . . . ... ... .. 175
a. Generated designs 1-8 for Test-Example B. . . . . . ... ... ... .. 176
b. Generated designs 9-16 for Test-Example B. . . . . ... ... ... .. 177
c. Generated designs 17-24 for Test-Example B. . . . . . . ... ... ... 178
a. Generated designs 1-8 for Test-Example C. . . . . . ... ... ... .. 179
b. Generated designs 9-16 for Test-Example C. . . . . . . ... ... ... 180
c. Generated designs 17-24 for Test-Example C. . . . . . . . .. ... ... 181
a. Generated designs 1-8 for Test-Example D. . . . . . .. ... ... ... 182
b. Generated designs 9-16 for Test-Example D. . . . . ... .. ... ... 183
c. Generated designs 17-24 for Test-Example D. . . . . . . .. ... .. .. 184






List of tables

2.1
2.2
23
24
2.5
2.6
2.7
2.8

2.9

2.10
2.11
2.12
2.13
2.14
2.15
2.16
2.17
2.18

2.19

2.20

Algorithmic parameters of PBA and theirrange . . . . .. ... ... ... 25
Samples of the algorithmic parameter values used in the sensitivity analysis 34
Test functions employed inthe study . . . . . . ... .. ... .. ..... 36
Statistical analysis for 10-D problems . . . . . .. ... ... ... .... 37
Statistical analysis for 30-D problems . . . . . ... ... ... ...... 38
Proposed parameter values . . . . . . ... ... .. ... ... ... 38
PBA applied to test-functions 7 to 13 for 30-D problems . . . .. ... .. 39
Comparative study of PBA with state-of-the-art metaheuristics for test-

functions 1 to 6 and 10-D problems . . . . . . . ... ... ... .. ... 42
Comparative study of PBA with state-of-the-art metaheuristics for test-

functions 1 to 6 and 30-D problems . . . . . . ... ... ... L. 43
Comparative study of PBA with state-of-the-art metaheuristics for 30-D

problems . . . ... e 44
Performance of PBA using the CEC 2014 test suite (10-D) . . . . ... .. 45
Performance of PBA using the CEC 2014 test suite (30-D) . . . . ... .. 46
Performance of PBA using the CEC 2014 test suite (50-D) . . . . ... .. 47
Performance of PBA using the CEC 2014 test suite (100-D) . . . . . . . .. 48
PBA compared to other algorithms — Wilcoxon’s ranksum test . . . . . . . 49
PBA complexityinseconds . . . . . . ... ... L oo 49
Parameters combinations for sensitivity analysis of IHS, PSO and DE algo-

rithms . . . . . o . 54
Patras test case - Statistical analysis of IHS, HS, DE, PSO algorithms (Prob-

lemA-5Crews) . . . . . . . . e 59
Patras test case - Statistical analysis of IHS, HS, DE, PSO algorithms (Prob-

lemB—-15Crews) . . . . . . . . . . . . e 61

Computational time for solving the two problems (in seconds) . . . . . .. 61



Xxiv

List of tables

2.21 Thessaloniki test case - Statistical analysis of IHS and HS algorithms (10

Crews) . . . o v e e 63
4.1 RBM pre-training parameter value sets. . . . . . . ... ... .. ... .. 102
4.2  Average and variance of classification twelve performance-SB dataset. . . . 103
4.3 Average and variance of classification twelve performance-CB dataset. . . . 104
4.4  Average and variance of classification three performance-SB dataset. . . . . 105
4.5 Average and variance of classification three performance-CB dataset. . . . . 106
4.6 Average and variance of performance in 2D and 3D test examples. . . . . . 116
5.1 Mesh density and execution time ratio for SIMP. . . . . . . ... ... ... 123
5.2 DL-SCALE performance in Test-Example A. . . . . . . .. ... ... .. 127
5.3 DL-SCALE performance in Test-Example B. . . . . ... ... ... ... 131
5.4 DL-SCALE performance in Test-Example C. . . . . ... ... ... ... 131
5.5 DL-SCALE performance in Test-Example D. . . . . ... ... ... ... 131
5.6 DL-SCALE performance in Test-Example E. . . . . . .. ... ... ... 138
5.7 DLRM-TOP performance in Test-Example A. . . . . . .. ... ... ... 145
5.8 DLRM-TOP performance in Test-Example B. . . . . . .. ... ... ... 148
5.9 DLRM-TOP performance in Test-Example C. . . . . ... ... ... ... 148
5.10 DLRM-TOP performance in Test-Example D. . . . . . . .. ... ... .. 148
5.11 DLRM-TOP performance in Test-Example E. . . . . . . . ... ... ... 152

5.12 DLRM-TOP performance in Test-Examples AtoE. . . . . .. .. ... .. 161



Nomenclature

Roman Symbols

MEM PBA Memory

FE; Maximum Function Evaluations in PBA

TOP Topology Optimization Problem

TOPy Topology Optimization Problem - final

TOPI.(R) i;, Reduced Topology Optimization Problem

ABC Artificial Bee Colony Algorithm

ACO Ant Colony Optimization

Al Artificial Intelligence

ANN Artificial Neural Network

BA Bat Algorithm

BARON Branch-And-Reduce Optimization Navigator

BBRBM Bernoulli-Bernoulli Restricted Boltzmann Machine
BFGS Broyden-Fletcher—Goldfarb—Shanno Method

BM Boltzmann Machine

CB12 Cantilever Beam Database with 12 Classes in the OutPut
CB3 Cantilever Beam Database with 3 Classes in the OutPut

CD Contrastive Divergence



XXVi Nomenclature
CG Conjugate Gradient Method

CNN Convolutional Neural Network

CpU Central Processing Unit

CS Cuckoo Search Algorithm

DBM Deep Boltzmann Machine

DBN Deep Belief Network

DE Differential Evolution

DFP Davidon—Fletcher—Powell Method

DIRECT DIvide a hypeRECTangle

DL Deep Learning

ESO Evolutionary Structural Optimization

FA Firefly Algorithm

FE Finite Element

FSRCNN Fast Super-Resolution Convolutional Neural Network
GA Genetic Algorithm

GBRBM Gaussian-Bernoulli Restricted Boltzmann Machine
GD Generative Design

GPU Graphics Processing Unit

HMCR Harmony Memory Consideration Rate

HMS Harmony Memory Size

HS Harmony Search Algorithm

IHS Improved Harmony Search Algorithm

KH Krill herd Algorithm

LHS Latin Hypercube Sampling



Nomenclature

xxvii

MFO
ML
MMA
oC
OIO
PAR
PBA
PCG
PS
PSO
RBM
RcNN
ReLU
RNN
ROM
RST
SA
SB12
SB3
SIMP
SRCNN
STO
SVM
TO

WWO

Moth-Flame Optimization

Machine Learning

Moving Asymptotes Method

Optimality Criteria Algorithm

Optics Inspired Optimization

Pitch Adjustment Rate

Pity Beetle Algorithm

Preconditioned Conjugate Gradient Method
Parameters Set of DBN training

Particle Swarm Optimization

Restricted Boltzmann Machine

Recursive Neural Network

Rectified Linear Unit

Recurrent Neural Network

Reduced Order Model

Random Sampling Technique

Simulated Annealing

Simply Supported Beam Database with 12 Classes in the OutPut
Simply Supported Beam Database with 3 Classes in the OutPut
Solid Isotropic Material with Penalization
Super-Resolution Convolutional Neural Network
Structural Topology Optimization

Support Vector Machine

Topology Optimization

Water Wave Optimization






Chapter 1

Introduction

1.1 Dissertation scope

The main scope of the current dissertation is to contribute in the field of optimal structural
analysis and design through developing and implementing new calculus methods by combin-
ing exact and approximation methods. As the size and complexity of analysis and design
models is continuously increasing and the increase in the available computational power is
not analogous, it is inevitable to investigate the exploitation of soft computing techniques.
Exact methods have the ability to radically reduce the objective function of the problem in a
relatively small number of iterations but lack the ability to overcome local minima. Actually,
in real-life problems, it is more probable that the solution provided by exact methods will be
a local minima than the global one. Additionally, the computational cost of calculating first
and second-order derivatives or even the inability to calculate them resulted to examining the
use of soft computing methods.

In a short historical review, it can be witnessed that the use of soft computing tech-
niques grew dramatically from 1970 to 1990. Applications of such methods in real life
problems were performed often and attracted significant research interest. Derivative-free
methods, because of the randomness included, have the ability to overcome local minima
and, practically, guaranty finding the global minima if there is no limitation to population
of iterative solutions. The main drawback of these methods is that a significant amount of
iterations is almost always necessary. Due to the fact that objective function calculation also
became computationally heavy in the following years, the necessity of multiple calculations,
inevitable in soft computing, was an important drawback. The above resulted to a drop of
interest in soft computing as models became too complex for these methods.

In the last decade, research on modern soft computing methods drew a lot of attention,

mainly because of the excessive amount of data generated, but not exploited, by companies
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offering on-line services. That led to generating new methods, able to handle large amounts
of data and extremely complex problem definitions. For example, deep neural networks have
been a major scientific breakthrough in modern research.

The scope of this dissertation is to examine and apply modern soft computing methods in
the fields of optimal analysis and design of structures. Some of the most computationally
heavy problems dealt in structural design and analysis are the ones that include many solutions
of the equation:

{P} = K]+ {U} (L.1)

as inversing the stiffness matrix is rather time and computational resources consuming. To
deal with this issue, techniques of reducing the size of the stiffness matrix, or minimizing the
necessary iterative solutions’ population or a combination of the previous two must be used.
The core of this thesis is focused on providing new solutions in model order reduction and
iterations population reduction in problems as the previously described ones. Additionally,
parallel processing techniques are also examined in the solutions provided. Finally, a method
for applying machine learning in the field of generative design is also presented.

1.2 Analysis of chapters

The current dissertation consists of seven chapters, the current one (Chapter 1 - Introduction)
and six additional. In the second chapter, a description of the formulation of mathematical
optimization is given along with a literature review of the state-of-the-art methods in optimiza-
tion. Further along, a description of gradient-based algorithms is given along with detailed
presentation of the two methods used in this dissertation, Optimality criteria algorithm (OC)
[31] and Moving Asymptotes Method (MMA) [202]. Continuing, a thorough presentation
of Improved Harmony Search algorithm (IHS) [94] can be seen. It describes a significant
change that upgrades the performance of Harmony Search (HS), an algorithm presented by
Zong Woo Geem [59].

In the same chapter, an algorithm proposed by Kallioras et al. [93], the Pity Beetle Algo-
rithm (PBA) is also described. It is a swarm-type, nature-inspired, gradient-free algorithm.
PBA was inspired by the aggregation behaviour, nesting and food searching patterns of
the beetle named Pityogenes chalcographus (Six-toothed spruce bark beetle). This species
detects and feeds off weakened trees inside forests. PBA is applied to several NP-hard single
objective, unconstrained optimization problems of various scale, as it presents excellent

results in handling large search spaces and finding the global minimum while avoiding
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local minima. In order to investigate its performance, robustness and complexity, PBA was
applied to a series of established benchmark, uni-modal and multi-modal, separable and
non-separable test functions while results of the study are compared to state-of-the-art meta-
heuristic algorithms. In Chapter 3, a thorough presentation of machine learning methods is
recorded where the most established and modern are referenced. Additionally, a large part
of Chapter 3 is devoted on up-to-date deep learning methods and specifically deep neural
networks. In Chapter 3, an analytical description of Restricted Boltzmann Machines (RBM)
[196, 71] is presented. RBMs are probabilistic graphical models, similar to Hopfield net-
works [54]. They can be represented as energy based twin-layer networks where all nodes of
the first layer are symmetrically connected to all nodes of the other layer but no connections
exist between nodes of the same layer[49]. Deep Boltzmann Machines (DBM) and Deep
Belief Networks (DBN) are formed by sequentially connecting a population of RBMs. In
this type of connection, the output of the previous, in line, RBM is also the input of the
following RBM. Such deep models where successfully trained according to Hinton [75]. In
this Chapter a description of Deep Convolutional Neural Networks (CNN) is also presented.
CNNs are a type of deep neural networks inspired by the functionality of animal vision.
They are designed in order to be able to accept as inputs 1D arrays, 2D matrices, or even
3D matrices [121]. Initially CNNs were used for image recognition or image classification
[111]. From a networks architecture point of view, CNNs have hidden layers defined by
their functionality (convolution, pooling, ReLU, normalization, etc.). After their successful
performance in image recognition, CNNs were also applied on different problems such as
natural language processing.

Chapter 4 is focused on proposing a technique for acceleration of topology optimization
method and reducing computational cost of such method. The goal of topology optimization
is to define the optimal performance-wise distribution of a specific volume of material
inside a specific domain under specific loading and support conditions. One of the most
knows topology optimization algorithms is Solid Isotropic Material with Penalization (SIMP)
[12, 229, 147]. In an iterative manner, material volume that does not contribute significantly
to the static system is eliminated. This procedure can be rather computational heavy in
analogy to the finite element (FE) domain discretization and the necessary iterations. In this
chapter of the dissertation, a method combining deep learning and SIMP is proposed in order
to reduce computational cost. This method is called DL-TOP.

In DL-TOP, a DBN network is used in order to minimize necessary iterations of SIMP.
In each element of the FE mesh a material density is calculated per SIMP iteration. This
can be translated into a density time-history per iteration. A DBN is trained once on such

time-histories aiming at reading correlations between a small population of initial time-steps
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and the final density of time-history. This offers the possibility to perform a few iterations
in a topology optimization problem and use the trained DBN to make a discrete jump from
these iterations to a close-to-final solution, reducing dramatically the necessary iterations.

The main topic of Chapter 5 is acceleration of topology optimization methods and
reduction of the computational cost of such methods via reduced order methodologies.
Reduced order methods generated with the use of deep learning are proposed. In detail, three
methods combining deep learning and SIMP are proposed in this dissertation in order to
reduce computational cost. These methods are: DL-SCALE, DLRM-TOP and CN-TOP.

The first method, DL-SCALE, is focused on a model-upgrading approach with the use of
a DBN alongside SIMP. In this method, initial SIMP steps and DBN predictions are used
sequentially and in combination. This is performed iteratively starting from a much less
dense discretization while increasing the discretization density per method step. With the use
of DL-SCALE and sequentially upgrading the model, a significant drop of computational
load is achieved. The second proposed method is DLRM-TOP, again from a model upgrading
point of view. A DBN is used to predict the final output of a dense meshed test case based
on results of a number of different, less dense discretizations, from small density to large.
This data is used as a volume per discretization density for each finite element. This data is
fed to a trained DBN and a close-to-final solution for a significantly more dense FE mesh.
With this method, a large number of ’computationally expensive’ iterations of SIMP are
avoided. The fourth and final method proposed in this chapter is CN-TOP. CN-TOP is
a model-enhancing application. A final output of SIMP with less dense mesh is used as
input for a trained CNN. The CNN enhances the topology image resolution and the higher
definition image is translated into a denser mesh. The enhanced output is then fine-tuned
by SIMP. By using CN-TOP, a large number of SIMP iterations is avoided resulting to
significantly less computational time.

In Chapter 6, work on Generative Design is presented. Firstly, a detailed presentation and
review in up-to-date literature on generative design can be viewed. In generative design, the
goal is to be able to produce almost instantly a number of designs of a structure formed by
a computer. To achieve that, both computational methods like SIMP and machine learning
applications like DBN are needed. A combination of the above are formulated into a
generative design method in this dissertation, called DzAIN. In DzAIN, the designer must
only define the domain and loading and support conditions as well as the non-optimized
areas, if present. More parameters (i.e. the desired volume fraction) can be used as input
but it is not mandatory. The use of SIMP and pretrained DBNs on the initial parameters
defined concludes to several Al-created designs. The user can then select one or more of

the designs as his inspirational or final model. Several Al-created models with the use of
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DzAIN are presented in Chapter 6. In the final chapter, Chapter 7, a few thoughts regarding
possible future work are noted. The experience and knowledge gained during the course of
the PhD, has led to an increased interest on deep learning methods and applications in the
analysis and design of structures. More applications of the above-mentioned techniques will
be examined, as for example in mesh-generation and stiffness matrix reduction. Additionally,
DzAIN will be further developed and improved in order to produce more results and take

under consideration more design factors.

1.3 Contribution to international literature

The scientific contribution achieved during the current Ph.D. course can be categorized in
four main fields: 1) Metaheuristic algorithms, ii) Topology optimization acceleration, iii)
Reduced order models, iv) Generative design

1.3.1 Metaheuristic algorithms

Contribution in the field of metaheuristic algorithms can be summarized in two main parts, the
proposed improvement on Harmony Search algorithm and the proposed new metaheuristic
Pity Beetle Algorithm. Regarding HS algorithm, a new version named IHS is proposed. The
new formulation reduces complexity of the original one by reducing the possible algorithmic
functions. This has a significant effect on the convergence speed, the computational load
and robustness of the original algorithm. By reducing the algorithmic functions, a reduction
of the parameters of HS is also achieved resulting to improved stability of the algorithm.
IHS is tested on real-life problems and its performance is compared with HS and other
well-established metaheuristics in terms of performance and consistency.

In the second part, a new metaheuristic algorithm called PBA is proposed. PBA is a
nature-inspired, population-based, swarm-type algorithm. Inspiration came from the behavior
of a beetle called Pityogenes chalcographus (Six-toothed spruce bark beetle). PBA has the
ability to investigate large areas of possible solutions for the optimal one while avoiding
entrapment in local optima. The complexity of the proposed algorithm is significantly small
as most of the functions of PBA are similar and the choice of functionality depends on the
quality of the solution generated at the previous position. The area exploration is performed
with a "flight pattern" who’s range is defined as described previously and position definition
inside the search space range is defined with a Random Sampling Technique (RST) similar
to Latin Hypercube Sampling (LHS) [152].
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1.3.2 Topology optimization acceleration

Topology optimization is used by the designer engineer in order to shape the structural
system that satisfies the predefined operating conditions is the best possible way. This is
accomplished by eliminating parts of the initial domain that contribute insignificantly in the
structural behaviour of the domain in an iterative manner. The computational demand of this
procedure is quite high as it depends on the population of elements in the generated mesh.
As a result, the necessary time for optimizing a fine meshed domain can even be equal to a
number of days.

In the current thesis, a methodology called DL- TOP is proposed for minimizing the
computational cost without any loss in terms of final result quality. DL-TOP is a combination
of a topology optimization method (SIMP) and a deep learning method (DBN). In this novel
two-phase methodology, the DBN is used for defining higher order correlations between the
volume of an element in a number of initial SIMP iterations per finite element and the final
density value of that element. The process begins with SIMP performing a few iterations
which act as input for the DBN. Following that, the DBN proposes a value for each element in
the mesh. The DBN proposal is then passed again to SIMP in order to perform a fine-tuning.
The use of this method reduces computational cost in a range of 50 to 95% in all examples
tested, both in 2D and 3D cases. In terms of objective function value (i.e. the compliance of
the system), the values obtained present a difference with SIMP alone application in the range
of [-1,1]%. It is worth mentioning that the DBN is trained once on two typical examples
of topology optimization literature and applied on several examples without any additional
training. Also the executional time of DBN is incomparably small in comparison with one
single iteration of SIMP, especially in meshes of dense discretizations.

1.3.3 Model order reduction

Regarding contribution in model order reduction, three new methods based on deep learning
are presented. These methods are DL-SCALE, DLRM-TOP and CN-TOP. The main idea
behind these applications is to use deep learning in order to be able to extrapolate results of
small scale models to larger ones without loss of quality.

As stated before, applying topology optimization on a domain with a dense mesh is
a computationally heavy procedure. DL-SCALE is proposed as a model order reduction
technique where instead of directly applying topology optimization on the dense-meshed
domain, it is applied on more sparse-meshed ones. An identical domain in terms of dimen-
sions, loading and support conditions, volume target, etc. but with a significantly sparser

mesh is created as initial input of DL-SCALE. A few iterations ¢ of SIMP are performed
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and the DBN formulated for DL-TOP is used in order to propose a close to final solution.
A more dense mesh is applied on the DBN-proposed shape where the volume of each new
finite element is set equal to the volume of the closest one, in terms of coordinates from the
previous, sparse-meshed, shape. The output is passed again into SIMP in order to perform
another ¢ iterations. In a similar manner, DBN is used to propose a result for the finner mesh
and the same procedure continues until reaching a final shape with mesh density equal to the
desired one.

As a result, by using DL-SCALE, SIMP is applied on sparse meshes before being applied
on the desired one. Execution times of examples with sparse meshes are extremely smaller
than the ones with a dense mesh. Additionally, when reaching the point of applying topology
optimization in the target shape from mesh density point of view, the input proposed by
DL-SCALE is close to a final one so only a few SIMP iterations are needed resulting to
severely reduced computational time. Summarizing, the use of DL-SCALE allows the user
to exploit results of reduced order models to avoid loss of time and severe computational
loads of real-scale model optimization.

The second methodology proposed in this dissertation is DLRM-TOP. Starting with
the desired mesh density of a topology optimization model, five models of sparser mesh
density are created with identical structural and topology optimization parameters. Each finite
element of the dense mesh is grouped with an element from each of the five sparse-mesh
cases with respect to centers coordinates proximity. This leads to a creation of volume-
density data for each element of the dense mesh. A DBN is trained on two typical, obtained
from literature, examples where the input is the final shape proposed in five sparse meshed
identical domains and the target of DBN training is the per element volume of an identical
but dense meshed problem. The DBN is trained on the grouped volume/discretization per
finite element data of two examples.

In order to use DLRM-TOP on a topology optimization problem, the user needs to apply
SIMP on five identical but "sparsly" meshed problems. The final volumes per element per
mesh are fed as input to the previously trained DBN and the network proposes an almost final
volume value for each element of the dense meshed problem. This output is then fine-tuned
by SIMP performing a small number of iterations. It is worth pointing out that the population
of fine-tuning iterations are not user-defined but a result of the quality of the DBN output. The
SIMP termination criterion is the same with typical SIMP approach. DLRM-TOP, as it can be
witnessed on several test-cases presented in this dissertation achieves a significant reduction
of computational time of topology optimization application by upgrading reduced order

models without needing to retrain the DBN, regardless the optimization problem formulation.
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The third and final methodology proposed in this section of the thesis with respect to
reduced order modeling is CN-TOP. This methodology uses techniques developed for image
handling in order to acquire information from reduced order models and use it to assist
in handling large-scale models in topology optimization. In a 2D topology optimization
problem, the output can be handled as a 2D image. Convolutional neural networks have
been developed for enhancing image quality [42, 122, 105] while training CNNs on topology
optimization results has also been proposed [198]. In this case, we train an image enhancing
CNN with an input of small scale topology optimization results and an output of the same
results but in larger scale.

As a result, SIMP can be applied on a reduced order model until termination criterion
is reached. The output is read by the trained CNN which enhances the "resolution” of the
SIMP results and provides a close to final result for the same problem but with a significantly
finner mesh. This CNN output is fine-tuned by SIMP. As evident in all 2D test-cases
examined, the application of CN-TOP in various topology optimization problems leads to
severe reduction of execution time needed without any loss in terms of final result quality.
Again, the population of fine-tuning iterations are not user-defined but a result of the quality
of the CNN output.

1.3.4 Generative design

The strength of deep learning is the ability to produce a large amount of results in minimum
time even without parallel processing. The time needed for deep neural networks to deliver
an output since acquiring an input is in the scale of seconds even for large scale input and
in serial execution. Another characteristic of deep neural networks is that networks trained
on different examples can derive different results. The strength of combining a topology
optimization method like SIMP and a deep learning method like DBN or CNN for reducing
computational loads is thoroughly studied in the other parts of the dissertation. DBN is used
successfully for making a discrete jump from an initial topology optimization schema to an
almost final design. In a sense, it can be stated that the DBN forms a shape in accordance to
an intuition received from SIMP. The final design is practically a computer generated design
based on an input from SIMP.

The DBN proposed shape depends on the input given by SIMP, the database on which
it was trained and the structure of the database. A large number of networks can be trained
on varying databases as described before. This will result to networks with differentiating
structures. Additionally, the population of SIMP initial iterations and different target volume
percentages before the DBN is used can also produce variating inputs. Once a domain is
defined along with support and loading conditions, DzAIN is used to produce computer
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generated designs. SIMP performs a series of iterations which are fed in parallel mode on
several pre-trained DBNs. In minimum time, the DBNs generate forms that are returned to
the designer as computer generated proposed shapes, fine-tuned by SIMP. It then up to the
designer to select and work on one or some of the DzAIN propositions.

1.4 Scientific work

During his Ph.D. course, the author of this thesis has contributed in the completion of 4
publications [91, 93-95] in scientific refereed journals, in writing 4 articles [87, 88, 90, 108]
presented in international conferences and finally in the completion of two chapters [89, 92]

in scientific books published by international publishers.






Chapter 2

Mathematical optimization and
efficiency of novel algorithms

Optimization is the act of upgrading a certain solution with respect to specific criteria
and under predefined limitations. From a structural design point of view, optimization is
dealing with finding the optimal size, shape or topology of a structural system in terms
of minimizing cost and/or maximizing performance goals while respecting set constraints.
Nowadays, the main challenge in engineering is finding optimal solutions in modern, highly
complex, formulations with the assist of advancements in available computational power.
The optimality of the proposed solution is usually a combination of performance-cost criteria
for the duration of the service life of the structure. Though engineering experience is key
in assessment of the quality of each design, the complexity of todays structures imposes
the use of numerical methods for automating the procedure of optimization. Numerous
categorizations of methods for dealing with optimization problems can be found in literature.
A more general one, is the separation in deterministic and stochastic ones according to their
functionality. Another categorization is gradient-based and gradient-free methods according
to the type of information needed to decide on the next search step. These methods are also
separated into local search and global search ones depending on the type of the performed
search. There are many more categories and sub-categories used but the previously mentioned

are the general ones.These categories are explained more analytically in sections below.
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2.1 Mathematical optimization formulation
A typical unconstrained optimization formulation can be represented as:

Minimize F(X) where
X = [xl,xz,...,xn,l,xn]

(2.1)
with respect to:

x; € [xl-Li , xlyi ]

where F(X) is the objective function of the problem, X is the solution vector containing
n variables and xl.Lf , xf]" are the lower and upper bounds of the i;;, variable. Additionally,
the mathematical formulation of a constrained optimization problem can be represented as

follows:

Minimize F(X) where
X = [X1,X2, ooy Xp—1,Xn]
with respect to:
gr(X) <0, k=1,2,...m—1,m
li(X)=0, j=12,...,s—1,s

X € [xl-Li ,xf]"]

(2.2)

where F(X) is the objective function of the problem, X is the solution vector, g(X) are the m
inequality constraints, /(X ) are the s equality constraints, xl-Li : xl-Ui are the lower and upper
bounds of the i;;, variable.

From a historical point of view [170], optimization methods were initially introduced
by Newton, Cauchy and Leibnitz. Additionally, Bernoulli, Euler, Lagrange and Weierstrass
introduced calculus methods for unconstrained and constrained function minimization. After
several years, the next advancement in optimization was by Dantzig and Bellman presenting
the SIMPLEX method for linear programming [34] and the optimality principal [11] respec-
tively. During the same period, Kuhn and Tucker [112] presented their contribution on the
conditions for optimal solution as an extent to work presented by Karush [99]. Several more
contributions were made in the fields of integer programming, stochastic programming and
multi-objective optimization but interest was again raised during 2000 with plenty of work
mainly on gradient-free optimization which will be presented in the following chapters.
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2.2 Gradient-based algorithms

Gradient-based methods rely on first and/or second order derivative information for finding
the optimal solution of optimization problems which usually is a local optima. The derivatives
are used for defining the influence of variables to objective function values and finding the
variable values that lead to optimal objective function value. The two key features of these
type of algorithms are:

* Decide of the moving direction
* Decide the length of movement

Information acquired from calculation of derivatives is exploited for making the above
decisions. The type of formulation used for taking advantage of derivative information is
what usually differentiates gradient-based algorithms. Some of the most known algorithms
of this type are:

* Steepest descent algorithm
* Conjugate gradient method
* Newton-Raphson method
* Quasi-Newton method

Cauchy introduced steepest descent algorithm [22] two centuries ago for finding the minimum
of non-linear functions. It is based on the fact that a differentiable function reduces its value
when moving stepwise in the direction where the gradient is negative [142]. When attempting
to find the minimum of an objective function f(x) where x € R" is the variables vector, a
start is made from an initial point x; and the gradient V f(x;) is calculated. The direction of
movement is defined by —V f(x;) while the new point x; | is given by x;11 = x; +a; %V f(x;)
where a; = argminf(x; +a;—1 * Vf(x;)). This procedure continues in an iterative manner
until a terminatcilon criterion is satisfied.

Conjugate gradient method (CG) [67], is actually based on gradient descent. As a type of
line search algorithm, it performs iterative movements from one point to another according to
information received from calculating gradient. The next point (k+ 1) is calculated according
to [64]:

A =k gk dk (2.3)
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where a is the size of the step of movement and d* is the direction of movement. The step

size is calculated via line search and dj is calculated as follows:

diy1 = —8k+1+ B xdy (2.4)

where gi1 = Vf(xxy1)" and By is a parameter of the algorithm. As CG has proven to be
very robust in handling optimization problems with large solution vectors, many variations
of the algorithm have been proposed like Preconditioned conjugate gradient method (PCG)
[55] which focuses on increasing convergence speed. The Newton-Raphson method is again
an iterative method but second-order gradient information is needed. As all gradient-based
algorithms, it performs a descent with direction and step information according to gradient at
a specific point. The basic iteration expression for minimizing objective function f(x), where

x € R" corresponds to the variables and starting from an initial point x;, with this method is:
A= Xk gk (V2 () L V(6D (2.5)

where the direction is defined as:
d* = —(V2F() L v (2.6)

where aX is the size of the step to be performed [15]. While a local search method, some
variations can be used for global search as well.

When applying the Quasi-Newton method in an optimization problem, the gradient V f (x)
of the objective function f(x) is used for generating estimators H; for the Hessian matrix
H (x) of f(x) at every iteration needed until converging [65] where:

2f 2f 92f Pf ]
8x% 0x10x 0x10x,_1 0x10x,
TR T T
H(x) _ 0x20x, ax% 0x20x,_1 0x20x, 2.7)
P 9 9’f
| dx,0x1  dxpdxp 0x,0%,_1 ox2 |

Several variations of this method have been proposed in literature as it is a widely used
algorithm in nonlinear optimization. Two of them are the DFP method [37, 52] and the BFGS
method [19, 51, 62, 187].
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2.2.1 Optimality Criteria Algorithm

Optimality criteria (OC) algorithm is commonly used for solving structural design optimiza-
tion problems as it has proven to very successful against such problems [31]. In general, it
can be stated that OC is based on the hypothesis that when in optimal position, an objective
functions can be expressed by features that are not present in non-optimal positions. Descrip-
tion of the algorithm will be given based on application on such a problem and specifically,
weight minimization of a structure S; [148]. The general expression of the load-displacement

relation is:
[K]«{U} ={P} (2.8)

where U and P are the vectors of displacements and loads respectively and [K] is the global

stiffness matrix of the structure. The structure’s weight can be calculated as follows:

m
W(S;) =) pixAixl; (2.9)
i=1
where m is the number of finite elements in the structure, p; is the mass density of the i,
element and A; and /; are the area and length of the i;;, element respectively. The p constraints
G of the above formulation could be generalized in the following expression:

Gj(A)): Cj(A) — CE™ <0 Vj=1,--,p (2.10)

where CJL-OW” is the lower bound of the value of the j,, constraint. The Lagrange function of
W(Aj, Aj), with the use of Eq. 2.9 and Eq. 2.10, can be expressed as follows:

m P

W(Ai L)) =Y pixAixli+ Y AjxGj(A) (2.11)
i=1 j=1

where A; are the Lagrangian parameters. By differentiating Eq. 2.11, the optimal criteria

assigned to the optimum are:

P dGi(A;)
pixli+ Y Ajx —2
$4,0 758

=0 Vi=1,---,m (2.12)

where 4; > 0.
OC methodology, currently, is broadly used in the field of topology optimization as it
will be described in following chapters.
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2.2.2 Method of Moving Asymptotes

The method of moving asymptotes (MMA), introduced by K. Svanberg [202], is an itera-
tive process applied in solving non-linear optimization problems with the use of a convex

approximating subproblem.

MMA description

A general optimization problem with fj(X) being the objective function, can be defined as

follows:

Minimize fo(X) for X = [x1,X2,...;Xn—1,%Xn,]
subject to:
fi(X) < fi, i=12,...m—1,m

xXj € [x?, xij] j=12,...n—1,n

(2.13)

where f;(X) < f; express existing constraints while x? and xg.] are the lower and upper bounds
of the j,; element of the solution vector X.

In the implementation of MMA, after an initial solution vector is chosen, iterations are
performed for locating the optimal solution. For the solution vector X*, created at the &y,
iteration, the values of the objective function fy(X*), the constraint functions f;(X*) and their
derivatives V f;(X*) are calculated. The first-order approximations are exploited for defining
the solution vector of the k' 4+ 1 step through application of duality method [115]. The value
of f;(X*) is calculated as follows:

pi' ql
X =r+Y (2 /) (2.14)
l =1 Uy —x; xj—L’;.
where:
Uk —xk\2 5 2 4 90 >
Pl = Wi=ars = (2.15)
if 9 <0
J
) 0 if%{go 016
pij = K2, Ofi e Of; '
—(XJ—LJ) *a—xj, lfa—szo
and . L
k= f(xk) — v U 2.17
i = fi(x") Z(U’?—xj xj_L,) (2.17)
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As fl-k is actually a first-order approximation of f; at x*, the second-order partial derivatives
of f; per x; are:

azfik_ Z*pi.‘j N Z*qu 218)
dx;j? N (UF—x)3  (x;—Lk)3 @
J J J J
and:
9° ft
=0if j#0 2.19
8xj8x,- ! J 7£ ( )
resulting to:
( af;
25t f;
—U]f—;k if a—x] >0
azfik = L (2.20)
asz 2*%
dx; . %
\ x—,;_L’,]( if I, <0

It can easily be observed that the second order derivatives are positive while also, the closer
the "moving asymptotes" U; and L; are to x;, the larger the values of the second order partial
derivatives are. According to the above, the subproblem is defined as:

" P, ab;
Minimize " ( kOJ +— k)+r]5
subject to : (2.21)
fX)<fi, i=12,...m—1m

xje WY j=12..n—1n

2.3 Gradient-free algorithms

In several optimization problems, the calculation and/or use of derivatives is not possible
due to several reasons. Either because derivative information is not available or it is too
expensive to calculate or it is not reliable. Such cases are defined as gradient-free optimization
problems and all algorithms used for dealing with these problems are known as gradient-free
algorithms [173]. Ranging from structural engineering [109, 113, 114] to aerodynamics [98]
or even currency portfolios [25] and medical science [136] gradient-free algorithms have a
significantly broad spectrum of applicability.

From a historical point of view, gradient-free algorithms first appeared with Simplex

algorithm [150] in 1965 but ever since, numerous algorithms have been presented incorporat-
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ing different approaches of gradient-free optimization. In general, gradient-free algorithms

can be divided in two major categories:

* Local search algorithms subdivided into
Direct methods and

Model-based methods

* Global search algorithms subdivided into
Deterministic methods and

Stochastic methods

with each category subdivided into separate types according to the method that describes
their functionality.

Local search algorithms are characterized by moving from one identified solution to
another one belonging in the same neighborhood while respecting well-defined rules [160].
A neighborhood is defined inside the search space X, V x € X and an initial position-solution
x; € X is chosen according to some rule. In an iterative manner, a new solution x| is chosen
from the neighborhood of x,. The best solution found until termination criterion satisfied, is
the local search optimization result.

Direct search method can be defined as sequential testing of trial solutions and comparison
of each trial solution with the best one up to that moment in combination with a "next trial
solution decision" strategy [78, 107]. Some of the most well-known methods of this category
are Simplex [150], Generalized pattern search [107, 209] and Mesh adaptive direct search
[6].

Model-based methods depend on information acquisition from surrogate models of higher
quality. In a typical model-based method, a lower quality surrogate model is created at first
while its quality is continuously increased through updating it according to new solution
positions evaluation. Implicit filtering [61] and trust-region methods [165] are the most
well-established model-based methods in literature.

Contrary to local search algorithms, the global search ones are not focused on exploring a
specific area of the search space but are continuously exploring new areas of the search space
while also perform "local searches" on the newly explored areas according to algorithmic
rules. In order for the above feature to be implemented, most global search algorithms are
population-based.

Deterministic global search algorithms apart from attempting to provide the global optima
of a problem, they also focus on offering additive information regarding the found global

optima, i.e. the bounds of the objective function on the global optima [53]. A few of the most
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well established deterministic algorithms are Branch-And-Reduce Optimization Navigator
(BARON) [178] and DIvide a hypeRECTangle (DIRECT) [86] algorithms.

Stochastic methods are used for solving global optimization problems by exploiting
stochastic parameters either in the data of the problem or in the algorithmic implementation
or even in both [228]. One category of such numerical methods are nature inspired stochastic
global search algorithms which have proven to be capable of handling NP hard combinatorial
problems by mimicking the evolution and survival-of-the-fittest procedure of species and
specifically the sophisticated "survival" techniques developed by many species.

By studying these behaviors several algorithms referred to as heuristic and metaheuristic
algorithms were inspired. Some modern and well established metaheuristic algorithms are:
genetic algorithms (GA) [143], simulated annealing (SA) [211], particle swarm optimiza-
tion (PSO) [102], differential evolution (DE) [36], harmony search (HS) [59], ant colony
optimization (ACO) [44], artificial bee colony (ABC) algorithm [97], firefly algorithm (FA)
[224], cuckoo search algorithm (CS) [224], bat algorithm (BA) [224], krill herd (KH) [57],
variants of existing methods [183] and recently proposed ones, like improved artificial bee
colony algorithm [191], water wave optimization (WWQO) [227], the moth-flame optimization
algorithm (MFO) [145] or the optics inspired optimization (OIO) [100].

Swarm optimization characterize a stochastic, population-based group of algorithms
inspired by the social behaviour of birds flocking, fish schooling etc. [30]. Briefly, an initial
population of particles (birds, fish, etc.) are positioned randomly into the multidimensional
search space examined [30]. Every particle, whose position represents a solution, “travels”
into the search space seeking for a better position/solution. During the iterations of the
algorithm each particle adjusts its position based on its own experience, built by memorizing
the best position encountered, as well as that of neighbouring particles. PSO algorithms
combine local search (self-experience) with global search (neighbouring experience), aiming
to balance exploration and exploitation. This procedure continues until the termination
criterion is satisfied [125]. PSO algorithms have attracted a significant amount of interest in
the past years [155, 210], since they were proved efficient in handling real-world optimization

problems too [161].

2.3.1 Harmony Search and Improved Harmony Search Algorithms

Harmony Search algorithm (HS) [60] was inspired by the natural behavior of Jazz bands
during an improvisation session. In the beginning of this procedure, one of the band members
plays a randomly chosen note. The second band member, after listening to the first note
played will decide to follow up with a second note. The decision on which this note will
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be chosen is made either randomly or solely based on the musicians’ musical memory
of preferences or, finally, by applying a small change on a memory selected note. This
procedure continues iteratively until a melody is composed. How this melody is received by
the audience is the quality indicator of the improvisation outcome. In this thesis, an improved
version of HS in terms of performance, robustness and computational needs, called THS, is
presented.

Mathematical formulation of HS

In an attempt to formulate HS in a mathematical manner, musicians are translated as decision
variables, the pitch range of each musical instrument symbolizes the value range of each
variable, the generated melody corresponds to a solution vector and finally, the acceptance
of the audience can be translated as the objective function value [95]. The three main
functions of HS algorithm are: harmony memory initialization, new harmony improvisation
and harmony memory update.

In the harmony memory initialization step, the harmony memory (HM) is filled with a
number of randomly generated solutions equal to the harmony memory size (HMS).

1 1 1 1
51 ) Sy Sn
S8 Sy s,
HMS = i (2.22)
HMS _HMS HMS _HMS
Sl S2 R Sn_ Sn

where 7 in the size of the solution vector.
In the new harmony improvisation step, the creation of a new solution vector is performed.
The n elements of the vector are chosen based on three different functions:

* Random selection
* Memory consideration
* Pitch adjustment

In random selection, the value of the s; variable is selected randomly with respect to lower
and upper bounds. In memory consideration, the value of the s; variable is chosen from a
random position of the memory and finally in the pitch adjustment, the value of the s; design
variable is chosen by slightly modifying a value randomly selected from memory. The above

described functionality can be summarized in [95]:
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s; € [kower xUprer) with probability 1-HMCR
S =< sie HM = [s!,s%,--- ,s"™S]  with probability HMCR*(1-PAR) (223
si+k with probability HMCR*PAR

where HMCR (Harmony Memory Consideration Rate, 0 < HMCR < 1) and PAR (Pitch
Adjustment Rate, 0 < PAR < 1) are parameters of the algorithm and & is a random number
generated form a Poisson distribution.

Once the creation of a new melody - solution vector is completed, the algorithm moves to
the harmony memory update step where the newly generated solution is compared against
the worst one stored in HM with respect to objective function value. If it is better, it replaces
it, else the algorithm rejects it and continues with iterations until a user-defined termination

criterion is reached.

Mathematical formulation of IHS

It is of great importance for robustness of optimization algorithms to have the minimum
possible number of parameters while it is also crucial in terms of complexity to have as few
as necessary algorithmic functions. It is also important to reduce the necessary computational
needs of an algorithm as much as possible. Under these principles, in this section, an
improved Harmony Search algorithm (IHS) is proposed and tested against HS and other well
established metaheuristics on two real-life problems.

In accordance with the three previously mentioned goals, there are two major differences
in the mathematical formulation of HS and IHS [94]. The first difference is that instead of the
three procedures for formulating a new solution vector in HS, only two are used in IHS. These
procedures are random selection and memory consideration. The pitch adjustment procedure
is incorporated into memory consideration in IHS. Due to this change, the parameter PAR is
not needed in THS formulation. As a result of the above, algorithmic complexity is reduced
by one less function while also robustness is improved as there is one less parameter to
tune. The second major difference is the way the solution vector is formed. Instead of using
one of the algorithmic functions to propose an element of the vector, each function, solely,
proposes a complete solution vector. Through this change, significantly less function calls
are necessary per iteration while also, the efficiency of the algorithm is greatly improved as it

can be seen in the testing of IHS in the "Application" part.



22 Mathematical optimization and efficiency of novel algorithms

Accordingly, the mathematical formulation of new harmony generation can be seen in

the following equation:

ew _ Vi€ [Ln): si€ [bower x{/PPer] with probability I-HMCR
Vi€ [l,n]:s; € HM = [s},s?,--- ,s#M5]  with probability HMCR
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where n 18 the size of the solution vector.

2.3.2 Pity beetle algorithm

A new metaheuristic, swarm-type and population-based algorithm was developed during this
Ph.D. course. Pity Beetle Algorithm (PBA), was inspired by the sophisticated technique that
Pityogenes chalcographus, (six-toothed spruce bark beetle) (Coleoptera, Scolytinae), has
developed for locating suitable nest hosts and food inside forests. Pity beetle is known for
the ability to initially inhabit a single tree in a forest, spread rapidly by feeding of weakened
trees and infest even the healthy trees once robust enough as a colony, a typical behavior of
the Ipini tribe species [186].

In detail, a small number of male pioneer beetles, search the forest for suitable trees.
Unhealthy trees are preferred for feeding of the bark and creating nests inside them. Once a
weakened host is found, pheromone is spread from the beetles, in order to attract additional
male and female beetles for the first brood to begin. Each of the males creates star-like nests
inside the tree and in a polygamous manner, will mate with one to six females for the creation
of the new generation. It is then time for the offspring to act as pioneer beetles and explore the
forest for more suitable hosts. Once found, the previously described procedure is repeated for
new brood generation. The possible traveling distance of the offspring depends on the quality
of food in their birth position. Population outbreak is easily achieved if weakened trees are
found in proximity. By translating forest into search space, trees as solution vectors and
health of trees as quality of solution, it is noted that PBA is capable of handling large-scale
optimization problems by efficiently searching the solution space in a sophisticated manner,
avoiding local optima for global optima identification.

Further along, a sensitivity analysis with respect to algorithmic parameters is performed
on PBA while also, the performance and robustness of PBA is evaluated and compared
to other established, state-of-the-art metaheuristics with the use of several well-known
benchmark uni-modal and multi-modal, separable and non-separable unconstrained functions.
Further performance evaluation is executed with the use of the CEC 2014 unconstrained

optimization benchmark test-suite [127] along with complexity testing.
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Pityogenes chalcographus biology

The subfamily of Scolytinae contains a number of the most important forest pests in the world.
Although various species of the subfamily present significant variations, all of them present
an extremely sophisticated system for communicating with the use of pheromone signals.
Bark beetles use such signals in order to succeed in mass population outbreaks which are a
critical risk for the health of forests. Pityogenes chalcographus (Coleoptera, Scolytinae) is an
important and rather common bark beetle in the area of Europe [106] as it usually attacks
Norway spruce (Picea abies), pines (Pinus sp.) and larch (Larix decidua) [186, 163, 159, 220].
Other areas where the main host and in result Pityogenes chalcographus, is present are in
central and northern Europe and it is also present in Elatia, Drama, Greece [9]. It is in most
of its natural distribution bivoltine, producing two generations annually, depending however
on the outside temperature [213]. When under excellent environmental conditions it can
produce a third annual generation but when in higher altitudes, only one annual generation is
possible [163, 151, 232, 231].

Pityogenes chalcographus is characterized by a polygamous behavior, where the male is
mating with 3 to 6 females. The male P. chalcographus bore into the phloem of weakened trees
by excavating a nuptial chamber. During their feeding procedure, pheromones are produced
through transformation of host terpenes. These pheromones are used as female population
attracting signals in order for the male and female beetles to mate in the nuptial chamber.
From this star-like chamber, females start construction of mother galleries, depositing 40-
70 eggs in egg niches [232]. Immediately after their hatching, larvae excavate galleries,
horizontal to the mother galleries that end up in a pupal chamber where their development
procedure is completed.

In an attempt to model the behavior of P. chalcographus, a series of specific stages can be
defined. In the beginning, pioneer beetles search and find a suitable host (searching stage)
by investigating the emission of chemical signals by weakened trees. Feeding on the bark
of the host, an aggregation pheromone is created by pioneer beetles attracting other males
and females (aggregation stage), increasing population in the area. As soon as a specific
population is achieved, the defence mechanisms of the host can no longer resist this mass
infestation, while at this population level, healthy trees can also be suitable hosts. It is also
worth pointing out that an over-crowded host affects the infestation in a negative manner
due to reduced feeding space and possible infectious diseases. To avoid such problems,
when the population density in a host exceeds a certain upper bound, the beetles release
an anti-aggregation pheromone that signals nearby beetles to not attack the specific tree

but other trees in close distance (anti-aggregation stage). Through this process, the beetles
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expand their territory in the forest by continuously creating groups of infested trees around

the firstly colonized weakened tree.

Numerical implementation of PBA

The general form of an optimization problem can be expressed in standard mathematical

terms as a non-linear programming problem as:

minF (x),x = [x1,x2,....xp]"

Li<x;<U,i=1,2,...D

(2.25)

where F(x) : RP — R is the real-valued objective function to be optimized (minimized in this
case), x € RP is the D-sized vector containing the design variables while the lower and upper
bounds of the i design variable are L; and U; respectively.

The main steps of the numerical simulation of the P. Chalcographus’ remarkable host search
and reproduction behavior, on which PBA is based, are described in detail. In the following
presentation, with the term population, in PBA, the swarm of male and female beetles is
described while each member of the beetles population is named particle. Additionally, the
position vector of a beetle is presented as xﬁg) € RP where j is the ID of the population
member, g is the generation (search step) and D is the dimension of the search space. PBA is
characterized by three main steps: Initialization, Host Selection Pattern and Update Location
of Broods. In the initial step of PBA, the first beetle brood is generated in a randomly selected
position inside the search space (first generation). In the following step, members of the
initial brood move to other host trees, in order to create the new broods (second generation).
In every generation, new broods are created while in the third step new broods replace the
previous ones. This procedure is repeated until a user-defined termination criterion such as
maximum function evaluations (F E;,;) or optimization goal (OpT;4rge) OF executional time
(ETnax) 1s satisfied. This procedure can be seen in Fig.2.1 in the form of a pseudocode, while
in the next sections analytical descriptions of the algorithmic steps are presented.

where Nj,045 18 the number of broods that are generated, N, is the population of pioneer
beetles and FE;, ;, are the maximum allowed function evaluations which is a termination
criterion. Additionally, in Table 2.1 the range of values of the parameters of PBA are

presented.

Random sampling - Hypervolume generation

The placement of pioneer beetles inside the flight-determined search area is performed

with the use of a random sampling technique (RST). The key aspect of RST is that the
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1. Begin
2 g:=0
3 Initialize() Eq. (6)
4. Repeat
5. For k:=1to Npyypas Do Begin
6 For j:= 110 Npop
7 New Hypervolume Selection Pattern()
8 Calculate F()
9 FE:=FE+1
10. End
11. Update Population Position()
12. End
13. Until Termination Criterion (FE > FE,,,)
14. End
Fig. 2.1 Pseudo-code of the pity beetle algorithm.
Parameter Description Value Range
Npop Population of pioneer beetles [10, 100]
b Neighboring factor [0.01, 0.20]
fin Fine tuning factor [0.005, 0.05]
Jms Mid-scale factor [0.10, 1.00]
frs Large-scale factor [1, 100]
pr Probability for choosing large-scale or memory consideration [0, 1]
frE Function evaluations multiplication factor [0.05, 0.25]

Table 2.1 Algorithmic parameters of PBA and their range

Npop discrete placement segments created properly represent the entire search space. In

RST, a uniform distribution function for each variable is divided into a number of segments

of equal marginal probability. The samples are defined by randomly selecting shuffled

segments for each variable. To construct a sample, the range of each of the D variables is

divided into N,,, non-overlapping equal segments, and then a sample with dimension D is

created by randomly pairing the values of all parameters. In order to produce a sample of

size D, a value is selected from each segment randomly. Following this procedure, Ny,

samples are created [93]. Specifically in PBA, in order to randomly place N, particles
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into a D — sized space, the generation of D independent uniformly distributed variables
xij € [l,ui],i=1,2,..,D,j=1,2,...,Np,) is necessary, resulting in H?ZINPOP = N[I'))op cells.
The restriction that each hyper-row and column contain a single sample is satisfied by using

the following expression for computing sample values:

xij=Fy! (’ — Lt li)) (2.26)
N Npop

where rx; € [l;,u;] is a random number and F; is the cumulative distribution function of
the uniform distribution for x; ;. The maximum combinations population of the sampling

procedure for N, segments and D variables is:

Npop—1
( H NPOP_d)D_l = <Npop!)D71 (2.27)
d=0

In each movement of each brood in PBA, a different search space length is used as it is
analytically presented in the flight pattern descriptions. All variables are initially defined
inside the search space described in Eq. 2.25 respecting the global lower and upper bounds.

But in the progress of the algorithm, in each movement of a brood, different local bounds
(g) (8)
i i

calculating the i, variable. The maximum flight (sample) distance len,(qux is calculated

are used. For the g'" movement, the lower bound /;*’ and upper bound u;*’ are used for

accordingly:
lenii = w19 = \/ i () — 18" (2.28)
=1
while the implementation of the sampling techniquel for the g5, sample will be defined as:
xj =RST(I®) u'®) D N,,,) (2.29)
Finally, after generating values for each variable in the range [ll.(g) , ul(g)], a check is performed

to test whether global bounds are respected by the generated values, i.e x; ; € [L;,U;]. In case
(&)

a violation occurs, a correction is performed where Alen = u;

Fig.2.2(a) and Fig.2.2(b).

— ll-(g) as it also described in

Initialization step

In most of the well known and established population-based metaheuristics, it is usual to
initialize the population via a random procedure [204] while this procedure has proven to be

of significant importance in the overall performance of such algorithms [134]. Poor initial-
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Fig. 2.2 Random sampling technique (a) before and (b) after correction.

ization usually results to early convergence to a solution of lower quality than when a more
sophisticated initialization procedure is used. In order to not encounter early convergence
problems, RST is used in the initialization step of PBA.

In the first step of PBA application, N, pioneer particles are positioned in a random manner
inside the global search space with the use of RST, £0 = [xgo) ,xgo), ...,xl(\(,l)op]T, while the size
of Ny, 1s a parameter of PBA. The generated hypervolume covers the entire search space
and each positioned particle represents a solution vector for generation g=0 x§0) € RP. The
initialization step can be summarized as:

0) _

xj =RST(L,U,D,Nppp)

where (2.30)
L= [Ll,Lz,...,LD], U= [Ul,Uz,...,UD] andj: 1727"'7Np0p

Once all pioneer particles have been placed in a position, the corresponding positions-solution
vectors are compared with respect to objective function value. The particle placed in the
optimal position releases pheromone to attract the rest particles to that position. This leads to
establishing the first population. This step can be seen in Fig. 2.3(a) for N,,, equal to 9 and
D equal to 2.

In the optimal position found so far, six different populations, each one having N, pioneer
particles, will be created from six sequential births. A new flight-hypervolume size pattern is,

then, be selected (one for each population of pioneer particles).

New Hypervolume selection pattern

Each group of new pioneer particles is planned to search inside the search space for other
optimal solutions where new generations will be created. As previously mentioned, several
types of flights (hypercube selection patterns) can be executed by pioneer particles with

respect to hypervolume size. These selection patterns are:

* Neighboring search volume,
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e Mid-scale search volume,

» Large-scale search volume,

Global-scale search volume,
* Memory consideration search volume

A thorough presentation of the algorithmic implementation of each pattern is provided below.
Regardless of the selection pattern used, a search space around the birth position is formed.
The difference between each pattern lies on the area size which is controlled by PBA’s
parameter (f,q ). The pattern selection formulation for pioneer particles can be described as

follows: )
x ) =RST(1'9),u®),D,Np)
where (2.31)

1 u e xl(fr)th,i -(1 _fpal‘)7xl(§21h,i (It fpa )]

where i denotes the element component of the j*# individual solution vector x j» & denotes

the generation (pursuit step), xl(fzth ; 1s the i'" element of the birth position/solution vector,

ugg) and ll-(g) are the upper and lower bounds of the i;;, dimension for the g;; pursuit step,

respectively.

Neighboring search hypervolume

As in nature, it is certain that one or more of the generations created in a specific position
will scavenge for a new suitable hosting position in close range to the birth location either
because particles are not capable of covering a larger distance or there are plenty of suitable
solutions at close distance or lastly due to over population in the birth position. Due to the
previously described facts, the first hypervolume selection pattern is the neighboring search
where a small hypervolume is defined around the initial generation position. The size of the
neighboring search space is calculated with the use of the neighboring factor parameter, f,,,
whose value range is presented in Table 2.1. The hypervolume is defined with the use of Eq.
2.31 by setting fpq = fup- Similarly to the initialization step, since all pioneer particles are
set in a position, the one in the best position will attract the other ones but only if it is proven
to be better than the starting position as well in terms of objective function value. The above
can be described by Eq. 2.32:

Kbirth = () (2.32)

ik otherwise

@+l { 8 AfF () ) < FE) = 1,2, Npopk = 1,2, . Nproods
X
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(8)
birth

vector found in k population (k=1,2,. .. ,Np,p0ds)- A 2D example for a neighbouring search

(8)

where g is the generation ID, x is the position vector and X is the new position

hypervolume with N,,, = 9 can be seen in Fig. 2.3(b).

Mid-scale search hypervolume

In the case that neighbouring search hypervolume was unable to locate a position better than
the birth one, repelling pheromones guide the particles to move to larger distances for an
increased possibility of locating solutions of higher quality. In this pattern, the search area
size is defined by the mid-scale factor, f,,s, parameter with a value range as proposed in
Table 2.1. The hypervolume is created in accordance with Eq. 2.31 by setting f,4 = fins-
The N,,, found positions are compared and the best one attracts the other pioneer particles
for the creation of a new population. Again, an example of nine pioneer beetles performing a

mid-scale search in a two-dimensional space is presented in Fig. 2.3(c).

Large-scale search hypervolume

Following the case that the neighbouring search pattern has not been able to locate a position
more suitable than the birth one, the more robust members of the pioneer particles will move
beyond the limits set in the mid-scale pattern. These particles will explore an even larger area,
a large-scale hypervolume. This area is define with the use of the large-scale factor parameter
of PBA, f;; with value range as described in Table 2.1. As there is a possibility that the
boundaries of the large-scale hypervolume will exceed the global ones, a check is performed
and in such case, the violating boundary is replaced by the global one. In a typical manner,
Npop particles are placed inside the hypervolume and the one with the best objective function
value attracts the rest for the start of new generations. The formulation of the large-scale
hypervolume follows the method described in Eq. 2.31 by replacing fyar by fis. A 2D image

of this hypervolume for nine pioneer particles can be witnessed in Fig.2.3(c).

Global-scale search hypervolume

In the case that a large number of the previously described search types has failed in providing
a better solution than the best found, repelling pheromones are released in all positions of
generations. As a result, new pioneer particles are forced to perform a global search for an
optimal position. The application of Global scale search hypervolume is imposed once a
specific number of unsuccessful function evaluations, FE,y,, is achieved. This number is a
percentage of the total function evaluations, F'E; ., allowed in the problem definition and is

defined by FE, . * fre Where frg is a parameter of the algorithm with value range defined
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in Table 2.1. The global-scale search pattern can be described as follows:

(&) _
28 = RST(L,U,D,Nyp) (2.33)
SEARCH SPACE DIVIDED INTO 81
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Fig. 2.3 Finding the new population position of pioneer particles - Hypervolume Selec-
tion Patterns. a) Initialization/Global-scale search hypervolume, b) Neighboring search
hypervolume, ¢) Mid-scale search hypervolume, d) Large-scale search hypervolume
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Memory consideration search hypervolume

According to the biological behavior of the beetle, weakened trees are the most suitable
hosts except for the case that overpopulation is achieved, giving the ability of particles to
attack healthy trees as well. This ability can be witnessed in cases where a large number
of suitable hosts is present in close distance as pheromones will attract a large number of
particles in the specific area. By having the ability to attack all possible hosts in proximity,
the generations move by following a spherical expansion rule. To model this behavior, a
population of N,,, best solutions found previously are stored in the algorithmic memory
MEM and are subsequently used in order to produce new positions. It is worth mentioning
that initially, the MEM is filled with the solutions found in the initialization step:

X171 X12 ... xLNpop
XZ71 )C2’2 cen xZ,N

MEM = | , e (2.34)
)CD71 xD,Z cee nyNpOp

In the application of this pattern, a search space is created around each solution vector stored
in MEM by this procedure:

¢ choose a MEM member

e Vi=1,2,...,D, changes in the range [Li, Ui| are implemented while others are kept
fixed

* if new found position is better than the worst in MEM, it replaces it
* alocal search is performed around the best position found

The local search is performed according to Eq. 2.31 by setting fpor = fin Where f;, is a
parameter of PBA with value range defined in Table 2.1.

Update location of populations

Once new positions are found for all generations of a brood, the birth locations are updated.
This means that past birth places become obsolete and replaced by new ones. The only ones
that remain are the solutions stored in MEM. Additionally, hypervolume search patterns are
chosen for the newborn generations according to the previously described patterns except if
the termination criterion of PBA execution is satisfied. The formulation of all hypervolume
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patterns selection procedure is presented below in Eq. 2.35 and in Fig. 2.4:

RST([xi8)5 (1= ) 28+ (14 fus) | DoNpop)sif k=1
RST(L,U,D,Nyp),ifFE > FE,,
x%g N else RST( [xgr)th,i (1 _fms)7x,(§,).,h,,- (1 +fm5)} aD7Npop)7E|j7f(X‘<,-‘?;z,l) < f(xffzth)
chee else RST( [xl(’f’)’hvi (1= ﬁ“‘)’xl(jr)th,i (1 +flx)} D, Nyop),if r < pr
MEM  otherwise

i=1,2,...,D,j=1,2,...,Npop
(2.35)

where r is a randomly generated number, r € (0,1). In Fig. 2.4, the decision routine
for members of the k;;, population is presented. In detail, the initial population is created
with the neighboring search pattern in line 2 with respect to the starting position quality.
The remaining, up to Np,p04s, populations are sequentially created according to lines 4 to
19. A global scale search is performed if the threshold of maximum unsuccessful function
evaluations, F'E,,, is reached in accordance to /ine 6. If not, and in case the objective function
value of the previous population is better than the one of the birth position, a mid-scale
pattern is applied for this generation linelO. If both the above criteria are not met, either a
large-scale pattern line 13 will be applied or memory consideration line 15 according to a

random rule.

2.4 Applications

In this section, applications of the two proposed algorithms (IHS and PBA) are presented. In
detail, IHS is applied on a districting problem for optimal infrastructure inspection after a

seismic event while PBA is applied on known-to-literature tests for new proposed algorithms.

2.4.1 PBA performance

In this section, an analytical presentation on the sensitivity analysis of PBA regarding the
algorithmic parameters can be viewed along with a thorough examination and comparison of

the performance of PBA against well established, state-of-the-art metaheuristics.

Sensitivity analysis and algorithmic parameters values

It is of great importance to properly define the parameters values of metaheuristics as the
performance of these algorithms is strongly tied with those values. Algorithmic robustness is
defined by the sensitivity of an algorithm with respect to parameter values. As there are no

"one size fits all" solutions in such problems, a sensitivity analysis is used in order to define
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1. For k:=1to Nbroods Do Begln
2 If k==1Then
3 x%’,z = RST( xz(fzzh,i (1 —fnb)ﬂ/(ﬁth,i' (1+Juw) | D Npop)
4 Else
5. If FE > FE,, Then
6 x%]z :RST(L,U,D,Np0p>
7 Else
8 If f (nglz ) < f(xgi);) Then
(g) (g)
9. xbll‘l/’l xjk 1
10. J k = RST([ Xpirth,i” fms)’xgr)zh,i (1 ‘|‘fms)} 7D,Npop)
11. Else
12. If r<pr Then
13. 512 = RST( [xi(nzthl (1 - fls)axl(agr)th,i ' (1 +fls)] 7D7Np”p)
14. Else
( )
15. X =MEM
16. EndIf
17. EndIf
18. EndIf
19. EndIf
20. End

Fig. 2.4 Update location of populations.

ranges of values for which an optimization algorithm performs well on several different
problems. The procedure followed for finding proper parameter value ranges is the following:
Six test-function are used and 25 sets of combinations of parameter values are created with
the use of random sampling technique. A total of 100 independent runs per test function
and combination of parameter values are performed while best and worst performance with
respect to objective function value, mean objective function value and standard deviation
are calculated. This is necessary as since non-deterministic optimization algorithms do not
yield the same results when restarted with the same parameters [172]. The combinations of

parameter values used can be seen in Table 2.2.
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Table 2.2 Samples of the algorithmic parameter values used in the sensitivity analysis

Set Npop Jnb Jftn Jms fls pr JFE

38  0.075705 0.029182 0.563642 57 0.338595 0.161134
24 0.123459 0.037083 0.624188 22 0.408397 0.21086

16 0.068691 0.007445 0.999846 34 0.692002 0.24552

47  0.045784 0.032992 0.935893 40 0.149911 0.091139
46 0.033457 0.045939 0.436588 5 0.905509 0.113425
26 0.017896  0.0306  0.81412 6 0.837562 0.214723
92 0.134056 0.037759 0.950333 43 0.965924 0.178206
52 0.083214 0.017674 0.899109 96 0.340249 0.176398
12 0.052221 0.026661 0.274668 18 0.710718 0.187977
10 61 0.195374 0.009146 0.531219 38 0.384507 0.23957

11 21 0.090543 0.020727 0.417393 66 0.008013 0.172095
12 29 0.162232 0.04883 0.493499 49 0.435726 0.079244
13 67  0.178636 0.046596 0.97612 87 0.055815 0.144725
14 65 0.063162 0.034171 0.858121 29 0.196453 0.169105
15 35  0.080927 0.042115 0.511393 84 0.581464 0.134154
16 36 0.031623 0.031709 0.829211 37 0.225093 0.11579

17 45 0.015055 0.049438 0.72741 3 0.502583 0.06186

18 96  0.113653 0.014282 0.862913 69 0.080354 0.202934
19 28 0.070926 0.006222  0.5524 58 0.530035 0.195361
20 32 0.136118 0.043162 0.171538 24 0.128949 0.071422
21 12 0.095019 0.01706 0.686054 7 0.271986 0.124869
22 58 0.087889 0.045057 0910344 9 0.473968 0.218572
23 86  0.130502 0.010934 0.754645 33 0.620001 0.235528
24 62 0.039123 0.019051 0.78291 86 0.246476 0.056075
25 16 0.125928 0.024675 0.294616 59 0.876725 0.201997

—

O 0 1 O\ Dt &~ W
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The objective functions (f](x) to fe(x)) used in the sensitivity analysis runs are presented
in Table 2.3, along with the objective functions that complete the set used in the comparative
study (f7(x) to f13(x)) presented in the next section. The dimension D of the test functions
considered in the sensitivity analysis study is equal to 10 and 30 while the maximum function
evaluations permitted for defining convergence were set to 100,000 and 200,000 for the two
dimensions, respectively. For each run, record is kept for objective function value and the
minimum and maximum objective function value, average value and standard deviation are
calculated for each test-function and parameter set. The results obtained from the sensitivity
analysis are presented in Tables 2.4 and 2.5, for 10 — D and 30 — D problems, respectively.
In an attempt to summarize these results, it is worth noting that PBA presents significant
robustness in most test-functions regardless of dimensionality while in most cases it was able
to locate the global minima. Additionally, with respect to standard deviation, it is shown
that for 5 out 6 objective functions the values are significantly low. It must be pointed out
though, that in the case of test function 6, (Rosenbrock’s function) PBA failed to converge
to an acceptable average value of solutions. The result of the sensitivity analysis is a set of

proposed value range per parameter that is presented in Table 2.6.

Investigating PBA performance

PBA performance is evaluated by comparing its results with those of up-to-date state-of-the-
art metaheuristics known in literature [126, 28, 30]. The algorithms used in comparison are:
nine versions of particle swam optimization algorithms [126], including the comprehensive
learning particle swarm optimizer (CLPSO) algorithm proposed [126]: PSO with inertia
weight (PSO-w) [189], PSO with constriction factor (PSO-cf) [189], local version of PSO
with inertia weight (PSO-w-local) [104], local version of PSO with constriction factor
(PSO-cflocal) [104], UPSO ([155], fully informed particle swarm (FIPS) [141], FDR-PSO
[158], CPSO-H [210], and CLPSO [126]; five algorithms taken from the study by 28,
including the IGSO proposed by [28]: SPSO, quantum behaved PSO (QPSO), weighted
QPSO (WQPSO), group search optimizer (GSO) and improved GSO algorithm and nine
particle swarm optimization algorithms taken for the study by [30], including the aging
leader and challengers (ALC-PSO) algorithm proposed [30]: including the global version
PSO (GPSO) with a fixed inertia weight @ = 0.4 [189], the GPSO that decreases the value
of w linearly from 0.9 to 0.4 [190], the local version PSO with the RPSO [104], the one with
the VPSO [104], FIPS [141], hierarchical PSO with HPSO-TVAC [171], DMS-PSO [129]
and CLPSO [126].

For the first six test function, f] to fg in Table 2.3, PBA performance comparison is

executed for dimensionality equal to 10-D and 30-D. In the case of the next seven test
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Table 2.3 Test functions employed in the study

Test Function Domain Optimum Name
b
fi(x) flx)= [—100, 100]P 0 Sphere
, =
f(x) flx)= M T5 mET\_ﬁ._: [—500,500]P —418.9829P Schwefel
D
£(x) F6) = g (L 22— : cos (%) +1) (600, 600]P 0 Griewank
N\_
Sa(x) f(x)=10D+ M. [x? — 10cos(27x;)] [—100, 100]P 0 Rastrigin
i=1
D—1
f5(x) f(x) =X [100(xi+1 IXWVN +(1—x)7 [~10,10]P 0 Rosenbrock
fox)  flx) = Ly oo%aa%v +20+exp(1) [-32.768,32.768]P 0 Ackley
~\_
n »me \A:Ex
fr(x) fx)=Y A y ?»ooﬁwaw»?._.o.mviv —n'Y [dfcos(2abF % 0.5)] [-0.5,0.5]P 0 Weierstrass
i=1 \k=0 k=0
a=0.5,b=3, kma = 20
f() ) =Y (L x)? [~ 100, 100]P 0 Quadric
i=1 j=1
fol) ) = ¥ (i+0.5)> [~ 100,100]” 0 Step
i=1
folx)  f(x) = —20exp(—0.20, /+ ¥ y?) —exp(; ¥ cos(27y;)) 420 +exp(1) [—32.768,32.768]" 0 Rotated Ackley
y=M x
fi1(x) flx) = % Y v\w I1 oOmﬁzﬁv +1, [—600,600]P 0 Rotated Griewank
i=1 i=1
y=M-x
Jf12(x) f(x)=10n+ M ﬁ —10cos(2my;)], [-5.12,5.12]P 0 Rotated Rastrigin
i=1
y=M-x
fi3(x) flx)=10n+ M. [z2 — 10cos(27z;)] — 330, [-5.12,5.12]P -330 Shifted — Rotated Rastrigin

i=1
z=(x—0)-M
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Table 2.4 Statistical analysis for 10-D problems
Set Sphere  Schwefel’s Griewank’s Rastrigin’s Rosenbrock’s Ackley’s
1 1.05E-29  -4176.76 0.00E+00  0.00E+00 6.21E+00 7.99E-15
2 223E-72  -4171.97 1.01E-02 0.00E+00 6.12E+00 4 44E-15
3 3.38E-151 -4188.91 0.00E+00  0.00E+00 8.96E+00 8.88E-16
4 991E-24  -4178.68 1.06E-07 0.00E+00 7.17E+00 2.92E-13
5 8.11E-16  -4146.13 1.75E-01 0.00E+00 6.66E+00 6.67E-09
6 478E-70  -4168.50 0.00E+00  0.00E+00 8.96E+00 4.44E-15
7 1.31E-13  -4149.97 6.53E-12 2.04E-13 8.93E+00 1.76E-07
8 4.85E-24  -4184.25 1.34E-05 0.00E+00 8.22E-02 3.45E-12
9 5.68E-86  -4176.98 1.11E-01 0.00E+00 5.94E+00 7.99E-15
10 5.08E-08  -4187.64 2.28E-01 6.87E-08 8.03E+00 1.18E-04
11 7.89E-56  -4181.95 1.37E-01 0.00E+00 5.85E+00 4.44E-15
12 3.97E-39  -4169.06 1.04E-01 0.00E+00 5.87E+00 4.44E-15
13 1.61E-23  -4157.17 1.00E-12 0.00E+00 6.82E+00 1.67E-12
14 449E-20  -4164.68 2.85E-02 0.00E+00 8.72E+00 7.45E-11
15 436E-23  -4159.92 1.43E-01 0.00E+00 8.73E+00 3.61E-12
16 1.70E-32  -4177.25 0.00E+00  0.00E+00 7.13E+00 4.44E-15
17 8.75E-22  -4165.77 9.63E-02 0.00E+00 6.47E+00 1.58E-11
18 4.74E-08  -4184.97 1.38E-02 6.90E-08 7.39E+00 1.90E-04
19 6.23E-43  -4188.82 0.00E+00  0.00E+00 8.92E+00 4 44E-15
20 3.14E-14 -4172.84 6.27E-02 6.22E-14 5.47E+00 3.82E-06
21 4.00E-188 -4185.46 7.78E-02 0.00E+00 5.75E+00 4.44E-15
22 225E-17  -4149.44 2.90E-05 0.00E+00 8.74E+00 7.30E-10
23 1.47E-08  -4187.48 6.54E-03 1.04E-08 6.99E+00 3.99E-05
24 8.75E-13  -4181.78 2.37E-01 5.33E-15 7.17E+00 2.18E-08
25 3.38E-66  -4164.91 2.72E-01 0.00E+00 5.13E+00 2.93E-14
Average 4.52E-09  -4172.85 6.81E-02 5.92E-09 6.89E+00 1.41E-05
Standard Deviation ~ 1.35E-08 12.72 8.48E-02 1.87E-08 1.85E+00 4.32E-05
Minimum 4.00E-188  -4188.91 0.00E+00 0.00E+00 8.22E-02 8.88E-16
Maximum 5.08E-08  -4146.13 2.72E-01 6.90E-08 8.96E+00 1.90E-04
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Table 2.5 Statistical analysis for 30-D problems

Set Sphere  Schwefel’s Griewank’s Rastrigin’s Rosenbrock’s Ackley’s

1.19E-33  -12478.46  0.00E+00 0.00E+00 2.59E+01 7.99E-15
1.01E-83  -12400.32 1.70E-02 0.00E+00 2.88E+01 4.44E-15
498E-145 -12559.84  0.00E+00 0.00E+00 2.88E+01 8.88E-16
2.88E-25  -12460.17 4.02E-02 0.00E+00 2.86E+01 7.19E-14
4.36E-18  -12301.16  0.00E+00 0.00E+00 2.60E+01 6.56E-10
248E-77 -12414.98 1.93E-02 0.00E+00 2.59E+01 4.44E-15
3.84E-13  -12416.15 7.76E-13 1.51E-13 2.88E+01 1.25E-07
1.47E-25  -12533.16  0.00E+00 0.00E+00 2.71E+01 7.19E-14
1.59E-98  -12453.65  0.00E+00 0.00E+00 2.86E+01 2.58E-14
1.08E-07  -12558.81 6.70E-02 4.52E-08 2.80E+01 4.87E-05
6.01E-65 -12514.33 1.26E-02 0.00E+00 2.58E+01 7.99E-15
8.60E-45 -12294.99 1.09E-02 0.00E+00 2.55E+01 7.99E-15
5.11E-24  -12332.07  0.00E+00 0.00E+00 2.70E+01 3.42E-13
5.30E-21 -12425.66  0.00E+00 0.00E+00 2.88E+01 1.43E-11
4.90E-26  -12331.18 1.33E-02 0.00E+00 2.89E+01 5.77E-14
4.85E-36  -12437.18  0.00E+00 0.00E+00 2.79E+01 4.44E-15
9.55E-23  -12355.17  0.00E+00 0.00E+00 2.61E+01 1.24E-12
9.05E-07 -12540.62 3.40E-06 5.08E-07 2.69E+01 2.00E-04
9.31E-49  -12561.68 2.85E-02 0.00E+00 2.86E+01 4.44E-15
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20 1.04E-15  -12353.39 1.01E-02 497E-14 2.56E+01 3.43E-07
21 347E-206 -12529.82  0.00E+00 0.00E+00 2.86E+01 3.44E+00
22 3.89E-18  -12353.25  0.00E+00 0.00E+00 2.80E+01 3.50E-10
23 5.69E-09  -12555.03 1.61E-07 1.60E-08 2.71E+01 2.30E-05
24 8.14E-16  -12530.70 1.33E-15 0.00E+00 2.70E+01 5.63E-09
25 1.89E-75  -12474.81 0.00E+00 0.00E+00 2.88E+01 3.58E+00
Average 4.07E-08  -12446.66 8.75E-03 2.27E-08 2.75E+01 2.81E-01
Standard Deviation  1.78E-07 86.79 1.58E-02 9.94E-08 1.22E+00 9.53E-01
Minimum 347E-206 -12561.68 0.00E+00 0.00E+00 2.55E+01 8.88E-16
Maximum 9.05E-07  -12294.99 6.70E-02 5.08E-07 2.89E+01 3.58E+00
Table 2.6 Proposed parameter values
Parameter Description Value Range
Npop Population of pioneer patricles [10, 50]
Jfnb Neighbouring factor [0.01, 0.10]
ftn Fine tuning factor [0.005, 0.05]
fms Mid-scale factor [0.40, 1.00]
fls Large-scale factor [1, 100]
pr Probability for choosing large-scale search or memory consideration [0, 1]

fFE Function evaluations multiplication factor [0.05, 0.25]
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functions, f7 to fi3 in Table 2.3, comparison is performed on 30-D case. It must also be
pointed out that initialization is random for all algorithms while the initialization range
is equal to the described in Table 2.3 and not a decreased one as often used in literature.
[126, 28, 30]. For comparison reasons, the termination criterion is the maximum function

evaluations equal to 200,000 for all metaheuristic optimization algorithms [96].

Application of PBA to seven test functions

Wherever a rotation on a test function is mentioned, this points out that a linear, orthogonal
transformation matrix M is applied such that F(M, s) is calculated, where the orthogonal
(rotation) matrix M was generated using standard normally distributed entries by Gram-
Schmidt orthonormalization [182]. The transformation matrix M is a pure rotation that
applies no change to the structure of the function. All results for PBA applied to the test
functions 7 to 13 for 30-D problems are presented in Table 2.7. Similarly to the sensitivity
analysis, the average, standard deviation, minimum and maximum optimized objective
function values achieved for 30 independent runs using the algorithmic parameters that
presented the best performance for every test function examined are presented. These results
are in accordance with the conclusions from the sensitivity analysis results, i.e. that PBA
presents significant robustness and efficiency. In all of the seven test functions the best
solution found is "equal" to the global minimum while even the worst optimization results is
close to acceptable optimized. A convergence graph for test function 1 is presented in Figure
2.5 for the 30-D case while the variance of the optimized objective function value is also

presented, where the fast convergence tendency of PBA is visible.

Table 2.7 PBA applied to test-functions 7 to 13 for 30-D problems

Function Mean Best Minimum Maximum Deviation
Weierstrass 7.11E-16  0.00E+00 1.42E-14  2.81E-15
Quadric 6.66E-23 1.36E-42 2.00E-21 3.58E-22
Step 3.77E-04 241E-04  495E-04  6.79E-05
Rotated Ackley’s 4.44E-15 4.44E-15 4.44E-15  0.00E+00
Rotated Griewank’s 8.59E-16  0.00E+00 2.55E-14  4.58E-15
Rotated Rastrigin’s 0.00E+00  0.00E+00  0.00E+00  0.00E+00
Shifted - Rotated Rastrigin’s -3.30E+02 -3.30E+02 -3.30E+02 0.00E+00
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Sphere Function, 30 Parameters

Objective Function Value

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Function Evaluations * 10000

Fig. 2.5 Performance of the independent runs for different number of function evaluations
for the test function (a) sphere for 30 parameters.

Comparison of PBA with state-of-the-art metaheuristics

For comparing PBA with the other metaheuristics, 10-D and 30-D problems are used, maxi-
mum objective function evaluations are set equal to 100,000 and 200,000 respectively while
30 independent runs are performed for each test function using the algorithmic parameters
that had performed better in the previous test. The comparison is performed on the basis
of the mean best objective function value calculated by each algorithm. The results are
presented in Tables 2.8 and 2.9 for 10-D and 30-D problems. It can be seen that for the test
functions used (i.e. f] to fs) PBA managed to perform equally well or often even better than
the other algorithms for both dimensions examined. In functions f; - f4 and fs PBA achieved
better mean best objective function values than the other algorithms and better standard
deviation. Worth mentioning also that with respect to its performance for the Rosenbrock’s
function (fg) performed just as well as the other algorithms both in terms of mean best
objective function value and standard deviation.

PBA is also tested against the algorithms with the best performance in the CEC 2013
competition in the “Special Session and Competition on Real-Parameter Single Objective
Optimization”, iICMAES-ILS and NBIPOP-ACMA-ES [128, 132]. The comparison is done
on the test functions 1, 2, 4, 10, 11 and 12 slightly modified than as presented in Table 2.3. A
real number (F}) was added in their expression, in particular | = —1400 was added to test
function 1, F, = —100, F; = —400, Fj9 = —700, F;; = —500 and Fj, = —300 was added to
the rest of the test functions respectively. The results of the comparison are presented in Table
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2.10. The average error values correspond to the errors measured at the maximum number of
function evaluations. Worth mentioning that for some of the test functions the design space
used in CEC 2013 competition was wider while the function evaluations permitted for the
30-D problems employed in this comparative study were 300,000. In particular, in all these
test functions (1, 2, 4, 10, 11 and 12) PBA achieved better performance than those obtained
by the two algorithms.

Performance of PBA based on CEC 2014 benchmarks and complexity evaluation

PBA is also tested on the CEC 2014 test-suite for unconstrained optimization [127] on several
problems with dimensionality equal to 10, 30, 50 and 100. In this suite, 30 test-functions
are used where functions 1 to 3 are unimodal, functions 4 to 16 are multimodal, functions
17 to 22 are hybrid functions while 23 to 30 are composite ones. In these test functions the
boundaries of the search space are [—100,100] x D while the maximum allowed function
evaluations are equal to 10,000*D. Following the guidelines of the CEC 2014 competition,
51 independent runs were performed for each test function and the average error values were
obtained. The results achieved for the CEC 2014 test-suite are provided in Tables 2.11, 2.12,
2.13 and 2.14 for the 10-D and 30-D, 50-D and 100-D problems, respectively. As seen in
results, PBA manages to deal successfully with most of the test functions while it does not
perform very well with some. By studying these four Tables, it is obvious that PBA is not
to significantly affected by the dimension of the problem. In particular, with the increase
of the dimensionality it is expected that the performance is decreased, however, this drop
is relatively small to minimal. Some differences in results that are present between some
test-functions used previously and in CEC 2014 test, it must be pointed out that they are the
result of different search space used and different rotation methods defined in CEC 2014.

The Wilcoxon ranksum test [40] is also applied in order to present a more thorough
performance evaluation for PBA against well-established algorithms that were also tested
according to the standards of CEC 2014. In particular, simultaneous optimistic optimization
(SOO0) [167], fireworks algorithm with differential mutation (FWA-DM) [225], adaptive
differential evolution (ADE), an improved variant of ADE with the use of partial opposition-
based learning (POBL-ADE) [81] and the L-SHADE [208] algorithms where considered for
this comparative study. The results of the Wilcoxon ranksum test are given in Table 2.15
where Better denotes the number of functions (out of the 30 ones) where a specific algorithm
performs better compared to PBA, Worst denotes the number of functions where it performs

worst and Equal denotes the number of functions where it has the same performance with
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Table 2.8 Comparative study of PBA with state-of-the-art metaheuristics for test-functions 1 to 6 and 10-D problems

Algorithm Sphere Function Schwefel’s Function  Griewank’s Function = Rastrigin’s Function  Rosenbrock’s Function Ackley’s Function
Mean Best  St. Var. Mean Best St. Var. Mean Best St. Var. Mean Best St. Var. Mean Best  St. Var. Mean Best  St. Var.
PSO-w 7.96E-51 NA -3.87E+03 NA 9.69E-02 NA 5.82E+00 NA 3.08E+00 NA 1.58E-14 NA
PSO-cf 9.84E-105 NA -3.20E+03 NA 1.19E-01 NA 1.25E+01 NA 6.98E-01 NA 9.18E-01 NA
PSO-w-local 2.13E-35 NA -3.86E+03 NA 7.80E-02 NA 3.88E+00 NA 3.92E+00 NA 6.04E-15 NA
PSO-cflocal  1.37E-79 NA -3.31E+03 NA 2.80E-02 NA 9.05E+00 NA 8.60E-01 NA 5.78E-02 NA
UPSO 9.84E-118 NA -3.11E+03 NA 1.04E-01 NA 1.17E+01 NA 1.40E+00 NA 1.33E+00 NA
FDR-PSO 2.21E-90 NA -3.34E+03 NA 9.24E-02 NA 7.51E+00 NA 8.67E+00 NA 3.18E-14 NA
FIPS 3.14E-30 NA -4.12E+03 NA 1.31E-01 NA 2.12E+00 NA 2.78E+00 NA 3.75E-15 NA
CPSO-H 4.98E-40 NA -3.98E+03 NA 4.07E-02 NA 0.00E+00 NA 1.53E+00 NA 1.49E-14 NA
CLPSO 5.15E-29 NA -4.19E+03 NA 4.56E-03 NA 0.00E+00 NA 2.46E+00 NA 4.32E-14 NA
SPSO 3.27E-18  5.75E-18 -3.39E+03 9.06E+00 8.70E-02  5.70E-02 245E+00 1.63E+00 3.56E+01  5.69E+01 NA NA
QPSO 7.40E-104 7.39E-103 -3.48E+03 6.04E+00 3.58E-04 2.80E-02 231E+00 2.00E-02 7.43E+00  3.20E-01 NA NA
WQPSO 8.37E-106 1.08E-106 -3.77E+03 4.33E+00 1.63E-04  1.63E-04 1.84E+00 1.00E-02 1.04E+01  2.50E-01 NA NA
GSO 6.75E-18  1.88E-18 -4.03E+03 7.10E+00 1.60E-01  4.40E-02 2.57E+00 1.82E+00 4.38E+00  1.97E+00 NA NA
IGSO 7.33E-41 1.89E-41 -4.19E+03 3.10E+00 4.38E-05 1.40E-02 6.70E-01 4.20E-01  7.60E-01 5.60E-01 NA NA
PBA 5.37E-187 0.00E+00 -4.19E+03 1.02E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 5.81E+00 1.00E+00  8.88E-16 0.00E+00
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Table 2.10 Comparative study of PBA with state-of-the-art metaheuristics for 30-D problems

Algorithm iCMAES-ILS NBIACMA PBA
Sphere Function 1.00E-08 1.00E-08  5.32E-203
Schwefel’s Function 7.08E+02 8.10E+02  5.22E+00
Rastrigin’s Function 2.25E+00 3.04E+00  0.00E+00
Rotated Ackley’s Function 2.09E+01 2.09E+01 4.44E-15
Rotated Griewank’s Function 1.00E-08 1.00E-08 8.59E-16

Rotated Rastrigin’s Function 1.72E+00 291E+00  0.00E+00

PBA. It should be underlined that PBA appears to be less affected by the dimension of the
problem compared to most of the other algorithms.

The complexity of PBA is also calculated according to the CEC 2014 benchmark suite
guide[127] and is presented in Table 2.16 for all dimensionality cases of the CEC 2014. As
suggested, Ty is the time required to perform the calculations described in Eq. 2.36,

fori=1:10°

x=0.55+ (double)i; x =x+x; x =x/2;

x =xxx; x = sqrt(x); x =log(x); (2.36)
x=-exp(x); x=x/(x+2);

end

T; is the time needed for executing 200,000 evaluations of test-function No.18 and 7> is the
time the algorithmic procedure needs to perform 200,000 function evaluations of No.18. T;
and T, are scaled linearly with dimensions as by the linear growth of (7 — 77)/Tp. It must
also be noted that all test runs were performed on a computer with the following specifications:
Windows 7 OS, Intel i7 3610QM CPU, 12GB RAM using Matlab programming language.
The complexity of PBA is presented in Table 2.16. As it can be seen, computational load
of PBA is quite small. It must be pointed out that the time needed for executing 200,000
function evaluations of a 100-D problem is less than 10 seconds.

Advantages of PBA

By following the main practices addressed in modern literature, the advantages of PBA were
tested on three different terms:

* The sensitivity of the performance was assessed with reference to its algorithmic

parameters.
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Table 2.11 Performance of PBA using the CEC 2014 test suite (10-D)

Func. Best Worst Median Mean Std.

F1  1.13E+05 9.16E+06 6.20E+05 1.66E+06 2.06E+067

F2  453E+05 5.12E+07 9.27E+06 1.09E+07  8.64E+06

F3  4.11E+02 4.34E+03 1.19E+03 1.26E+03  6.80E+02

F4  4.02E+02 4.43E+02 4.14E+02 4.20E+02 1.49E+01

F5 5.05E+02 5.20E+02 5.20E4+02 5.18E+02  4.57E+00

F6  6.02E+02 6.06E+02 6.03E+02 6.03E+02  9.72E-01

F7  7.01E+02 7.02E+02 7.01E+02 7.01E+02 1.68E-01

F8  8.03E+02 8.15E+02 8.07E+02 8.08E+02  2.73E+00

F9  9.06E+02 9.21E+02 9.14E+02 9.15E+02  3.47E+00
F10 1.03E+03 1.39E+03 1.07E+03 1.09E+03  6.25E+01
F11 1.23E+03 1.88E+03 1.48E+03 1.48E+03 1.33E+02
F12 1.20E+03 1.20E+03 1.20E+03 1.20E+03 1.14E-01
F13 1.30E+03 1.30E+03 1.30E+03 1.30E+03  6.64E-02
F14 1.40E+03 1.40E+03 1.40E+03 1.40E+03  7.34E-02
F15 1.50E+03 1.51E+03 1.50E+03 1.50E+03 8.25E-01
F16 1.60E+03 1.60E+03 1.60E+03 1.60E+03  4.11E-01
F17 2.14E+03 6.13E+05 5.09E+04 1.76E+05  2.08E+05
F18 1.88E+03 2.01E+04 4.46E+03 7.27E+03 5.26E+03
F19 1.90E+03 1.90E+03 1.90E+03 1.90E+03 3.72E-01
F20 2.02E+03 1.14E+04 2.30E+03 3.08E+03 2.18E+03
F21 239E+03 3.11E+04 6.33E+03 7.74E+03  5.41E+03
F22 221E+03 2.24E+03 2.23E+03 2.23E+03 4.92E+00
F23 250E+03 2.63E+03 2.51E+03 2.54E+03  5.44E+01
F24 251E+03 2.54E+03 2.52E+03 2.52E+03  5.68E+00
F25 2.61E+03 2.70E+03 2.65E+03 2.66E+03  2.84E+01
F26 2.770E+03 2.70E+03 2.70E+03 2.70E+03  6.96E-02
F27 270E+03 3.10E+03 2.71E+03 2.87E+03  1.88E+02
F28 3.18E+03 3.32E+03 3.23E+03 3.23E+03  2.93E+01
F29 3.20E+03 3.79E+03 3.36E+03 3.37E+03  1.23E+02
F30 3.62E+03 4.87E+03 4.04E+03 4.04E+03  2.43E+02
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Table 2.12 Performance of PBA using the CEC 2014 test suite (30-D)

Func. Best Worst Median Mean Std.

F1  7.09E+06 1.00E+08 2.94E+07 3.50E+07 2.16E+07

F2  483E+07 9.61E+08 2.60E+08 3.05E+08 1.89E+08

F3  9.05E+02 2.13E+04 7.07E+03 6.97E+03 3.96E+03

F4 497E+02 6.53E+02 5.84E+02 5.78E+02 3.62E+01

FS  520E+02 5.21E+02 5.21E+02 5.21E+02 5.26E-02

F6 6.11E+02 6.21E+02 6.16E+02 6.16E+02 2.40E+00

F7  7.01E+02 7.08E+02 7.04E+02 7.04E+02 1.72E+00

F8  8.29E+02 8.94E+02 8.53E+02 8.56E+02 1.48E+01

F9 9.77E+02 1.04E+03 1.01E+03 1.01E+03 1.33E+01
F10 1.30E+03 2.87E+03 1.84E+03 1.89E+03 3.68E+02
F11 3.36E+03 5.45E+03 4.54E+03 4.49E+03 5.35E+02
F12 1.20E+03 1.20E+03 1.20E+03 1.20E+03 1.43E-01
F13 1.30E+03 1.30E+03 1.30E+03 1.30E+03 9.49E-02
F14 1.40E+03 1.40E+03 1.40E+03 1.40E+03 4.57E-02
F15 151E+03 1.53E+03 1.52E+03 1.52E+03 3.36E+00
F16 1.61E+03 1.61E+03 1.61E+03 1.61E+03 3.78E-01
F17 494E+05 8.42E+06 2.76E+06 3.40E+06 2.12E+06
F18 131E+05 5.23E+06 1.60E+06 1.70E+06 1.06E+06
F19 191E+03 1.94E+03 1.91E+03 1.91E+03 5.23E+00
F20 3.26E+03 2.04E+04 7.12E+03 8.77E+03 4.31E+03
F21 4.11E+04 2.09E+06 3.35E+05 4.39E+05 3.40E+05
F22 229E+03 2.82E+03 2.53E+03 2.53E+03 1.08E+02
F23 250E+03 2.62E+03 2.62E+03 2.60E+03 3.88E+01
F24 260E+03 2.62E+03 2.61E+03 2.61E+03 3.98E+00
F25 270E+03 2.71E+03 2.70E+03 2.70E+03 1.41E+00
F26 2.770E+03 2.80E+03 2.70E+03 2.70E+03 1.93E+01
F27 3.11E+03 3.42E+03 3.12E+03 3.14E+03 6.53E+01
F28 3.00E+03 4.20E+03 3.94E+03 3.90E+03 2.16E+02
F29 1.16E+04 1.09E+05 2.99E+04 3.59E+04 2.18E+04
F30 7.26E+03 2.93E+04 1.45E+04 1.55E+04 4.24E+03
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Table 2.13 Performance of PBA using the CEC 2014 test suite (50-D)

Func. Best Worst Median Mean Std.
F1 1.37E+07 1.33E+08 3.28E+07 3.67E+07 1.87E+07
F2 1.24E+08 2.04E+09 7.75E+08 8.22E+08 4.71E+08
F3 5.39E+03 3.17E+04 1.54E+04 1.59E+04 4.72E+03
F4 5.86E+02 8.44E+02 7.04E+02 7.03E+02 5.50E+01
F5 521E+02 5.21E+02 5.21E+02 5.21E+02 4.56E-02
F6  6.23E+02 6.40E+02 6.32E+02 6.32E+02 3.45E+00
F7  7.03E+02 7.20E+02 7.08E+02 7.09E+02 4.57E+00
F8  8.60E+02 1.00E+03 9.18E+02 9.20E+02 3.28E+01
F9 1.07E+03 1.15E+03 1.13E+03 1.13E+03 1.83E+01

F10 1.88E+03 4.98E+03 3.34E+03 3.36E+03 7.68E+02
F11 6.76E+03 9.65E+03 8.60E+03 8.43E+03 6.21E+02
F12 1.20E+03 1.20E+03 1.20E+03 1.20E+03 1.67E-01
F13 1.30E+03 1.30E+03 1.30E+03 1.30E+03 8.29E-02
F14 1.40E+03 1.40E+03 1.40E+03 1.40E+03 4.84E-02
F15 1.53E+03 1.57E+03 1.54E+03 1.54E+03 8.71E+00
F16 1.62E+03 1.62E+03 1.62E+03 1.62E+03 4.77E-01
F17 2.00E+06 243E+07 7.27E+06 7.72E+06 3.93E+06
F18 2.38E+06 4.58E+07 1.05E+07 1.25E+07 7.99E+06
F19 1.92E+03 2.04E+03 1.95E+03 1.95E+03 2.49E+01
F20 8.94E+03 3.13E+04 1.85E+04 1.76E+04 4.26E+03
F21 541E+05 5.81E+06 2.45E+06 2.60E+06 1.34E+06
F22 2.56E+03 3.57E+03 3.18E+03 3.14E+03 2.14E+02
F23 2.51E+03 2.68E+03 2.66E+03 2.64E+03 4.20E+01
F24 2.60E+03 2.67E+03 2.62E+03 2.62E+03 1.06E+01
F25 2.70E+03 2.73E+03 2.70E+03 2.70E+03 3.60E+00
F26 2.70E+03 2.80E+03 2.70E+03 2.70E+03 1.38E+01
F27 3.18E+03 4.05E+03 3.87E+03 3.83E+03 1.49E+02
F28 3.19E+03 5.59E+03 4.86E+03 4.81E+03 3.54E+02
F29 4.23E+04 8.02E+05 2.23E+05 2.87E+05 1.81E+05
F30 2.16E+04 1.11E+05 3.85E+04 4.16E+04 1.53E+04
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Table 2.14 Performance of PBA using the CEC 2014 test suite (100-D)

Func. Best Worst Median Mean Std.

F1  7.61E+07 3.03E+08 1.36E+08 1.47E+08 4.65E+07
F2  4.09E+08 6.37E+09 2.04E+09 2.31E+09 1.38E+09
F3  1.46E+04 4.94E+04 2.79E+04 2.96E+04 6.94E+03
F4  8.57E+02 1.38E+03 1.07E+03 1.06E+03 1.30E+02
FS 521E+02 S5.21E+02 5.21E+02 5.21E+02 3.73E-02
F6  6.55E+02 6.92E+02 6.81E+02 6.78E+02 9.55E+00
F7  7.05E+02 7.66E+02 7.22E+02 7.24E+02 1.45E+01
F8 9.78E+02 1.27E+03 1.12E+03 1.11E+03 6.99E+01
F9  1.34E+03 1.61E+03 1.52E+03 1.51E+03 4.89E+01
F10 4.09E+03 1.22E+04 8.09E+03 7.87E+03 2.00E+03
F11 1.63E+04 2.15E+04 1.94E+04 1.94E+04 1.17E+03
F12 1.20E+03 1.20E+03 1.20E+03 1.20E+03 1.61E-01
F13 1.30E+03 1.30E+03 1.30E+03 1.30E+03 6.15E-02
F14 140E+03 1.40E+03 1.40E+03 1.40E+03 4.82E-02
F15 1.57E+03 1.73E+03 1.59E+03 1.61E+03 3.52E+01
F16 1.64E+03 1.64E+03 1.64E+03 1.64E+03 6.17E-01
F17 1.08E+07 6.82E+07 3.21E+07 3.34E+07 1.26E+07
F18 131E+07 1.74E4+08 6.45E+07 6.78E+07 3.76E+07
F19 196E+03 2.12E+03 2.07E+03 2.07E+03 2.86E+01
F20 3.34E+04 O9.53E+04 7.83E+04 7.30E+04 1.69E+04
F21 3.56E+06 3.59E+07 1.43E+07 1.54E+07 6.75E+06
F22 3.88E+03 5.53E+03 4.93E+03 4.87E+03 3.49E+02
F23 250E+03 2.75E+03 2.67E+03 2.66E+03 6.40E+01
F24 2.60E+03 2.77E+03 2.65E+03 2.66E+03 2.75E+01
F25 270E+03 2.75E+03 2.71E+03 2.71E+03 6.88E+00
F26 2.770E+03 2.80E+03 2.80E+03 2.77E+03 4.65E+01
F27 4.03E+03 5.35E+03 4.87E+03 4.81E+03 2.94E+02
F28 3.45E+03 9.91E+03 7.78E+03 7.70E+03 1.40E+03
F29 196E+05 3.63E+06 1.09E+06 1.51E+06 1.06E+06
F30 4.00E+04 7.59E+05 2.58E+05 2.64E+05 1.36E+05
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Table 2.15 PBA compared to other algorithms — Wilcoxon’s ranksum test

With reference to PBA 10-D 30-D 50-D 100-D

Better 12 12 14 13
SO0 [49] Worst 17 15 15 16
Equal 1 3 1 1
Better 26 22 21 14
FWA-DM [50] Worst 3 5 7 15
Equal 1 3 2 1
Better - - 16 22
ADE [51] Worst - - 14 8
Equal - - 0 0
Better 27 19 20 22

ADE-POBL [51] Worst 2 8
Equal 1 3 1 1
Better 27 25 24 24

L-SHADE [52] Worst 2 3
Equal 1 2 1 1

Table 2.16 PBA complexity in seconds

To T1 T2 (T2-T1)/To

D=10 0.14 1.53 252 7.16
D=30 0.14 1.84 3.77 14.00
D=50 0.14 22 5.05 20.62
D=100 0.14 3.77 9.27 39.91
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* The algorithm was assessed in comparison with other state-of-the-art algorithms and
in particular against the best algorithms that were identified during the CEC 2013
competition presented in the “Special Session and Competition on Real-Parameter
Single Objective Optimization™ [128].

* The performance of the algorithm was assessed based on the CEC 2014 benchmark
test suite [127].

In general it can be said that the main strength of PBA is its robustness and efficiency.
In particular, as it was identified through these tests the algorithms is not influenced by
the algorithmic parameters, the computational effort required internally is low, it is not
influenced significantly by the increase of the dimensionality while in most of the test
functions outperforms many state-of-the-art metaheuristics. While many variants of existing
evolutionary and swarm algorithms, to the authors’ knowledge there is no similarity with any
other existing algorithm. More specifically, the rules based on which new position vectors
are generated are completely different to existing evolutionary and swarm optimization
algorithms. For example, in PBA there are no crossover/recombination or mutation operators;
while there is also no velocity vector neither exchange of experience using the cognitive and
social parameters. The similarity to PSO and variants is limited to the terms used for the

position vectors (particles).

2.4.2 Optimal structures inspection following a seismic event

Catastrophic events like earthquakes could seriously affect structural and operational con-
dition of civil infrastructures, leading to severe economic losses for the local or national or
even global economy. It is of great importance to mitigate such impacts and risks through
careful planning. Disaster management is a multi-stage process starting with the pre-disaster
planning and system improvement, and extending to post-disaster system response, recovery
and reconstruction. Pre-disaster planning stage involves strategic decision-making for risk
assessment and management, infrastructure improvements to reduce vulnerability, enhanced
human and physical system resilience, and emergency plans. Post-disaster stage involves
tactical and operational decision-making for providing critical emergency, recovery and
re-construction services [10, 26], to support society. Following such disasters, local commu-
nities and search-rescue crews are faced with rapidly degrading infrastructure networks that
may result in much slower response times, delays in population evacuation, and significant
complications in infrastructure repair. Recent advances on computational engineering and

optimization have enabled the transition from traditional trial-and-error procedures to fully
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automated ones, where search algorithms are used. This is mostly attributed to the rapid de-
velopment of metaheuristic search algorithms. Minimizing inspection times in post-disaster
management requires optimal scheduling of the inspection crews which is a complex combi-
natorial problem. In this thesis an improved harmony search algorithm (IHS) is proposed for
solving the districting problem where an urban area is decomposed into optimal areas equal

to the number of available inspection crews. IHS algorithm is applied in two cities:
* the city of Patras and
* the city of Thessaloniki,

both located in Greece. The proposed improved algorithm is compared with three well estab-
lished nature inspired algorithms and the random search (RS) procedure when implemented
for solving the districting problem. In particular, the basic formulation of the harmony search
(HS) [60], the particle swarm optimization (PSO) [103] and the differential evolution (DE)
[201] algorithms are employed.

Defining optimal districting problem

Urban areas are consist of building) blocks (SBy) that can be defined by their nodal coordinates
(X, Yr) while there are specific terms related to the construction for each SB; that have to
be respected. Such terms are: the use of land (uy), the building factor (fp), the maximum
built area (A uqx) and the coverage factor (fc). The use of land determines the usage of the
constructions allowed at a specific structural block (houses, factories, etc.). The building
factor is the ratio between the maximum permitted area of constructions for the specific
SBy, divided by the area of the structural block, while the maximum permitted area of
constructions for SBy defines Ap nqc. For example, if the structural block area is equal to
1000m? and the corresponding SBy, is equal to 1.6, then AB max 1s equal to 10001.6 = 1600m>.
Fig. 2.6 depicts an example of neighboring structural blocks with various areas, building
factors and thus different maximum built areas Ap,max. The districting problem aims to
partition the urban area into groups of structural blocks, called districts, having almost the
same sum of the corresponding maximum built areas Ap juqr. As it will be presented in the
next section, the inspection demand D; is used in the formulation that is defined according to

expression:
D;j=Y D(k),i=1,...Njc and D(k) = A(k) - fp(k) (2.37)
k=1

where nng is the number of structural blocks assigned to the i/ district while the structural

block total area and the corresponding building factor for the k;/ structural block is equal
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to A(k) and fp(k). For the current problem, it is assumed that the allowed building factor is

covered as it is the typical situation in Greece.

(X2,Y2)

BB 1 BB2 BB3 BB 4 BBS

MBA diagram

AREAA (m) 16557 16139 | 13936 22228 13121
(X3,Y3)

mMB 1.60 1.80 2.30 1.10 2.00

MBA (m?) 26491.20 | 29050.20| 32052.80 | 24450.80 | 26242.00

(X7,Y7)

(X11,Y11)

Fig. 2.6 Building blocks, Area, fg, A max

The main objective of the districting problem in post-disaster management is to define
areas of responsibility for available inspection crews; the problem is formulated as a nonlinear

programming optimization problem as follows [91]:

(i)
Nic S8 TD(k)  d(SBy,C;)
- i - (2.38)
Un | U ic

i=1k=1

where Njc is the number of the available inspection crews, ngBi) is the number of building
blocks assigned to the i, district-inspection crew, d(SBy,C;) is the distance between the
SB;, building block and C; is the starting block of the crew responsible for the i;;, group
of structural blocks, U, is the inspection speed of the inspection crews, and Uy, is the
traveling speed of the inspection crews. Dy is inspection “demand” for the k;j, building block
defined as the product of the building block total area A(k) times the building factor fz(k)
(i.e. the structured percentage of the area) and oj¢ is the value of the standard deviation
of working hours of all inspection crews. Thus, the districting problem is formulated as a
discrete unconstrained nonlinear optimization problem where the objective is to define which
inspection crew is responsible for which block. Therefore, the design variables are integers
denoting the inspection crew to which each built-up block has been assigned to.

In order to assess the performance of HS, IHS, PSO, DE algorithms and the random
search (RS) procedure, they are implemented into post-disaster management problems. In
particular, two test cases are considered based on an imaginary seismic event for the cities of

Patras and Thessaloniki in Greece. Following this imaginary seismic event, all structures
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need to be inspected for restoration of the urban activities. Therefore, the first step of the
post-disaster management procedure is to optimally assign the structural blocks into the
available inspection crews (districting problem).

Patras is a medium-sized city while Thessaloniki is the second largest city of Greece. The
city of Patras is composed by 112 grouped building blocks while the total built area is equal
to 18559676 m?. On the other hand, the city of Thessaloniki is composed of 471 grouped
building blocks and its built area is equal to 154205128 m?. The difference in size of the two
cities will offer information on the performance of the proposed IHS algorithm in medium
and larger scale problems. For the city of Patras, two problems are examined varying on the
number of available inspection crews. By increasing the number of available inspection crews,
the complexity of the problem is also increased offering us useful information regarding the
performance of the algorithms. In such a problem the computational cost is proportional to
the number of the building blocks; therefore, by grouping the building blocks into larger ones,
significant reduction on the computational demand is achieved. The grouping is applied into
neighboring building blocks with similar build up percentages. For an unbiased comparison
of the algorithms the termination criterion for all implementations examined in this part of

the thesis is the same (200,000 function evaluations).

Post-Disaster management in the city of Patras

The city of Patras is composed by Ngp = 112 grouped building blocks with various areas
and built-up percentages (see Figure 2.7). Two different problems (A and B) are examined
with the hypothesis that ten and thirty crews are available for performing the inspection. By
separating them into two 8-hour shift work-groups, Njc = 5, inspection crews are available
for 16 inspection hours per day (denoted as problem A) and N;¢c = 15, inspection crews are
available for 16 inspection hours per day (denoted as problem B).

In the first part of the study, sensitivity analysis is performed on the problem described
in Eq. 2.38 in order to examine the influence of parameter values on the robustness of the
IHS algorithm in solving the districting problem. In order to increase the quality of the
sensitivity analysis, a sampling method named Latin hypercube sampling (LHS) is used
[152] to generate combinations of the parameters of IHS. LHS ensures that all regions of the
sample space of the parameters will be sampled. For each implementation, 32 independent
runs are carried out, corresponding to the different sets of the parameters. The parameters
sampled with LHS for IHS are HMS and HMCR, Table 2.17 depicts the combinations of the
parameters. HMS defines the size of the memory used by HS for storing solution vectors
defined in the range of [5, 20] while HMCR (0 < HMCR < 1) is the probability for random
selection [94].
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Table 2.17 Parameters combinations for sensitivity analysis of IHS, PSO and DE algorithms

IHS PSO DE
HMS HMCR NP ¢l c2 w NP A CR F

11 0.09 158 0.648 0.387 0474 106 0.648 0.387 0.942
20 0.139 109 0.108 0.112 0362 113 0.108 0.112 0.779
11 0.002 142 0.774 0.184 0.105 139 0.774 0.184 0.187
12 0.098 61 0408 0431 0.157 151 0.408 0.431 0.194
15 0.269 119 0.364 0.524 0.541 185 0.364 0.524 0.896
17 024 102 0.132 0.716 0.137 200 0.132 0.716 0.653
8 0.049 121 097 0.829 0391 156 097 0.829 0.079
6 0.231 150 04 0.147 0491 172 04 0.147 0.524
20 0.072 128 0.796 0976 0.054 56 0.796 0976 0.71
18 0.186 174 0.314 0.883 0.278 96 0.314 0.883 0.921
9 0.146 179 0.049 0.259 0.664 85 0.049 0.259 0.022
10 0.173 188 0.731 0.075 0.239 176 0.731 0.075 0.118
7 025 155 0.281 0.028 0.198 73 0.281 0.028 0.232
16 0.016 96 0.011 0306 0.209 125 0.011 0.306 0.283
7 0.26 85 0.817 0.595 0.033 148 0.817 0.595 0.404
8 0.208 64 0.562 0.729 0.638 189 0.562 0.729 0.971
15 0.108 70 0.492 0.226 042 192 0.492 0.226 0.33
5 0.059 59 0.092 0451 0333 64 0.092 0451 0.555
5 0.044 164 0459 0.053 0.628 161 0.459 0.053 0.144
16 0.198 133 0.163 0.645 0.698 77 0.163 0.645 0.73
10 0.075 171 0.617 0313 0.576 118 0.617 0.313 0.565
13 0.165 193 0907 0.193 0568 79 0.907 0.193 047
12 0.151 197 0.584 0.358 0.446 137 0.584 0.358 0.858
17 0.189 148 0.954 0.562 0.256 178 0.954 0.562 0.371
14 0.289 113 0.247 0.852 0.014 132 0.247 0.852 0.274
9 0.122 82 0.204 0.751 0414 166 0.204 0.751 0.809
19 0.221 186 0.525 0475 0.079 68 0.525 0.475 0.824
13 0.128 135 0.299 0.578 0.167 98 0.299 0.578 0.618
6 0293 99 0.668 0.668 0.339 104 0.668 0.668 0.667
18 0.027 77 0.707 0967 03 123 0.707 0.967 0.428
19 0272 90 0.881 0918 0.611 91 0.881 0918 0.459
14 0.036 52 0.863 0.798 0.514 50 0.863 0.798 0.057
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Fig. 2.7 City of Patras - Subdivision into building blocks

Since the inspection time varies between the crews, the maximum time required between
the inspection crews is considered as the time required for the inspection procedure of the
entire city. Figure 2.8 depicts the time required for the inspection of the building blocks of
the city of Patras for each combination of parameters. These results are used for evaluating
the performance of IHS with respect to parameter values. An indicator of the quality of
the results is the difference between the working hours of the different inspection crews.
As can be seen in Figure 2.8, IHS is not sensitive to the parameters of the algorithm since
it converges to the same optimal solution in almost all the combinations of parameters.
Additionally, Figure 2.10 presents the variance of the inspection time between the crews for
the combination of parameters. IHS algorithm presents small variance values regardless the
parameters used. Figure 2.10 depicts the total number of iterations required for converging
to the optimal solution.

The inspection time of the best solutions found from 1288.55 to 1310.44 hours; the mean
time varies from 1238.17 to 1238.22 hours while the inspection time for all crews varies
from 1145.72 to 1310.44 hours. In particular, Figure 2.11 presents the optimal districting
solution that obtained by IHS for the formulation of Eq. 2.38. The above mentioned results
indicate that IHS is capable of solving the districting problem of Eq. 2.38. In the second part
of the study performed for the city of Patras, four different nature inspired algorithms and a
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Fig. 2.8 City of Patras -Inspection time achieved per combination of the parameters

Standard Deviation (hours)

250

200

150 -

100 -

50 A

0 T T T T T T T T T T T T

10 12 14 16 18 20 7.4 24 26 28

Combination of Parameters

Fig. 2.9 City of Patras - Standard deviation between the inspection crews

30 32

pure random search are examined with reference to their performance when implemented
to solve the districting problem of the city of Patras. In particular IHS, HS, PSO and DE

algorithms are applied and compared in two problems (A and B) with 5 and 15 inspection
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Fig. 2.10 City of Patras - Function evaluations for achieving best solution per combination of
the parameters

Fig. 2.11 City of Patras - Optimal districting solution proposed by IHS (Case A)
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crews. A random search procedure is also implemented and compared with the above
mentioned algorithms. The objective function used for all algorithms is the one used in
the formulation of Eq. 2.38. The performance of the metaheuristics is influenced by the
selection of their parameters. In order to study the influence of the parameters for each
metaheuristic algorithm, 32 combinations of the parameters are generated by means of
LHS. The resulting optimization runs for dealing with the districting problem considered
for defining the parameters of the four metaheuristics and the random search procedure are
equal to 5 algorithms x 32 combinations = 160 optimization runs. The termination criterion
used is the maximum number of function evaluations that was set equal to 200,000 for all
algorithms.

The parameters that are identified for each algorithm are: (i) For PSO, the number of
particles NP defined in the range of [50, 200], the inertia weight w defined in the range of
[0.01, 0.7], while the cognitive parameter cl and social parameter c2 both defined in the
range of [0, 1], the combinations considered are provided in Table 2.17. (i1) For DE, the
population size NP defined in the range of [50, 200], the probability CR, the constant F and
the control variable A all defined in the range of [0, 1], the combinations considered are
provided in Table 2.17. In order to ensure the properness of the parameter values used for all
the algorithms mentioned before, the combinations of parameters used are generated with the
use of LHS technique. The use of LHS ensures that every area of the sample space of each
parameters will definitely be sampled. LHS generates 32 different sets of the parameters of
each algorithm, one for every test run. Similar to the first part of the study performed for
the city of Patras, the maximum time required between the inspection crews is considered
as the necessary time for completing the inspection of the entire city. In the first problem
examined (Problem A), 5 crews are considered for the inspection of the city of Patras. Figure
2.12 depicts the time required for the inspection of the building blocks of the city for each
algorithm.

The difference between the working hours required for performing the inspection in the 32
different solutions for each algorithm is used in evaluating the quality of the results. In Table
2.18 the maximum, minimum, average, standard deviation and the coefficient of variation
(COV) of the required time is depicted. Although DE is slightly better with reference to
the average inspection time, as it can be seen IHS is not sensitive to the parameters of the
algorithm since it always converges to almost the same optimum solution, contrary to the
other algorithms where significant differences between the optimum solutions are observed.
The inspection time for IHS varies from 1288.55 to 1310.44 hours with an average value
of 1295.01 hours, the standard deviation is equal to 5.45 and COV is equal to 0.42%. For

the case of HS, the inspection time varies from 1249.42 to 1298.97 with an average value
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Fig. 2.12 City of Patras - Optimal districting solution proposed by IHs

of 1282.12 hours, the standard deviation is equal to 14.08 and COV is equal to 1.10%.For
the case of PSO, the inspection time varies from 1250.17 to 2071.43 with an average value
of 1428.25 hours, the standard deviation is equal to 168.60 and COV is equal to 11.81%.
For the case of DE, the inspection time varies from 1250.17 to 1294.94 with an average of
1257.66 hours, the standard deviation is equal to 12.57 and COV is equal to 1.00%.

In the second problem examined (Problem B), 15 crews are considered for the inspection
of the city of Patras. Figure 2.13 depicts the time required for the inspection of the building
blocks of the city for each algorithm.

Table 2.18 Patras test case - Statistical analysis of IHS, HS, DE, PSO algorithms (Problem A
— 5 Crews)

IHS HS DE PSO

Minimum Time (h) 1288.55 1249.42 1250.17 1250.17

Maximum Time (h)  1310.44 1298.97 1294.94 2071.43

Average Time (h) 1295.01 1282.12 1257.66 1428.25
Standard Deviation (h) 5.45 14.08 12.57 168.6
COV (%) 0.45 1.10 1.00 11.80

As it can be seen in Table 2.19, although DE is also slightly better compared to the other

metaheuristics with reference to the average inspection time, similar to problem A, IHS is
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Fig. 2.13 City of Patras - Optimal districting solution proposed by IHS

not sensitive to the parameters of the algorithm as it concludes to almost the same optimum
solution. The other algorithms present significant differences between the optimum solutions
achieved for the 32 independent runs. The inspection time for IHS varies from 574.17 to
728.29 hours with an average value of 608.77 hours, the standard deviation is equal to 37.49
and COV is equal to 6.16%. For HS, the inspection time varies from 591.66 to 769.62 with an
average value of 647.89, the standard variation is equal to 42.37 and COV is equal to 6.54%.
For the case of PSO, the inspection time varies from 497.77 to 1130.73 with an average value
of 784.60, the standard variation is equal to 143.13 and COV is equal to 18.24%. For the case
of DE, the inspection time varies from 455.010 to 643.51 with an average value of 523.23,
the standard variation is equal to 54.87 and COV is equal to 10.49%. Worth mentioning also
that although the basic HS is slightly better compared to IHS with respect to the average
inspection time for the case of five inspection crews, when the complexity of the problem
increases (i.e. for the case of the 15 inspection crews) the superiority of the proposed IHS
algorithm is obvious.

For the purposes of this tests a personal computer that consists of the Intel Core 2 Quad
Q6600 2.4 GHz with 4 physical cores was used. In the last part of this numerical investigation
the computational cost of the metaheuristics is examined for 200,000 function evaluations.
As it can be seen in Table 2.20 PSO requires more computing time compared to all other
metaheuristics for both Problems A and B while HS and IHS require almost the same time
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Table 2.19 Patras test case - Statistical analysis of IHS, HS, DE, PSO algorithms (Problem B
— 15 Crews)

IHS HS DE PSO

Minimum Time (h)  574.17 591.66 451.01 497.77

Maximum Time (h)  728.29 769.62 643.51 1130.73
Average Time (h) 608.78 647.89 523.23 784.60
Standard Deviation (h) 37.49 42.38 54.87 143.13
COV (%) 6.16 6.54 10.49 18.24

for both problems, while the computing time required for solving Problem B is increased by
10% compared to Problem A.

Table 2.20 Computational time for solving the two problems (in seconds)

Method Problem A Problem B

PSO 354.99 383.85
DE 190.32 210.36
HS 123.36 135.05
IHS 12291 135.70

Post-Disaster management in the city of Thessaloniki

Thessaloniki is composed by Ngg = 471 grouped building blocks with various areas and
built-up percentages (see Figure 2.14). For this test case two different implementations are
examined. In the first one, IHS (districting problem of Eq. 2.38) is implemented while in
the second one, HS is implemented on the same problem. Due to the variance between the
inspection time required by the available crews, the maximum time required by the inspection
crews 1s also considered as the necessary time for the inspection of the entire city to finish.
In the test case examined, 20 crews are considered for inspecting the city of Thessaloniki.
Assuming that the crews work into two 8-hour shift work-groups, a total of 10 crews are
available for 16 hours inspection per day.

Figure 2.15 depicts the time required for the inspection of the building blocks of the city
for each algorithm. These results are used for evaluating the performance of the algorithms.
The quality of results is indicated by the difference between working hours required for
completing the inspection for the 32 independent runs performed for each algorithm. As can
be seen in Table 7, IHS is not sensitive to the parameters of the algorithm since it converges

to almost the same optimum solution. On the other hand, HS presents significant differences
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Fig. 2.14 City of Thessaloniki- Subdivision into building blocks

between the optimum solutions achieved. The inspection time for IHS varies from 5478.61
to 6034.62 hours with an average value of 5678.24 hours, the standard deviation is equal
to 154.29 and COV is equal to 2.72%. For the case of HS, the inspection time varies from
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Fig. 2.15 City of Thessaloniki-Minimum inspection time achieved for each independent run

Table 2.21 Thessaloniki test case - Statistical analysis of IHS and HS algorithms (10 Crews)

IHS HS

Minimum Time (h) 5478.61 5751.64

Maximum Time (h)  6034.62 6643.47

Average Time (h) 5678.24 6097.35

Standard Deviation (h) 154.29  260.34
COV (%) 2.72 4.27

5751.64 to 6643.47 with an average value of 6097.35, the standard variation is equal to
260.34 and COV is equal to 4.27%. This larger-scale test case and the results presented
in Figure 2.16 show that IHS can achieve significantly better results compare to HS when
dealing with the districting problem. It can also be seen that IHS produces results of lesser
variation than HS as it appears to be less sensitive to its parameters. This confirms the finding
of the Patras test example that when the complexity of the problem increases the superiority
of the proposed IHS algorithm becomes obvious.

The above mentioned IHS, PBA and their tests have been published in journals [94, 93]
after being reviewed and part of the document is according to the published one.
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Fig. 2.16 City of Thessaloniki - Subdivision into inspection areas



Chapter 3
Deep Learning methodologies

Machine learning (ML) techniques can be described as procedures that allow computers to
make decision and act according to rules defined by "correct" decisions or actions while
adapting to successful or unsuccessful results of previously made decisions in an iterative
manner [137]. The basic principles of ML can be traced in combined disciplines of biology,
mathematics and physics. The main usage of ML techniques was to exploit data-sets and
produce results according to data included in that set. Nowadays as production, usage and
storage of data grows continuously, interest on such methods also increases accordingly and
it expands on several new sectors. Some of the sectors that ML is used are health care, data
mining, computer vision, autonomous driving, risk assessment, natural language processing,
fraud detection, investment strategies, engineering, etc. Examples of such applications
are medical diagnosis [110], big data exploitation [133], visual recognition [41], visual
perception in driving [27], landslide susceptibility [166], sentiment analysis [135], network
intrusion detection [197], FOREX market prediction [149], structural damage detection [23]
and failure diagnosis [207]. It is also worth mentioning that ML techniques are already
used in many everyday applications used by most people without even knowing. Email
spam filtering, auto-reply and digital personal assistants are ML-based applications while
chat-bots for on-line customer support and route selection along with estimated time of
arrival in GPS systems are also ML-driven. Search engine results and personalized adds
in web-pages are also performed with ML procedures. From an engineer’s point of view,
Al-assisted drone-based 3D modeling and site planning is already at use, energy consumption
predictions with the help of ML are performed by energy companies while also, structural
health monitoring with ML usage are already a reality as well.
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3.1 Machine learning: Types, Methods & Problems

Machine learning can be categorized in many ways according to several categorization
criteria. If the criterion is the learning procedure used, all ML algorithms fall into one of the

categories listed bellow [137]:
* Supervised learning,
* Unsupervised learning,
* Semi-supervised learning,
* Reinforcement learning and
* Evolutionary learning

In supervised learning, algorithms are calibrated (trained) on a dataset with an already known
correct input-output mapping. Based on the achieved "experience", the algorithm can asses

the output of a not-before-seen input. The training dataset can be described as follows:

T T
x11,1 x11,2 xlln X1 Xim
B S SN ¢ A 1~ O |

Training data = 2_’1 2_’2 2" 21 2m 3.1)
T T
xfi,l xgz,z xfl,n Xa1 - Xam

where d is the population of the n-dimensional input vectors / and the m-dimensional output
vectors 7. Some of the most common problems where supervised learning is applied are
regression and classification problems.

Unsupervised learning is used for discovering patterns in input data. There exists no output
data and this type of algorithms are used to match input vectors of similar characteristics. An

expression of unsupervised learning can be formulated as follows:

R T
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where [S] is the input sample containing d input vectors ({X’}), Cy are the k clusters of
similar characteristics and j € [1,k]. A typical case for unsupervised learning use is data

clustering and also data dimensionality reduction.
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Semi-supervised learning, as implied by the title, refers to the combination of supervised and
unsupervised learning. Usually, a percentage of input vectors have a predefined output while
the rest do not. In can be said in general that it is used in order to increase the learning grade
in comparison to unsupervised learning.

Reinforcement learning can be described as almost-supervised learning. The reason behind
this is that the correct target per training input vector is known but there is no exploitation
of this information regarding correction of wrong estimations. The only information taken
under consideration during the training phase is whether the proposed result is correct or not.
Evolutionary learning, as mentioned earlier in Chapter 2, is a procedure mimicking the evo-
lution of species in nature. Adaptability and survival of the fittest are the main characteristics
of such methods. The quality of solution represented by the particle-solution vector defines

the survival or reproduction probability of the current solution.

Several machine learning methods have been proposed in the past years. Some of the

most well known are [146]:
* Decision trees
* Artificial neural networks (Shallow neural networks, deep neural networks, etc.)
* Bayesian learning (Naive Bayes, bayesian belief networks, etc.)
* Instance-based learning (k-Nearest neighbour, radial basis functions, etc.)
» Kernel methods (Support vector machines (SVM), etc.)
* Metaheuristics (Genetic algorithm, particle swarm optimization, etc.)

Decision tree classifiers [177] are commonly used as decision making applications. The basic
idea behind this method is to divide the decision into a graph of smaller and less complicated
decisions and finding the correct by following a series of answers of these smaller decisions.
A decision tree is designed once the structure is defined, a sub-problem and a decision
strategy is assigned to each node. A training procedure is needed before applying a decision
tree methodology on a specific problem.

Artificial neural networks (ANN), firstly introduced in 1943 [139] are computational models,
originally inspired by the functionality procedure of neurons in the brain. This first ANN

model was reading a set of input x, calculated their weighted sum and returned as output,
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v(x), a value equal to 0 or 1 according to:

1 ifx>0
v(x) =
0 otherwise (3.3)
where : x; = wa- *Xj(r—1) — Mi
j

where i, j are neurons, w; ; is the connection weight of the two neurons and y; is the
threshold value for neuron i. From simple binary threshold unit to up-to-date complex
networks inspired by visual cortex [119], many different implementations of ANN have been
proposed in various fields. Simple perceptrons, multi-layer networks, recurrent networks are
some of the various ANN proposed [66]. ANN are implemented through training on data
according to a case-study.
Bayesian learning uses preexisting "experience" along with data observation in the learning
procedure of defining probabilities of hypothetical output signals [146]. According to Bayes
theorem, the posterior probability of a hypothetical output u based on training data 7D is

calculated as follows:
P(TD|u)* P(u)

P(TD)

P(u|TD) = (3.4)

Bayesian learning methods are usually used as classifiers in ML due to their probabilistic
nature.

Instance-based learning takes advantage of memory-stored training instances to handle
learning procedures [2]. This methodology is applied on supervised learning tasks. Each
training instance can be defined by a set of m parameters. By examining differences in these
parameters between a training data input / and a testing data input 7', similarity between I and
T can be calculated and T can be properly classified. Evaluation on performed classifications
can be used for upgrading algorithmic performance in future classifications. Ever since
their first appearance [144], they have been applied to several classification problems [32]
while plenty variations have also been proposed [18, 218]. Kernel methods and their main
representative were firstly introduced in 1995 [33]. They are mainly used in supervising
learning methodology for creating relationships between input and output data by taking
advantage of inner products of vectors in higher dimensional spaces in comparison to the
dimensions of the input space [188]. Metaheuristic approaches on machine learning were

presented in detail in Chapter 2 of this thesis.
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3.2 Deep Learning

Deep learning (DL) methods, also known as hierarchical learning methods can be considered
as an evolution of neural networks and their architectures [39]. Shallow neural networks,
ever since their first appearance [139], have been used in several applications for non-linear
transformation of data and discovering relationship between reason (input) and result (output).
Inevitably, as models became larger and more complex, the use of shallow architectures was
inefficient while also, training of multi-layer structures was not possible [185] at least up to
2006 [75, 76, 164] where new architectures in combination with new training techniques
surfaced the research scheme. While several definitions of DL methods are proposed in
literature, according to LeCun et al. [117], deep learning is the group of applications that
allow computational models consisting of several processing layers to learn representations
of data with multiple abstraction levels. Goodfellow et al. [63] suggest that DL is defined
according to the actual learning procedure. Al attempts to "teach" computers from gained ex-
perience without the need of human interaction and give them the ability to suggest solutions
based on the hierarchy of concepts. By "understanding" simpler concepts, knowledge can
be transferred to more complex ones. By designing the multiple layers that formulate the
above procedures it can be seen that it is a deep graph. Hence, this approach in named deep
learning.

The generality and architectural characteristics of DL methods allow them to be applicable
to all machine learning problem types as almost all learning type categories (as described
earlier) are covered by them. Actually, in many modern problems, DL methods are considered
and proven as the most successful methodologies. It is worth mentioning though that different
type of problems may require handling by a separate DL approach as not all methods present
identical advantages and disadvantages. This necessity is also amplified due to different
architecture of DL methods.

The main categories of deep learning methods, based on network architecture differentia-

tion are the following [156]:
* Unsupervised pre-trained networks
* Convolutional neural networks
* Recurrent neural networks
* Recursive neural networks

As mentioned previously, deep architectures could not be trained prior to 2006. According
to the work presented then by Bengio et al. [14], Hinton et al. [75], Poultney et al. [164],
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training of deep architectures could be achieved by a separating the training phase into two
sub-phases. Initially, a greedy layer-wise unsupervised pre-training is performed followed
by the final phase of supervised training. With the use of this technique, all layers of the
network are separated in pairs as it can be seen in Fig. 3.1 and trained in sequential order. In
Fig. 3.1, a deep neural network of m + 1 layers is divided in m pairs with the first and final

layer having s and g nodes respectively.

Pair 1 Pair2 - - - Pairm
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n, ® :
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Fig. 3.1 Pair separation of a deep network for unsupervised pre-training.

Once this step is completed, the whole deep structure is trained or actually fine-tuned in a
supervised manner with the use of available database as it can be seen in Fig. 3.2 where the
non-linear correlation between s vectors named d of size n (input) and s vectors named ¢ of
size z (output) are defined by the deep network consisting of m + 1 layers L. In general, it
can be said that the pre-training phase assists greatly in the optimization of the performance
of the deep network by offering a better starting point for the optimization procedure of the
supervised training set phase [46]. All unsupervised pre-training networks are formulated
under this architecture. Some of the most widely known methodologies of this type are deep
belief networks and autoencoders. Deep belief networks are thoroughly presented in the
following section of this chapter.
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Convolutional neural networks (CNNs), where firstly introduced by LeCun et al. [119]
in 1989, inspired by the structure and functionality of the visual cortex of animals and are
mainly used for image data studies. A detailed presentation of CNNs can be viewed in the
following sections.
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Fig. 3.2 Supervised training of the deep network.

Recurrent neural networks (RNNs) were firstly introduced around 1990 [175, 184]
as a modified version of feedforward networks. The difference lies in the fact that RNNs
introduced the application of time-steps in the network in order to be able to exploit sequential
information. It can be said that RNNs added an extra dimension to feedforward networks
as a node in an RNN is a "folded" value gained after training on several time-steps. This
structure can be seen in Fig. 3.3 where apart from an RNN, an unfolded node in the z
direction is presented, d; is the input value of a timeseries with 3 steps and ¢, is the output
for each time-step. It can be seen that the finally proposed output takes under consideration
"experience" from neighbouring values of time-steps. RNNs, from an architectural point
of view, are ideal for handling problems with time-depending data as they are trained on
sequential input data and propose an output based on the time-sequence of the input and not
just the current value, by utilizing memory gained from the previous calculations.

Recursive neural networks (RcNNs) were firstly introduced in 1990 [162]. RcNNs are
similar to recurrent neural networks as both have the ability to handle inputs of different
sizes. Contrary to RNNs, RcNNs present a tree-shaped structure where the base represents
inputs and the top represent outputs [156]. The architecture of the networks tree is the basic
problem when applying RcNNs on a problem and several approaches have been proposed
regarding this subject. Usually, the formation of the structure of the RcNN depends of the
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Fig. 3.3 Recurrent neural network and unfolded node.

nature of the problem and the data structure available. RcNNs are mainly used in the fields

of natural language processing and computer vision.

3.2.1 Restricted Boltzmann Machines

In this part of the thesis, a detailed presentation of Restricted Boltzmann Machines (RBMs)
can be found.

RBM architecture

RBMs where initially developed in 1986 by Smolensky [196] as "harmonium". Originat-
ing from Boltzmann Machines (BM), they can be described as energy-based probabilistic
graphical models while they can also be considered as stochastic neural networks [49, 71].
Boltzmann machines (BMs) were initially introduced around 1985 [1, 48, 77]. Similar to
Hopfield networks[79], BMs are networks consisting of fully and symmetrically connected
nodes containing binary stochastic units [181] which behave as neural nets activators with
on/off signals. Boltzmann machines also belong to the class of energy-based models. Energy-
based models are used for defining correlations between sets of data-variables. This is
achieved by using an energy function for evaluating the quality of correlations with respect to
correct or not output. Through training, the energy function is constantly being reevaluated
in order to ensure that correct outputs will have lower energy while wrong ones will have
higher one [120]. A BM network consists of two layers where the first one, named visible
v consists of m nodes and the second one called hidden / consisting of k nodes. As stated
earlier, all nodes of both v and 4 layers are connected with each other as seen in Fig. 3.4
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where Py, P> and P;3 are the characteristics (weights and biases) of connections between nodes
only in v, only in /4 and connections between nodes belonging in different layers respectively.
For a given state of the above network can be described as follows:

Boltzmann Machine

Visible Layer Hidden Layer
(Input) (Feature Detectors)

Fig. 3.4 Boltzmann Machine representation.

1 1
E(v,h;0) = —vIPih— EVTPZ — EhTP3 (3.5)

where 0 represents the defined values of P;, P, and Ps, v is the input vector and 4 is the output
vector. As BMs are probabilistic models, they focus on defining a distribution over v and
model that distribution in another (higher or lower) order with the use of feature detectors 4.
The probability distribution [131] of the above model is defined as:

efE(v,h;O)

Z

P(v,h;0) = (3.6)

where Z is a normalization factor, also known as partition factor and is defined as follows:

z=Y) Y e Hno (3.7)
v h

The BM can be trained with the use of stochastic gradient descent on the negative log-
likelihood of data but due to its architecture and populations of connections, deep networks

present very low training speeds and in some cases very low success rates [72].
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These difficulties inspired the creation of RBMs which are almost identical in terms of
architecture and functionality to BMs. The "restricted" part describes the fact that contrary to
BMs, connections exist only between nodes that belong to a different layer.As RBMs can be
considered as a subcategory of Markov Random Fields, they consist of two layers where the
first one, named visible v consists of m nodes and the second one called hidden /4 consisting
of k nodes and each node belonging to one of the two, v and A, layers is connected to all
nodes belonging to the other layer as seen in Fig. 3.5 and in comparison to Fig. 3.4. P are the
characteristics (weights and biases) of existing connections between nodes. The parameters

Restricted Boltzmann Machine

! '

@ g
Wine P
1
.v.,.
Visible Layer Hidden Layer
(Input) (Feature Detectors)

Fig. 3.5 Restricted Boltzmann Machine representation.

P of the network include the connection weights w; ; where i € [1,m] and j € [1,k], the
biases b; of the nodes of the visual layer and the biases c¢; of the hidden layer’s nodes. As
BMs, RBMs are also probabilistic graphical models and an energy function expresses the
quality of a state of the network. As input data can be either binary or real valued, this
function changes as the distribution used changes from Bernoulli to Gaussian respectively
[76]. The most commonly used types of RBMs are Bernoulli-Bernoulli RBM (BBRBM) and
Gaussian-Bernoulli RBM [222]. Due to non existing connections between nodes of the same

layer in RBMs, the energy function described in Eq. 3.5 in transformed to:

Evh;0)=—b"v—c"Th—vWh= (3.8)
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E(v,h:0) val chh —ZZW,JV, (3.9)

i=1j=
in the case that a BBRBM. In the case of GBRBM, the energy function is described as
follows [39]:

Ms

E(v,h;0) = —

Z cjh; Z Z wijvih; (3.10)

1
2 i=1j=

—

i

The Gibbs distribution expresses the joint probability distribution for the current model with

the use of Eq. 3.6. As no connections exist between nodes of the same layer:
k
= [1plv) (3.11)
Jj=1
and

p(vn) =[] p(vilh) (3.12)
i=1

As a result, the conditional probabilities for the case of BBRBM (3.13,3.14) and GBRBM
(3.15,3.16) can be expressed as follows:

p(1]v;0) = o(iwijv,-Jrc,-) (3.13)

p(1|h;0) le,,h j+bi) (3.14)
=

p(1{v;6) = G(iwmﬂj) (3.15)

p(1]h:0) le,,h i+bi1) (3.16)
J

where o (x) = ! ] is the logistic function and N is the Gaussian N (m,v) with m being

I+exp(—x
the mean and v the variance.

Training RBM with contrastive divergence

The most common method for training RBMs is based on applying gradient ascent on the
log-likelihood. Since RBMs can be considered as Markov Random Fields, the log-likelihood
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of an RBM similar to the one presented in Fig. 3.5 can be expressed as follows [50]:
In[L(6|v)] = In[p(v]6)] (3.17)

where the marginal distribution of v is calculated as follows:

E(vh) (3.18)

[ M»

p(v|0) = Z p(v,h) =
where Z =1}, e Eh), Accordingly, Eq. 3.17 is transformed:

In[p(v[6)]

k k
Z ln( Z e—E(v,h)) o ln(ze—E(v,h)) (3.19)
h=1 h=1 v,h

N I

The gradient of the log-likelihood can be calculated as follows:

oInL(B]v)  d(Inyh_ e Eh) - I(InY, e Ewh) .
8ln£ 9[ k (v,h) JE(v,h)
- L &9 +Zp RORNFT

(3.20)

It can be witnessed that the quantities on the right part of the equation are in accordance
to the theorem [21] that the derivative of the log-likelihood of RBM input with respect to
parameters is expressed as:

8p(v,h)__ dlogE (v,h) dlogE (v, h)
0 < 20 >O+< Pl >w (3-21)

where the first part is an average, over v and h, with respect to RBM input distribution
multiplied with p(h|v) and the second part is an average with respect to the distribution of
RBM output [116]. The calculation of the second part is extremely computationally heavy. It
can be proven that the partial derivatives of Eq. 3.20 are defined as follows [50]:

dinL(6 i
—na (.‘M = p(1v)vi =Y p()p(1|v)v; (3.22)
Wij i=1
dlnL(6|v)

o i Zp(V)w (3.23)
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IInL (8|
w p(1]v) — Zp p(1]v) (3.24)
cj

As calculations of the second parts of Eq. 3.22-3.24 are significantly computationally heavy,
Gibbs sampling is used for generating samples of the expectations used for approximation
[75]. In this methodology, known as contrastive divergence (CD) [70, 71], instead of
producing a large number of samples, k samples are generated. According to CD, the
gradient of the log-likelihood is approximated as follows [50]:

k aE
CDk 9 V() Z VO,

8E(vk, )
Z p(hlvi)—5 = (3.25)

The above equations concern the binary RBM. The same procedure can also be implemented
for real-valued RBMs [217]. It has been proven in theory and actual applications that even
for k = 1, the results are more than satisfying [14, 76, 179] which accelerates the gradient

estimation even more.

3.2.2 Deep Belief Networks

Deep belief networks (DBNs) are actually considered as the pioneer model of deep learning
practices as, when firstly introduced [76, 73], they were the first deep model that after being
successfully trained, managed to achieve better results than SVMs in a classification problem
[75]. DBNs are probabilistic generative models which contain a population of stochastic,
latent variables. These variables are used as feature detectors of higher order correlations in
training datasets.

A DBN is created when several RBMs are stacked in a sequential manner [72]. In this
architecture is formed by the principle that the hidden layer of RBM;_ is the visible layer of
RBM,;. 1t is also worth pointing out that in DBNSs, all layers have directed connections except
for the last two which have undirected ones [63]. A representation of such a network can be
seen in Fig. 3.6 where a DBN consisting of 4 RBMs is displayed. RBM1 consists of layers
L1 and L2 and the rest RBMs are defined accordingly. Based on the previous description, L2
is the hidden layer of RBM1 while it is also the visual layer of RBM2.

As mentioned before, training of deep networks of such architecture was not possible
until a new training methodology was proposed [75]. This methodology consists of a two-
step training procedure. In the first step, called pre-training, each RBM of the DBN is
trained in an unsupervised manner while in the second step, called fine-tuning, the whole
DBN undergoes supervised training [74, 75]. The pre-training is performed by applying the

contrastive divergence method in each RBM sequentially. For the first one, the visual layer
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Fig. 3.6 Deep Belief Network example.

refers to the actual input while the hidden layer, once trained, will act as the visual layer in
the training of RBM2 as described previously. The weights of the connections of each RBM
are updated as follows:

dlogp(v;0)
Tij - <Vihj>input o <vihj>m0del

new
1

(3.26)

w :W,'j—l—eAWij

where e is a parameter defining the desired range of weight change, known as weight learning
rate.

The fine-tuning is performed once pre-training is finished with the use of back propagation
[176] and conjugate gradient algorithm [68]. Through this part, the weights that are proposed
from the unsupervised pre-training are tuned working with the deep neural network as a
whole. Back-propagation is an iterative procedure, which updates weight values according
to the difference between a target output and the networks output for specific weights. CG
method is usually used for adjusting the weights while steepest descent or others can also be

used. For example, in the case of an RBM trained over m samples and with outputs of size n,
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the weight update for all weights in the network is:

JE
L:lllw = Wall — CW (327)

where

NI'—‘
||M§

Z (th—P))?, (3.28)

m is the number of training samples, n is the size of outputs, ¢ is the target output, p is the
generated output and c is a weight learning rate parameter.

A similar architecture of DBNs are the Deep Boltzmann Machines (DBMs), introduced in
2009 [180], which also are probabilistic graphical models with multiple layers of stochastic
nodes. DBNs and DBMs share many common features in terms of architecture and function-

ality. where the fact that no connections exist between nodes of the same layer and all nodes
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) e
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Fig. 3.7 Deep Boltzmann Machine example.

of one layer are connected to all nodes of the previous and the following layer.

The main difference is the fact that all layers of a DBMs are undirected. Apart from the
first layer, also known as visible, all other layers of the network are hidden. A simple DBM
with five layers can be seen in Fig. 3.7 As energy-based models, an energy function is used

for defining the joint probability distribution of the variables, similarly to DBNs [63]. The
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energy of a DBM like the one presented in Fig 3.7 can be calculated as follows:
E(v, k', 12 03 1% 10,0) = —vIWin —n'w2n? — PW3n — BPwWAR* — n*win® (3.29)
while the probability assigned to input v is expressed as:

1
p(v:0) ==Y e E(v,h',h* 1’ h*,1°;6) (3.30)
hl:hd
where 0 represents the weights and biases of connections between layers of the network. The

training of a DBM is accomplished with the use of a greedy layer-wise pre-training as in the

case of DBNs by decomposing the DBM into RBMs and with using back propagation.

3.2.3 Convolutional Neural Networks

Convolutional Neural Networks (CNNs), are probably the most well known deep learning
methodology nowadays, especially in the field of computer vision. The excellent perfor-
mance of CNNss is partially explained by the fact that their architecture was inspired by the
functionality of the visual cortex of animals [82, 83]. Receptive fields are used for detecting
features in the visual input. The first step towards CNNs was the algorithmic translation of
the functionality of receptive fields as an hierarchical neural network for pattern recognition
[56] in 1988. In the following years, significant work on CNNs was presented [118, 119] but
it was not until many years later that CNNs attracted major attention due to their performance
on image recognition [111]. Since then, several deep and complicated CNNs have been
proposed with remarkable results in object recognition, computer vision, etc.. Some of these
networks are LeNet 5 [121], ZFNet [226] and GoogLeNet [203].

CNN architecture and training

CNNs present a general architecture consisting of some basic layers while differentiations
usually refer to the number of layers or their sequence and several in-layer functions that will
be described in the following parts. A typical CNN architecture, as proposed by LeCun for
LeNet, can be seen in Fig. 3.8. The basic layers in a CNN are:

* Convolutional layers
* Pooling layers

* Fully connected layers
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Fig. 3.8 Convolutional Neural Network architecture.

and some more rarely used like regularization layers [63].

Inputs of CNN are matrices D with [x,y,/] dimensions. As mainly used for image
processing, x and y represent the horizontal and vertical number of pixels respectively while
[ is equal to three as it represents the three colour channels R,G,B. It is worth pointing out
that it is not a strict rule as CNNs can handle 2D and 1D matrices as well. In the following
part of the chapter, a 2D matrix with dimensions equal to [8,8, 1] as seen in Eq. 3.31 will be

used for explaining the various functions of CNN layers.

(3.31)
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Convolutional layers act as feature detectors on the provided input. In order for this to happen,
the initial data are filtered and the convolved matrix D, with dimensions [m,n] is generated.
The filtering is achieved with the use of a filter kernel f which is also a matrix with [u, A]
dimensions. The filter, in a reading-like sequence, starts from the top left corner of D and
moves to the right with a step equal to s. In each step, a value of D, is calculated. Once the
filter has been applied to the outer right position of D, the filter moves to the left edge under
the starting edge. This procedure continues until all D has been filtered. It can be seen that

the dimensions of D, can be user-defined as they depend on the size of s and on they way
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values on the edges of D are treated. The dimensions of D, can be calculated as follows:

(3.32)

In case the user wishes for D and D, to have identical dimensions, three approaches can be
applied with each one having different affect on the proposed D.. According to the first one,
dimensions of D are increased, by adding rows and columns on all edges of D, while the
added data value is equal to zero. With the use of this method, the importance of features
possibly existing in the boundaries of D is reduced. When this methodology is used, the size

of D, is calculated as follows:

x—u+2z
m=-——"—D+1
S
(3.33)
—h+2
S e S
N

where z is the number of zero-filled rows that are added in one of the edges. The second
method proposes to increase the dimensions of D. by adding rows and columns on the
ages but the values of the added data is equal to the nearest calculated value. The third
methodology proposed to repeat the outer values of D outside the edges of D, as many times
as needed. With this method, it is possible to increase importance of features in outer areas of
data which may not be significant. The mathematical expression of convolution via filtering

can be expressed as follows [63]:

Dc(i,j) = (D* f)(i, ) (3.34)

For each separate filter f that is applied to D, an extra feature map is created. The hyper-

parameters of a CNN as presented are:
1. the number of filters to be used
2. the size of the filter
3. the step of the filter (stride)
4. the method used for controlling the size of the feature map D,

Usually, the convolution layer is used along with an activation function. The typical activation

functions used are:

1

= 1+e

1. Sigmoid function f(x) = s(x)
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2. Hyperbolic tangent function f(x) = tanh(x) = ; +§,2x —1

3. Rectified linear unit f(x) = max(0,x)

Rectified linear unit is actually the most commonly used activation function as it offers fast
feature detection.

The pooling layer usually follows the convolution layer and is used for reducing the
size of input. This is performed as not all information existing in D is important for the
network. Additionally, from the perspective of computational cost, it is preferable to perform
calculations on small 3D matrices than large 2D ones. For the above reasons, it is preferable
to reduce the width and height of data handled by the CNN while increasing depth is also
preferable.

The functionality of the pooling layer is similar to the convolution layer. For the values
inside a pooling area P of dimensions [p,p], which moves the way the convolution filter does,
pooling is performed. Supposing that a convolved matrix D, of size [m,n| is undergoing
pooling where the pooling area P has dimensions [p, p] and the movement step of P is equal
to s, the size of the pooled feature map D), is equal to [k, ] where k and [ are calculated as
follows:

_m=-p

k +1

5 (3.35)

There are three types of pooling usually used [63]:

1. Max pooling, where the max of all values in the pooled area is assigned to the corre-
sponding position of D,

2. Average pooling, where the mean of all values in the pooled area is assigned to the

corresponding position of D),

3. L? — norm pooling, where the L?> — norm of all values in the pooled area is assigned to

the corresponding position of D,

Among these types, in modern architectures max pooling is mainly preferred.

Fully connected layers resemble typical neural networks where all nodes of one layer are
connected to all nodes of the next layer and an activation function is used according to desired
output data and functionality of the CNN (classification, regression, etc.). In some CNN
architectures, normalization layers are used for to increase training efficiency by reducing
over-fitting. CNNs are trained with the use of back-propagation algorithm, similar to other

neural networks as due to network’s grouped convolution and pooling along with the reduced
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size of fully connected layers, the total population of parameters to be trained is significantly
small with respect to network size.

The previously described DL architectures (DBNs and CNNs) are used in Chapters 4,
5 and 6 with significant success in accelerating topology optimization application and as a

generative design method.



Chapter 4

Applied Deep Learning on Topology
Optimization

This chapter focuses on exploring new methods for obtaining fast and computationally
"cheap" topology optimization (TO) results. It is known that all approaches available for
solving TO problems are significantly computationally heavy even for problem parameters
which are on a research level and not on the detail level necessary in construction. Though
computer hardware available are constantly improving, either in terms of Central Processing
Unit (CPU) and/or Graphics Processing Unit (GPU) with reference to their speed and memory
per core and number of cores, the size and complexity of TO problems remain time and
computational load greedy. As this drawback concerns practically everyone who works in
the field of TO, several approaches have been proposed for reducing the computational load
of TO mainly via incorporating parallel programming in CPU or GPU [16, 24, 45, 138].
In this part of the thesis, the possibility of developing new methods for TO, focused on
accelerating the TO procedure by dramatically reducing its computational cost is examined.
The implemented research focused of taking advantage of the capabilities of up-to-date deep
learning methods in combination with established TO methodologies. In detail, DL-TOP
method is proposed, which focuses on predicting a final output of TO based on premature
TO results.

4.1 Topology Optimization

Topology optimization focuses on discovering the optimal distribution of material inside a
predefined domain and under predefined loading and supporting conditions with respect to

structural performance [194] by integrating mathematics and computational calculus methods.
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As interest in TO has risen drastically, applications of TO can be found in several fields like
aerospace design [230], implants manufacturing [216], architectural design [35], material
design [192], fluid mechanics [153], structural design [101] and more.

Research interest in TO began to rise after the work presented on the homogenization
method [13]. Since then, several other approaches have been proposed with the basic ones
being [194]:

1. Density method

2. Level-Set method

3. Topological derivative method
4. Phase field method

5. Evolutionary method

Density method and its most well known formulation, Solid Isotropic Material with Penaliza-
tion (SIMP) that was firstly introduced around 1990 [12, 229, 147], is using power-law for
simplifying the homogenization method. TO with density method in structural problems can

be summarized in the following expression:

Minimize F(x)
with respect to:
K+xU=F 4.1)
gx) <0
0<x<1

where F(x) is the objective function, usually equal to the compliance of the system, x is
the density variable vector, K is the global stiffness matrix, F and U are the loading and
displacement vectors respectively and g(x) are the problem constraints (volume fraction,
etc.). A more thorough presentation of SIMP can be viewed in a following section.

The Level-Set method [3, 215], is based on the principle that the contour of a scalar function
¢ (x), named level-set function, defines the optimized design’s boundaries when set equal
to zero while the optimized domain is defined by areas where the ¢ (x) is positive. In an

iterative manner, ¢ (x) is updated through the Hamilton-Jacobi equation as follows:

10
5 vy (42)
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where V, known as speed function, is used for defining the movement step of the contour.
Topological derivative method was firstly introduced by the bubble method [47]. As a method
it is based on defining the affect of inputing an elemental hole inside a domain. Information
acquired, is used for making decision on where holes will be placed.

The phase field approach for topology optimization [17], originating from the natural phe-
nomenon of solid-liquid transition [29], is based on applying a phase field function ¢ on
the initial domain and separating it into two phases. This separation is based on a constant
variation of the density variables [38].

Evolutionary method uses heuristic information for alternating the presence or absence of
material in a discretized domain in a binary manner. The most well known method of this
genre is Evolutionary Structural Optimization (ESO), proposed in 1993 [221] while many
modified versions have been proposed [169, 168]. In an attempt to formulate TO problems
in an mathematical manner, the following data need to be predefined:

1. Initial domain € to be optimized

2. Desired volume fraction of the optimized domain with respect to the initial one v,
3. Boundary conditions I" and

4. Loading conditions P

The boundary conditions I" are defined as the total of sub-parts I'g, I',, I's, I';, as follows:
I'=T,Ul Ul',UT 4.3)

where I';, are the support conditions, Iy are the geometric limits of the initial domain Q, I,
is the area of Q where the external loads are applied and Iy is the non-optimizable area. The

above formulation can be seen in Fig. 4.1.

4.1.1 Solid Isotropic Material with Penalization - SIMP method

Solid Isotropic Material with Penalization (SIMP) is one of the most established approaches
in structural topology optimization (STO). As previously stated, the goal of STO is the
optimal distribution of material inside a certain domain under defined loading and support
conditions with respect to performance. The most commonly used performance indicator
is the compliance C of the structure. As the domain Q is discretized into »n finite elements,
the distribution of material is expressed by the x; density values where i € [1,...,n] and
x; € (0,1] with x; = 0 indicating that no material is present on the i, finite element and
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Fig. 4.1 Topology optimization formulation.

x; = 1 indicating that the i, finite element is filled with material. As a result of the above,

Eq. 4.1 is transformed as follows:

Minimize C(x)=FT xU(x)
with respect to:
V()
Vo
0<x<1

=Vi

where C(x) is the system’s compliance for a given density vector x, K(x) is the global stiffness
matrix F and U (x) are the loading conditions vector and the global displacements vector and
V(x),Vo,V; are the volumes corresponding to density vector x, the initial volume for x = xg
and the targeted volume of the optimized domain. In SIMP approach, the Young modulus E

is correlated via power law to the density value of each finite element as follows:
Ex(x;) = X'E° <= Ky(x;) = x/K" (4.5)

where p is a penalization parameter usually setting p = 3. The above correlation is used for

pushing SIMP towards generating density values x; close to the lower and upper bound of x



4.2 DL-TOP - Deep Learning Accelerated Topology Optimization 89

[115]. In Eq. 4.4, the compliance can be calculated as follows:

Cx)=FT+U(x) < C(x)=UT(x)*K(x)*U(x) < C(x):ixll-’UiTKioUi (4.6)
=1

1

Accordingly, Eq. 4.4 can be written as follows:

Minimize C(x)= ifoiTKl-OUi
i=1
with respect to:
Kx)*xU(x)=F (4.7)
V(x)
Vo
0<x<1

=Vi

In literature, the optimization problem described in Eq. 4.7 is handled either by MMA or OC
algorithms that where described in Chapter 2.

4.2 DL-TOP - Deep Learning Accelerated Topology Opti-

mization

Work on this part of the dissertation is targeted at enhancing computational efficiency of
SIMP approach when applied to STO problems. As such problems are extremely heavy in
computational demands, deep neural networks are exploited for accelerating the optimiza-
tion procedure. The capability of Deep Belief Networks (DBNs) in discovering multiple
representational levels of nonlinearity in data in pattern recognition problems, triggered
the development of the methodology proposed, DL-TOP, based on DBNs and SIMP. More
specifically, a DBN is calibrated on transforming the input data containing density fluctuation
pattern of the finite element (FE) discretization provided by the initial steps of the SIMP
approach to a new higher-level representation. This representation corresponds to the final
density values distribution over the domain as obtained by SIMP. DL-TOP results are val-
idated over several benchmark topology optimization test examples where a reduction of
iterations larger than one order of magnitude with respect to the ones that were originally
required by SIMP is achieved. The gain through DL-TOP is analogous to the size of the TO
problem.
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4.2.1 DL-TOP methodology description

DL-TOP is a specially tailored methodology for accelerating SIMP approach in STO prob-
lems. For this reason, the DBN is used for predicting a close-to-final density value for each
FE of the initial domain, according to initial densities produced in SIMP early iterations.
In order for the prediction to be accurate, the DBN is trained once on a typical topology
optimization problem before being applied to any STO problem regardless differences in
mesh and domain dimensions, mesh type, loading conditions, desired final density, filter
value, etc.

Assuming, without loss of generality, that a structured FE mesh discretization of ney,ney, ne;
FEs per axis is implemented on a rectangular domain. The population of created FEs ne given
by ne = ne, * ney * ne,. According to SIMP, a density value d; is assigned to each ne; FE as
an initialization step while d; is updated in every iteration of SIMP approach. The fluctuation
of density value d; of the i;;, FE with respect to the iteration step ¢ can be expressed by a
function with respect iteration t:

di=F(t) Vie[l,ne (4.8)

The fluctuation of density per SIMP iteration for several FEs can be seen in Fig. 4.2. It is
more than obvious that fluctuation varies drastically for different FEs due to their position
in the domain with respect to position of loads, support positions, etc. Each FE presents
a different optimization history of density values per SIMP iteration corresponding to a
sequence of discrete time-data similar to a time-series. Density initialization for each FE is
0.40 which is derived from the targeted volume constraint which is equal to 40% of the initial
volume. The above uniform starting density value for all FEs with respect to the volume
fraction value constraint is a common practice in SIMP implementation [193, 4]. SIMP
computational load depends on the population of FEs resulting to significant loads even for
non-densely discretized domains. This problem is magnified in finer 3D meshes. As an
example, addressing the STO problem of a 3D bridge test case consisting of 83,000 FEs can
take up to 7 hours for performing 200 iterations of SIMP in serial CPU execution while the
same problem executed in parallel GPU environment requires 1 hour [101] even for such a
small number of FEs in the example. DL-TOP methodology can be applied to both serial or
parallel, CPU or GPU execution implementations.

DL-TOP methodology can be described as a two-phase procedure. In the first step, SIMP
performs a small number of initial iterations which are used as input data for the DBN. The
DBN, based on the input, proposes an optimized domain at the end of the first phase. In
the second phase, SIMP performs fine-tuning on the DBN-proposed optimized domain. A
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Fig. 4.2 Fluctuation of density of various finite elements with respect to the SIMP iterations

population of thirty six iterations of SIMP are executed for creating the necessary DBN input
vectors of density per iteration per FE. Once the input is evaluated by the DBN, a discrete
jump from the thirty sixth iteration to a close to final density per FE is made by the DBN. The
methodology completes with the fine-tuning performed by SIMP. A flowchart of DL-TOP
methodology is presented in Fig. 4.3, while the application of the two-phase methodology in
the case of a single finite element is shown in Fig. 4.4. The abscissa of Figure 5(b) represents
the iterations performed by SIMP while the ordinate corresponds to the density value of the
single finite element.

The key feature of DL-TOP is that after training on a simple example, it can be successfully
applied to different cases of STO without need for retraining. This is achieved by the fact
that each finite element is handled separately without no information needed on its position
in the domain, loading and boundary conditions of the domain, etc.

Classification problems are a challenging area of predictive modeling. Contrary to regression
predictive modeling, classification models require information also on the complexity of
a sequence dependence among the input parameters. In the case of STO the early density
values represent the sequence dependence information that needs to be provided as inputs
to the proposed (classification) methodology. The sequence of discrete-time data, i.e. the

density value for every FE and the T iterations are generated by SIMP approach and stored
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in matrix D presented below:

dl,l dl,z dl,T
_| B B2 (4.9)
dne,l dne,2 <o dne,T

where T denotes the maximum iterations needed by SIMP to achieve convergence. A small
part of the optimization procedure equal to the first 7 iterations is used as time-series input data
for training the DBN while the vector of the final iteration of SIMP approach corresponding
to the 7;, column of density matrix D is used as the target vector of DBN training.

dy 1 dip ... diy digy1 ... dir- dir
dr drp ... dyy drr1 .. daT do 1
(4.10)
dpe—1,1 dpe—12 -+ dpe—1s | dpe—1y4+1 -+ dpe—17-1 | dpe—1.1
dpet  dpep oo dpey | duegt1 oo dper—1 | dper
Training Sample Not Used Target

4.2.2 Training dataset

Classification of certain input data based on an ML-based calculated output is one of the tasks
that DL algorithms show remarkable results. Training on multiple datasets is a prerequisite
for a successful classification execution of DL methods. Data available to the user are
separated into three smaller datasets, each one used in a different phase of the DL application
task. Initially, the DL model is calibrated on a series of data named training dataset; while
successively, the calibrated model (metamodel) is used for generating outputs based on
different input data, named as validation data. In the final step of this procedure, the test
dataset is used for calculating an unbiased assessment of the final model. The construction of
the training dataset of DL-TOP methodology is described in the following section. DL-TOP
performs classification of data consisting of density of FE per SIMP iteration. This is based
on discovering higher order features in the patterns of initial density fluctuations of each FE
and matching these patterns with the several density final values. In this direction, the train-
ing/validations/testing datasets are composed of sequences of the density values derived from
the implementation of SIMP approach. As previously stated, the performance of DL-TOP
methodology is independent of the test example used for developing the training dataset. In or-

der to prove this claim, two distinct training datasets are created and compared with each other.
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The two databases are constructed by two basic and simple 2D benchmark test examples
of topology optimization, the simply supported beam and the cantilever beam, respectively.
The two test exampled considered for constructing the training datasets are shown in Fig.
4.5 (simply supported beam Fig. 4.5(a) and 4.5(b); cantilever beam Fig. 4.5(c) and 4.5(d)).

In order to derive a well-constructed and diversified training dataset, two height to length

3L/5 N AL
(a) (b)
| L |
L 1
() (d) o

Fig. 4.5 Training datasets generation, indicative FE discretization for: (a) 1:2 and (b) 1:3
cantilever beam; (c) 1:2 and (d) 1:3 simply supported beam.

ratios are implemented (i.e. 1:2 and 1:3) for each test example while eight different FE mesh
discretizations were adopted from sparse to dense meshing. It is worth mentioning that while
increasing mesh density, the size of the unit FE remains the same, thus finer discretization

results into larger domain sizes). Specifically, in order to build the datasets the fol-lowing
T

discretizations were used D = [ Dg Dsx Dex Diogk Dok Dok Deox Diook
where D stands for the samples generated for a FE mesh discretization of the order of 1,000
FEs while Dok stands for meshes consisting of 10,000 FEs. Therefore, the samples used to

derive the two training datasets are composed by the iteration histories of all the FEs when
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SIMP is applied to the following STO problems:
( (
12 ne, = 50 12 ne, — 145 L ne, = 350
D ney =125 Diok 4 ney, =173 D ney =175
K 10K 60K
193 ne, = 60 103 ne, = 180 1 ne, =425
| ney, =20 > ney, = 60 ney, = 142
12 ne, = 80 12 ne, = 200 1 ne, = 450
D ney = 40 D ney = 100 . ney = 225
3K 20K 100K
193 ne, = 105 1:3 ne, = 245 L ne, = 550
> ney = 35 > ney, = 82 ney, = 184
12 ney =110 12 ne, = 285
D ney =55 D ney = 143
6K 40K
193 ne, = 135 13 ne, = 350
\ ney =45 \ ney =117
(4.11)

Loading conditions of the two examples used are presented in Fig. 4.5. The desired volume
fraction of the final domain is set equal to 40% of the original one in both examples and a
predefined value of density filter is also used. In the first training test example the radius
chosen is equal to two elements for all discretizations and for the second one the radius
ranges from three elements in the case of the 1,000 elements discretization to fifteen elements
in the 10,000 elements one in order to diversify the database construction method. All results
of the simply supported beam are joined for formulating the first dataset while all results
of the cantilever beam formulate the second dataset. Each dataset contains almost 480,000
density sequences. The population of initial SIMP iterations ¢t was chosen to be equal to
36 based on the 15% of the weighted sum of SIMP iterations needed for convergence with
reference to the FE discretization. Database construction in ML applications is defined the
principle that all patterns and classes existing must be represented equally in the database.
Since DL-TOP is tailored made for TO problems, a different approach is also examined in
this dissertation. According to that, all classes are represented not equally but according
to the frequency of their appearance. In our case, although the values regarding the final
density of finite elements range in (0, 1], comparing the two datasets it can be seen that
they represent two completely different distributions of the density values in this range. The
simply supported beam training dataset mainly consists of values equal to either zero or one
(according to the frequency of their appearance on the final result) while the cantilever beam
training dataset consists of many varying values in the range of [0.1, 0.9], similarly to equal

representation of all classes principle. This difference on the analogies of the classes explains



96 Applied Deep Learning on Topology Optimization

the difference in terms of performance of the two datasets. In an effort to thoroughly examine
the performance of the proposed methodology, it is important to assess both datasets as the

outcome of the classification generated from each one is expected to have differences.

4.2.3 DBN calibration

As in all ML models, DL-TOP is developed according to the calibration and implementation
phases. The calibration phase is performed once for each dataset presented. The DBN used in
DL-TOP methodology identifies the patterns of density fluctuation for each FE with respect
to the final density of the FE as proposed by SIMP. Prior to the training procedure, SIMP is
applied for creating the training samples i.e. solve specific topology optimization problems
as denoted in Eq. 4.11. Then, the training dataset is formed, composed by the inputs (i.e. ne
vectors consisted of the FEs’ densities for the first ¢ iterations) and the target outputs (i.e. a
vector of size ne corresponding to the densities achieved at the 7;;, final iteration of SIMP).
These training samples are then used for calibrating the DBN as described in the following

expression:
[dl,l d172 dl,t] — dl,T
[d271 d272 ... d27t] — d27T
(4.12)
[dnefl,l dnefl,2 cee dnefl,t] — dnefl,T
[dne,l dpen ... dne,t] —  dper
Input Target

Thus, during the calibration phase DBN is adjusted for generating the non-linear transfor-
mations for each FE from the density fluctuation pattern of the first ¢ iterations to the final
density dffN ,i=1,2,...,ne. The DBN output values represent a classification of each FE
of the design domain with respect to the df?fN density values.

4.2.4 DL-TOP implementation

Once the calibration phase is completed, the DBN metamodel can be used alongside SIMP
in the DL-TOP implementation phase for accelerating the TO procedure according to the

following expression for every test example:
DBN([d]lzne,I:t> = [d]lll’l&T v [d]l:ne,lzt yne,t, T (4.13)

The implementation phase of the DL-TOP methodology is composed by three steps:
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» SIMP generates DBN input
* DBN predicts final volume class according to input
* SIMP fine-tunes DBN proposed result

In the first step, SIMP is used for generating the sequence of ¢ samples for each FE in the
design domain mesh. In the second step, the calibrated DBN is applied for deriving the di?fN
density value of each FE of the domain. Worth mentioning that the computing requirements
for applying DBN are small (in the order of 1.7E-04 seconds on an 17-3610QM processor),
but in the case of million or even billion of finite elements it might become significant.
However, the application of DBN metamodel is independent for each finite element and
therefore can be performed in parallel without any interprocess communication. In the final
part of DL-TOP, SIMP is fed with the dl.l?ﬁN density values of the FEs of the design domain.
This step is necessary for correcting any defects present in DBN output. A flowchart of the
DL-TOP methodology is presented in Fig. 4.3 while the pseudocode is presented in Fig. 4.6.

According to the pseudocode of Fig. 4.6, lines #3 to #5 represent the DBN input generation

Initialization
# Run SIMP for fiterations
For : =1 To ¢ Do Begin
Calculate d° # Calculate Initial Density Data by SIMP

1

2

3

4

5 End
5] # Feed ¢density data to DBN and extract close-to-final-value

7 For £ =1 To s Do Begin

g8 Calculate Eff # Calculate DBN-proposed optimized domain
9 End

10 # Use SIMP for fine-tuning

11 While Termination Criterion not satisfied Do Begin

12 Calculate di # Fine-tune DBN-proposed optimized domain by SIMP
13 End

14 End

Fig. 4.6 Pseudo-code of DL-TOP methodology

by SIMP approach of Phase I. These input date are used to feed the DBN and the optimized
domain to be derived. This is presented in lines #7 to #9. The density values of the optimized
domain as proposed by the DBN are fine-tuned by SIMP approach in Phase II and the final
DL-TOP proposed optimized domain is created (lines #11 to #13). The DBN used in this
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study consists of three RBMs and the framework was developed based on work by Hinton
and Salakhutdinov [76]. The number of training samples is equal to the total number of finite
elements generated by the domains of the topology optimization problems of Eq. 4.11, i.e.
ne input density vectors is equal to 480,000 while length ¢ of each input vector was chosen
equal to 36 recorded initial density calculations. The sizes of the three RBMs are equal to
30, 20 and 12. Two different classes are used, i.e. the output of the classification network is

divided into 12 classes in the first one and in 3 classes in the second one as denoted below:

Classification Case 1

dir =0
((0,0.1] = d; 7 = 0.05
(0.1,0.2] = d; 7 = 0.15
(0.2,0.3] = d; 7 = 0.25
(0.3,04] = d; 7 = 0.35
4o ) (0405 =d;p =045 (4.14)
nr (0.5,0.6] = d; 7 = 0.55
(0.6,0.7) = d; 7 = 0.65
(0.7,0.8] = d; 7 = 0.75
(0.8,0.9] = d; 7 = 0.85
| (0.9,1)=d,; 7 =0.95
dig=1

Classification Case II
[0,04]=di7=0

ditr €4 (04,07 =d;r =0.50
07,1 =dir =1

(4.15)

4.2.5 Test examples

Testing of DL-TOP methodology performance is divided into two parts. At first, a parametric
investigation is performed with respect to different training datasets, RBM training parameters
and size of output classes. The test examples used in this part are 2D benchmark test from
literature. In the second part, the efficiency and robustness of DL-TOP is evaluated on five
test examples (2D and 3D) aquired from literature. As for the SIMP approach, without loss
of generality OC and MMA algorithms are chosen for solving the topology optimization
problems at hand. The penalization factor is taken equal to 3 and is not changed for all test
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examples. Filtering is implemented by taking into consideration the weighted derivative of the
adjacent elements for the calculation of each elements derivative in both 2D and 3D examples.
Worth mentioning that no thresholding was used in any of the test examples examined below
(i.e. no thresholding has been applied to any of the optimized domains presented in this part
of the thesis). The codes used for solving the TO problem are based on the 88-line code
[4], its 3D variant and the PolyTop [206] code. It should be underlined that the filter type
and radius remain the same in the cases examined in each test example described below, i.e.
both during the implementation of the proposed methodology and the conventional SIMP
approach. Thus, it is confirmed that the compliance values per example are obtained under
exactly the same parametric conditions. The proposed DL-TOP methodology can easily be
integrated with continuation of penalization techniques [58, 174, 124] as DL-TOP only deals
with the volume time-history of each element regardless its position. The above-mentioned
technics can be applied in SIMP Phases of DL-TOP without having to retrain the network.

Description of the five 2D benchmark test examples

Fig. 4.7 depict five 2D benchmark topology optimization test examples that are considered
in order to perform the parametric investigation of DL-TOP while its performance is also
evaluated. In the first example shown in Fig. 4.7(a), named as “short-beam (fine) test
example”, the discretization along the x and y axes is equal to ne, = 800 and ne, = 150,
while the support conditions are four fixed joints placed at each corner of the domain. The
single loading condition are two concentrated forces P along the y axis and applied in the
middle of the span of the x dimension. The term “fine” is used because subsequently the
same test example is studied using coarser FE mesh discretization. The second example
shown in Fig. 4.7(b) is named as “antisymmetric test example”. The discretization along
the x and y axes is equal to ne, = 400 and ne, = 400, respectively. Support conditions
refer to two fixed joints placed at the two right corners of the domain while the loading
condition refer to two concentrated forces P along the x axis and applied in the middle of
the span of the y dimension as seen in Fig. 4.7(b). The third one (Fig. 4.7(c)) is named as
“column test example” and the discretization along the x and y axes is equal to ne, = 300
and ne, = 500, respectively. Support conditions refer to fully fixed boundary conditions
along the x axis and starts at the %ths of the x dimension. The loading conditions refer to
four concentrated forces P along the y axis and applied with distance equal to %rd of the x
dimension. The fourth test example shown in Fig. 4.7(d) is named as “L-shape” and the
discretization along the x and y axes are equal to ne, = 400 and ne, = 400, respectively.
Support conditions refer to fully fixed boundary conditions along the x axis ending at the

% of the x dimension and the loading condition refer to a concentrated load P along the y
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Fig. 4.7 2D test examples: (a) short-beam (fine), (b) antisymmetric, (c) column, (d) 1-shape
and (e) long-beam.
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axis, applied in the é—ltth of the y dimension (Fig. 4.7). Finally, the fifth test example shown in
Fig. 4.7(e) is named “long-beam test example” with the discretization along the x and y axis
being equal to ne, = 400 and ne, = 100, respectively while the boundary conditions refer
to five simple supports applied along the x axis with distance equal to %th of the x dimension
between them. The loading conditions refer to distributed force g along the y axis, applied on
the top and bottom of the domain in the y dimension. In these 2D test examples, the volume
fraction of the optimized domain is equal to 40% of the initial one and the filter radius is
set equal to six elements for the short-beam (fine), antisymmetric, column and long-beam
test examples while it is chosen equal to two elements for the L-shape test example. The
standard sensitivity filter is implemented to all five test examples, while it should be stated
that the parametric conditions remain the same for the original topology optimization and the
proposed methodology. For each experiment, a record is kept regarding the total iterations
needed and the objective function value when only SIMP is used and when acceleration by
means of DBN is used.

Evaluation of parameters, training datasets and classification cases

The parametric investigation of DL-TOP methodology is performed with reference to:
» Two different datasets
* Ten different RBM training parameters sets
* Two different sizes of classes

The efficiency of the above factors’ combinations is assessed on the five 2D benchmark
topology optimization problems. As previously described, there are four parameters that
define the learning behaviour of RBMs and in result the behaviour of DBNs. These parameters
are: the learning rates of the weights e,,, the biases of the visible nodes ¢;, of the hidden
nodes eg and of the weight cost w.. The parameter values used in the RBM pretraining
procedure are presented on Table 4.1 along with all the training characteristics. The ten
different Parameter Sets (PS) defined in Table 1 are labelled as PS1 to PS10. 1In the back-
propagation algorithm, 50 epochs were performed while in each epoch, 100 CG iterations
were executed. The selected values were chosen accordingly to literature recommendations
[74].

The results of DL-TOP methodology applied on the above test examples can be witnessed in
Fig. 4.8 to 4.11 and Tables 2 to 5 where SB3, SB12, CB3 and CB12 stand for the simply
Sup-ported Beam (SB) and Cantilever Beam (CB) datasets, respectively with 3 and 12 classes.
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Table 4.1 RBM pre-training parameter value sets.

PS ey e eZ We Initial momentum Epochs Final momentum
1 1.00E-02 1.00E-02 1.00E-02 1.00E-04 0.5 500 0.90
2 5.00E-02 5.00E-02 5.00E-02 1.00E-04 0.5 500 0.90
3 1.00E-01 1.00E-01 1.00E-01 1.00E-04 0.5 500 0.90
4 1.00E-03 1.00E-03 1.00E-03 1.00E-04 0.5 500 0.90
5 3.00E-01 3.00E-01 3.00E-01 1.00E-04 0.5 500 0.90
6 1.00E-02 1.00E-02 1.00E-02 1.00E-03 0.5 500 0.90
7 1.00E-02 1.00E-02 1.00E-02 1.00E-02 0.5 500 0.90
8 1.00E-01 1.00E-01 1.00E-01 1.00E-05 0.5 500 0.90
9 6.00E-01 6.00E-01 6.00E-01 1.00E-04 0.5 500 0.90

10 1.00E-02 1.00E-02 1.00E-02 5.00E-05 0.5 500 0.90
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Fig. 4.8 Performance of classification twelve-Iterations: (a) short-beam (fine) test example,
(b) antisymmetric test example, (c) column test example, (d) L-shape test example and (e)
long-beam test example.
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Fig. 4.9 Performance of classification twelve-Objective function value: (a) short-beam (fine)
test example, (b) antisymmetric test example, (c) column test example, (d) L-shape test

example and (e) long-beam test example.

Table 4.2 Average and variance of classification twelve performance-SB dataset.

Iterations Objective function value
Test Example bLTOP DLTOP
P SIMP SIMP DLTOP-SIMP Diff. (%)
Average Variation (%) COV (%) Average COV (%)
Short-beam (fine) 372 64 -82.82 16.22 85.99 85 1.55 -1.15
Antisymmetric 425 300 -29.48 43.58 22.60 23.00 0.70 1.77
Column 613 164 -73.18 87.92 145.22 146.00 0.64 0.54
L-shape 412 118 -71.41 62.94 72.89 72.00 1.76 -1.22
Long-beam 775 587 -24.27 11.77 577,015.85 577,237.00 0.48 0.04
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Fig. 4.10 Performance of classification three-Iterations: (a) short-beam (fine) test example,
(b) antisymmetric test example, (c) column test example, (d) L-shape test example and (e)
long-beam test example.

Table 4.3 Average and variance of classification twelve performance-CB dataset.

Iterations Objective function value
Test Example DLTOP DLTOP
P SIMP SIMP DLTOP-SIMP Diff. (%)
Average Variation (%) COV (%) Average COV (%)
Short-beam (fine) 372 115 -69.01 37.72 85.99 86.00 0.18 0.01
Antisymmetric 425 469 10.40 35.48 22.60 23.00 0.37 1.77
Column 613 446 -27.18 52.70 145.22 146.00 0.45 0.54
L-shape 412 31 -23.42 36.34 72.89 71.00 0.51 -2.59
Long-beam 775 630 -18.68 25.59 577,015.85 576,489.00 0.03 -0.09
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Fig. 4.11 Performance of classification three-Objective function value: (a) short-beam (fine)
test example, (b) antisymmetric test example, (c¢) column test example, (d) L-shape test

example and (e) long-beam test example.

Table 4.4 Average and variance of classification three performance-SB dataset.

Iterations Objective function value
Test Example DLTOP DLTOP
P SIMP SIMP DLTOP-SIMP Diff. (%)
Average Variation (%) COV (%) Average COV (%)
Short-beam (fine) 372 55 -85.35 20.75 85.99 84.00 2.21 -2.31
Antisymmetric 425 91 -78.56 87.48 22.60 23.00 3.72 1.77
Column 613 58 -90.57 13.08 145.22 144.00 2.58 -0.84
L-shape 412 186 -54.88 173.13 72.89 74.00 5.10 1.52
Long-beam 775 217 -71.96 43.17 577,015.85 625,716.00 11.13 8.44
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Table 4.5 Average and variance of classification three performance-CB dataset.

Iterations Objective function value
Test Example DLTOP DLTOP
P SIMP SIMP DLTOP-SIMP Diff. (%)
Average Variation (%) COV (%) Average COV (%)

Short-beam (fine) 372 99 -73.49 7.94 85.99 83.00 1.66 -3.48
Antisymmetric 425 184 -56.73 51.27 22.60 22.00 1.67 -2.65
Column 613 96 -84.27 3.63 145.22 140.00 0.42 -3.59
L-shape 412 113 -72.52 24.73 72.39 71.00 0.15 -2.59
Long-beam 775 263 -66.04 20.65 577,015.85 612,929.00 17.15 6.22

Specifically, Fig. 4.8 and 4.10 depict the function evaluations required for DL-TOP

methodology to converge for both databases, both classifications and PS sets. DL-TOP
performance is also compared with SIMP alone with respect to necessary iterations for
convergence (see the green line in Fig. 4.8 and 4.10). Fig. 4.9 and 4.9 illustrate the final
objective function values achieved by DL-TOP, i.e. with reference to the two databases, two
classifications and DBN training parameters; their performances are compared with those
achieved by SIMP alone (see the green line in Fig. 4.9 and 4.11). The results concerning
average objective function value and COV, shown in Tables 2 to 5, were calculated using the
ten different sets of RBM training parameters (i.e. PS1 to PS10) as described previously. By
studying the results presented in Fig. 4.8 and 4.10, it is obvious that the use of three output
classes provides significantly better and more stable results than twelve classes, regardless
of the training parameters of the DBN network. Additionally, the average computational
efficiency performance of the SB dataset is better than the one of the CB dataset while in
terms of objective function value, DL-TOP presents the same results regardless dataset used.
As a general guide, it can be said that the simply supported beam represent the optimal choice
for the database combined with three classes.
In respect to results shown in Fig. 4.12 to 4.16, Figures (a) depict the final outcome of
conventional SIMP implementation, Figures (b) show the output of the DBN (end of Phase I)
while Figures (c) represent the final output of DL-TOP methodology after SIMP fine-tuning
step (end of Phase II).

DLTOP performance for twelve classes

In order to evaluate the performance of DL-TOP methodology with reference to its pa-
rameters, the basis of the comparison needs to be described. As the scope of DL-TOP is
the improvement of computational efficiency of STO, the number of iterations required by
the original SIMP for solving each problem represents the basis of comparison, while the
iterations required by the DL-TOP methodology are those required to feed the calibrated
DBN (part of Phase I) plus those needed by SIMP in Phase II of the methodology. The
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Fig. 4.12 Optimized domain for the short-beam (fine) test example-classification twelve: (a)
original SIMP (objective function: 85.99 - iterations: 372), (b) DL-TOP Phase I (objective
function: 86.43 - iterations: 36), (c) DL-TOP Phase II (objective function: 85.86 - iterations:
43) and (d) density histories of selected finite elements located in the center of the domain.
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Fig. 4.13 Optimized domain for the antisymmetric test example-classification three: (a)
original SIMP (objective function: 22.64 - iterations: 599), (b) DL-TOP Phase I (objective
function: 22.95 - iterations: 36) and (c) DL-TOP Phase II (objective function: 22.18 -
iterations: 37).
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Fig. 4.14 Optimized domain for the column test example-classification three: (a) original
SIMP (objective function: 145.12 - iterations: 551), (b) DL-TOP Phase I (objective function:
149.18 - iterations: 36) and (c) DL-TOP Phase II (objective function: 140.90 - iterations: 15).

() (b) ()

Fig. 4.15 Optimized domain for the L-shape test example-classification three: (a) original
SIMP (objective function: 73.06 - iterations: 186), (b) DL-TOP Phase I (objective function:
71.92 - iterations: 36) and (c) DL-TOP Phase II (objective function: 71.19 - iterations: 25).



4.2 DL-TOP - Deep Learning Accelerated Topology Optimization 109

Fig. 4.16 Optimized domain for the long-beam test example-classification three: (a) original
SIMP (objective function: 576936.84 - iterations: 775), (b) DL-TOP Phase I (objective func-
tion: 479,880.00 - iterations: 36) and (c) DL-TOP Phase II (objective function: 577,826.89 -
iterations: 275).
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comparison with reference to the computational performance between the original SIMP
and DL-TOP is presented in Fig. 4.8. Secondly the original approaches versus the proposed
one are also compared with respect to the objective function achieved, this is shown in
Fig. 4.9, while Tables 4.2 and 4.3 also show the computational efficiency and robustness
of DL-TOP as the average number and variation of iterations required and objective func-
tion achieved are presented. Figures 4.8 and 4.9 along with Tables 4.2 and 4.3 present the
computational performance and robustness of the proposed DL-TOP methodology for the
short-beam (fine) test example. As it can be observe from Table 4.2, SB training dataset
on average achieved 83% reduction on the SIMP iterations; the iterations are reduced by
almost one order of magnitude from 370 iterations originally required to only 64 iterations
on average (the corresponding coefficient of variation (COV) is equal to 16%); while the
maximum reduction of the iterations is equal to 87% (see Fig. 4.8(a)). Accordingly, CB
training dataset achieved on average 70% reduction of SIMP iterations, while the maximum
reduction of SIMP iterations is equal to 77% and COV is equal to 38%. With respect to
the objective function value achieved, as it can be seen from Table 4.2, with respect to the
training parameters sets on average 1.15% lower value was obtained compared to the one
originally achieved by SIMP; correspondingly the objective function value obtained when
CB dataset was used is practically equal to the original one.

The optimized domain for the short-beam (fine) test example resulted originally by SIMP
is shown in Fig. 4.12(a) and those obtained from Phases I and II of the proposed DL-TOP
methodology are depicted in Fig. 4.12(b) and 4.12(c), respectively. As it can be seen the
shapes obtained are very similar, while the corresponding objective function values achieved
and iterations required are 85.99 and 372, 86.43 and 36, 85.86 and 43 for original SIMP,
Phases I and II of DL-TOP, respectively. While the density histories of elements in the centre
of the domain are shown in Fig. 4.12(d), where it can be seen the density values of elements’
history do not vary monotonously. In Fig. 4.12(d) it can also be noticed that the proposed
methodology is able to identify those elements whose density tends to be reduced when
approaching the 36, iteration (i.e. purple and orange density lines) of SIMP and generate the
hole in the center of the domain of the DL-TOP output. Accordingly, the optimized domains
for the antisymmetric, column, L-shape and long-beam test example resulted originally by
SIMP and those obtained from Phases I and II of the proposed DL-TOP methodology are
depicted in Fig. 4.13to 4.16, respectively. The performance of DL-TOP methodology for the
rest of the test examples has a similar performance; more specifically, for the SB training
dataset (see Table 4.2 and Fig. 4.8 and 4.9), on average the reduction of SIMP iterations
varies from 24% to 73% while the maximum reduction achieved for all these test cases

exceeds 80%, the corresponding objective function value achieved on average is slightly
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reduced.

In the case of CB training dataset (see Table 4.3 and Fig. 4.8 and 4.9), on average the
reduction of SIMP iterations exceeds 15% while the maximum reduction achieved for all
these test cases exceeds 60%, the corresponding objective function value achieved on average
is also slightly reduced. In general, it should be noted that DL-TOP methodology resulted for
all test cases examined to significant decrease of iterations and with the most proper selection
of RBM training parameters the decrease exceeds 90%. It is also noticeable that the objective
function value is unaffected by the training parameters values and achieving values similar to
plain SIMP application. It was also observed that in the case of classification 12, CB training
dataset is outperformed by the SB one both in terms of computational efficiency (reduction

of SIMP iterations) and robustness.

DLTOP performance for three classes

Similar parametric study is performed for the case of three classes (see Fig. 4.10 and 4.11,
Tables 4.4 and 4.5); where it is observed that in the short-beam (fine) test example (Fig.
4.10(a) and 4.10(a)), the SB training dataset achieved on average 85% reduction of SIMP
iterations and the maximum one is equal to 87% (COV equal to 21%) while the objective
function value achieved is on average 2.31% lower to that originally obtained by SIMP
approach. The CB training dataset achieved on average 83% reduction of iterations with a
maximum reduction equal to 86% (COV equal to 12%) while the objective function value
is on average reduced by 3.48%. Accordingly, the performance of DL-TOP methodology
for the rest of the test examples has a similar outcome; more specifically, for the SB training
dataset (see Table 4.4 and Figures 4.10 and 4.11), on average the reduction of SIMP iterations
varies from 55% to 91% while the maximum reduction achieved for all these test cases
exceeds 91%, the corresponding objective function value achieved on average is slightly
increased.

In the case of CB training dataset (see Table 4.3 and Figures 4.8 and 4.9), on average the
reduction of SIMP iterations varies from 72% to 84% while the maximum reduction achieved
for all these test cases exceeds 85%; the corresponding objective function value achieved on
average is also slightly increased. The optimized domain for the antisymmetric test example
resulted originally by SIMP is shown in Fig. 4.13(a) and those obtained from Phases I and II
of the proposed DL-TOP methodology are depicted in Fig. 4.13(b) and 4.13(c), respectively.
As it can be seen the forms obtained are almost identical, while the corresponding objective
function values achieved and iterations required are equal to 22.64 and 599, 22.95 and 36,
22.18 and 37 for original SIMP, Phases I and II of DL-TOP, respectively. Summarizing

the results obtained for the case of classification 3, it becomes noticeable that DL-TOP
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methodology for all test examples examined resulted to significant reduction of the iterations
depicting also remarkable performance stability with reference to the training parameters
values. It is also worth noticing that the objective function value is not influenced by these
parameters. In classification 3, SB training dataset performed better compared to CB one in
terms of iterations decrease but not in the case of objective function value and robustness
where CB database performed better than the SB one.

Comparing the classification 3 with the 12 one it can be observed that the latter one is
outperformed by the first one both in terms of computational efficiency (reduction of SIMP
iterations) and robustness for both training datasets considered. In an attempt to explain
this result, it must be pointed out that the classification three procedure is significantly less
demanding in terms of DBN training while the classification 12 is not. Additionally, it should
be stated that, although it is not guaranteed that the DBN results satisfy the volume constraint,
its violation is very limited and a single step of SIMP in Phase II is adequate to correct
the required volume fraction often leading to reduction of the objective function value (e.g.
compliance) compared to the typical SIMP implementation. As a reference it is noticeable
that for a volume fraction equal to 40% the predicted domain achieved for the short-beam
(fine) test example is equal to 38.00%, for the antisymmetric one is equal to 39.42%, for the
column one is equal to 38.70%, for the L-shape one is equal to 39.74% and for the long-beam
one is equal to 42.30%; the corresponding domains are those of Fig. 4.12(b) to 4.16(b),
respectively.

DL-TOP performance in 2D test examples

In order to further evaluate the performance of DL-TOP methodology, three additional 2D test
examples are examined using the parameters that were identified in the previous section. The
first test example is presented to demonstrate the capabilities of the proposed methodology
regarding different update schemes as in this example, the MMA algorithm is used.

The example used is named “short-beam (coarse) test example” described in previous section
(see Fig. 4.7(a)) using coarser FE mesh discretization, the sensitivity filter radius changed
to two elements and an additional density filter with radius of two elements as well. The
new discretization along the x and y axes is equal to ne, = 150 and ne, = 50, whereas the
results obtained are shown in Fig. 4.17. The next test example is inspired from the 2-bar
problem presented in [194]. The discretization along the x and y axis is equal to ne, = 50 and
ney = 20, respectively, the support conditions refer to fully fixed boundary conditions along
the x axis at the base (Fig. 4.18(a)) and the single loading condition refers to one concentrated
forces P along the x axis and applied in the middle of the span of the x dimension as depicted

in Fig. 4.18(a). The preference for final volume is equal to 20% of the initial domain and
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Fig. 4.17 Optimized domain for the short-beam (coarse) test example-MMA: (a) original
SIMP (objective function: 30.34 - iterations: 91), (b) DL-TOP Phase I (objective function:
29.77 - iterations: 36) and (c) DL-TOP Phase II (objective function: 30.33 - iterations: 31).
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Fig. 4.18 Optimized domain for the 2-bar test example-classification three: (a) original
domain, (b) original SIMP (objective function: 10.31 - iterations: 54), (c) DL-TOP Phase |
(objective function: 13.33 - iterations: 5), (d) DL-TOP Phase II (objective function: 10.31 -
iterations: 28), (e) original SIMP with threshold (objective function: 25.16 - iterations: 5)
and (f) difference between DL-TOP and SIMP with threshold.
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the filter applied is a density and sensitivity filter with radius equal to 1.5 elements; the
results obtained are shown in Fig. 4.18(b) to 4.18(f). The last test example corresponds to
the serpentine beam problem presented in the PolyTop [206]. In particular, it corresponds to
a non-regular design domain discretized with unstructured polygonal finite element mesh
composed by 5,000 elements, the discretization was generated using PolyMesher [205], the
support conditions refer to fully fixed boundary conditions along the y axis on the left side
of the domain (see Fig. 4.19(a)) and the single loading condition refers to one concentrated
force P along the y axis and applied in the pick of the span of the y dimension as depicted
in Fig. 4.19(a). The preference for final volume is equal to 40% of the initial domain and
the filter applied is a density filter as described in [206] with radius equal to 0.25; the results
obtained are shown in Fig. 4.19(b) to 4.19(d). The results obtained when implementing

Fig. 4.19 Optimized domain for the serpentine beam test example-classification three: (a)
original domain [206], (b) original SIMP (objective function: to 391.19 - iterations: 267),
(c) DL-TOP Phase I (objective function: 442.65 - iterations: 36) and (d) DL-TOP Phase II
(objective function: 394.46 - iterations: 30).

DL-TOP methodology for the above described three test examples are presented in Table 4.6.
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Table 4.6 Average and variance of performance in 2D and 3D test examples.

‘ Iterations Objective function value
‘ ‘ DLTOP ‘ ‘ DLTOP ‘
Test Example
SIMP SIMP
Iterations Variation (%) Value DLTOP-SIMP Difference (%)
Short-beam (coarse) 91 67 -26.37 30.34 30.33 -0.03
2-bar 54 33 -38.89 10.31 10.31 0
Serpentine beam 267 66 -75.28 391.19 394.46 0.84
L-shape 3D 660 129 -81 15.33 15.65 2.09
Bridge 3D 509 193 -62.08 1,632,305.73 1,640,121.40 0.48

In particular, regarding the short-beam (coarse) test example, DL-TOP achieved reduction of
more than 25% on the SIMP iterations required originally and the objective function value
achieved is more or less equal to that obtained by SIMP approach. Accordingly, for the 2-bar
test example DL-TOP achieved almost 40% reduction on SIMP iterations and the objective
function value achieved is equal to that originally obtained by the SIMP.

Additionally, in the 2-bar test example, a threshold was applied on the result of SIMP
achieved after performing the same number of iterations with those used as input by DL-TOP
in order to witness the differences in these two applications. The result obtained by using a
thresh-old is presented in Fig. 4.18(e), the result obtained by DL-TOP Phase I is presented
in Fig. 4.18(c) while the difference between these two results is shown in Fig. 4.18(f). In
Fig. 4.18(f), black areas denote the elements present in the DL-TOP Phase I and not in the
threshold and grey areas are the elements present in the threshold and not in the DL-TOP
Phase I. According to DL-TOP methodology material has been added in the outside areas of
both “legs” while it has also removed plenty of material from the inner areas as well. This can
be explained as DL-TOP has identified the tendency of these density values to increase and
decrease accordingly, leading to a result closer to the final one of just implementing SIMP
(i.e. Fig. 4.18(b), 54 iterations). It can be witnessed that in the serpentine beam test example
DL-TOP achieved more than 75% reduction on the SIMP iterations required originally and
the objective function value achieved is more or less equal to that obtained by SIMP approach.
The optimized domains for the all three test example are shown in Fig. 4.17 to 4.19 as well
as the objective functions and compliance for the original topology optimization and Phases
I and II of the DL-TOP.

DL-TOP performance in 3D test examples

Given the performance evaluation of the training parameters combination for the DBN part of
the DL-TOP methodology, its computational efficiency is also assessed over two 3D topology
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optimization test examples. The first one shown in Fig. 4.20(a) is three-dimensional version
of the L-shape test example, where the discretization along the x, y and z axes is taken equal
to 60, 60 and 20, resulting into 72,000 solid FEs, respectively, the support conditions refer
to fully fixed boundary conditions for the xz plane along the z dimension, ending at the %rd
of the x dimension (Fig. 4.20(a)) and the loading condition refers to a concentrated force P
along the y axis applied at the %th of the y dimension and the middle of the span along the z
dimension. The second 3D test example also shown Fig. 4.20(b) was taken from the example

(a)

Fig. 4.20 3D test examples: (a) L-shape 3D and (b) bridge.

examined in [101]. The discretization along the x, y and z axes is taken equal to 160, 40 and
13, respectively, resulting into 83,200 solid finite elements, the support conditions refer to
fully fixed support at the xz plane spanning from the % to the 13ﬂ of the x dimension and one
element in each size from the center of the z dimension and the loading conditions refer to
distributed loading ¢ along that is applied on the top xz plane along the y dimension (as show
in Fig. 4.20(b)).

In the first 3D test example the preference for final volume is equal to 15% of the initial cubic
domain and the filter radius is equal to 1.2 elements. In the second 3D test example the pref-
erence for the final volume is equal to 40% of the initial domain and the filter radius is equal
to 1.5 elements. For both test examples filtering was implemented using a combination of the
standard sensitivity filtering with the density one. The results obtained when implementing
DL-TOP methodology are presented in Table 4.6. In particular, regarding the L-shape 3D
test example DL-TOP achieved 81% reduction on the SIMP iterations required originally and
the objective function value achieved is basically equal to that obtained by SIMP approach.
Accordingly, for the bridge 3D test example DL-TOP achieved 62% reduction of SIMP

iterations and the objective function value achieved is equal to that originally obtained by
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the SIMP. The optimized domain for the bridge 3D test example resulted originally by

SIMP is shown in Fig. 4.21(a) and those obtained from Phases I and II of the proposed
DL-TOP methodology are depicted in Fig. 4.21(b) and 4.21(c), respectively. As it can be
seen the forms obtained are almost identical, while the corresponding objective function
values achieved and iterations required are equal to 1,632,305.73 and 509, 1,612,500.00
and 36, 1,640,121.4 and 193 for original SIMP, Phases I and II of DL-TOP, respectively. In
addition, the optimized domain of the L-shape 3D example can be seen in Fig. 4.22 as well
as the objective functions and compliance for the original topology optimization and Phases
I and IT of DL-TOP.

The computer hardware platform that was used for the purposes of these tests consists of an
Intel Xeon E5-1620 at 3.70 GHz quad-core (with 8 threads) with 16 GB RAM for the case
of CPU based computations and NVIDIA GeForce 640 with 384 cores and 2 GB RAM for
the case of GPGPU based computations and the operating system was Windows 10 (64bit).
For the bridge 3D test example both sequential and parallel test runs are carried out, and as
it can be seen the computing time required for solving the topology optimization problem
discretized with 83,200 solid finite elements SIMP requires up to 54,287 seconds to carry out
509 SIMP iterations while applying a GPGPU-based acceleration of the structural analysis
procedure the re-quired time is reduced to 8,587 seconds (speedup factor of 6x for GPU
when compared with CPU). The time required by the proposed DL-TOP methodology is
20,910 seconds if the structural analysis part of the SIMP iterations is performed sequentially,
while if a GPGPU-based acceleration of the structural analysis is performed the computing
time is further reduced to 3,256 seconds (speedup factor of 17x for DL-TOP-GPU when
compared with SIMP-CPU).

Worth mentioning that the computational time required for training the network is not in-
cluded in the time requirements described above as the network was not trained on the
specific examples or on any of the test examples presented in the current study. Training of
the network is performed only once based on a database derived using a single test example,
the resulting metamodel through training is unique and is used for any 2D or 3D test examples
without requiring additional training. For this reason, it would be misleading to add the
training time required ones to the comparison between SIMP and DL-TOP for every test
example. Training is performed once and the resulting metamodel can be applied to any

topology optimization problems.
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(©)

Fig. 4.21 Optimized domain for the 3D bridge test example-classification three: (a) original
SIMP (objective function: to 1,632,305.73 - iterations: 509), (b) DL-TOP Phase I (objective
function: 1,612,500.00 - iterations: 36) and (c) DL-TOP Phase II (objective function:
1,640,121.40 - iterations: 193).
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(c)

Fig. 4.22 Optimized domain for the 3D L-shape test example-classification three: (a) original
SIMP (objective function: 15.33 - iterations: 660), (b) DL-TOP Phase I (objective function:
13.36 - iterations: 36) and (c) DL-TOP Phase II (objective function: 15.65 - iterations: 93).



Chapter 5
Deep learning in reduced order modeling

This chapter focuses on exploring new methods of reduced order modeling for minimizing
the computational needs of topology optimization (TO) approaches. All TO approaches
are computationally demanding especially when detail level raises. Although the available
computing power is constantly improving, either in Central Processing Unit (CPU) or
Graphical Processing Unit (GPU) in terms of speed and memory per core and number
of cores, the sizes and complexity of TO problems remain time and computational load
greedy. As this drawback concerns practically everyone who works in the field of TO, several
approaches have been proposed for reducing the necessary execution time of TO mainly via
incorporating parallel programming in CPU or GPU [16, 24, 45, 138]. In this part of the
thesis, the possibility of developing new methods for TO, focused on accelerating the TO
procedure by dramatically reducing its computational cost through reduced order modeling
is examined. The implemented research focused on taking advantage of the capabilities of
up-to-date deep learning methods in combination with established TO methodologies. In
detail, three new methods are presented:

1. DL-SCALE
2. DLRM-TOP
3. CN-TOP

These three methods can be regarded as new reduced order modeling methods, each one with
a different architecture described further along. All the above methods present significant

reduction of computational loads in comparison with typical TO methods.
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5.1 DL-SCALE - Deep Learning Assisted Model Upgrad-
ing

The advanced performance observed by DL-TOP in accelerating topology optimization
application, led us to think additional possibilities to exploit its capabilities on a different
framework. In the previous section, the ability of DBN networks to discover non-linear
correlations between initial values of densities and the final value per FE as calculated by
SIMP was proven. The exploitation of data was based on the principle that density fluctuation
of early SIMP iterations can act as classification input of a DBN with respect to final density
value.

By incorporating the above features in a model upgrading scheme, a new methodology for
performing topology optimization (DL-SCALE) is proposed. This methodology is based on
deep belief networks and SIMP, formulated in a sequential "model optimize and upgrade"
architecture which is analytically described in the following section.

5.1.1 DL-SCALE methodology description

Computing time requirements of topology optimization problems regardless of available
computing power depend heavily on the number of finite elements that are used for the
mesh discretization. This dependency is bound to the "curse of dimensionality" as topol-
ogy optimization applications are based on iterative solutions per finite element. Several
computational approaches have been proposed for reducing the execution time per iteration
through parallel programming and exploitation of the processors present in CPU and/or GPU
[16, 24, 45, 138]. The proposed methodology is focused on using low-cost results of DL
assisted TO results of "sparsely" discretized domains for reducing the computational time of
much denser meshes.

DL-SCALE is formulated as a multi-stage repetitive combination of a number of DL-TOP
phases. As presented in the previous section of this dissertation, DL-TOP can dramatically re-
duce the number of iterations needed by SIMP for solving a structural topology optimization
problem. A small number of iterations of SIMP are fed into a trained DBN network which
predict a close-to-final optimized model while this model is fine-tuned by SIMP. The idea that
generated DL-SCALE, is based on combining low computational times of sparsely meshed
domains in SIMP approach and iteration reduction capabilities of DL-TOP methodology.
By combining the above, a significant reduction of computational times of densely meshed
domains is achieved as it shown in test examples presented in the following sections.

A topology optimization problem 7'OPF, can be characterized by the following parameters:
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* Domain dimensions Ly,

* Population of FEs in the mesh ne
* Support conditions S,

* Loading conditions P,

e Desired volume V;

Accordingly, the above parameters of TOP, can be described as [L)(CS;, ne(o), SEO), PC(O), Vt(o)].

The execution time that SIMP needs for solving TOPF, is equal to 7. It can be stated that the
execution time for solving 7OP; with parameters [L)(Cg%, nel., SE.O), Pgo), Vt(o)] with respect

. 0 . .
to #op depends on the ratio: ZZEI; A small example of this can be seen in Table 5.1 where

the increase of computational time per iteration for different mesh densities is described.
The TO example used is the 3D Bridge example presented in the previous section. The
specifications of the computer used are: an Intel Xeon E5-1620 at 3.70 GHz quad-core and
16 GB RAM while the SIMP code used is the 3D version of the 88-line code presented by
Andreassen et al. [4]. As witnessed in Table 5.1, mesh density plays an important role in

Table 5.1 Mesh density and execution time ratio for SIMP.

ne(0 nell)

ne 406456 63480 32368 16200 8064 4000
] 1.00 6.40 1256 25.09 5040 101.61

il 1.00 12.89 27.772 59.35 137.00 374.70

computational time of TO problems. More precisely, if we consider #; as the summation
of tl-(l) Vi € [1,5] of the five negl) mesh discretizations examined, it can be calculated that:
;E—g; = 7.12. Thus, performing a number of iterations of sparse meshes is more economical
in terms of execution time than performing one iteration of a dense mesh. It is also worth
mentioning that in general, sparsely meshed domains require less iterations than densely
meshed ones for converging.

DL-SCALE can be described as follows. In case TO is to be performed in a domain meshed in

ne s elements and the parameters of this TOPy are [L)(CQ, nel/), ng ), Pc(f ), Vt(f )]

, a population
of five reduced order models in terms of ne are created as TOPR where i € [1,5]. All the
created TOP, are identical to TOPy with respect to all parameters except for nel). As a result,

each of the i, reduced models TOPR can be described as [L)(CQ, nel(R), ng ), Pc(f ) V,(f )].

Y
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Regarding discretization densities, it must be pointed out that:

(R) (R)

ne, < ne,

(R)

< nes (R)

< ne, (R)

< nel << nell! (5.1)

(R) are defined, the domain

It is worth pointing out that while all parameters for the five TOP,
D of only the first one is formulated. Since the definition of the five TOP®) is completed,
DL-SCALE application continues with the following procedure. DL-TOP is applied on the
TOPI(R). Hence, SIMP performs 36 iterations on TOPIR . The density values per iteration per
FE are used by a trained DBN for predicting a final density value for each FE in TOPl(R)
domain. It must be pointed out that since the input and output used in DL-SCALE are
identical with the ones used in DL-TOP, the procedure followed for creating a database,
training and calibrating the DBN model is exactly the same as the one described in the
DL-TOP presentation section. Additionally, the DBN architecture is also identical with the
one used in DL-TOP.

Since an optimized domain for TOPI(R) is defined, a convolution of this domain is executed.
This convolution is performed according to Eq. 3.34 while the filter used is a Gaussian blur
filter [200]. The dimensions [ay,by| of filter f are chosen with respect to dimension of D

([ney,ney]). An example of values of f for a [7,7] filter can be seen in Eq. 5.2:

0 0 0 0.01961 0 0 0
0 0.01961 0.07059 0.12549 0.07059 0.01961 0
0 0.07059 0.25098 0.39216 0.25098 0.07059 0
f=10.01961 0.12549 0.39216 0.39216 0.39216 0.12549 0.01961 (5.2)
0 0.07059 0.25098 0.39216 0.25098 0.07059 0
0 0.01961 0.07059 0.12549 0.07059 0.01961 0
0 0 0 0.01961 0 0 0

For the convolution step, the size parameters are chosen accordingly in order for the convolved
matrix D, to be equal to the ones of the initial matrix D. Once convolution is performed,
the convolved matrix D, is normalized in the [0, 1] range. It is worth pointing out that the
above are referring to the case of a 2D domain but the same procedure can be applied to 3D
domains as well.

The D, matrix represents an optimized domain for TOP](R). In the next step of DL-SCALE,
D, is re-meshed with the new population of FEs being equal to the ones of TOPZ(R) :neéR) .
As coordinates xl(l:k), yl(l:k) of the k edges of each i;, FE in TOPI(R) and TOPZ(R) are known,
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the geometric center of each FE can be calculated according to:

c 1 k J
= (5.3)
1

)’f:—Z)’i
k&

The density value of each of the negR) elements of the TOPz(R) is taken equal to the density of
the closest, in terms of geometric center distance, FE of the TOPI(R) domain. This projection
of the D, of TOPl(R) in TOPZ(R) dimensions is regarded as a proposed TO initialization point
instead of the uniform density initialization that is commonly used. In the next step of
DL-SCALE, the generated domain of TOPz(R) is passed into SIMP and again a population
of t = 36 iterations of SIMP are performed for generating an input for a second DBN

2(R) domain. As with

application. The DBN proposes a final density for each FE in the T OP.
TOPI(R) DBN-proposed model, the TOPZ(R) proposed model is re-meshed to a population of
FEs equal to negR) and the volume of each FE of TOPZ(R) is assigned a value as described in
the previous step of DL-SCALE. The same procedure is repeated for TOPgR), TOPiR) and
TOPS(R). At the final step of DL-SCALE, the DBN-proposed 7T OP;s is re-meshed with the
new population of FEs being equal to ney. Initial densities of each of the nes FEs are set
equal to the density of the closer TOPS(R) element with respect to geometrical center distance.
After applying convolution, as described previously, the produced output is used as SIMP
initialization for TOP; and SIMP performs 36 needed iterations followed by a DBN-based
prediction, as in DL-TOP, of a close-to-final optimized topology. The final output is produced
after fine-tuning by SIMP performing the necessary iterations until convergence. A flowchart

of DL-SCALE can be seen in Fig. 5.1.

5.1.2 Test examples

In order to evaluate the performance of DL-SCALE methodology, a series of 2D test-
examples, known to literature, are used. In detail, five test-cases are solved using SIMP
methodology and record is kept regarding necessary iterations for convergence, objective
function value (compliance) and execution time. The same test-examples are also optimized
with the use of DL-SCALE methodology and the same records are kept. As according to
DL-SCALE, iterations are performed on domains with less dense meshes, the comparison
1s based on execution time. In the case of SIMP, the total time from the domain defini-
tion and up to the end of the final iteration is recorder. In the case of DL-SCALE, the
time from the definition of TOPl(R) to the end of the final iteration of TOPy is recorded.
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Fig. 5.1 Flowchart of DL-SCALE methodology

The iterations recorded in DL-SCALE are the 36 iterations performed before DBN ap-
plication along with the ones performed following DBN output until convergence. As
DL-SCALE requires the formulation of five domains with reduced population of FEs per
test case, two different samples of [TOPiR] are used. In the first one, each of the ne'i)’s
is equal to [1000, 2000, 3000, 4000, 5000] respectively while in the second case, each of
the ne(’s is equal to [3000, 4000, 5000, 7000, 10000] respectively. Regarding the pop-
ulation of FEs in the final domain of each test-example, four different populations are
examined in order to evaluate the performance of DL-SCALE. These four populations are:
[20,000, 50,000, 75,000, 100,000]. The five test-examples used are described bellow.

Test-Examples description

In Test-Example A, the support conditions refer to two fixed joints placed at the two right
corners of the domain and the loading conditions refer to two concentrated forces P along
the x axis and applied in the left and right middle of the span in the y dimension. The ratio of
ney to ney is equal to 0.5 while the volume fraction is equal to 40%.

In Test-Example B, the support conditions refer to fully fixed boundary condition along
the x axis ending at the half of the x dimension and the loading condition refers to one
concentrated force P along the y axis and applied in the fourth of the y dimension. The ratio
of ney to ney is equal to 0.5 while the volume fraction is equal to 35%.
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In Test-Example C, the support conditions refer to fully fixed boundary conditions along
the x axis, starting at the 3:8ths of the x dimension and the loading conditions refer to four
concentrated forces P along the y axis and applied at intermediate distances equal to 1:3 of
the x dimension. The ratio of ney to ney is equal to 0.5 while the volume fraction is equal to
50%.

In Test-Example D, the support conditions refer to two fixed joints placed at both left and
right lower end corners of the domain and the loading conditions refer to one concentrated
force P along the y axis, applied in the middle of the y dimension at the base of the structure.
The ratio of ne, to ney is equal to 1/3 while the volume fraction is equal to 35%.

In Test-Example E, the support conditions refer to two fixed joints placed at both left and
right lower end corners of the domain and the loading conditions refer to one concentrated
force P along the y, applied at the half of the y dimension at the top of the structure. The
ratio of ne, to ney is equal to 1/3 while the volume fraction is equal to 35%.

It is worth pointing out that a sensitivity filter with radius equal to 3 was chosen in all

cases as SIMP filter. A schematic representation of the test-examples can be seen in Fig. 5.2.

5.1.3 Results

In Test-Example A, DL-SCALE achieved a maximum reduction of computational time equal
to 81.73% in the case of 100,000 elements in TOP; with respect to SIMP while the objective
function value was decreased by 0.40%. All data recorded in this test can be seen in Table
5.2. Additionally, the final topologies produced by SIMP alone and the ones proposed by
DL-SCALE, per discretization can be seen in Fig 5.3(a) and Fig. 5.3(b) respectively. The
shapes produced by the DBN for each discretization and the ones from the convolution stage

per discretization can be seen in Fig. 5.4(a) and Fig. 5.4(b) respectively.

Table 5.2 DL-SCALE performance in Test-Example A.

ne SIMP DL-SCALE Acceleration (%) Obj. Function Value Reduction (%)
Iterations Obj. Function Value Time  Iterations Obj. Function Value Time
20,000 299 20.40 105.74 66 20.08 47.50 55.08 1.54
50,000 308 21.24 289.37 73 21.07 95.82 66.89 0.82
75,000 396 21.71 583.18 77 21.53 143.91 75.32 0.85
100,000 439 21.94 882.32 63 21.85 161.19 81.73 0.40

In Test-Example B, DL-SCALE achieved a maximum reduction of computational time
equal to 81.96% in the case of 100,000 elements in TOP; with respect to SIMP while the
objective function value was decreased by 0.94%. All data recorded in this test can be seen in
Table 5.3. Additionally, the final topologies produced by SIMP alone and the ones proposed
by DL-SCALE, per discretization can be seen in Fig 5.5(a) and Fig. 5.5(b) respectively. The
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Fig. 5.2 Schematic representation of Test-Examples
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(a) (b)

Fig. 5.3 Optimized domain for Test-Example A for each discretization: (a) SIMP output, (b)
DL-SCALE output.
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(a) (b)

Fig. 5.4 Optimized domains for each discretization of Test-Example A as exported from: (a)
DBN, (b) Convolution.
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shapes produced by the DBN for each discretization and the ones from the convolution stage

per discretization can be seen in Fig. 5.6(a) and Fig. 5.6(b) respectively.

Table 5.3 DL-SCALE performance in Test-Example B.

ne SIMP DL-SCALE Acceleration (%) Obj. Function Value Reduction (%)
Iterations Obj. Function Value Time  Iterations Obj. Function Value Time
20,000 220 144.36 68.03 65 141.31 33.23 51.16 2.11
50,000 322 139.14 259.31 60 136.73 62.32 75.97 1.73
75,000 403 139.46 499.28 59 137.41 88.45 82.28 1.47
100,000 375 138.16 631.16 57 136.86 113.85 81.96 0.94

In Test-Example C, DL-SCALE achieved a maximum reduction of computational time
equal to 82.66% in the case of 100,000 elements in TOP; with respect to SIMP while the
objective function value was decreased by 1.65%. All data recorded in this test can be seen in
Table 5.4. Additionally, the final topologies produced by SIMP alone and the ones proposed
by DL-SCALE, per discretization can be seen in Fig 5.7(a) and Fig. 5.7(b) respectively. The
shapes produced by the DBN for each discretization and the ones from the convolution stage

per discretization can be seen in Fig. 5.8(a) and Fig. 5.8(b) respectively.

Table 5.4 DL-SCALE performance in Test-Example C.

ne SIMP DL-SCALE Acceleration (%) Obj. Function Value Reduction (%)
Iterations Obj. Function Value Time  Iterations Obj. Function Value Time
20,000 49 110.04 17.27 56 106.40 43.68 -153.01 3.31
50,000 147 109.02 131.83 61 107.03 82.11 37.71 1.83
75,000 131 109.84 183.52 90 108.11 155.90 15.05 1.58
100,000 438 111.53 845.44 59 109.70 146.61 82.66 1.65

In Test-Example D, DL-SCALE achieved a maximum reduction of computational time
equal to 76.60% in the case of 100,000 elements in TOP; with respect to SIMP while the
objective function value was decreased by 0.87%. All data recorded in this test can be seen in
Table 5.5. Additionally, the final topologies produced by SIMP alone and the ones proposed
by DL-SCALE, per discretization can be seen in Fig 5.9(a) and Fig. 5.9(b) respectively. The
shapes produced by the DBN for each discretization and the ones from the convolution stage
per discretization can be seen in Fig. 5.10(a) and Fig. 5.10(b) respectively.

Table 5.5 DL-SCALE performance in Test-Example D.

SIMP DL-SCALE

ne Acceleration (%) Obj. Function Value Reduction (%)
Iterations  Obj. Function Value Time  Iterations Obj. Function Value Time
20,000 219 18.48 69.70 53 18.13 30.13 56.77 1.89
50,000 245 19.00 198.54 64 18.77 68.42 65.54 1.21
75,000 277 19.22 342.51 64 18.99 100.65 70.62 1.20

100,000 321 19.38 540.44 60 19.21 126.45 76.60 0.87
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Fig. 5.5 Optimized domain for Test-Example B for each discretization: (a) SIMP output, (b)
DL-SCALE output.
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Fig. 5.6 Optimized domains for each discretization of Test-Example B as exported from: (a)
DBN, (b) Convolution.
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Fig. 5.7 Optimized domain for Test-Example C for each discretization: (a) SIMP output, (b)
DL-SCALE output.
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(a)

Fig. 5.8 Optimized domains for each discretization of Test-Example C as exported from: (a)
DBN, (b) Convolution.
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Fig. 5.9 Optimized domain for Test-Example D for each discretization: (a) SIMP output, (b)
DL-SCALE output.
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Fig. 5.10 Optimized domains for each discretization of Test-Example D as exported from:
(a) DBN, (b) Convolution.
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In Test-Example E, DL-SCALE achieved a maximum reduction of computational time
equal to 78.04% in the case of 100,000 elements in TOP; with respect to SIMP while the
objective function value was increased by 2.14%. All data recorded in this test can be seen in
Table 5.6. Additionally, the final topologies produced by SIMP alone and the ones proposed
by DL-SCALE, per discretization can be seen in Fig 5.11(a) and Fig. 5.11(b) respectively.
The shapes produced by the DBN for each discretization and the ones from the convolution

stage per discretization can be seen in Fig. 5.12(a) and Fig. 5.12(b) respectively.

Table 5.6 DL-SCALE performance in Test-Example E.

ne SIMP DL-SCALE Acceleration (%) Obj. Value Reduction (%)

Iterations Obj. Function Value Time  Iterations Obj. Function Value Time

20,000 186 20.88 59.61 58 20.67 40.45 32.15 0.97
50,000 205 20.95 165.86 59 21.21 72.14 56.50 -1.26
75,000 306 21.04 382.83 57 21.44 97.53 74.52 -1.94
100,000 321 21.17 569.66 56 21.62 125.12 78.04 -2.14

5.2 DLRM-TOP - Deep Learning Reduced Order Model
Upgrading

In the current section of the dissertation, a reduced order methodology, utilizing a deep learn-
ing approach, is proposed for reducing computational load and execution time of topology
optimization problems. Reduced order modeling (ROM) or surrogate modeling, is a tech-
nique used for downscaling a complex model to a simpler and smaller one while preserving
the behavioral aspects of the complex model, targeting to reduced computational needs. The
proposed methodology, DLRM-TOP, was inspired based on observation of the performance
and behaviour of DL-TOP and DL-SCALE. Both these methods present a different approach
to Deep Learning-based, feature learning and prediction in Topology Optimization problems.
As previously stated, TO problems are severely greedy in computational demands while this
i1s more evident as population of finite elements in the mesh of the domain to be optimized,
increases. For this reason, exploitation of results of simplified models can be very helpful
when dealing with a complex one. Final optimized topologies of simple models can provide
information for determining the final optimized topology of a the complex one. The proposed
methodology is based on this principle while it focuses on reducing computational load as
well.
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Fig. 5.11 Optimized domain for Test-Example E for each discretization: (a) SIMP output, (b)
DL-SCALE output.
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Fig. 5.12 Optimized domains for each discretization of Test-Example E as exported from: (a)
DBN, (b) Convolution.



5.2 DLRM-TOP - Deep Learning Reduced Order Model Upgrading 141

5.2.1 DLRM-TOP methodology description

As described in the DL-SCALE presentation section, an STO problem T OPy is defined by

the model properties [L{w nel, S{ , Pcf , V,f | (domain dimensions, FE population, support

conditions, loading conditions and target volume), where ne/ = nef; * ne§c * ne{ . Reduced
order STO models with respect to decreased FE population(ne) and identical remaining
properties can be described as: TOP(IE) : [L}]:yz, neg), s/ pl, th ].

The core procedures of DLRM-TOP methodology are described as follows. Assuming
that STO is to be performed in TOPy, the first necessary step involves generation of five
ROMs, (TOP(IE)), with the only difference between each one of them and with 7OPy being
the population of FEs. The population of FEs follows the rule described in Eq. 5.1. The Dy;
domains for each of the five ROMs are formulated and SIMP is applied to each one of them
separately. Contrary to DL-SCALE, SIMP is applied without premature stopping based on
initial iterations criterion. The procedure finishes for each ROM once SIMP convergence is
achieved and the termination criterion (percentage of change) is satisfied. As a result, the

optimized domain D%D T is available. Assuming that TOP(’f) is a 2D domain, its optimized

domain D%D T can be described as follows:

dopt dopt o dopt )
1,1 1,2 (i)
’ ’ 1,ney
opt opt opt
DOPT dZ,l d2.,2 T d2 neld (5.4)
(i) = . ) . " :
A dT
ne)(vl),l ney),Z ne@,new |

In the next step, the initial Dy of TOPy is created where:

-0 0 0 .
&8,
A B (O R
D;O) _ 21 2.72 | 2,@%’ ) (5.5)
© 0 0)
L dnegf ),l dney ),2 ' dneﬁf ),ne)(cf ) |

In the next step, each of the D

tion from neg) to ney. As aresult, regarding TOPy, a dataset containing five topologies is

8)P T is used for generating a topology for D ' through interpola-
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acquired. This dataset, Drop, can be represented as:

- (d) (d) @ 7
Tl,l Tl,z o Tl nell)
) (d) (d)"
sz1 T272 .. T2 )
Drop = .
(é) (é) (d).
| el e 2 ne! ne) | (5.6)
b T(d) o d opt d opt d opt d
where i { kJ}TOP] ’ { I’l’hn}TOPz? ceey { b7C}T0P5 , an

5

; J

i€ [l,neg], jel,nel], ke [l,neyl], 1€ 1,nel],....be[1,ned], c €[l,ne

As it can be seen in Eq. 5.6, a population of ne/ vectors Tl-@ are created which vectors

J
contain the density values of the element of each D%D T that is closer, in terms of geometric

(d)
W
In the following step of DLRM-TOP, a DBN is used for predicting a final density value for

each of the ne/ FEs of T OPy, based on its T, The output of the DBN is used as SIMP input
and in the final stage, SIMP performs the necessary iterations until achieving convergence. A
flowchart of DLRM-TOP methodology is presented in Fig. 5.13

In order for DBN to be able to discover a correlation between T(?) of each FE and its final

density value in TOP](COPT), a calibration procedure needs to be performed after first creating

centers distance, to the element of TOPy that T;*,” describes.

a training dataset.

5.2.2 DBN calibration - Training dataset

The training dataset is created by using the two problems presented previously in 4.2.2, the

cantilever beam and the simply supported beam. The two examples can be viewed in Fig.
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Fig. 5.13 Flowchart of DLRM-TOP methodology

4.5. The required form of the dataset in described in Eq. 5.7.

(1)
opt opt opt opt opt
[dT0P17 drop,> dropys rop,> dTOPJ — dirop,
(2)
opt opt opt opt opt
[dTOPl’ dTOsz dT0P37 dT0P47 dTOPJ — dz,TOPf
(5.7)
dOPt dOPf dOPf dOpl dop[ (ne— 1 ) d
Top,» 4rop,> 4ropy> 4ropr, 4Tops —  One—1,TOP;
(ne)
opt opt opt opt opt
[dTOPl’ dror, dropr, drop,, dT0P5] = dpeTOP;
Input Target

For each of the test examples, the population of FEs of TOP; is chosen equal to 200,000.
Additionally, 5 different combinations of TOP(IE) are used while the population of FEs of
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each TOPR in each combination is presented in Eq. 5.8 for test example i:

1,000 2,000 3,000 4,000 5,000 ]
2,000 3,000 4,000 5,000 6,000
DAT; = | 4,000 5,000 6,000 7,000 8,000 (5.8)
2,000 5,000 7,000 8,000 10,000
6,000 7,000 8,000 9,000 10,000

Both DAT; and DAT,; are joined and the training dataset is formulated, consisting of nearly
1,500,000 cases of [Tl(;l) — dl.T OPf]. Once calibration is completed, DLRM-TOP can be
applied to any STO problem without the need to recalibrate as density fluctuations of any FE
with respect to model upgrading is examined. The performance of DLRM-TOP is evaluated

against five test examples as presented in the next section.

5.2.3 DLRM-TOP performance

The performance evaluation of DLRM-TOP methodology, is based on a series of five 2D
test-examples, known to literature. The test-cases are solved using SIMP methodology
and record is kept regarding necessary iterations for convergence, objective function value
(compliance) and execution time. The same test-examples are also optimized with the
use of DLRM-TOP methodology and the same records are kept. As according to DLRM-
TOP, iterations are performed on domains with less dense meshes, the comparison is based
solely on execution time while iterations are mentioned just as additional information.
In the case of SIMP, the total time from the domain definition and up to the end of the
final iteration is recorder. In the case of DLRM-TOP, the time from the definition of
D%D T to the end of the final iteration of DECO) is recorded. As DLRM-TOP requires the
formulation of five domains with reduced population of FEs per test case for creating
Dng, the population of neVs is equal to [5000, 7000, 10000, 15000, 20000] respectively.
Regarding the population of FEs in the final domain of each test-example, four different
populations are examined in order to evaluate the performance of DLRM-TOP. These four
populations are: [75,000, 100,000, 150,000, 200,000]. The five test-examples used are

described bellow.

Test-Examples description

In Test-Example A, the support conditions refer to fully fixed boundary conditions placed
along the y axis at the left side of the domain and the loading condition refers to two
concentrated forces P along the y axis and applied at the lower and upper corner of the right
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side of the domain. The ratio of ne, to ney is equal to 1/3 while the volume fraction is equal
to 30%.

In Test-Example B, the support conditions refer to fully fixed boundary condition along
the x axis ending at the half of the x dimension and the loading condition refers to one
concentrated force P along the y axis and applied in the fourth of the y dimension. The ratio
of ney to ney is equal to 0.5 while the volume fraction is equal to 30%.

In Test-Example C, the support conditions refer to fully fixed boundary conditions along
the x axis, starting at the 3:8ths of the x dimension and the loading conditions refer to four
concentrated forces P along the y axis and applied at intermediate distances equal to 1:3 of
the x dimension. The ratio of ne, to ney is equal to 0.5 while the volume fraction is equal to
45%.

In Test-Example D, the support conditions refer to two fixed joints placed at both left and
right lower end corners of the domain and the loading conditions refer to one concentrated
force P along the y axis, applied in the middle of the y dimension at the base of the structure.
The ratio of ne, to ney is equal to 1/3 while the volume fraction is equal to 30%.

In Test-Example E, the support conditions refer to two fixed joints placed at both left and
right lower end corners of the domain and the loading conditions refer to one concentrated
force P along the y, applied at the half of the y dimension at the top of the structure. The
ratio of ney to ney is equal to 1/3 while the volume fraction is equal to 30%.

It is worth pointing out that a sensitivity filter with radius equal to 3 was chosen in all
cases as SIMP filter. A schematic representation of the test-examples can be seen in Fig.
5.23.

5.2.4 Results

In Test-Example A, DLRM-TOP achieved a maximum reduction of computational time equal
to 80.64% in the case of 200,000 elements in DECO) with respect to SIMP while the objective
function value was increased by 0.73%. All data recorded in this test can be seen in Table
5.7. Additionally, the final topologies produced by SIMP alone and the ones proposed by
DLRM-TOP, per discretization can be seen in Fig 5.15(a) and Fig. 5.15(b) respectively.

Table 5.7 DLRM-TOP performance in Test-Example A.

ne SIMP DL-SCALE Acceleration (%) Obj. Function Value Reduction (%)
Iterations ~ Obj. Function Value Time Iterations  Obj. Function Value Time
75,000 251 248.41 404.89 80 249.40 219.40 45.87 -0.40
100,000 331 246.46 736.53 61 247.37 224.06 69.58 -0.37
150,000 340 243.52 1203.95 72 245.15 337.66 71.95 -0.67

200,000 521 242.62 2559.05 86 244.39 495.55 80.64 -0.73
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Fig. 5.14 Schematic representation of Test-Examples
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Fig. 5.15 Optimized domain for Test-Example A for each discretization: (a) SIMP output,
(b) DL-SCALE output.
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In Test-Example B, DLRM-TOP achieved a reduction of computational time equal to
56.91% in the case of 200,000 elements in DEP) with respect to SIMP while the objective
function value was decreased by 0.58%. All data recorded in this test can be seen in Table
5.8. Additionally, the final topologies produced by SIMP alone and the ones proposed by

DLRM-TOP, per discretization can be seen in Fig 5.16(a) and Fig. 5.16(b) respectively.

Table 5.8 DLRM-TOP performance in Test-Example B.

SIMP DL-SCALE

ne Acceleration (%) Obj. Function Value Reduction (%)
Iterations ~ Obj. Function Value Time Iterations Obj. Function Value Time
75,000 401 159.86 505.88 79 158.83 292.43 42.19 0.64
100,000 444 158.44 774.02 58 157.83 291.76 62.31 0.38
150,000 514 156.35 1438.26 98 155.73 461.50 67.91 0.40
200,000 367 156.01 1382.55 107 155.10 595.76 56.91 0.58

In Test-Example C, DLRM-TOP achieved a reduction of computational time equal to
78.69% in the case of 200,000 elements in D(fo) with respect to SIMP while the objective
function value was increased by 0.11%. All data recorded in this test can be seen in Table
5.9. Additionally, the final topologies produced by SIMP alone and the ones proposed by

DLRM-TOP, per discretization can be seen in Fig 5.17(a) and Fig. 5.17(b) respectively.

Table 5.9 DLRM-TOP performance in Test-Example C.

ne SIMP DL-SCALE Acceleration (%) Obj. Function Value Reduction (%)
Iterations Obj. Function Value Time Iterations Obj. Function Value Time
75,000 131 109.84 225.78 61 109.73 196.48 12.98 0.10
100,000 438 111.53 1025.44 65 111.03 243.43 76.26 0.45
150,000 509 111.52 1888.79 74 21.62 321.29 61.44 0.09
200,000 556 112.51 2838.85 101 112.63 604.94 78.69 -0.11

In Test-Example D, DLRM-TOP achieved a reduction of computational time equal to
60.58% in the case of 200,000 elements in D;O) with respect to SIMP while the objective
function value was increased by 0.01%. All data recorded in this test can be seen in Table
5.10. Additionally, the final topologies produced by SIMP alone and the ones proposed by
DLRM-TOP, per discretization can be seen in Fig 5.18(a) and Fig. 5.18(b) respectively.

Table 5.10 DLRM-TOP performance in Test-Example D.

ne SIMP DL-SCALE Acceleration (%) Obj. Function Value Reduction (%)
Iterations Obj. Function Value Time Iterations Obj. Function Value Time
75,000 261 21.30 330.54 74 21.22 204.30 38.19 0.38
100,000 326 21.45 559.69 79 21.38 252.59 54.87 0.33
150,000 310 21.60 833.30 74 21.62 321.29 61.44 -0.06
200,000 358 21.79 1306.80 99 21.79 515.14 60.58 -0.01

In Test-Example E, DLRM-TOP achieved a reduction of computational time equal to
67.48% 1in the case of 200,000 elements in D;O) with respect to SIMP while the objective
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Fig. 5.16 Optimized domain for Test-Example B for each discretization: (a) SIMP output, (b)
DL-SCALE output.
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Fig. 5.17 Optimized domain for Test-Example C for each discretization: (a) SIMP output, (b)
DLRM-TOP output.
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Fig. 5.18 Optimized domain for Test-Example D for each discretization: (a) SIMP output,
(b) DLRM-TOP output.
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function value was decreased by 0.77%. All data recorded in this test can be seen in Table
5.11. Additionally, the final topologies produced by SIMP alone and the ones proposed by
DLRM-TOP, per discretization can be seen in Fig 5.19(a) and Fig. 5.19(b) respectively.

Table 5.11 DLRM-TOP performance in Test-Example E.

ne SIMP DL-SCALE Acceleration (%) Obj. Function Value Reduction (%)
Iterations ~ Obj. Function Value Time Iterations  Obj. Function Value Time
75,000 314 23.71 462.43 80 23.72 246.44 46.71 -0.05
100,000 393 23.79 813.58 114 23.78 261.53 55.56 0.08
150,000 429 23.99 1396.71 183 23.87 718.71 48.54 0.49
200,000 573 24.16 2538.61 156 23.97 820.53 67.68 0.77

5.3 CN-TOP - Deep Learning Model Enhancing

In recent bibliography, a lot of work is presented on improving image quality and upscaling
image or even video resolution [43, 85, 123, 154, 223] with the use of deep neural net-
works (mainly generative adversarial networks and convolutional neural networks). These
approaches are being used in several forms from object recognition to security identification
applications. Convolutional neural networks have also been applied in TO problems in a
different manner previously [198]. In the current section of the dissertation, the application of

such methodology for reducing computational load of TO in a reduced order model manner.

5.3.1 CN-TOP methodology description

As previously stated, TO result of a 2D problem is a matrix D, where each value represents

the material density in the current FE. For example, an optimized domain as described in Eq.
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Fig. 5.19 Optimized domain for Test-Example E for each discretization: (a) SIMP output, (b)
DLRM-TOP output.
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5.9 is visualized in gray-scale as it can be seen in Fig. 5.20.
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Fig. 5.20 Visualization of optimized domain D, according to Eq. 5.9.

5.9
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Every image, can be described as a matrix with [x,y, z] dimensions where x,y define the
image resolution (i.e. the number of pixels) and z represents the number of colour channels.
By increasing the resolution of an image, magnification of an image is possible with restricted
noise per pixels. In the case of TO, this means that information stored per pixel is increased
resulting to a smoothed image. This can be translated into increasing the mesh of the 2D
domain without adding significant amount of error in the density information for each FE.

Increasing image resolution techniques are divided into two major categories:

* Single-frame super-resolution, where only one frame of an image is used for increasing

the resolution of the same image

» Multi-frame super-resolution, where several frames of the image are used for generating

a super-resolution image

with several methods proposed in each of the above categories. As generating frames in
TO is time-consuming, the first category is more convenient in this case. One of the most
well-known methods for single-frame image super-resolution is the Fast Super-Resolution
Convolutional Neural Network (FSRCNN) [43] which is based on Super-Resolution Convo-
lutional Neural Network (SRCNN) [42] firstly introduced in 2014.

FSRCNN

FSRCNN is a deep convolutional neural network developed for performing single-frame
image super-resolution. FSRCNN which consists of five functional modules [43]. These

modules are:
» Feature extraction (Convolution)
¢ Downsize (Convolution)
* Mapping (Convolution)
* Upscale (Convolution)
* De-convolution

FSRCNN can be schematically represented as seen in Fig. 5.21.
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Fig. 5.21 Schematic representation of an FSRCNN.

CN-TOP methodology

As previously described, a 2D optimized domain D; of size [ny, n,] can be represented as a

2D matrix as seen in Eq. 5.10.

d1,1 d1,2 dl,nx
o1 dry ... doy,

T (5.10)
dny,l dny,2 dny,nx

where d; ; is the density value of the [i, j] FE, while the image of this topology can be
described by the /m; matrix presented in Eq. 5.11.

V1,1 Vig ... vlJ’x
V2.1 V22 ... V2p

Imi=| 7 . (5.11)
VPy»l v[’y72 Tt VPyJ’x

where v; ; is the pixel colour value of the [, j] in gray-scale and py, py is the pixel number per
axis. As stated in a previous section, the computational time for applying SIMP is heavily
depended on the number of FEs in the domain. The basic idea behind CN-TOP is to optimize
a coarse domain with SIMP and use a trained FSRCNN network to increase the resolution of
the SIMP result.

The basic steps of CN-TOP are:
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* SIMP on coarse domain

* Increased resolution on SIMP output via FSRCNN
* Dense re-meshing of FSRCNN output

* Applying SIMP on re-meshed domain

On the first step, the coarse domain D, is created with x. * y. number of FEs. This domain
is optimized with the use of SIMP and an optimal topology D¢ is acquired. The image
of D" is then fed into the trained FSRCNN network and the network outputs a topology
image with increased resolution, Imgp in the second step. In the third step, the Imgp image
1s translated into a domain Dgﬁt and this domain is re-meshed in a dense manner, resulting
to DZIZ:Z o With a? % x, * y. number of FEs where a is the multiplying factor defining the size

proportion between the coarse and the dense domain. The density value of each element

in the dense domain is set equal to the one with the minimum geometric distance from the

opt

Jense With the use ofa

coarse domain. Before the fifth step, a convolution is performed on D

dilate smoothing filter (ds;;). An example of such a filter can be seen in Eq. 5.12.

00100
01110
dip=11 1111 (5.12)
01110
1001 0 0|

In the final step, Dfl’;; 5 18 used as SIMP input and optimization is performed until convergence
is achieved and the final topology D;p " is acquired. A flowchart of CN-TOP can be seen
in Fig. 5.22. As it can be seen previously, a trained FSRCNN is needed for applying CN-
TOP method. This network needs to be trained in recognizing transformations between TO
problems from coarse to dense meshes. In order for this to be possible, a training set needs

to be defined.

5.3.2 CNN calibration - Training dataset

The calibration of FSRCNN requires the generation of a training dataset that consists of pairs
of input and output optimized topologies where the only difference between member of the
same pair is the population of FEs. In detail, a dataset consisting of 10,000 pairs (20,000
topologies) is generated by using the code presented by Sosnovik and Oseledets [198] and
Hunter et al. [84]. With the use of these codes, 10,000 pairs of optimized topologies where
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Fig. 5.22 Flowchart of CN-TOP method.

Xc =y, =40 and a = 4 where created. The FSRCNN was trained on the above generated
dataset before being used in CN-TOP method.

5.3.3 CN-TOP performance

CN-TOP methodology performance evaluation, is based on five 2D test-examples, known to
literature. The test-cases are solved using SIMP methodology and record is kept regarding
necessary iterations for convergence, objective function value (compliance) and execution
time. The same test-examples are also optimized with the use of CN-TOP methodology and
the same records are kept. As according to CN-TOP, iterations are performed on a domain
with less dense mesh along with the final one, the comparison is based solely on execution
time while iterations are mentioned just as additional information. In the case of SIMP, the
total time from the domain definition and up to the end of the final iteration is recorder. In
the case of CN-TOP, the time from the definition of D, to the end of the final iteration of
Dy is recorded. As CN-TOP requires the formulation of a domain with reduced population
of FEs per test case for creating D,., the population of ne, is equal to 20000. Regarding the
population of FEs in the final domain, it is chosen equal to 180,000, nine times bigger than
the reduced one (a = 3). The five test-examples used are described below.
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Test-Examples description

In Test-Example A, the support conditions refer to two fixed joints placed at the two right
corners of the domain and the loading conditions refer to two concentrated forces P along
the x axis and applied in the left and right middle of the span in the y dimension. The ratio of
ne, to ney is equal to 0.5 while the volume fraction is equal to 30%.

In Test-Example B, the support conditions refer to fully fixed boundary condition along
the x axis ending at the half of the x dimension and the loading condition refers to one
concentrated force P along the y axis and applied in the fourth of the y dimension. The ratio
of ney to ney is equal to 0.5 while the volume fraction is equal to 30%.

In Test-Example C, the support conditions refer to fully fixed boundary conditions along
the x axis, starting at the 3:8ths of the x dimension and the loading conditions refer to four
concentrated forces P along the y axis and applied at intermediate distances equal to 1:3 of
the x dimension. The ratio of ne, to ne, is equal to 0.5 while the volume fraction is equal to
50%.

In Test-Example D, the support conditions refer to two fixed joints placed at both left and
right lower end corners of the domain and the loading conditions refer to one concentrated
force P along the y axis, applied in the middle of the y dimension at the base of the structure.
The ratio of ne, to ney is equal to 1/3 while the volume fraction is equal to 30%.

In Test-Example E, the support conditions refer to two fixed joints placed at both left and
right lower end corners of the domain and the loading conditions refer to one concentrated
force P along the y, applied at the half of the y dimension at the top of the structure. The
ratio of ne, to ney is equal to 1/3 while the volume fraction is equal to 30%.

It is worth pointing out that a sensitivity filter with radius equal to 3 was chosen in all
cases as SIMP filter. A schematic representation of the test-examples can be seen in Fig.
5.23.

5.3.4 Results

In Test-Example A, CN-TOP achieved a reduction of computational time equal to 67.90%
with respect to SIMP while the objective function value was decreased by 0.25%. The
final topology produced by SIMP alone, the one proposed by CN-TOP, the CNN proposed
topology and the one exported from convolution can be seen in Fig 5.24(a),(b),(c) and Fig.
5.24(d) respectively. In Test-Example B, CN-TOP achieved a reduction of computational
time equal to 75.22% with respect to SIMP while the objective function value was decreased
by 0.64%. The final topology produced by SIMP alone, the one proposed by CN-TOP,

the CNN proposed topology and the one exported from convolution can be seen in Fig
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Fig. 5.23 Schematic representation of Test-Examples
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5.25(a),(b),(c) and Fig. 5.25(d) respectively. In Test-Example C, CN-TOP achieved a
reduction of computational time equal to 71.71% with respect to SIMP while the objective
function value was increased by 0.19%. The final topology produced by SIMP alone, the one
proposed by CN-TOP, the CNN proposed topology and the one exported from convolution
can be seen in Fig 5.26(a),(b),(c) and Fig. 5.26(d) respectively. In Test-Example D, CN-
TOP achieved a reduction of computational time equal to 72.40% with respect to SIMP
while the objective function value was decreased by 0.05%. The final topology produced
by SIMP alone, the one proposed by CN-TOP, the CNN proposed topology and the one
exported from convolution can be seen in Fig 5.27(a),(b),(c) and Fig. 5.27(d) respectively.
In Test-Example E, CN-TOP achieved a reduction of computational time equal to 67.87%
with respect to SIMP while the objective function value was decreased by 0.25%. The
final topology produced by SIMP alone, the one proposed by CN-TOP, the CNN proposed
topology and the one exported from convolution can be seen in Fig 5.28(a),(b),(c) and Fig.
5.28(d) respectively. All data recorded for CN-TOP can be seen in Table 5.12.

Table 5.12 DLRM-TOP performance in Test-Examples A to E.

SIMP CN-TOP

Test Example Acceleration (%) Obj. Function Value Reduction (%)
Iterations  Obj. Function Value Time Iterations  Obj. Function Value Time
A 375 242.96 1336.94 108 242.36 429.10 67.90 0.25
B 507 156.77 2025.16 101 155.76 501.74 7522 0.64
C 517 111.98 2243.77 142 112.19 634.77 71.71 -0.19
D 336 21.67 1347.37 71 21.66 371.94 72.40 0.05
E 310 24.12 1050.74 86 23.85 337.56 67.87 1.11
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Fig. 5.24 Optimized domain for Test-Example A for each discretization: (a) SIMP output,
(b) CN-TOP output, (c) CNN output, (d) Convolution output.
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Fig. 5.25 Optimized domain for Test-Example B for each discretization: (a) SIMP output, (b)
CN-TOP output, (c) CNN output, (d) Convolution output.
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(d)

Fig. 5.26 Optimized domain for Test-Example C for each discretization: (a) SIMP output, (b)
CN-TOP output, (c) CNN output, (d) Convolution output.
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Fig. 5.27 Optimized domain for Test-Example D for each discretization: (a) SIMP output,
(b) CN-TOP output, (c) CNN output, (d) Convolution output.
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Fig. 5.28 Optimized domain for Test-Example E for each discretization: (a) SIMP output, (b)
CN-TOP output, (c) CNN output, (d) Convolution output.



Chapter 6

Generative design based on Deep
Learning and Optimization

6.1 Generative design

Generative design (GD) can be described as a methodology of creating a population of
designs with respect to architect/engineer-defined constraints with the use of one or more
algorithms in an iterative manner. GD works as a designer support tool which helps in
expanding possible prototypes for the small number of designer’s experience generated
ones to the large number of computer generated ones. It differs from shape-generating
optimization methods like topology optimization as GD focuses on producing a population
of feasible solutions with respect to constraints and criteria while optimization methods focus
on discovering a single optimal solution according to architect/engineer-defined constraints.
Usually, GD is performed with the use of nature-mimicking procedures like growth, evolution,
etc. In a short historical review, it can be witnessed that GD methods were introduced around
1975 with an effort to algorithmically mimic design patterns in nature like leafs [130] and
dendritic shapes [140]. In the following years up to today, several other approaches have
been proposed [35, 20, 69, 80, 157]. The main sectors where GD is applicable are:

* Product manufacturing

* Automotive industry

* Aerospace industry

* Architectural and construction industry

Some widely used methods in GD in the past in architecture are [195]:
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* Cellular automata [214, 219]
e L-systems [130]
* Shape grammar [199]

In the recent years commercial software from well-known companies in the field of engineer-

ing software have been presented with some of them being:
« Autodesk’s Fusion 360°
* Altair’s Inspire®

It is also worth pointing out that commercial applications of GD are now a reality. For
example, a part of AIRBUS 320© has been developed with a GD technique based on two
algorithms, Slime Mold and Bone Growth algorithm [7], also the office floor planning
of Autodesk’s Mars® building in Toronto was also designed via GD [8, 212]. Regarding
manufacturing industry, the combination of GD and 3D printing is already being used in
several product types ranging from furniture to bicycle parts and many more.

In the current chapter of the dissertation, a new method for Generative Design inspired by
the combination of SIMP approach and methodologies developed in the framework of this
thesis (i.e. DL-SCALE and DLRM-TOP) is presented. This method presents a significant
ability to propose different designs in a automated way through topology optimization and
deep learning while the only necessary architect/engineer effort is the definition of the
design domain size, loading and support conditions and preferred volume fraction (which
are also parameters that will affect the aesthetic of the designs obtained and represent the

architect/engineer intervention).

6.2 DzAIN - Generative design by Deep Learning

In the current section a method for computer generated design, DzAIN, is described. This
method is based on the form-finding principles of SIMP and the differentiating shape gener-
ation strength of DL-SCALE and DLRM-TOP. SIMP has the ability to define the optimal
volume distribution inside a domain with respect to structural performance, worth mentioning
that the proposed methodology is not limite to SIMP only it is straight forward to imple-
mented either with Level-Set or BESO approaches. As a gradient-based method, a domain
with specific loading and support conditions and identical SIMP parameters (filter, volume
fraction, etc.) will always converge to the same shape. The goal of generative design is to

offer the designer the ability to quickly produce a large number of initial designs without
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any architect/engineer interference apart from providing the problem definition parameters.
DL-SCALE and DLRM-TOP have the ability to generate alternate shapes according to the
data used as input. DzAIN, presented in detail below, exploits the combination of the above
features of SIMP, DLRM-TOP and DL-SCALE.

6.2.1 DzAIN method description

An STO problem, as previously mentioned, is characterized by the following model properties
of TOP/:

e Domain dimensions (L)Jccyz)
* FE population (ne/)
* Support conditions (S{ )

* Loading conditions (Pcf )
* Target volume (V,f )

From the generative design aspect, these properties represent the user input from which sev-
eral shapes must be produced. As described in the DL-SCALE and DLRM-TOP description
sections, the SIMP-generated premature and final topologies of five reduced models with
different ne’s can assist in finding the optimal topology of a model with significantly denser
mesh. It can be witnessed in the results of DLRM-TOP and DL-SCALE that although the
objective function value of DL-based generated topologies is similar to the one generated by
SIMP, worth mentioning that the shapes of the two DL methods present differences with the
ones produced by SIMP. This observation led to the creation of DzAIN method.

According to DzAIN, when designing a specific shape, the model properties of TOP/ need to
be defined by the architect/engineer. Accordingly, the model properties of TOPIR , T0P2R , T0P3R ,
TOPf and TOPSR are defined. SIMP is applied to each of the TOPlR and 35 iterations are
performed. Record is kept of the density matrix D at 5 different numbers of performed
iterations resulting to Dé. where j € [5,10,15,20,25,35] and i € [1,2,3,4,5]. Those D;
matrices are extrapolated to the mesh dimensions of TOP/ as described in DL-SCALE and
DLRM-TOP methods, creating Di.(F).

Accordingly, six different inputs TZk are created where k € [1,2,3,4,5,6] by using the
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extrapolated density matrices for each i. TZk can be seen in Eq. 6.1.
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T T ... T
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Each of the six Tzk is used as input for a trained DBN network as described in DLRM-TOP
section. The output of the network is a proposed topology with ne/ FEs. The procedure
continues by applying for different convolution filters in each TZk and four filtered TZk(F”t)
density matrices are acquired per k. As a result, a total of 24 proposed density matrices are
acquired. Each one is then passed into SIMP for fine-tuning. The fine-tuning step includes
20 iterations. The final output of fine-tuning are 24 proposed shapes with respect to initial
problem definition. It is worth pointing out that no changes where made in the sensitivity
filter and the volume fraction in order to prove the capabilities of DzAIN with no changes
in the STO problem definition. It is obvious that by including changes in the above two
parameters, the population of proposed shapes can increase rapidly. A flowchart of DzAIN

can be seen in Fig. 6.1.

6.2.2 DzAIN method test examples

DzAIN performance is evaluated on four 2D test-examples known to literature. The FE
populations used in reduced domains are equal to 7,000, 10,000, 15,000, 20,000, 25, 000]
while the number of FEs in the final domain is equal to 75,000.

In Test-Example A, the support conditions refer to two fixed joints placed at the two right
corners of the domain and the loading conditions refer to two concentrated forces P along
the x axis and applied in the left and right middle of the span in the y dimension. The ratio of
ne, to ney is equal to 0.5 while the volume fraction is equal to 60%.

In Test-Example B, the support conditions refer to fully fixed boundary condition along

the x axis ending at the half of the x dimension and the loading condition refers to one
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Fig. 6.1 Flowchart of DzZAIN method.

concentrated force P along the y axis and applied in the fourth of the y dimension. The ratio
of ney to ney is equal to 0.5 while the volume fraction is equal to 35%.

In Test-Example C, the support conditions refer to two fixed joints placed at both left and
right lower end corners of the domain and the loading conditions refer to one concentrated
force P along the y, applied at the half of the y dimension at the top of the structure. The
ratio of ne, to ney is equal to 1/3 while the volume fraction is equal to 50%.

In Test-Example D, the support conditions refer to two fixed joints, the first is placed at
the lower right corner of the domain the second at the 3/5 of the lower edge. The loading
conditions refer to a distributed load P along the y axis and applied along the x dimension.
The ratio of ne, to ney is equal to 0.5 while the volume fraction is equal to 45%.

It is worth pointing out that a sensitivity filter with radius equal to 3 was chosen in all
cases as SIMP filter while no symmetry is imposed. A schematic representation of the

test-examples can be seen in Fig. 6.2.

6.2.3 DzAIN method results

In Test-Example A, 24 different designs generated by DzAIN are presented in Fig. 6.3a, 6.4b, 6.5c.

The designs generated for Test-Examples B,C and D can be seen in Fig. 6.6a, 6.7b, 6.8c,
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Fig. 6.2 Schematic representation of Test-Examples

Fig. 6.9a, 6.10b, 6.11c, and Fig. 6.12a, 6.13b, 6.14c, respectively. These figures present the
variation of the equivalent solution generated by means of DzAIN.
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Fig. 6.3 a. Generated designs 1-8 for Test-Example A.
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Fig. 6.6 a. Generated designs 1-8 for Test-Example B.
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Fig. 6.7 b. Generated designs 9-16 for Test-Example B.
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Fig. 6.8 c. Generated designs 17-24 for Test-Example B.
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Fig. 6.9 a. Generated designs 1-8 for Test-Example C.
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Fig. 6.10 b. Generated designs 9-16 for Test-Example C.
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Fig. 6.11 c. Generated designs 17-24 for Test-Example C.
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Fig. 6.12 a. Generated designs 1-8 for Test-Example D.
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Chapter 7

Future Work

In the course of this dissertation, knowledge and experience was gained in the fields of
metaheuristics, machine learning, topology optimization, generative design and reduced
order modeling while generated work on these fields was presented previously. Dealing
with these topics on an everyday basis, led to the presented work but it, more importantly,
led to new ideas and areas for development and testing. According to the writer’s opinion,
deep learning approaches present important features that can be exploited in problems that
structural engineers face in their everyday practice. These features need to be thoroughly
examined in order to be able to find the specific approach that can be assisted by deep
learning. Additionally, new methods of deep learning usage on civil engineering problems
can be established.

As also discussed and presented previously, deep leaning has proven to be successful in

applications of:
* Computational load reduction
* Shape diversification
* Massive data handling
* Discovery of higher order correlations in data

The above abilities were identified through applications presented in previous chapters of
this dissertation. In the following part of the dissertation, a few thoughts on possible future

work of the writer are denoted.
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7.1 Deep Learning in Topology Optimization

Apart from the work presented previously in the application of deep learning techniques in

TO problems, there are several aspects that could be further examined. These aspects involve:
* Improvement of training dataset used in the methods previously described.
* Creating an on-line application for DL-TOP.
* Applying DL-SCALE and DLRM-TOP in 3D topology optimization problems.

* Further examine possible applications of CNNs in topology optimization problems.

Improvement of training dataset

In DL-TOP, a DBN network is trained in discovering correlations between initial values of
density of a FE and its final value. Two datasets were created and tested with respect to
correct prediction and generality. As described previously, these two databases are different
in terms of distribution of classes. In the training procedure of both databases, the success
rate was in the range of 87% to 92%. According to the writer’s opinion, further tweaking of
DBN training parameters can be examined. By applying these two modifications, the success
rate of training can be increased up to a maximum of 95% which will lead to even better
improvement of DL-TOP performance. According to the writer’s opinion, a rate higher to
95% cannot be achieved realistically as there will always be some elements that alter their

density value in an unpredictable manner.

DL-TOP on-line

As previously presented, DL-TOP performs significantly well regardless of the type of
topology optimization problem. Moreover, the executional time of DL-TOP is minimal,
even on a serial mode of execution. In most cases, the significant part of DL-TOP from the
perspective of time, is the execution of 36 iterations of the original topology optimization
problems. The other two parts of the method (prediction of a close-to-final density per FE
and SIMP fine-tuning) require much less time than the first one. By exploiting this advantage,
an on-line application can be created for applying DL-TOP in any user-applied TO problem.
It is also very important that DL-TOP does not need any information regarding geometry,
loading conditions, support conditions, volume fraction, etc. of the user-defined TO problem.
A user can provide the first 36 results of SIMP (density per iteration per FE) and an on-line
pre-trained DBN will export the close-to-optimal density value for all FEs in the domain.

This export can be fine-tuned by the user through SIMP application.
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3D DL-SCALE and DLRM-TOP

In this dissertation, the two proposed model-upgrading methods (DL-SCALE and DLRM-
TOP) are proven to be significantly successful in reducing computational load of 2D TO
problems. The current formulation of these two methodologies is applicable in 2D TO
problems. The basic concept of each of them is not restricted to 2D problems but it can also
be applied to 3D ones where acceleration is expected to be even higher. In order for this to
happen, a modification is needed in the way that the initial volume of the FEs of the final
domain is chosen with respect to the ones of the less dense meshed domains. For example,
geometric distance can again be the criterion but in this case, 3D coordinates must be used.
Additionally, the convolution part of both methods also needs to be modified in order to be
applicable on 3D domains. Both the above changes are necessary but doable at the same time.
As aresult, it is the writer’s opinion that DL-SCALE and DLRM-TOP can be successfully
applied to 3D TO problems as well.

Exploit CNN applications in Topology optimization

While CNNs are becoming very successful in several complex real-life applications, they are
mostly used in image-related tasks, mainly due to their architecture. Although TO presents
an image-related aspect, as a form-finding method, further applications of CNNs can be
examined which are not image-based. New CNN architectures are being proposed with
increased capabilities and input characteristics. As in structural engineering, almost no
real-life tasks are two-dimensional, it is worth looking for new features in CNNs that can
exploit their advantage of very deep architectures for assisting researchers in the field of

structural engineering.

7.2 Conceptual Design and 3D printing

In Chapter 6, DzAIN, a DL/Optimization approach on Conceptual Design was presented.
With this method, a large number of initial designs can be produced in a very short time while
the designer can select the most preferable one(s) and edit them according to his insights
and intuition. TO has been successfully applied in massive production of mechanical parts
in several structures ranging from car to airplane parts. 3D printing has also assisted in
automating the procedure of exporting the designer’s model to a usable part. For various,
mainly technical and economical reasons, this practice has not been yet applicable to civil
engineering structures.

Recent advances in 3D printing are bringing metal structures and fiber-reinforced concrete
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closer to structural engineering. As this major gap is being bridged, the exploitation of TO
and conceptual design in civil engineering is approaching every-day practices. According to
the writer’s belief, this field of research will attract a lot of interest in the following years.
TO, DL and 3D printing are not only necessary but almost obligatory in this research field.
Either in terms of pre-constructed parts or free-form structures, the above methodologies will
be proven very useful.

As a result, the writer is very interesting in working on defining a prototype framework under
which the previously described methodologies will be used in a collaborative manner in the

field of civil engineering constructions.

7.3 Deep Learning in Dynamic Analysis of Structures

According to the presented work regarding Deep Learning and reduced order models, there
are significant capabilities in this approach. Dynamic structural analysis represent also a
computationally demanding procedure. An attempt to accelerate the procedure through deep
learning will be examined. The computational load of dynamic analysis depends on the
number of nodes in the structural system examined and the number of seismic accelerations

examined. According to the writer’s opinion, a DL approach can be examined on two levels:
* Reduce dimension of acceleration time-series.
* Reduce number of nodes according to seismic behavior.

Both these approaches will be examined in the future.
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