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Abstract

The current thesis focuses on the optimization of vehicle and seat suspension systems. A vehicle sus-

pension system cannot eliminate the compromise between the parts of the most prominent conflict in

automotive industry, i.e. the passenger’s ride comfort and the vehicle’s stability. However, they are

able to combine the above-mentioned parts optimally. Considering the importance of a good suspen-

sion design, in this thesis, its optimization is studied extensively. Firstly, the most common mathemat-

ical models for simulation of vehicle dynamics are compared and investigated in order to conclude

to the most appropriate for our research. Afterwards, an assessment of the optimization procedure in

single and multiple objective optimization problems is conducted with respect to the efficiency of both

the objective functions and the optimization algorithms. Then, an approach for handling the objective

functions in multi-objective optimization problems is presented in order to minimize their number and

save computational time. The research for a high quality suspension system included also the study of

semi-active suspensions and resulted in the development of a novel distribution-based control strategy

(CDF) for skyhook control algorithms . Later, the conclusions regarding the optimization procedure

are applied to various semi-active control algorithms, which also adopt the novel control strategy, in

order to find their optimum design solution. However, the optimum design of a vehicle suspension

system is not the only prerequisite for ride comfort. Seat suspension systems, are considered impor-

tant and necessary so as to further isolate the passengers from the adverse effects of their exposure to

vibration. In this respect, the modeling and the optimization of seat suspension systems is studied in

this thesis. More specifically, a novel isolator with embedded negative stiffness elements (KDamper),

which has proven efficient in other applications, is applied in a seat suspension and is benchmarked

against the most common isolators in seat design, conducting an extensive dynamic analysis.

To sum up, in respect with the above, this thesis is organized as follows:



The first chapter discusses and reviews the literature regarding the four areas, where this thesis

emphasized: (a) the mathematical models for the simulation of vehicle dynamics, (b) the semi-active

suspensions, (c) the optimization of both passive and semi-active suspension systems and (d) the

modeling and the optimization of seat suspensions. More specifically, the current chapter presents

the evolutionary process of the research and exposes the technological attempts, perspectives and

limitations resulted by various researchers working in the above-mentioned subjects.

The second chapter illustrates all the mathematical models used in this thesis, in order to study the

dynamic behavior of the vehicle. Also, the equations of linear and nonlinear suspension systems are

presented along with the control algorithms of semi-active suspension systems. Then, the vibration

isolators applied to seat suspensions, in this thesis, in addition with a passenger model are described

and their governing equations are presented. In order to assess the vehicle performance and the seat

discomfort, the ride comfort and important aspects of suspension design are quantified and displayed.

Last but not least, the modeling of discrete and continuous road irregularities is discussed in order to

test the vehicle and the seat response under different conditions.

The third chapter illustrates a comparative work regarding the accuracy of vehicle models, and in-

vestigates if there is need for additional complexity, either by using a model with more degrees of

freedom or by adding more elements in the one selected (anti-roll bars, tire dampers etc.). Thus, four

vehicle models with various configurations are compared in terms of accuracy with respect to different

performance metrics. More specifically, both passive and semi active suspensions are employed to the

models, while the effect of adding anti-roll bars and tire dampers is also investigated. The transient

behavior of the suspension system and the overall vehicle performance are assessed in terms of ride

comfort, vehicle handling and road holding using different road excitation.

The fourth chapter presents a novel distribution-based skyhook (SH) control strategy of semi-active

vehicle suspensions. The novelty of this strategy lies upon the use of an appropriate threshold in

the control algorithm’s operational conditions. More specifically, the proposed strategy quantifies the

severity of the operational conditions and controls the damper’s state based on their magnitude and

not based on their sign. The value of the threshold depends on the induced vibrations by the road

profile, but not from class. The strategy is applied to two SH control algorithms and is tested by using

a quarter car model excited by four different road excitation. Additionally, a sensitivity analysis for

various threshold values is performed for all the random road profiles, investigating the impact of

adopting CDF strategy to various performance metrics.

The fifth chapter investigates the optimization procedure of suspension systems. More specifically,

not only the efficiency of different optimization methods is studied but also the efficiency of vari-

ous fitness and objective functions. In order to investigate thoroughly the optimization procedure,

both single (SOO) and multi-objective optimization (MOO) approaches have been adopted. The sin-

gle objective approach offers a limited insight in the suspension optimization problem but due to its

simplicity it is often preferred over the more complex and time consuming multi-objective approach.



A simple multi-objective dealing strategy, known as pseudo-MOO techniques, is used in this thesis

and suggests the combination of multiple objective functions using weighting factors. Also, three (3)

optimization algorithms are used (Genetic Algorithms, Gradient Based and a hybridization of them)

for the optimization of the five (5) most common objective functions in the literature, which follow

SOO and pseudo-MOO approaches. The results are compared using figures illustrating the relation

between the objectives, tables displaying the optimal design variables and important performance

metrics regarding the dynamic behavior of the vehicle. Also, a benchmark against all the solutions is

illustrated.

The sixth chapter focus on an approach of minimizing the computational time needed for the Pareto

method, allowing the GAs to be attractive again in the optimization of suspension systems. Re-

searchers sometimes end up using more than one objective function representing the same requirement

and the dimension of the optimization problem grows. Thus, the optimization procedure becomes

very quickly ineffective and the merits of the GAs are put aside because of the increased computa-

tional time of the simulations. Applying this approach, this thesis proves that the increasing use of

objective functions, which depict the same requirement, doesn’t help the optimizer to converge to

more "optimal" solutions. In order to prove the above, at first, four SOO problems using the most

common functions are presented (Part A) and a sorting algorithm is implemented in order to obtain

the optimum solution among them. Afterwards, this thesis presents an approach for handling the ob-

jective functions, where they are divided in main and supplementary ones (Part B). The main ones

(3) are introduced in the multi-objective genetic algorithm (MOGA), while the supplementary ones

(3) are introduced in the sorting algorithm (KE) in order to rank the Pareto alternatives and vet the

optimum solution. Afterwards, the six objective functions, the three main and the three supplementary

of Part B, are introduced to the MOGA (Part C) and then they resulting solutions of the Pareto front

are implemented in the sorting algorithm. The optimum solutions of the three parts are compared in

terms of the objectives, the design variables and important metrics indicating the vehicle performance.

The seventh chapter investigates the optimization of semi-active suspension systems operating with

various skyhook (SH) control algorithms. In addition, the novel distribution-based control strategy

(CDF) proposed in this thesis is applied to them. In contrast to the literature that focus mainly on

ride comfort and road holding, in this thesis we investigate the design of semi-active suspensions with

respect to more performance aspects. More specifically, apart from ride comfort and road holding,

the trade-off between the dissipated energy and the vibration control performance is considered. Fur-

thermore, the chatter in the response of the vehicle is used as a design criterion. However, in order to

consider all these objectives without costing computational time in the optimization procedure, the ap-

proach based on KEMOGA algorithm is applied, as described in Chapter 7. Firstly, the vehicle model

is optimized with respect to ride comfort and road holding using a multi-objective genetic algorithm

(MOGA). Each of these two objectives is represented by a single performance index, considering the

outcomes of Chapter 6. Then, a sorting algorithm (KE) is applied so as to seek the optimum solution

among the alternatives from MOGA considering the extra objectives.



The eighth chapter illustrates the application of a novel isolator (KDamper) in seat suspensions and

its benchmark against four established isolators in seat design. The isolators are optimized using

MOO methods (Pareto) and then their pareto fronts are compared. The optimum solutions occur for

the excitation of the isolators with the response of the sprung mass of a vehicle, when it drives over

random road profiles of different classes. Furthermore, an extensive dynamics analysis of the isolators

is conducted. Three types of analysis are used for comparing the models and extracting conclusions

for the levels of the isolation, the adaptability and the universality of the models in different excitations

corresponding to different road classes and in different seated passengers. Moreover, three solutions

of the Pareto Front of each model are selected according to the Pareto Theory, and the seat to head

transmissibility of each is investigated.

In the ninth chapter, conclusions are summed up and suggestions for further work are presented.
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CHAPTER 1

Introduction

The ride comfort [1] is related to the passenger’s perception of the moving vehicle’s environment,

while road holding is the degree to which a car maintains contact with the road surface in various

types of directional changes. When the vehicle is employed with a high quality suspension system

or it drives through smooth roads, the typical magnitude of the vibration entering the seat is low,

whereas when it lacks of good suspension or drive over off-road ride, the seat is exposed to high

vibration magnitudes. Therefore, the use of both vehicle and seat suspension systems in a vehicle are

needed so as to to isolate the passengers from the adverse effects of their exposure to vibration [4, 18].

Regarding the vehicle suspensions [19], the passenger’s ride comfort and the vehicle stability [20]

are the parts of the most prominent conflict in the automotive industry . A good design for a suspen-

sion system cannot eliminate the compromise between ride comfort and vehicle stability, but it can

combine them optimally. Thus, the optimization of suspension systems is discussed extensively in

the literature, where different algorithms, methods and approaches are proposed in order to obtain the

optimum design solution [21–27]. Also, various suspension systems have been proposed and they are

classified by the way they are controlled in three categories: passive [28–31], semi-active [32–35] and

active [36–40]. In contrast to the restricted use of active suspensions [41–44], semi-active ones have

been used commercially providing many of the advantages of fully active systems while incurring

less cost and being less complex in design. Since 1970s, semi-active suspensions have received much

more attention and the research in their field follows two main mainstreams. The first one focuses on

the study of new technologies for the actuation of damping in semi-active suspensions (like electro-

hydraulic, electro-rheological and magnetorheological damper), with representative examples being
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the works of Probakar et al. [45, 46] and Ahmadian et al. [47–49]. The second mainstream, in which

we have focused also in this thesis, studies the design of semi-active control algorithms [50, 51].

The design of an algorithm for changing the damping ratio is a very interesting opportunity for a

suspension designer so as to improve vehicle’s suspension performance, and it is highly challenging

when these changes could happen every 5 milliseconds. Therefore, the optimization of them has been

discussed extensively in the literature [17, 50, 51].

Figure 1.1: Quarter car vehicle models with (a) passive, (b) active and (c) semi-active suspensions.

As far as the seat suspensions are concerned, their comfort has proven to be dependant on both "static

comfort" (e.g. seat stiffness) and "dynamic comfort" (e.g. vibration magnitude) [52]. The concept

of Ebe’s model describes this relation. When the vehicle is employed with a high quality suspension

system or it drives through smooth roads, the typical magnitude of the vibration entering the seat is

low. Thus, the dynamic seat factors are less important and the interest is turned on the static factors,

i.e. seat stiffness, fit adjustments, seat shape and posture. However, when the seat is exposed to high

vibration magnitudes, it might not perform very well, resulting in a poor "ride" for the occupant, due

to the lack of good suspension or an off-road ride. Then, the dynamic factors can be as (or more)

important as the static factors and therefore improved comfort would require optimisation of both

static and the dynamic seat factors [53]. This relation is illustrated in Figure 1.2, as presented by

Mansfield [1], and displays the conflict in the seat suspension systems, where the increasing initial

deformation of the system leads to better isolation of the accelerations, and hence a more comfortable

seat.

Considering the above, a good seat suspension system, occurred either from modeling or from opti-

mization, can improve to some extent dynamic comfort, but cannot eliminate the compromise with

the static comfort. To study the isolation of vibrations using a seat suspension, linear springs and

dampers are typically used in the literature for their modeling. However, the standard commercial

seats suspended by the use of conventional passive suspension systems have reached their full po-

tential despite attempts in the literature to optimize them and obtain their optimal design [54–60].

Moreover, the semi-active and active suspensions [8, 61–64] despite being gradually used more in
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Figure 1.2: A model of vehicle seat discomfort including static, dynamic, and temporal factors (from
Mansfield [1] page 33)

the seats and having increased industrial and academic interest, they are more expensive, complicated

and less reliable than passive suspension systems. As a result, they have been put aside to some ex-

tent because of their disadvantages. Therefore, the modeling and the optimization of different types

of vibration isolators, such as the ones with the embedded negative stiffness elements, are discussed

extensively in this thesis [65, 66].

To sum up, this thesis focuses on four research areas and reviews the literature regarding them:

• Simulation of vehicle dynamics [19, 21]

• Semi-active suspensions [50, 51].

• Optimization of vehicle dynamics behavior [17, 22–27]

• Modeling and optimization of seat suspension [65, 66]
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1.1 Simulation of vehicle dynamics

Multibody dynamics and rigid bodies have been used extensively by automotive industry so as to

model and design the vehicle and its parts, as shown in Figure 1.3. In order to investigate the behavior

of a vehicle, the discrete modeling employing lumped masses is usually used. A lumped mass model

is a simplified representation of the vehicle, where the suspension system is assumed to act as a single

lumped mass which can only translate forcesin the vertical direction with respect to the vehicle body.

This mass is connected to the vehicle body at the wheel center with a translational joint, allowing only

the vertical motion.

Figure 1.3: The vehicle model structure as presented by Rill [2].

Depending on the focus of each study, various models have been used in order to simulate the dynamic

behavior of a vehicle by modeling the tires, the body and the suspension system. Simple models of

one or two degrees of freedom (quarter car model [67, 68], can be found in literature. Since the quarter

car model does not take into account any rotational degrees of freedom, its usage is limited to fairly

simple suspension design optimization problems and preliminary results. For more accurate results,

though, models of higher level of complexity should be used. Koulocheris et al. [26] used a half car

model with degrees of freedoms the vertical displacement and the roll angle of the sprung mass and

the displacements of the rear right and left unsprung masses comparing the results of the simulation

with tire forces evaluated experimentally. Similar half car model were used also by Papaioannou et al.

[27] and Koulocheris et al. [17, 25] including the pitch angle in the dynamic behavior of the vehicle.
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Full car models are the most complex ones with seven or eight degrees of freedom offering the most

accurate simulation. Despite being time consuming, they are widely used in research such as the

works of Shirahatti et al. [69] and Gobbi et al. [70]. Seifi et al. [71] used a full car ride model along

with a full car lateral model to study the rollover dynamics of a vehicle. In addition, more detailed

models have been developed studying the lateral dynamics of the vehicle simultaneously with the

vertical ones, such as the work of Shim et al. [72, 73] and Cao et al. [74]. Although, the need of

knowing many vehicle parameters is an important disadvantage along with the fact that they are the

most time consuming of all.

However, the selection of the most suitable model for suspension design is never explained and many

times unnecessary complexity is added, either by using a model with more degrees of freedom or by

adding more elements in the one selected (anti-roll bars, tire dampers etc.). The decision regarding

the most appropriate model doesn’t depend only on the fact that the pitch or the roll phenomena,

should be investigated. The researchers have to consider if the increase in the DoFs of the model or

the elements included will provide more accurate results and the computational time demanded will

worth it. Thus, the decision has to be made based on the intended application, i.e. road excitation,

reason of simulations (ride comfort or road holding), optimization of the suspension etc., without

neglecting the complexity and the computational time. Based on the above, this thesis conducts an

assessment regarding the accuracy of the four most common vehicle models. In contrast to Faris et

al. [75] and Ihsan et al. [33, 76], who conducted comparative works more with respect to different

semi-active control algorithms than with respect to different vehicle models, in this thesis, different

vehicle models with various configurations are compared in terms of accuracy with respect to different

performance metrics. More specifically, both passive and semi active suspensions are considered,

while the effect of adding anti-roll bars and tire dampers is also investigated. The transient behavior

of the suspension system and the overall ride performance of the vehicle are assessed in terms of

ride comfort and road holding using different road excitations. Important conclusions are derived

regarding their accuracy.

1.2 Semi active suspension systems

The design of various control algorithms for semi-active suspensions follows the skyhook (SH) con-

cept. Skyhook damping is an ideal concept, which assumes that the shock absorber can deliver a force

proportional to the chassis speed only. Even if an ideal SH damping cannot be implemented with

semi-active suspensions, the SH behavior is typically approximated using two-states (SH-2) [77] or

linear (SH-L) shock absorbers [78]. Many researchers have proposed various control strategies based

on these two. Savaresi et al. [79] propped the Acceleration-Driven-Damper (ADD) control algorithm,

which minimizes the vertical body acceleration when no road-preview is available. Later, Savaresi et

al. [80, 81] combined the complementary characteristics of skyhook 2 states (SH-2) and Acceleration
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Driven Damper (ADD) to two new algorithms (SH-ADD-1 and SH-ADD-2). The latter exploits the

use of a frequency selector and is implemented with the use of only one sensor.

Figure 1.4: The radar diagram of performance and complexity of (a) SH-2 and (b) SH-L, as presented
by Savaresi et al. [3].

Based on these algorithms, Van Der Sande et al. [82] proposed a rule-based controller for a semi-

active suspension to reach minimal vertical acceleration, which performed much better than SH and

ADD and slightly better than the mixed SH-ADD. Another controller was proposed by Nie et al. [83],

achieving a good trade-off between ride quality and road-holding, by using the properties of the invari-

ant points and employing a novel frequency selector. Besides the creation of new control algorithms,

researchers have conducted extended surveys of the available controllers of semi-active suspensions

with emphasis on different methods, such as: (a) the comparison of simulations with experimental

results [84, 85], (b) the analysis in the frequency domain [86] and (c) in time domain [87] with com-

parisons with other control laws and (d) the comparison of the Pareto Fronts [17] occurred from the

multi-objective optimization of semi-active suspensions operating with various control algorithms. In

contrast to the existing works that prioritized the conflict between ride comfort and road holding, in

this work, we propose a novel skyhook control strategy aiming to exploit the capabilities of classical

control SH algorithms and reach significant improvements in various performance aspects.

In this framework, we will not focus only on overcoming the well-known trade-off of vehicle dynamics

or improving one part of it, but also on eliminating another trade-off that has appeared due to the use

of controlled suspension. The second trade-off consists of the dissipated energy and the vibration

control performance, as shown in Figure 1.5. In semi-active suspensions of SH variety, in which

we focus on this work, the vibration control performance is related to the number of switches in the

damper’s states or the sample time of checking the operational conditions. Better control performance

demands more switches in the damper’s states and it leads to more dissipated energy. Therefore, the

fatigue in the damper’s components and the elevated temperatures inside the damper (fluid, seals and

other components) are increased and hence their expected life is decreased. Both of the above are

not desired in a semi-active suspension. However, existing works allow the damper to switch states

without it being necessary, neglecting the importance and the detrimental effect that could have in
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the damper’s components. Also, they don’t consider the dissipated energy and the switches as an

important design criteria in semi-active suspensions. As far as the dissipated energy is concerned,

recently, only Smith et al. [88] and Crews et al. [89] considered the damper’s dissipated energy as an

important design criterion of semi-active suspensions. For instance, Crews et al. [89] demonstrated

a method for determining the optimality of control algorithms based on two performance objectives,

the ride quality represented by the absorbed power, and the thermal performance of the dampers,

measured by the dissipated power in the suspension damper. In contrast to the traditional control

algorithms, our control strategy avoids the redundant switches in the damper’s states and achieves an

important decrease in the dissipated energy.

Figure 1.5: Graphic representation of suspension system classification: energy request with respect to
the available control bandwidth, as presented by Savaresi et al. [3].

As far as the semi-active suspensions’ are concerned the chattering effect of SH algorithms is inves-

tigated extensively in this work. The switches between the states that define the damper introduce

nonlinearities into the system through the nonlinear damping force and the discontinuous command

signal, as shown in Figure 1.6. This phenomenon is referred to as chatter. However, there is no

relevant metric in the literature quantifying it. Eslaminasab et al. [90] decreased the chattering by

suppressing all the nonlinearities of the control algorithm appearing around 30-40Hz, while Tsampar-

doukas et al. [91, 92] related the number of the switches in the damping ratio with the level of the

chatter. Existing algorithms in the literature considered the decrease in the chattering and were com-

pared with traditional SH algorithms [83, 90–93]. As Liu et al. [94] and Margolis et al. [95] stated,

the use of the sign for the control of the operational conditions is the main reason for the occurring

chattering, and many attempts have been made so as to suppress it. Our control strategy is based on
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the use of an appropriate threshold in the algorithms’ operational conditions in order to decrease both

the chattering effect of the control algorithm and the switches of the damper’s states.

Figure 1.6: The chatter in the damper force of a semi-active damper compared to the continuous signal
of a passive one.

The decrease both in the dissipation energy and in the chattering through the reduction of the damper’s

switches are intended to be achieved without a decrease either in the ride quality or in the vehicle

stability (=handling+road holding). Instead, an increase in these aspects or at least in one of them is

desired. Based on the above, the contribution of this work consists of a novel control strategy of semi-

active suspensions benchmarked against the traditional ones for ride comfort [96], road holding and

handling [38, 70], damper’s dissipated energy [97, 98] and algorithm’s chattering effect [90, 91, 94].

Our control strategy is based on the use of an appropriate threshold in the algorithms’ operational

conditions, which quantifies the severity of the operational conditions and controls the damper’s state

based on their magnitude and not based on their sign. It depends on the vibrations induced by the road

profile that the vehicle drives through and is evaluated based on the cumulative distribution function

of the operational conditions. For example in the case of SH-2, the algorithm considers the direction

of the movement of the upper mass and if it is getting close with the unsprung or not. After fitting

the operational conditions with a t-student distribution and using its cumulative function (CDF), the

percentage of the operational conditions have values larger than zero -i.e. the damper works with the

stiff state- is evaluated around to the 55% of the sample. Instead, the damper could be set to operate

with the stiff state for a percentage of the sample around 30%, excluding the less dangerous conditions

and avoiding to stiffen the damping coefficient if there isn’t a severe situation. This could be achieved

by applying the CDF control strategy in the SH-2 algorithm. Then, the SH-2-CDF control algorithm

is introduced and considers the movement of the upper mass and how fast the unsprung mass is getting

close to the sprung rather than if they are just getting close.



1.3 Optimization of suspension systems 9

In this thesis, the proposed control strategy is applied to two traditional SH control algorithms (SH-

2 and SH-ADD-2). Afterwards, the SH-2-CDF and the SH-ADD-2-CDF are benchmarked against

the traditional ones for important aspects of vehicle’s suspension performance. The simulations are

performed by using a quarter car model and exciting it by four different road excitations. Moreover,

a sensitivity analysis is performed in order to test thoroughly our control strategy. The comparison

of SH-2-CDF and SH-ADD-2-CDF with the traditional ones is presented for three different random

road profiles for various values of the thresholds. The sensitivity analysis outlines the change of all the

performance metrics by applying our control strategy to the traditional control algorithms and varying

the threshold.

1.3 Optimization of suspension systems

1.3.1 Passive suspension systems

The development of modern optimization methods opened new perspectives in the field of suspension

design. In order to address the conflicting targets of ride comfort and road holding mentioned above,

single (SOO) and multi-objective (MOO) methods have been formed. The single objective method

offers a limited insight in the suspension optimization problem but due to its simplicity it is often se-

lected over the more complex and time consuming multi - objective approach. Kuznechov et al. [99]

used as objective function the root mean square of the frequency - weighted steady - state acceleration

of the body based on ISO-2631, while Sun et al. [100] used the variance of the dynamic vehicle load.

On the contrary, multi - objective approach (MOO) is commonly used in order to receive indicative

results concerning many conflicting targets leading to simultaneous minimization of all the objectives,

offering an insight of the conflicted targets through the Pareto front. A simple multi-objective dealing

strategy, known as pseudo - MOO techniques, suggests the combination of multiple objective func-

tions using weighting factors, so as to convert the multi-objective problem into a single-objective one,

scalarizing the objective function. The drawback of such a scalarization is that the designer must in-

clude subjective information and preferences a priori for the weighting factors, i.e., before the results

of the optimization process are known. Koulocheris et al. [26] compared the efficiency of various

objective functions in SOO and pseudo-MOO approaches in the optimization of suspension systems

of a heavy vehicle with three different optimization methods (gradient based, genetic and hybrid al-

gorithms) conducting important conclusions regarding the solutions in terms of the results and the

convergence of the problem.

In order to avoid the need to prespecify arbitrary weighting coefficients various methodologies have

already been applied successfully in many engineering areas. The most common methods entail the

Pareto Front approach where the different targets of the optimization are separated throughout the

optimization process and are simultaneously minimized. The Pareto Front approach is very popular
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Figure 1.7: Pareto Front approach.

among optimization problems with conflicting optimization targets, because it allows the engineers

to select various objective functions and overcome their conflicting character. Nariman et al. [101]

investigated the use of a uniform-diversity Genetic Algorithm in the Pareto optimization method, se-

lecting five targets including tire displacements and velocities concentrating mainly in the handling

and the road holding of the vehicle. Whereas, Gadhvi et al. [30] also dealt with the use of different

optimization techniques, mainly variations of Genetic and Evolutionary Algorithms in order to mini-

mize the root mean squared values of (i) the vertical acceleration experienced by the passenger’s seat,

(ii) the front tire deflection and (iii) the rear tire deflection, selecting objective functions depicting the

ride comfort and the road holding. The selection of objective functions in the work of Gadhvi et al.

[30] followed the work of Koulocheris et al. [26] regarding the importance of the objective functions

where the variance of the vertical acceleration as well as the one of the tire deflections were high-

lighted as the most important ones. On the other hand, Morardi et al. [102] used thirteen objective

functions combining them through weighting factors in order to find the optimal suspension design

in a full car model and P. Nagarkar et al. [103, 104] selected seven objective functions in order to

compare the optimization algorithms NSGA-II and MOPSO-CD in a nonlinear suspension system.

Genetic Algorithms (GA) are time consuming optimization methods, but because of their important

advantages, as mentioned by Marler et al. [105], Gobbi et al. [70] and Konak et al.[106], they are

widely used in the field of automotive engineering. More specifically, in vehicle dynamics oriented

MOO problems, the most common method is the Pareto Front, whose selection becomes very quickly

ineffective based on the configuration of the problem. For instance, researchers add uncontrollably

objective functions in order to find the optimum design of a suspension system, despite the fact that

there are specific performance aspects which need to be optimized in vehicle dynamics. Thus, they

sometimes end up using more than one objective function for the same performance aspect increasing
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the dimension of the optimization problem, such as the works of Morardi et al. [102] and P. Nagarkar

et al. [103, 104]. Also, in this way, the merits of the optimization algorithm used are put aside

because the computational time required for convergence is essentially increased. Thus, in this thesis

the attention is given in an approach of minimizing the computational time needed for the Pareto set

allowing the GAs to be attractive again. Moreover, this approach aims at proving that the increasing

use of objective functions depicting the same requirement doesn’t help the optimizer to converge to

the most "optimal" solutions. In the literature, a few papers mention this topic and the attention is

on the issue of selecting the optimum solution among the Pareto alternatives, Gobbi et al. [70, 107]

introduced the k- ε optimality method, which is implemented in this paper, and he presented the

KEMOGA algorithm later [108]. Earlier, Das [109] introduced the k-optimality method which is

based on the partial dominance between the solutions and was the basis of the k- ε optimality method.

In Taboada’s et. al work [110], two methods are presented to filter the Pareto optimal set to determine

a subset of promising solutions based on data clustering. Moreover, in Venkat’s et al. research [111],

the Greedy Reduction algorithm is introduced and analyzed. The method is used for obtaining subsets

of Pareto optimal set in multi-objective optimization by assuming that a certain preference weight is

associated with each objective function. Another important work used to find out the local minima, is

the one of Zhu et al. [112] who developed the adjoint sensitivity approach of multibody systems in

the context of the penalty formulation applying it in a fourteen degree of freedom vehicle model.

To sum up, the Pareto selection becomes very quickly ineffective as the dimension of the problem

grows in terms of the number of the objective functions. In this respect, the current thesis focuses on

the issue of the inconsiderate selection of objective functions in the optimization of vehicle’s suspen-

sion system noticed in the literature. The optimization problem, which is used as a case study, is the

one of the optimum design of the suspension systems of a vehicle model excited by a specific road

excitation. At first, three SOO cases for the main targets re presented along with one pseudo-MOO

case of the same optimization problem (Part A) and a sorting algorithm is implemented for these four

cases. Secondly, an alternative approach for handling the optimization targets is presented by selecting

six optimization targets which are divided in main and supplementary ones (Part B). The main targets

of the study are introduced in the multi-objective genetic algorithm (MOGA), while the supplemen-

tary ones are calculated later with simulation of the models. Then, the set of the main targets along

with the supplementary ones are introduced in the sorting algorithm. Thirdly, all the six optimization

targets are introduced in the multi-objective-optimization process (Part C) and then the resulting so-

lutions of the Pareto front are implemented in a sorting algorithm so as to find the optimum solution

among the Pareto alternatives. Finally, the optimum solutions occurred from the sorting algorithms

were compared in terms of the values of each target, of the design variables, and of important metrics

describing the dynamic behavior of the vehicle.
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1.3.2 Semi-active suspension systems

The main reason that various optimization techniques have been suggested through the years is so as

to overcome the well-known automotive conflict between ride comfort and road holding. The level

of this compromise depends highly from the suspension system’s design, but the trade-off between

is never eliminated. The only thing that changes regarding the suspension type is the level of the

isolation. Thus, the proposed approach of handling the objectives functions is applicable to any other

suspension type. However, other constraints could be added such as the number of switches in an on-

off or a continuous semi–active suspension instead the contribution of the nonlinear part in the spring

force. Therefore, in this thesis, the approach for handling the objective functions in MOO problems

is applied also to the optimization of semi-active suspension systems.

In any suspension type, the idea of the separations of the objectives could be followed and the sup-

plementary objectives could be selected because they either enhance the main objectives or they are

crucial to the suspension design. The supplementary objectives selected in this thesis for the optimiza-

tion of semi-active suspensions is the dissipated energy and the number of switches in the damper’s

state. A decrease in the dissipated energy of the damper is really crucial considering that it may offer

simultaneous benefits to hardware temperature and forward power requirements. Thus, due to the

importance of the dissipated energy, we consider it as an important design criterion of semi-active

suspensions and therefore we incorporate it in the optimization procedure as a supplementary objec-

tive. Moreover, the number of the switches in the damper’s states and the chattering are considered

as a supplementary objective. This thesis proposes the consideration of the number of the switches in

the damper’s states as an important design criterion of semi-active suspensions not only because of its

effect on chattering, but also because their decrease increases the expected life of the damper’s com-

ponent by reducing their fatigue and the temperatures occurred in the fluid, the seals and the damper’s

components.

However, despite the importance of the extra objectives, the inconsiderate selection of objective func-

tions grows the dimension of the optimization problem, costing computational time without providing

"more optimum" solutions. Thus, the approach based on KEMOGA algorithm [56], which is pro-

posed in this thesis in order to minimize the objective functions, is adopted. This approach suggests to

separate the indexes of the design criteria to main and supplementary. The main objectives are used to

the MOGA in order to obtain the Pareto front, while the supplementary ones are added in the sorting

algorithm (KE) in order to rank the Pareto alternatives and vet the one solution with "something more"

than the others. The supplementary objectives consist of performance metrics which either enhance

the main ones or are of crucial importance in the design of the semi-active suspension and should be

considered. To sum up, in this work, the design of semi-active suspensions is investigated and the

optimization approach based on KEMOGA algorithm is applied to a passenger vehicle in order to

optimize its suspension systems. The suspension systems operate with various SH control algorithms.

Firstly, the vehicle model is optimized with respect to ride comfort and road holding with a multi-
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objective genetic algorithm (MOGA) by considering two performance indexes as objective functions.

Then, a sorting algorithm (KE) is applied considering the extra objectives of the dissipation energy

and the number of switches in the damper’s states as objective functions due to their importance in the

suspension design. Finally, the optimum solution of each case and the optimum among all are pointed

out. Conclusions regarding the design solutions are extracted in addition with the benchmark of them

in terms of their objective’s values and their design variables.

1.4 Modeling and optimization of seat suspensions

The stiffness of an isolation system has a considerable influence on isolation effectiveness and as a

results of higher stiffness a more-susceptible-to-vibrations-system will occur. However, reducing the

system’s stiffness leads to decreasing the load support capacity of the isolation system. The above

remark explains further the conflict of seat suspensions, which many researchers have focused on

overcoming or at least suppressing. The last decade, this is attempted to be compromised with mecha-

nisms combining negative stiffness elements with a positive stiffness one. In this way, the suspension

allows the combination of high static stiffness, for safety in the machine handling, with low dynamic

stiffness, for ride comfort.

Carrella et al. [5–7] proposed useful vibratory isolation models, which comprise a negative stiffness

structure in parallel with the positive stiffness structure. Due to the conflicted effects of the nega-

tive and positive stiffness structures, low dynamic stiffness is achieved. Another mechanism with

negative stiffness was designed by Lee et al. [113], so as to improve a railroad vibratory isolation

system subjected to hazardous frequency vibrations. Later, Lee et al. [114] introduced a strategy

for inserting into helicopter vibration isolation systems with springs of adjustable sign-changing stiff-

ness for controlling the stiffness of the system. As far as the automotive industry and the seat design

are concerned, Thanh Danh Le et al. [9] proposed a passive vibratory isolation system using nega-

tive stiffness structure and later an active damper was added[8]. The effectiveness of this model was

also investigated experimentally [10] and further regarding its stiffness by Xiaojie Wang et al. [115].

Yan et al. [13] designed a novel nonlinear seat suspension structure by using the conceptual design

of cam-roller-spring mechanisms (CRSMs) for off-road vehicles. Its static characteristics and seat-

human dynamic response were modeled and analyzed, and experiments were conducted to verify the

theoretical solutions. A similar model was also proposed by Zhou et al. [116]. Additionally, Zhao

et al. [117] developed a new type of seat suspension with a hollow composite rubber spring. The

results showed that the new suspension can attenuate more effectively the low frequency from the

uneven ground, while, it can provide a more stable support so that the driver can control the vehicle

effectively. Jeong Ho et al. [118] evaluated commercially available seat suspensions to reduce whole

body vibration exposures in mining heavy equipment vehicle operators.
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Apart from all the above, a novel type of oscillator has been proposed by Antoniadis et al. [14],

incorporating a negative stiffness element, without presenting the drawbacks of the traditional linear

oscillator, or of the quasi static zero stiffness designs. Later, Antoniadis et al. [15, 119] extended

their work by presenting the KDamping concept. In their work, the KDamper does not require any

reduction in the overall structural stiffness, overcoming the corresponding inherent disadvantage of

the quazi zero stiffness isolators, which require a drastic reduction of the structure load bearing ca-

pacity. The KDamper concept is already implemented in a large variety of technological applications

such as seismic isolations [120], the control of a marine shaft [121] and the wave damping within

matamaterials [122].

Figure 1.8: Comparison of the transmissibilities of a suspension seat, a rigid seat and a foam and
metal sprung vehicle seat as presented by Griffin [4].

In this thesis, the main aim is apply the KDamper [15, 119] in seat suspensions and benchmark it

against the four established vibration isolators in seat suspensions. More specifically the comparison

is conducted between the conventional suspension, the one of Carrella et al. [5–7], Le Thanh Danh

et al. [9] and Yan et al. [13] are used. In order to compare them, the suspension systems are opti-

mized with genetic algorithms in respect to ride comfort and the safety of the machine handling by

applying constraints aiming not only to a compact structure able to fit in a passenger vehicle but also
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to a comfortable seat. A genetic algorithm (GA) is employed considering the fact that increases the

probability of finding the global optimum solution and avoids convergence to a local minimum which

is a drawback of gradient-based methods. The vibration of the vehicle’s floor when driving in a road

of class A is used as an excitation to the system for the optimization. Then, except from comparisons

between the optimal solutions occurred in the Pareto front of each case study, three types of analysis

are illustrated. Firstly, the optimum solutions of the Pareto Fronts are simulated for another two ex-

citation, which correspond to the vibrations induced to the vehicle’s floor by driving in two different

road classes (B and C). Secondly, the system’s mass (passengers and seat) is varied by increasing and

decreasing it by 20 kg from the initial one. The optimum solutions obtained from the Pareto front, are

simulated for the two different masses, i.e. two different passengers. Finally, a passenger model is

added in the seat model and three solutions of the Pareto Fronts are selected based on the Pareto the-

ory and the seat to head transmissibilities (STHT) of these solutions are compared. These three types

of analysis except from allowing to test the applicability of KDamper in a seat suspension, provide

information and conclusions regarding the sensitivity and the adaptability of the studied suspension

systems in different passenger’s masses and in driving under different road profiles. Also, the use

of the multi-objective optimization, and more specifically the Pareto method, allowed as to compare

numerous possible designs simultaneously.
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CHAPTER 2

Simulation models

Suspension systems are used in a vehicle in order to isolate the passengers from the adverse effects of

their exposure to vibrations, and improve their comfort and their safety [20]. As far as the main vehi-

cle suspensions are concerned, various simulations models have been developed for vehicle dynamic

analysis using lumped masses and rigid body theory. A lumped mass model is a simplified representa-

tion of the vehicle, where the suspension system is assumed to act as a single lumped mass which can

only translate in the vertical direction with respect to the vehicle body. This mass is connected to the

vehicle body at the wheel center with a translational joint, allowing only the vertical motion. The main

models existing in the literature are the quarter car (QC), the half car (HC1 and HC2), considering

either the right and the left wheel of one axle (HC1) or the front and rear axle of the vehicle (HC2),

and the full car model (FC). For their modelling, the following assumptions are considered [18]:

1. The tires are always in contact with the ground, which is true at low frequency but might not be

true at high frequency. Also, the camber angle between the wheels and the body is considered

constant.

2. The aerodynamic forces, as well as the rolling resistance of the tires are neglected.

3. The center of gravity of the vehicle is assumed to be above the roll and pitch centers.

4. The deflections in the roll and pitch planes are small enough to use the approximate theory for

small angles.
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Moreover, the simulation models, which we study in this thesis, are modeled considering four basic

subsystems, as shown in Figure 2.1, :

• the sprung mass, which represents the vehicle body,

• the unsprung masses, which represent the wheels of the vehicle and all the rotating parts,

• the suspension systems, which connect the sprung with the unsprung masses and each is mod-

eled as a spring and a damper, and

• the tires, which are also modeled as a spring and a damper and the irregularities of the road

profile are applied to them as inputs of the models .

Figure 2.1: The elements considered from the vehicle models, which study ride dynamics

Apart from the primary suspensions, the secondary, such as seat suspension, have attracted much

more attention recently. In a seated posture, humans are most sensitive to whole-body vibrations

under low-frequency excitation. Therefore, biodynamic responses of a seated human body when

exposed to vertical vibrations are considered an important knowledge. They require an understanding

of the cause-effect relationships among the transmission of vibrations through the body and its health,

comfort and performance [123]. Thus, the vehicle models are usually extended with the addition of

seat and passenger models, which are also investigated in this thesis.
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Nomenclature

Parameter Unit Description Subscripts Description

z [m] vertical motion coordinate of mass (ms) s sprung mass
ϕ [rad] roll motion coordinate of mass (ms) u unsprung mass
θ [rad] pitch motion coordinate of mass (ms) K spring

zroad [m] road excitation C damper

F [N] forces applied to the subsystems T tire
M [Nm] moments applied to the subsystems l linear

m [kg] mass nl nonlinear
k [N/m] spring stiffness AR antiroll bar

c [Ns/m] damping coefficient F front axle
Ix [kgm2] longitudinal moment of inertia R rear axle
Iy [kgm2] lateral moment of inertia 1 right wheel
b [m] distance between CG and each side 2 left wheel
a [m] distance between CG and each axle x x-axis
w [m] track width y y-axis

Table 2.1: Nomenclature of the parameters used in the all the four vehicle models (QC, HC1, HC2
and FC).

2.1 Simulation of Vehicle Dynamics

2.1.1 Quarter Car Model (QC)

The quarter car model (QC), as shown in Figure 2.2a, is considered as a rigid body of mass m1/4, equal

to the one quarter of the vehicle’s total mass (m1/4 = ms/4). It represents any of the four suspension

systems of the vehicle and the degrees of freedom (DoFs) are the displacements of both the sprung

mass (zs-ms) and the unsprung mass (zu-mu). The effects of coupled masses are neglected in this

model. The governing equations of the QC occur from its free body diagram, as presented in Figure

2.1 and are the following (Equations 2.1- 2.2). The nomenclature of the parameters included in the

equations is presented in Table 2.2.

Body Bounce:

m1/4 z̈s +FC +FK = 0 (2.1)

Wheel Bounce:

muz̈u−FC−FK +FCT +FKT = 0 (2.2)
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(a) The model with its elements. (b) Free body diagram.

Figure 2.2: Quarter car model representing one wheel of the vehicle

where FK and FC correspond to the forces applied by the suspension spring and damper respectively,

and they depend on the suspension travel and its velocity, while FKT and FCT correspond to the forces

applied by the tire spring and damper respectively and are related with the tire deflection and its veloc-

ity. As far as the forces applied to the model are concerned, more detailed description is presented in

the next sections. The suspension travel (ST ) and the tire deflection (T D), as evaluated for the quarter

car, are given by the equations 2.3 and 2.4, respectively.

ST = zs− zu (2.3)

T D = zu− zroad (2.4)

2.1.2 Half Car Model (HC1 - right and left)

Another version of the half car model (HC1), as shown in Figure 2.3a. The body of the vehicle is

considered as a rigid mass m1/2, equal to the half of the vehicle’s total mass (m1/2 = ms/2), with a

longitudinal moment of inertia Ixx, equal to the half of the total moment of inertia (Ixx = Ix/2). Fur-

thermore, the right (zF1) and the left (zF2) wheel of one axle of the vehicle are considered as unsprung

masses. Additionally, the half car model (HC1) may also include an antiroll bar with torsional stiff-

ness kAR, which provides a torque MAR proportional to the roll angle ϕ of the sprung mass (Equation

2.11). The degrees of freedom (DOFs) of the model are the heave motions of the sprung (zs) and
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unsprung masses (zF1 and zF2) and the roll angle (ϕ). In addition, the governing equations of the

HC1 occur from its free body diagram, as presented in Figure 2.3b and are the following (Equations

2.5- 2.8). The nomenclature of the parameters included in the equations is presented in Table 2.2.

(a) The model with its elements.

(b) Free body diagram.

Figure 2.3: Half Car Model considering the right and the left wheels of either the front or rear vehicle’s
axle

Body Bounce:

m1/2z̈s +FCF1 +FCF2 +FKF1 +FKF2 = 0 (2.5)

Roll Bounce:

Ixxϕ̈ +b1FCF1−b2FCF2 +b1FKF1−b2FKF2−MAR = 0 (2.6)

Right Wheel Bounce:

mF1z̈F1−FCF1−FKF1 +FKTF1 +FCTF1 +FAR = 0 (2.7)
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Left Wheel Bounce:

mF2z̈F2−FCF2−FKF2 +FKTF2 +FCTF2−FAR = 0 (2.8)

where FKi and FCi correspond to the forces applied by the spring and the damper either of the right

(i = F1) or the left (i = F2) suspension system respectively, while FKT i and FCT i correspond to the

forces applied by the spring and the damper either of the right (i = F1) or the left (i = F2) tire. As

far as the forces applied to the model are concerned, more detailed description of them, is presented

in the next sections. The suspension travel (STi) and the tire deflection (T Di), as evaluated for the half

car model (HC1), are given by Equations 2.9 and 2.10, respectively.

STi =

zs− zF1 +b1ϕ, i = F1

zs− zF2−b2ϕ, i = F2
(2.9)

T Di =

zF1− zroadF1 , i = F1

zF2− zroadF2 , i = F2
(2.10)

Additionally, as far as the antiroll bar is concerned, the torque it provides (MAR) is calculated according

to the Equation 2.11, while the force (FAR) that the antiroll bar applies to the wheels is given by

Equation 2.12.

MAR =−kARϕ (2.11)

FAR =
MAR

w
(2.12)

2.1.3 Half Car Model (HC2 - front and rear)

In order to study the pitch motion of a vehicle, the half car model (HC1) is modeled as shown in

Figure 2.4a and it includes the front (F1) and the rear (R1) axle of the vehicle. It considers the body

of the vehicle as a rigid mass m1/2, equal to the half of the total mass of the vehicle (m1/2 = ms/2),

with a lateral moment of inertia Iyy, equal to the half of the total body’s lateral moment of inertia

(Iyy = Iy/2). The DOF’s are the bounce motions of the sprung mass (zs) and the ones of the two

unsprung masses (zF1 and zR1) and the pitch angle (ϑ ) . The governing equations of HC2 occur from
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its free body diagram, as presented in Figure 2.4b, and are the following (Equations 2.13- 2.16). The

nomenclature of the parameters included in the equations is presented in Table 2.2.

(a) The model with its elements.

(b) Free body diagram.

Figure 2.4: Half Car Model considering the front and the rear vehicle’s wheel

Body Bounce:

m1/2z̈s +FCF1 +FCR1 +FKF1 +FKR1 = 0 (2.13)

Pitch Bounce:

Iyyϑ̈ −a1FCF1 +a2FCR1−a1FKF1 +a2FKR1 = 0 (2.14)

Front Wheel Bounce:

mF1z̈F1−FCF1−FKF1 +FKTF1 +FCTF1 = 0 (2.15)
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Rear Wheel Bounce:

mR1z̈R1−FCR1−FKR1 +FKTR1 +FCTR1 = 0 (2.16)

where FKi and FCi correspond to the forces applied by the spring and the damper either of the front

(F1) or the rear (R1) suspension system respectively, while FKT i and FCT i correspond to the forces

applied by the spring and the damper either of the front (i = F1) or the rear (i = R1) tire. As far as

the forces applied to the model are concerned, more detailed description of them, is presented in the

next sections. The suspension travel (STi) and the tire deflection (T Di), as evaluated using the half car

model (HC2), are given by Equations 2.17 and 2.18, respectively.

STi =

zs− zF1−aFθ , i = F1

zs− zR1 +aRθ , i = R1
(2.17)

T Di =

zF1− zroadF1 , i = F1

zR1− zroadR1 , i = R1
(2.18)

2.1.4 Full Car Model (FC)

The most detailed vibrating model of a vehicle is the so called full car model, as illustrated in Figure

2.5. This model is of seven degrees of freedom (DOFs) including the roll (ϕ) and the pitch angle (ϑ )

of the sprung mass, as well as the heave motions of the vehicle body (zs) and of the vehicle’s wheels

(zF1, zF2, zR1 and zR2). The current model considers the vehicle body as a rigid mass ms, equal to

the total mass of the vehicle, with longitudinal and lateral moment of inertia Ix and Iy, respectively.

Additionally, an antiroll bar with torsional stiffness kARi providing a torque MAR−i for front (i = F)

and rear (i = R) axle. The governing equations of FC occur from its free body diagram, as presented

in Figure 2.5 and are the following (Equations 2.19- 2.25), while the nomenclature of the parameters

included in the equations is presented in Table 2.2.

Body Bounce:

msz̈s +FCF1 +FCF2 +FCR1 +FCR2 +FKF1 +FKF2 +FKR1 +FKR2 = 0 (2.19)

Roll Bounce:

Ixϕ̈+b1FCF1−b2FCF2−b1FCR1 +b2FCR2

+b1FKF1−b2FKF2−b1FKR1 +b2FKR2−MARF −MARR = 0
(2.20)
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(a) The model with its elements.

(b) Free body diagram.

Figure 2.5: Full car model considering all the wheels of the vehicle

Pitch Bounce:

Iyϑ̈ −a1FCF1−a1FCF2 +a2FCR1 +a2FCR2−a1FKF1−a1FKF2 +a2FKR1 +a2FKR2 = 0 (2.21)

Front Right Wheel Bounce:

mF1z̈F1−FCF1−FKF1 +FKTF1 +FCTF1 +FARF = 0 (2.22)

Front Left Wheel Bounce:

mF2z̈F2−FCF2−FKF2 +FKTF2 +FCTF2−FARF = 0 (2.23)
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Rear Right Wheel Bounce:

mR1z̈R1−FCR1−FKR1 +FKTR1 +FCTR1 +FARR = 0 (2.24)

Rear Left Wheel Bounce:

mR2z̈R2−FCR2−FKR2 +FKTR2 +FCTR2 +FARR = 0 (2.25)

where FKi and FCi correspond to the forces applied by the spring and the damper of the ith suspension

systems (i = F1, F2, R1 and R2), while FKT i and FCT i corresponds to the forces applied by the spring

and damper of ith tire (i = F1, F2, R1 and R2). As far as the forces applied to the model are concerned,

more detailed description of them, is presented in the next sections. The suspension travel (STi) and the

tire deflection (T Di), as evaluated for the full car model (FC), are given by Equations 2.26 and 2.27,

respectively.

STi =



zs− zF1 +b1ϕ−aFθ , i = F1

zs− zF2−b2ϕ−aFθ , i = F2

zs− zR1−b1ϕ +aRθ , i = R1

zs− zR2 +b2ϕ +aRθ , i = R2

(2.26)

T Di =



zF1− zroadF1 , i = F1

zF2− zroadF2 , i = F2

zR1− zroadR1 , i = R1

zR2− zroadR2 , i = R2

(2.27)
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2.1.5 Forces applied by the tires and the suspension

Tire stiffness

The force due to the tire spring is calculated by multiplying the spring constant of the tire (kTi) with

the tire deflection (T Di), as shown in Equation 2.28.

FKTi = kTiT Di (2.28)

The tire deflections of the quarter car model (QC), the half car models (HC1 and HC2) and the full

car model are evaluated by Equations 2.4, 2.18, 2.10 and 2.27, respectively.

Tire damping

As far as the force by the tire damper is concerned, it is given by the Equation 2.29, and it is calculated

as the product of the tire damping coefficient (cTi) and the tire deflection velocity ( ˙T Di). However, in

ride dynamics it is common to consider it as zero.

FCTi = cTi
˙T Di (2.29)

The tire velocities of the quarter car model (QC), the half car models (HC1 and HC2) and the full car

model are evaluated by the integration of Equations 2.4, 2.18, 2.10 and 2.27, respectively.

Suspension spring

The force by the suspension spring is given in Equation 2.30 and it is calculated by multiplying the

spring constant (k) with the suspension travel (STi), as presented in Equations 2.3, 2.17, 2.9 and 2.26

for the quarter car model (QC), for the half car models (HC1 and HC2) and for the full car model,

respectively:

FKi = ki STi (2.30)

where i = /0, F1, R1, F2, R2. Ideally, a suspension system should adjust its characteristics in order

to function properly under different road conditions. This adjustment is achieved through the use of



28 Chapter 2. Simulation models

controllers (active and semi active suspensions) or through added nonlinearities in the components

of the suspension (springs and dampers). In this thesis, the case of adding a nonlinear term in the

suspension spring force is also studied and it is described in Equation 2.31 .

FKi = kli STi± knli ST 3
i (2.31)

where i = /0, F1, R1, F2, R2, kli is the linear term and knli is the nonlinear term of the spring force.

Equation 2.31 represents a Duffing oscillator which simulates with higher accuracy, compared with

the linear force of Equation 2.30, a variable coil spring or a variable coil pitch or a suspension spring

placed with a caster or a camper angle. The Duffing oscillator is presented in Figure 2.6 and it displays

the effect of adding nonlinear terms (±knli ST 3
i ) to the linear term (kli STi). Based on Figure 2.6, the

nonlinear spring force of Equation 2.31 stiffens the suspension system further compared to the linear

spring force of Equation 2.30, providing greater forces at the same displacement.

Figure 2.6: The effect of adding nonlinear terms (±knli ST 3
i ) to the spring force

Suspension damper

As far as the damper is concerned, the force applied is presented in Equation 2.32 and it is calculated

by multiplying the viscous damping coefficient (c) with the suspension travel velocity ˙ST s).

FCi = ci ˙ST i (2.32)
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where i = /0, F1, R1, F2, R2. The suspension stroke velocities ( ˙ST i) occur from the integration of

Equations 2.3, 2.17, 2.9 and 2.26 for the quarter car model (QC), for the half car models (HC1 and

HC2) and for the full car model, respectively. As far as the passive dampers are concerned, they are

considered to operate with a constant coefficient (ci = const.). Additionally, in this thesis, the sus-

pension systems of the vehicle models (QC, HC1, HC2 and FC), presented before, are employed with

semi-active suspensions operating with various control laws. The control laws studied are presented

in separate section extensively.

2.1.6 Semi-active damper

Semi-active control strategies can maintain the reliability of passive devices using a very small amount

of energy, providing simultaneously the versatility, the adaptability and the higher performance of

fully active systems. Various control methods have been employed for years to vehicle suspensions.

Linear controllers are normally based on the optimal control (LQR/LQG), the skyhook principle or

robust control (H∞ and µ-synthesis). In this thesis, we will concentrate on the skyhook principle.

(a) The ideal concept. (b) The practical concept.

Figure 2.7: The quarter car representations of skyhook control algorithms

The ideal skyhook concept is presented in Figure 2.7, where a passive damper (Csky) is hooked to

an imaginary inertial reference point (i.e., sky, a ceiling that remains vertically fixed relative to a

ground reference). With this configuration, when the upper mass is moving up and the two masses

are getting closer, the damping constant should ideally be zero, whereas when the upper mass is

moving down and the two masses are getting closer, the skyhook control ideally calls for an infinite
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damping constant (Csky). However, this is impractical, because the damper could achieve nor a zero

neither an infinite damping constant in reality due to its physical limitations. Thus, a soft and a stiff

damping are applied instead of a zero and infinite value, respectively. The above is achieved through

the use of a controllable damper (Ci), as it is presented in Figure 2.7b, where the damping constant

switches between soft and stiff damping coefficient with respect to operational conditions set by the

suspension designer. Therefore, the Logical control strategy of Equation 2.33 is employed and is the

most common control law that has been implemented for semi-active suspension systems in order to

approach the ideal skyhook concept.

Ci =

Cmin , i f condition≤ 0

f (Cmax) , i f condition > 0
(2.33)

where i = /0, F1, R1, F2, R2.

(a) On-off semi-active damper. (b) Continuous semi-active damper.

Figure 2.8: The types of semi-active dampers according to the switching function of the damping
coefficient

As far as the Logical Control Strategies are concerned, the two most common types of logical semi

active dampers are the "on-off" and the continuous ones, as it is presented in Figure 2.8. For the on-

off logical dampers (Figure 2.8a) the damping is switched between the minimum and maximum level

based on conditions that define the damper, while for the continuous logical dampers, (Figure 2.8b),

the damping is adjusted in the whole range between the minimum and maximum levels. The main

types of logical semi active dampers are the Skyhook 2 states Control (SH-2), Skyhook Linear Control

(SH-L), Acceleration Driven Damper Control (ADD), and two different versions of the combination

of Skyhook and ADD Control (SH-ADD-1 and SH-ADD-2). All the above are comfort oriented,

improving the ride comfort of the passengers by adjusting the damping coefficient of the suspension

system according to the dynamic behavior of the vehicle and its response to the applied road excitation.
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Many different versions of these algorithms have been presented in the past, by changing slightly their

operational conditions.

Skyhook two states damper control (SH-2).

The 2-states control is an on-off strategy consisting of two states in which the damping factor (Ci)

switches between soft and stiff damping coefficient according to the sign of the product of ˙ST and żs.

The effect of the Skyhook control scheme is to minimize the absolute velocity of the upper mass. The

equation describing the control algorithm is presented in Equation 2.34:

Ci =

Cmin , i f ˙ST żs < 0

Cmax , i f ˙ST żs > 0
(2.34)

where ˙ST is the stroke velocity of the damper, and Cmin and Cmax are the minimum and maximum

damping factors achievable by the considered controlled damper, depicting the soft and the stiff damp-

ing coefficient respectively.

Skyhook linear approximation damper control (SH-L).

An improved version of Skyhook control is used to achieve variable damping for additional energy

saving. The linear approximation of the Skyhook control includes the change of the damping factor

Cu according to the sign of the product of ˙ST and żs:

Ci =

Cmin , i f ˙ST żs < 0
αCmax ˙ST+(1−α) Cmax żs

˙ST , i f ˙ST żs > 0
(2.35)

where α ∈ [0,1] is a tuning parameter that modifies the closed-loop performances and enables the

controller to adjust its stiff value (Cmax) according to the needs of the application and save more

energy. More specifically, when a = 1, this control law is equivalent to the two-state Skyhook control.

The difference relies on the fact that, according to the third expression (when ˙ST żs > 0), such a control

provides an infinite number of damping coefficients, providing the ability of tuning it to be continuous.

Acceleration driven damper control (ADD).

This strategy has proven to be optimal in the sense that it minimizes the vertical body acceleration

when no road information is available. The current control law is similar to the SH-2 approximation
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of the Skyhook algorithm, with the difference that the switching law depends on body acceleration z̈s

rather than the body speed żs.

Ci =

Cmin , i f ˙ST z̈s ≤ 0

Cmax , i f ˙ST z̈s > 0
(2.36)

The ADD design is well adapted to comfort improvement but not to road-holding, being mainly road

comfort oriented. The switching may influence the closed-loop performances, increasing the chatter

effect significantly due to the swift changing of values of the sprung acceleration which is involved in

the operational conditions.

Mixed Skyhook-Acceleration driven damper control (SH-ADD-1).

The SH and ADD algorithms present complementary behaviors in terms of performance, with SH

providing the best performance at low frequency (around the body resonance), and ADD ensuring

optimality at mid and high frequency (beyond the body resonance). Therefore, a mixed control law

has been propped using a very simple but effective frequency range selector.

Ci =

 CSH−2 , i f z̈2
s −a2ż2

s ≤ 0

CADD , otherwise
(2.37)

Ci =


Cmin, i f

(
z̈2

s −a2ż2
s ≤ 0 and ˙ST żs ≤ 0

)
or

(
z̈2

s −a2ż2
s > 0 and ˙ST z̈s < 0

)
Cmax, otherwise

(2.38)

The parameter "α" represents the frequency limit between the low and the high frequency ranges.

Specifically, the value of "α" is set at the crossover frequency (in rad/s) between SH and ADD. This

law is almost optimal as it provides a mix of the best performance of the SH and ADD.

Mixed Skyhook-Acceleration driven damper control with 1 sensor (SH-ADD-2).

The current law compromises the complementary performances of soft and stiff passive suspensions.

Stiff suspension is able to damp optimally the body resonance, but without a desiring filtering at high

frequencies. On the other hand, a soft suspension ensures the best filtering but with the drawback of

a poorly damped body resonance. This law operates according to the current value of z̈2
s − a2ż2

s , as

shown in Equation 2.39
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Ci =

Cmin, i f z̈2
s −a2ż2

s ≥ 0

Cmax, i f z̈2
s −a2ż2

s < 0
(2.39)

The soft damping condition is selected when it is positive, otherwise the hard-damping condition

is used. Similarly to the mixed SH-ADD-1, the amount z̈2
s − a2ż2

s can be considered as a simple

"frequency-range selector", where the parameter "a" represents the limit between the ranges of low

and high frequency.

2.2 Seat Dynamics

The ride quality concept sweeps over many disciplines in automotive engineering, such as suspension

design, the temperature control inside the cabin, the ergonomics of the car and many other factors.

In this thesis, we are concerned with one aspect of these and more specifically the design of the seat

suspensions, which is mainly related to ride dynamics.

A good design of a seat suspension, can improve to some extent dynamic comfort, but cannot elimi-

nate the compromise with the static comfort. The above fact implies the conflict in the seat suspension

systems, where the increasing initial deformation of the system leads to better isolation of the accel-

erations and a more comfortable seat. To isolate vibrations using a seat suspension, linear springs

and dampers are typically used mainly in the literature for their modeling. However, the standard

commercial seats suspended by the use of conventional passive suspensions have reached their full

potential despite attempts in the literature to optimize them and obtain their optimal design. More-

over, the semi-active and active suspensions despite being gradually used more in seats and having

increased industrial and academic interest, they are more expensive, complicated and less reliable than

passive suspensions. Thus, respectively with the passive ones, they have been put aside to some ex-

tent because of their above disadvantages. Therefore, the modeling and the optimization of different

types of vibration isolators, whose structures could be fitted in seat suspensions, have been discussed

extensively in the literature. The main ones using negative stiffness elements are studied in this work.

2.2.1 Passive Suspension (PS)

The classic 1DoF model, illustrated in Figure 2.9, is often used to isolate the vibrations of a mass (mse)

and consists of a linear stiffness spring (Kv) and a damper (Cv). Its governing equation is presented in

Equation 2.40:

mse z̈s +Cv(ẋ− żs)+Kv(x− zs) = 0 (2.40)
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where zs (m) is the response of the vehicle’s body displacement and żs its velocity (m/s). These are

used as the excitation of the system.

Figure 2.9: Passive seat suspension system with linear spring and damper (PS)

2.2.2 Negative Stiffness Suspension 1 (Carrella et al. - NSS1)

Generally, "quasi-zero-stiffness" (QZS) mechanisms can be achieved by combining a negative stiff-

ness element with a positive stiffness element. A simple model is described by Carrella et al. [5–7]

and the structure is presented in Figure 2.10. The main feature of this system is the use of two sym-

metric negative stiffness structures, including of one inclined spring (Kh), coupled with a positive

stiffness structure (Kv). When the suspension system is loaded, all the springs are compressed so that

the springs (Kh) are in horizontal position and the static load is applied entirely to the vertical spring

(Kv). This is the static equilibrium, while the displacement around it is where the research interest

lies. The inclined springs provide a negative stiffness in the vertical direction and they compensate

the positive stiffness of the vertical spring.

Figure 2.10: Seat suspension system based on Carrella et al. [5–7] at a random position x under the
excitation of zs (NSS1)

The vertical component of the force applied by the inclined springs is:

fN = 2∗Kh ∗ (Lo−Lh)∗ sinθ (2.41)
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Nomenclature
Parameter Unit Description

x [m] displacement of mass (m) from the desired static E.P.
ẋ [m/s] velocity of mass (m)
ẍ [m/s2] acceleration of mass (m)

mse [kg] total mass of seat (13.6 kg) and passenger (81.4 kg)
Kh [N/m] horizontal spring stiffness
Kv [N/m] vertical spring stiffness
Cv [N.s/m] damping coefficient
XST [m] initial deformation of vertical spring
Lo [m] initial length of underformed horizontal spring
ao [m] distance from the wall
α - spring stiffness ratio (Kh/Kv)

Additional Nomenclature for NSS1

θo [deg] initial angle of horizontal spring

Additional Nomenclature for NSS2

b [m] bar length

Additional Nomenclature for NSS3

R [m] cam radius
r [m] roller radius
d [m] distance from cam center
u2 [m] precompression of horizontal spring (=0.01 m)

Additional Nomenclature for NSS4

KS [N/m] vertical spring’s stiffness
b [m] bar length
uo [m] distance from horizontal level
md [kg] inner mass (=1 kg)

Table 2.2: Nomenclature of the parameters used in the seat models PS, NSS1, NSS2, NSS3 and NSS4

where Lh is the length of the compressed spring and θ is the angle between the spring’s position and

the vertical plane, as shown in Figure 2.10, and by defining Lo and Lh as:

Lo =
√

X2
ST +a2

o and Lh =
√

x2 +a2
o (2.42)

Finally, the equation of force applied by the negative element results in Equation 2.43:

fN = 2Kh

(√X2
ST +a2

o√
x2 +a2

o
−1
)

x (2.43)
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Additionally, the geometrical parameters, which are related with the negative structures, are defined

as γ = ao/Lo = cosθo. When γ = 0, the inclined springs are initially vertical, while, when γ = 1, they

lie horizontally. At the static equilibrium (x = 0), the load is fully supported by the vertical linear

spring and the inclined springs are aligned to the horizontal plane. By applying the Hooke’s Law

in the equilibrium, the following relationship occurs regarding the initial deformation of the system,

KvXST = mg. In any other position where the force fN (Equation 2.43) is applied on the mass, the

following equation (Equation 2.44) applies:

mse ẍ+Cv(ẋ− żs)+Kv(x− zs)− fN = 0 (2.44)

and by applying Taylor’s series around the equilibrium position (x = 0) of fN and keeping the poly-

nomials below 3rd order, Equation 2.45 occurs:

mse ẍ+Cv(ẋ− żs)+Kv(x− zs)−Kv

(
2α

1− γ

γ

)
(x− zs)

+Kv

(
α

L2
oγ3

)
(x− zs)

3 = 0
(2.45)

where zs (m) is the response of the vehicle’s body displacement and żs its velocity (m/s). These are

used as the excitation of the system.

2.2.3 Negative Stiffness Suspension 2 (Thahn Le et al. - NSS2)

To improve the isolation of seat vibrations under low excitation frequencies, a model based on the

concept of the previous QZS is proposed by T. D. Le et al. [8–12]. The main feature of this system

is the use of two symmetric negative stiffness structures, consisting of one inclined bar (b) and one

horizontal spring (Kh) each, coupled with a positive stiffness element (Kv). Applying the current

design, the load carrying capacity of the system is the same as a conventional suspension and the

overall size of the construction is reduced for easier practical application. The proposed system has a

wider frequency range compared to a non-NSS system.

The conditions that have to be satisfied so to ensure that the suspension system has the widest possible

range of permissible displacements for which its dynamic stiffness is almost zero and the size of the

construction is as small as possible, are shown in Equation 2.46 - 2.48:

γ2 ≈ 1 but γ2 > 1 (2.46)
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Figure 2.11: Seat suspension model system on T. D. Le et al. [8–12] at a random position x under the
excitation of zs (NSS2)

γ2 ≤ γ1 (2.47)

α ≤ γ1

2(1+ γ1− γ2)
(2.48)

The negative force of the mechanism, applied by the horizontal springs is :

fN = 2Kh

(
Lo√

b2− x2
− ao√

b2− x2
+1
)

x (2.49)

Considering that the initial deformation occurs as XST =
√

b2− (ao−Lo)2, that the Hooke’s Law

implies mg = KvXST in the equilibrium, and finally that based on the design of the system γ1 =
b
Lo

and

γ2 =
ao
Lo

, Equation 2.49 is converted to 2.50:

fN = 2Kh

(
1√

γ2
1 − x2

− γ2√
γ2

1 − x2
+1
)

x (2.50)

Thus, based on the above, the equation of motion of the seat results in:

mse ẍ+Cv(ẋ− żs)+Kv(x− zs)− fN = 0 (2.51)

and finally, by applying Taylor series expansion to fN around the static equilibrium (x = 0) and by

keeping the until 3rd order polynomials, the equation of motion of the system in the steady state is

approximated by Equation 2.52:
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mse ẍ+Cv(ẋ− żs)+Kv(x− zs)−Kv

(
2α

1− γ2 + γ1

γ1

)
(x− zs)

+α
Kv

L2
o

(
γ2−1

γ3
1

)
(x− zs)

3 = 0
(2.52)

where zs (m) is the response of the vehicle’s body displacement and żs its velocity (m/s). These are

used as the excitation of the system.

2.2.4 Negative Stiffness Suspension 3 (Yan et al. - NSS3)

An innovative non-linear seat suspension is the conceptual design of cam–roller–spring mechanisms

(CRSMs) proposed by Yan et al. [13], whose particular behavior differs a lot from the existing ones in

the literature. The current model is presented in Figure 2.12. This suspension comprises a scissor-like

frame, a vertical spring, a negative stiffness mechanism and a damper. When load is applied, the upper

frame with the curved end descends, the bearings roll into the curved edge disc and the horizontal

springs are compressed. The system eventually balances and the bearings come into contact with the

tops of inner disk. When driving the vibrations are transmitted to the driver’s seat suspension frame.

The edge curve component rises and descends with the center as a balancing point, thus it isolates the

vibrations.

Figure 2.12: Seat suspension system based on Yan et al. [13] at a random position x under the excita-
tion of zs (NSS3)

The geometrical constraints needed to be satisfied, so as to ensure the proper function of the system,

are the following:

r,d > 0 (2.53)
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R > d (2.54)

u2 > 0 (2.55)

The initial precompression u2 of the horizontal springs is selected equal to 0.01 m, following also

the constraint of Equation 2.55, for ensuring the contact of the roller with the cam in the extreme

positions.

Considering the starting point of the coordinate system at the equilibrium, the initial deformation

XST =
√

(R+ r)2− (d + r)2 and the relation KvXST = mg, occur by applying the Hooke’s Law. Thus,

by replacing in Equation 2.57 the negative force ( fN) of the mechanism of Equation 2.56, the Equa-

tion 2.58 gives us the equation of motion of the seat under excitation, :

fN = 2Khu2

(
x√

(R+ r)2− x2

)
+2Kh(

√
(R+ r)2− x2−d− r)

(
x√

(R+ r)2− x2

)
= 0

(2.56)

mse ẍ+Cv(ẋ− żs)+Kv(x− zs)− fN = 0 (2.57)

mse ẍ+Cv(ẋ− żs)+Kv(x− zs)−2Khu2

(
x− zs√

(R+ r)2− (x− zs)2

)
−2Kh(

√
(R+ r)2− (x− zs)2−d− r)

(
x− zs√

(R+ r)2− (x− zs)2

)
= 0

(2.58)

where zs (m) is the response of the vehicle’s body displacement and żs its velocity (m/s). These are

used as the excitation to the system.

2.2.5 Negative Stiffness Suspension 4 (Antoniadis et al. - NSS4)

KDamper is an novel concept of passive suspension proposed by Antoniadis et al. [14, 15] and is

based essentially on the ideal combination of appropriate stiffness elements, including a negative

mechanism. The Kdamper concept is already implemented in a large variety of technological appli-
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Figure 2.13: Seat suspension system based on Antoniadis et al. [14, 15] the left in the static equilib-
rium and the right at a random position x under the excitation of zs (NSS4)

cations, and in this thesis is going to be applied in a seat suspension. The reason is that the model can

provide much better vibration isolation and damping at low frequencies than other tuned mass damper

models (TMD). The KDamper does not require any reduction in overall system stiffness, thus it over-

comes the main drawback of QZS, which require less permissible load compared to the conventional

linear oscillators.

KDamper is designed to exhibit the same overall (static) stiffness as a linear oscillator, but it is de-

signed to be stable both statically and dynamically despite including a negative mechanism. It is

designed as illustrated in Figure 2.13 and consists of a mass (mse) which is supported by two parallel

linear coil springs (KS and Kv) and a damper (Cv). The damper (Cv) and the spring (Kv) are also con-

nected to a smaller mass (md). The negative stiffness is achieved by a set of two symmetrical linear

horizontal springs (Kh,) which support the internal mass (md) by means of a modular mechanism. The

static equilibrium of the system is illustrated in Figure 2.13(a). The disturbed position after applying

the excitation of the sprung mass is shown in Figure 2.13(b).

The equations of motion are the following:

mse ẍ+Cv(ẋ− ẏ)+KS(x− zs)+Kv(x− y) = 0 (2.59)

md ÿ−Cv(ẋ− ẏ)−Kv(x− y)+ fND(u− zs) = 0 (2.60)

where:

fND(u) = fN(u)− fN(u0) = fN(u)− fN0 (2.61)
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u = u0 + y (2.62)

fN0 = fN(u0) (2.63)

where uo is 1mm, and is close to zero so as to make a symmetric response around the equilibrium,

and the inner mass is chosen to be constant and equal to 1 kg, i.e. approximately 1% of the mass of

the entire load applied to the system. The selection of this value follows the work of Antoniadis et al.

[124], who investigated the value of the ratio mse/md , concluding in a value around 0.01.

The value of XST is extracted by Equation 2.64:

XST = [(m+mD)g− fN0]/KS (2.64)

Based on the above, the following expression for the nonlinear force ( fN), which is applied by the two

symmetric horizontal springs (Kh), is obtained.

fN(u) =−2Kh

(
1+

Lo−ao√
b2−u2

)
u =−2Kh

(
1+ cI

1

(1− u2

b2 )
1
2

)
u (2.65)

where Lo is the initial length of the undeformed spring Kh, while Lh (t) is the length of springs Kh and

is defined as:

Lh = ao−
√

(b2−u2) (2.66)

while a coefficient is defined as:

cI =
Lo−ao

b
(2.67)

where when cI = 0, the two horizontal springs are equivalent to a negative spring with constant stiff-

ness KN =−2Kh.

The final equations are shown below:

Equation of mse:

mse ẍ+Cv(ẋ− ẏ)+KS(x− zs)+Kv(x− y) = 0 (2.68)
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Equation of md :

md ÿ−Cv(ẋ− ẏ)−Kv(x− y)

−2Kh

[
1+ cI

(
1√

1− (uo+y−zs)2

b2

)]
(uo + y− zs)

+2Kh

[
1+ cI

(
1√

1− u2
o

b2

)]
uo = 0

(2.69)

where zs (m) is the response of the vehicle’s body displacement and żs its velocity (m/s). These are

used as excitation to the system.

2.3 Passenger’s Body Dynamics

Figure 2.14: Seat-Passenger Model

In order to investigate in depth the ride comfort, the passenger is modeled as shown in Figure 2.14

[125]. Different parts of the human body such as the pelvis, the diaphragm, the thorax etc. are
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described via several m− c− k subsystems. The governing equations of the passenger model, are the

following and the parameters of each body part are presented in Table 2.3.

Seat:

mse z̈9 + c9(ż9− żs)+ k9(z9− zs)− c8(ż8− ż9)− k8(z8− z9) = 0 (2.70)

m8z̈8− c2(ż2− ż8)− k2(z2− z8)− c7(ż7− ż8)− k7(z7− z8)

+c8(ż8− ẋ)+ k8(z8− x) = 0
(2.71)

Abdomen:

m7z̈7 + c7(ż7− ż8)+ k7(z7− z8)− c6(ż6− ż7)− k6(z6− z7) = 0 (2.72)

Diaphragm:

m6z̈6 + c6(ż6− ż7)+ k6(z6− z7)− c5(ż5− ż6)− k5(z5− z6) = 0 (2.73)

Thorax:

m5z̈5 + c5(ż5− ż6)+ k5(z5− z6)− c3(ż3− ż5)− k3(z3− z5) = 0 (2.74)

Torso:

m3ż3 + c3(ż3− ż5)+ k3(z3− z5)− c4(ż3− ż2)− k4(z3− z2) = 0 (2.75)

Back:

m2
¨z|‘2− c4(ż3− ż2)− k4(z3− z2)+ c2(ż2− ż8)+ k2(z2− z8) = 0 (2.76)

Head:

m1z̈1 + c1(ż1− ż2)+ k1(z1− z2) = 0 (2.77)
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Description mi [kg] ci [N.s/m] ki [N/m]

Seat (se) 13.6 − −

Pelvis (8) 27.70 378 25500
Abdomen (7) 6.20 298 8941
Diaphragm (6) 0.46 298 8941
Thorax (5) 1.38 298 8941
Torso (3-4) 33.33 298 8941
Back (2 6.94 3651 53460
Head (1) 6.20 3651 53460

Passenger’s Mass = ∑
8
i=1 mi = 81.4 kg

Table 2.3: Parameters of the passenger’s model

2.4 Performance Metrics

In this thesis, we evaluate the vehicle’s suspension systems, both primary and secondary, in terms of

various aspects of performance. Thus, we do not focus only on the best ways of overcoming the well

known trade-off of vehicle dynamics (ride comfort and vehicle stability = road holding and handling),

but also we try to eliminate another trade-off that has appeared with the use of controlled suspensions,

the one between the dissipated energy and the vibration control performance. In addition, we consider

also the chatter effect as an important factor for suspension design, as far as semi-active suspension

are concerned. In this Chapter, these aspects are investigated and quantified.

2.4.1 Transient Response

Systems like vehicles, which include energy storage, cannot respond instantaneously when they are

subjected to disturbances and thus, they exhibit transient responses. The transient response depends

on the initial conditions of the system. Moreover, for comparing transient responses, it is common to

consider that the vehicle is initially at rest and all the time derivatives therefore are zero. Then, a step

input is applied to the vehicle as an excitation, as shown in Figure 2.16. Hence, in order to specify

the transient response characteristics, it is common to use few of the following metrics, as shown in

Figure 2.15:

1. Rise Time (tr) refers to the time required for a signal to change from a specified low value to a

specified high value. Typically, these values are 10% and 90% of the maximum value (Mp).

2. Peak Time (tp) is the time required for the response to reach the first peak of the overshoot and

it displays the responsiveness of the system.

3. Peak, (Mp) is the maximum value of the response and corresponds to peak time (tp).
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Figure 2.15: The time-domain metrics for transient response

4. Steady State (SST ) is the value where the response of the system has settled at the settling time

(ts).

5. Overshoot (MOV ) is when a signal or function exceeds its target or the level of exceeding the

steady state value (SST ).

6. Settling Time (ts) is defined as the time required for the system in order for the response to

reach and stay within δ% range of the steady-state value (SST ). The settling time is related to

the largest time constant of the system.

In vehicle dynamics, transient response is investigated for assessing the suspension performance, since

vehicles are mostly time-domain systems and they have to exhibit acceptable time responses. There-

fore, the time-domain metrics presented above are quite important. Except for certain applications

where oscillations cannot be tolerated, it is desirable that the transient response be sufficiently respon-

siveness and damped.

2.4.2 Ride Comfort

A suspension system should be able to isolate a vehicle body from road disturbances, aiming to

reduce vehicle body acceleration and provide good ride quality. The ride comfort can be quantified

by the measurements of the sprung mass’ vertical acceleration (z̈s), when the measurements are not

applicable in the seat or the passenger. More specifically, the ride comfort could be measured via

the weighted root mean square (RMS) of the acceleration (z̈), Vibration Dose Value (VDV) and the

Crest Factor (CF). These characteristics are proposed by the ISO-2631 standard which evaluates the
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Figure 2.16: Step input used for evaluating transient response

human exposure to whole-body vibration [96]. More specifically, the weighted RMS acceleration is

calculated as follows:

RC = RMS(z̈wi) =

[
1
T

(∫ T

0
z̈wi(t)

2dt
)] 1

2

(2.78)

where T is the duration of the measurement in seconds, z̈wi is the weighted acceleration as a function

of time (m/s2) and i i is the selected subsystem of the driver or the vehicle model. In our case, where

no seat model or passenger model are used, i = s. The frequency weighting curves, presented in the

Figure 2.17, are based on ISO-2631 [96] and are applied according to Equation 2.79.

Z̈wi =WPi1 ∗WAi2 ∗ Z̈i (2.79)

where Z̈i is the measured acceleration of z̈i in the frequency domain, WP are the principal frequency

weightings related to health, comfort and perception depicting the weighting frequency for :

• for the z direction (i1=k),

• for vertical recumbent direction except the head (i1=k),

• for the x-y direction and for horizontal recumbent position (i1=d)

• for motion sickness (i1=f)

and finally WS is the additional frequency weightings related to

• seat back measurements (i2=c),
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• measurements for rotational vibrations (i2=e),

• measurement of vibration under the head of recumbent person (i2=j).

In case there is no need for additional weighting of the measurement, WA is equal to 1.

In cases where the basic evaluation may underestimate the effects of vibrations (high crest factors,

occasional shocks and transient vibration), the running RMS value of the measured acceleration zi

is proposed as a metric along with the Maximum transient vibration value (MTVV), Vibration Dose

Value (VDV) and the Crest Factor (CF) of the measurement is calculated through Equation 2.82

and 2.83, respectively.

RMS(z̈ri) =

[
1
τ

(∫ t0

t0−τ

z̈wri(t)
2dt
)] 1

2

(2.80)

MTVVi = max(z̈i(t)
)

(2.81)

V DVi =

[∫ T

0

(
z̈i(t)

)4dt
] 1

4

(2.82)

CFi =
max(z̈i)

rms(z̈i)
(2.83)

where i is the selected subsystem of the driver or the vehicle model from Equation 2.1 - 2.2 so as

to evaluate z̈i, z̈wri(t) is the instantaneous frequency-weighted acceleration, τ is the integration time

for running averaging, t is the time and t0 is the time of observation. The additional metrics from

Equation 2.80 - 2.83 are useful for evaluating health or comfort when:

MTVV (z̈i)

RMS(z̈wi)
= 1.5 (2.84)

V DVi

RMS(z̈wi)T 0.25 = 1.75 (2.85)

2.4.3 Seat-to-head transmissibility

The primary contact point for transmission of vertical whole body vibration (WBV) to drivers is

through vehicle seat (amplifies or attenuates vibration at the base). Suspension seats, mostly used

in off-road vehicles consist of low stiffness suspensions with low damping to attenuate vibration in



48 Chapter 2. Simulation models

(a) Principal Frequency Weightings-WP.

(b) Additional Frequency Weightings-WA.

Figure 2.17: Frequency Weightings of Measured Accelerations

some environments. The stiffness of the suspension has a considerable influence also in the isolation

effectiveness and this could be depicted by Figure 2.18a. However, the efficiency of the seat still
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depends on the vibration spectrum and the seat dynamics. The dynamic characteristics of a seat are

measured by the transmissibility, which is a non-dimensional ratio of the vibration on the seat surface

to the vibration of the seat base (sprung mass or chassis floor) as a function of frequency and can be

used to quantify seat performance. Transmissibility (TR) is shown in the following equation:

T R =
z̈i

z̈input
(2.86)

where z̈i (m/s2) is the response of the seat (when i=seat) induced from the excitation of the system

z̈input (m/s2).

From Figure 2.18b, where the transmissibilities of the seat-input to the seat-output are presented, it

is obvious that the use of a lower stiffness leads to a wider range of isolation frequencies. Designs

3 and 4 have a greater isolation performance than the other two, because of the decreased stiffness.

Less stiffness leads to a greater static mass shift, and this relationship between isolation and static

displacement is known as the main conflict in suspension designs, being outlined in Figure 2.18a.

The frequency range in which a linear passive suspension operates is often limited by the maximum

stiffness of the spring required to support a static constant mass load, and usually the system can only

provide good efficiency for the high excitation frequencies. In the literature, more often the interest is

turned on the transmissibility from seat to head (STHT), by using in Equation 2.86 with i = 1 = head.

In biomechanical systems, researchers in the area of human response to whole-body vibration (WBV)

consider the seat-to-head transmissibility (STHT) in capturing the perception of vibration of seated

people for single-input/single-output motions [126–129]. Thus, in this thesis, STHT is studied by

applying Equation 2.86 with i = 1 = head.

2.4.4 Road Holding and Handling

Important metrics indicating the dynamical behavior of the vehicle through the ride models (Fig-

ures 2.2, 2.3, 2.4 and 2.5) are the suspension travel and the tire deflection. The suspension travel

(Equations 2.3, 2.9, 2.17 and 2.26) depicts the ability of the suspension system to support the vehi-

cle’s static weight. The vehicle static weight is well supported as long as the rattle space requirements

of the vehicle are kept small. It can be quantified in terms of the variance of the suspension travel

(ST 1) or by the maximum value undergone by the suspension (ST 2), as shown in Equations 2.87

- 2.88.

V STi =
1
n

n

∑
j=1

(STi, j−ST )2 =VAR(STi) (2.87)

MSTi = MAX(STi) (2.88)
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(a) Initial compression (XST ) with the RMS of the vertical accelerations in the seat.

(b) Transmissibility (z̈seat /z̈sprung) of accelerations.

Figure 2.18: The conflict of the seat suspension for various values of stiffness (Kv) and damping (Cv)
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On contrary, the tire deflection of the system and thus the normal tire forces illustrate the good road

holding and handling of the vehicle (Equation 2.4, 2.10, 2.18 and 2.27). This performance can be

characterized in terms of vehicle’s cornering, braking and traction abilities. These abilities can be

improved by minimizing the variations in normal tire loads, because the lateral and the longitudinal

forces generated by a tire depend directly on the normal tire load. So, variations in normal tire load

can be directly related to vertical tire deflection considering that a tire roughly behaves like a spring

in response to vertical forces. Thus, both the variance of tire deflection and its maximum value could

be good indexes for vehicle’s road holding (T D1 and T D2, respectively), as shown in Equations 2.89-

2.90.

V T Di =
1
n

n

∑
j=1

(T Di, j−T D)2 =VAR(T Di) (2.89)

MT Di = MAX(T Di) (2.90)

where i = /0, F1, F2, R1 and R2. In addition the pitch angle is considered as an index for road

holding, thus its variance is investigated.

PTC =
1
n

n

∑
j=1

(θ j−θ)2 =VAR(θ) (2.91)

2.4.5 Dissipated Energy

The damper is designed to absorb the vibrational energy and to dissipate it as heat, which leads to

elevated temperatures in the hardware of the damper. Mean dissipated power (DE) is one of the

main indexes used in the literature for thermal performance. DE depicts the average mechanical

energy that a damper dissipates per second and it is directly proportional to the temperature rise in the

damper. Elevated temperatures could have a detrimental effect to the components of the damper and

the fluid, while the minimization of the dissipated energy may offer simultaneous benefits to hardware

temperature, seals durability and forward power requirements. Therefore, the designers must include

the damper’s temperature rise while they design new control algorithms for active or semi-active

suspensions. The mean dissipated power (DE) is evaluated as shown in Equation 2.92.

DEi =

∫ t f
0 FCi ∗ ˙ST i dt

t f
=

∫ t f
0 Ci ∗ ˙ST i ∗ ˙ST i dt

t f
(2.92)

where t f is the total time of the simulation or the experiment and i = /0, F1, F2, R1 and R2.
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The dissipation energy is part of the second conflict that the suspension designers must face while

controlled suspensions are designed. This conflict implies that greater vibration control demands

more dissipated energy. This could be further and more accurately explained through the law of

conservation of energy. In physics, the law of conservation of energy states that the total energy of

an isolated system remains constant, it can neither be created nor destroyed; rather, it can only be

transformed or transferred from one form to another.

In the case of SH control algorithms, which are studied in this thesis, greater vibration control corre-

sponds to either greater number of switches - i.e times that the damper operates with Cmax- or smaller

sampling time in the control algorithm, which both are not desired. Therefore, the increase in the

DE could lead to the decrease of either kinetic or potential energy and hence of z and ż, respectively,

increasing the vibrational control performance.

2.4.6 Number of switches and chattering

The switches between the states that define the damper introduce nonlinearities into the system

through the nonlinear damping force and the discontinuous command signal. This phenomenon is

referred to as chatter. However, there is no relevant metric in the literature quantifying it. Eslam-

inasab et al. [90] minimized the chattering by suppressing the nonlinearities of vehicle’s response

around 30-40Hz, while Tsampardoukas et al. [91, 92] related the level of the chatter with the number

of the switches of the damping coefficient. Many researchers proposing a new control algorithm con-

sidered the decrease in the chattering and compare their algorithms with the traditional SH algorithms

[83, 90–93]. In this work, the effect of the chattering is studied through the number of switches in

the damper’s state (SW ). By decreasing the chattering and thus the number of the switches (SW ), we

increase the expected life of the damper’s component by reducing their fatigue and the temperatures

occurred in the fluid, the seals and the other damper’s components similarly with the dissipation en-

ergy. However, a significant decrease could affect the vehicle’s performance and thus the vibrational

control.

2.5 Road Profiling and Excitation

The irregularities on the road cause disturbances and are classified as shock or vibration. The first

is related to discrete disturbances, usually associated with higher amplitudes, such as a bump or a

pothole, while the latter is related to continuous irregularities, such as an unpaved road. Both types

have different requirements for the suspension system, but in order for the designer to design one

has to consider both these applications. One of the important aspects in the analysis of the dynamic

behavior of a vehicle is the road profile that is used as an input function. The dynamic properties of

the vehicle’s suspension system, the vehicle speed and the elevation of the road surface unevenness
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determine the vibration levels. Thus, road profile generation is a strong asset for the researchers, as it

enables them to test the vehicle under different road conditions. The most common approach in the

literature is the study of a vehicle under a road bump [17, 24, 25, 101, 130, 131] or a random road

profile [16, 33, 34, 39, 40, 62, 132] generated based on ISO 8608:1995 [133].

2.5.1 ISO 8608 : Mechanical vibration and road surface profiles

Profiles taken along a lateral line show the superelevation and crown of the road design, plus rutting

and other distress. Longitudinal profiles show the design grade, roughness, and texture (see Figure

2.19). In this thesis, we focus on the longitudinal profiles, whose classifications are based on ISO

8608:1995 [133]. ISO 8608:1995 is based on the assumption that a given road has equal statistical

properties everywhere along a section and that the road surface is a combination of a large number

of longer and shorter periodic bumps with different amplitudes. ISO has proposed road roughness

classification using the power spectral density (PSD) values as shown in Figure 2.20 and Table 2.4.

Paved roads are generally considered to be among road classes A to D.

Figure 2.19: Road profile representation obtained by Tyan et al. [16]

Classification of Road Profiles

The road profile can be represented by a PSD function as shown in Figure 2.20 and Table 2.4. The

power spectral densities of roads show a characteristic drop in magnitude with the wave number. To

determine the power spectral density function, or PSD, it is necessary to measure the surface profile

with respect to a reference plane. Random road profiles can be approximated by a PSD in the form of

Equation 2.93:

Φ(Ω) = Φ(Ω0)

(
Ω

Ω0

)−w

(2.93)
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Figure 2.20: Road Surface Classification (ISO 8608) [16]. The axes surrounding the frame are defined
as 1. displacement psd, Φ(n)[m3], 2. wavelength, λ [m], 3. displacement psd, Φ(Ω)[m3], 4. spatial
frequency, n[cycle/m], 5. angular spatial frequency, Ω[rad/m].

where Ω = 2π

L in rad/m denotes the angular spatial frequency, L is the wavelength, Φ(Ω0) in

m2/(rad/m) describes the values of the psd at the reference wave number Ω0 = 1 rad/m, n = Ω

2π

is the spatial frequency, n0 = 0.1 cycle/m and w is the waviness, equal to 2 for most of the road

surfaces.

Road Class
Degree of roughness Φ(Ω0)(10−6 m3)

where Ω0 = 1 rad/m

Low limit Geometric mean Upper limit

A (very good) - 1 2
B (good) 2 4 8
C (average) 8 16 32
D (poor) 32 64 128
E (very poor) 128 256 512

Table 2.4: Road roughness values classified by ISO expressed in terms of spatial frequency Ω

For a rough and quick estimation of the roughness quality, the following guidance is given:
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1. New roadway layers, such as, for example, asphalt or concrete layers, can be assumed to have

a good or even a very good roughness quality;

2. Old roadway layers which are not maintained may be classified as having a medium roughness

;

3. Roadway layers consisting of cobblestones or similar material may be classified as medium

("average") or bad ("poor", "very poor").

Road Profiles in Spatial and Temporal Domain

It is well-known that the amount of the road excitation imposed at the vehicle tire depends on two

factors:

1. the road roughness, which is a function of the road roughness coefficient and

2. the vehicle velocity.

Let s be the path variable. By introducing the wavelength λ :

λ =
2∗π

Ω
(2.94)

and assuming s = 0 at t = 0, the term Ω∗ s can be written as:

Ω∗ s =
2∗π

Ω
∗ s = 2∗π

V
λ

t = ωt (2.95)

where ω(rad/sec) is the angular velocity in time domain, we end up with :

Ω∗V = ω (2.96)

Hence, in the time domain the excitation frequency is f = ω

2∗π = V
λ

. For most of the vehicles the rigid

body vibrations are between 0.5 - 15 Hz. This range is covered by waves which satisfy the condition

0.15Hz < V
λ
< 15Hz. For a given wavelength of λ = 4m, the rigid body vibration of a vehicle is

excited if the velocity of the vehicle is varied from Vmin = 0.5Hz∗4m = 60/m/sec = 216km/h . Thus,

an excitation in the whole frequency range with moderate vehicle velocities profiles with different

varying wavelengths is needed.
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Sinusoidal Approximation

Based on the work of Tyan et al. [16] and Andren [134],various random road profiles of different

classes could be generated using a sinusoidal approximation. If the vehicle is assumed to travel with

a constant speed V over a given road segment with length (Ls), then a random road profile can be

approximated by a superposition of N(→ ∞) sine waves using Equation 2.97

y(t) =
N

∑
n=1

Ansin(nω0t−φn) (2.97)

where:

ω0 ,V ∆Ω, ∆Ω ,V
2π

L
(2.98)

where :

Ai =

√
Φ(Ωi)

∆Ω

π
, i = 1, ...,N (2.99)

∆Ω =
ΩN−Ω1

N−1
(rad/sec) (2.100)

The phase angles φn, n = 1, ...,N are treated as random variables following a uniform distribution in

the interval of [0,2π) and V is the vehicle’s velocity which is considered constant.

2.5.2 Road Bumps

The irregularities on the road cause disturbances and the road bumps are related to shock and discrete

disturbances, usually associated with higher amplitudes. For the design of a road bump, as the ones

illustrated in Figures 2.22 and 2.23, the height of the bump h (=0.05 m), its length L (=20 m) and

the vehicle’s velocity V (=const = 10 m/s) are needed, as shown in Figure 2.21. As a function of

time, the road bump is designed as sinusoidal or step input respectively by Equations 2.101 and 2.103

for models which include one axle, while for models including both the rear axle respectively by

Equations 2.102 and 2.104. The excitation for the front wheels is illustrated in Figure 2.22, while

when rear wheels are also included in the model the excitation is presented in Figure 2.23.

Road Bump of Sinusoidal Type:

RoadF =

h∗ sin(ω ∗ t) , if t0 ≤ t < t0 + L
2∗V

0 , otherwise
(2.101)
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Figure 2.21: The design of a bump considering its height (h), its length (L) and the vehicle’s velocity
(V )

(a) Sinusoidal type. (b) Step type.

Figure 2.22: Road bumps for vehicle models including one axle

RoadR =

h∗ sin(ω ∗ t) , if t0 + tdistance ≤ t < t0 + L
2∗V + tdistance

0 , otherwise
(2.102)

Road Bump of Step Type:

RoadF =

h, t0 ≤ t < t0 + L
V

0, otherwise
(2.103)
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(a) Sinusoidal type. (b) Step type.

Figure 2.23: Road bumps for vehicle models including both front and rear axle

RoadR =

h , if t0 + tdistance ≤ t < t0 + L
2∗V + tdistance

0 , otherwise
(2.104)

where t0 is the starting time of the road bump, whilst ω is the excitation frequency 2πL
V , tdistance is

the time lag between front and rear wheels aF+aR
V . More specifically, the front and rear wheels follow

the same trajectory with a time delay tdistance, which is due to the distance aF + aR of front and rear

wheels.
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CHAPTER 3

Comparative study of vehicle models with respect to dynamic performance

The selection of the most suitable model for suspension design is never explained and many times

unnecessary complexity is added, either by using a model with more degrees of freedom or by adding

more elements in the one selected (anti-roll bars, tire dampers etc.). The decision regarding the most

appropriate model doesn’t depend only on the fact that the pitch phenomena or the roll phenomena,

should be investigated. The researchers have to consider if the increase in the DoFs of the model or the

elements included will provide more accurate results and the computational time demanded will worth

it. Thus, the decision has to be made based on the intended application, i.e. road excitation, reason

of simulations (ride comfort or road holding), optimization of the suspension etc. without neglecting

the complexity and the computational time. Based on the above, the aim of this paper is to conduct

an assessment regarding the accuracy of the four most common vehicle models. In contrast to [75]

and Ihsan et al. [33, 76] who conducted comparative works more with respect to different semi-active

control algorithms than with respect to vehicle models, in this work the vehicle models with various

configurations are compared in terms of accuracy and with respect to different performance metrics.

More specifically, both passive and semi active suspensions are considered, while the effect of adding

anti-roll bars and tire dampers is also investigated. The transient behavior of the suspension system

and the overall ride performance of the vehicle are assessed in terms of ride comfort and road holding

using different road excitation.
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3.1 Materials & Methods

3.1.1 Simulation Models

This work intents to compare the main vehicle models in terms of their accuracy. As the degrees

of freedom increase and the computational cost rises, it is of significant importance to investigate

not only the loss of information but also the accuracy in evaluating the performance both of the

vehicle and the suspension system. Therefore, different case studies are implemented, using different

suspension systems under different road excitations, as presented in TAble 3.2. More specifically,

they are presented below:

Parameter Unit Value Parameter Unit Value

ms [kg] 1085 mu [kg] 40
Ix [kgm2] 820 Iy [kgm2] 1100
aF [m] 1.4 aR [m] 1.47
b1 [m] 0.7 b2 [m] 0.75
k [N/m] 10000 c [Nm/s] 800

kT [N/m] 150000 cT [Nm/s] 0

Additional Parameters for Part 1b

cmin [Nm/s] 400 cmax [Nm/s] 1200

Additional Parameters for Part 2a

kR [Nm/rad] 40000

Additional Parameters for Part 2b

cT [Nm/s] 49

Table 3.1: Parameters of FC model used in this chapter.

1. Part 1: In this part, all the vehicle models (QC, HC1, HC2 and FC described in Chapters 2.1.1,

2.1.2, 2.1.3 and 2.1.4) are compared with respect to their transient and their dynamic behavior.

Firstly, they are employed with passive (Part 1a) and then with semi-active suspension systems

(Part 1b), while the tire damper (cTi = 0) and the anti-roll bars (MARi = 0) are neglected. The

semi-active suspension system operates with SH-2 control law, as presented in Equation 2.34

of Chapter 2.1.6.

2. Part 2: In this part, the impact of additional elements in vehicle modeling is investigated. Firstly,

in Part 2a two full car models are compared. The former one is the one of Part 1a, whereas the

latter considers the anti-roll bars both in front and rear axle (MARi 6= 0). Secondly, two quarter

car models are compared (Part 2b). The first one is the one of Part 1a, while the latter considers

a non-zero tire damping coefficient (cTi 6= 0), as described in Equation 2.29.
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(a) Road bump.

(b) Road Profile generated based on ISO-8608.

Figure 3.1: The road profiles used as excitation of the vehicle models in this chapter

3.1.2 Excitation

In this chapter, a road bump (Figure 3.1a) and a random road profile (Figure 3.1b) are generated, so

as to thoroughly test the transient and dynamic response of the models .
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Road Bump

The road bump that is used, is illustrated in Figure 3.1a. The height of the bump is set to h=0.05 m

and its length to L=80 m. The vehicle velocity is constant and set to 10 m/s. The excitation takes

place at t0=2sec.

Road Excitation for the Vehicle Model

The second excitation involves a random road profile, generated based on the ISO 8608 regulation

[133], which classifies road profiles according to the quality of the road. The velocity of the vehicle

is set 86.4 km/h for the road profile. The road profile in time domain is illustrated in Figure 3.1b.

Likewise, the front and rear wheels follow the same trajectory with a time delay tdistance, which is due

to the wheelbase (aF + aR).

3.2 Results

For each part, two types of analysis are conducted.

1. The former type contains the analysis of transient response, thus the models are excited with a

road bump (Figure 3.1a). In addition, the time-domain responses of the vehicle to the excitation

are compared and the transient metrics regarding the acceleration (z̈s) and the displacement (zs)

of the sprung mass are evaluated. Particularly for Part 2a, the transient metrics regarding the

roll angle (φ ) are investigated as well. Additionally, the natural frequencies (ω) of the models

are calculated.

2. The second analysis concerns the dynamic behavior of the vehicle. In this respect the models are

excited with a random road profile of class B, as illustrated in Figure 3.1b, and both time-domain

and frequency-domain vehicle responses are compared. Furthermore, performance metrics con-

cerning the ride comfort, the road holding and the vehicle handling are evaluated.

3.2.1 Comparative Study : Part 1a

In the first part, all the vehicle models (QC, HC1, HC2 and FC) are employed with passive suspension

systems and are compared in terms of their accuracy. The springs of the suspension systems are

considered linear (Equation 2.30), while the tire damping (cTi = 0) and the anti-roll bars (MARi = 0)

are ignored. The vehicle parameters are selected from the literature so as to represent a passenger

vehicle and are illustrated in Table 3.1. In the following figures, the vehicle models are denoted as:
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• Case Study 1: FC Model

• Case Study 2: HC1 Model

• Case Study 3: HC2 Model

• Case Study 4: QC Model

Transient Behavior

As it was mentioned before, in order to evaluate the transient behavior of the vehicle models, they

are excited with a step input. The acceleration (z̈s) and the displacement (zs) of the sprung mass are

compared in Figures 3.2 and 3.3, respectively. In addition, in Figures 3.4 and 3.5 the acceleration

(z̈u) and the displacement (zu) of the front right unsprung mass are illustrated. The metrics of the

sprung mass acceleration are compared in Table 3.3, while the ones of the sprung mass displacement

are shown in Table 3.4. In these Tables the percentage of the difference of each model’s metrics

compared to the ones of the quarter car are evaluated ( X−XQC
XQC

100%).

Figure 3.2: Part 1a - Transient Behavior: Sprung mass acceleration response.

FC HC2 HC1 QC

Value % Value % Value % Value

Peak, Mp (m/s2) 3.97 50% 3.97 50% 7.92 0% 7.92
tp (s) 2.03 0 % 2.03 0 % 2.03 0% 2.03
ts (s) 4.25 -17% 4.25 -17% 3.65 0% 3.65

Table 3.3: Part 1a - Transient Metrics: Sprung mass acceleration.
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Figure 3.3: Part 1a - Transient Behavior: Sprung mass displacement response.

Figure 3.4: Part 1a - Transient Behavior: Unsprung mass acceleration response.

FC HC2 HC1 QC

Value % Value % Value % Value

Peak, Mp (mm) 68.62 12% 68.62 12% 77.69 0% 77.69
tp (s) 2.65 -7% 2.65 -7% 2.47 0% 2.47
ts (s) 4.88 -1.5% 4.88 -1.5% 4.80 0% 4.81

Table 3.4: Part 1a - Transient Metrics: Sprung mass displacement.

Based on the sprung mass response (Figures 3.2 and 3.3), there are two groups of waveforms that

dominate. The first consists of QC and HC1 models (group 1), which present identical response, while

the latter illustrates common behavior between FC and HC2 models (group 2). The first group displays

responses of greater magnitude, while all models have the same steady-state value. Additionally,
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Figure 3.5: Part 1a - Transient Behavior: Unsprung mass displacement response.

according to the sprung mass acceleration response (Figure 3.2) the lack of the peak that corresponds

to the pitch natural frequency is noticed (TΘ = 2π/ωΘ. Also, the first group of models (QC and HC1)

displays less damping. On the other hand, small differences between the responses of the unsprung

mass (Figures 3.4 and 3.5) are noticed and they are related to the settling time of the displacement.

The above remarks are also confirmed by the tables of transient metrics (Tables 3.3 and 3.4). First

of all, based on Tables 3.3 and 3.4 the separation of the models in two groups is verified. FC and

HC2 present the same percentage of difference comparing their metrics to the ones of HC1 and QC.

According to Table 3.3, the peak value of the acceleration of the QC and HC1 models is ∼50%

increased compared to the other two models. On the other hand, these models display more damping

in the sprung mass acceleration response, with their settling time being around 16.5% lower than the

group 2. As far as the sprung mass displacement is concerned (Table 3.4), the differences between

the metrics of the models are smaller. Likewise, the group 1 of models show greater peak value by

∼12%, while their settling time is ∼1.4% less. As far as the peak time variations are concerned, the

second group of models have greater peaks of sprung mass displacement almost by 7.3%, in contrast

to the acceleration, where no difference is noticed.

Dynamic Behaviour

In order to assess the dynamic behavior of the vehicle models, we apply as an excitation a ran-

dom profile of class B. The responses of sprung mass acceleration and displacement in time-domain

are compared in Figures 3.6 and 3.7, respectively, while the sprung mass acceleration response in

frequency-domain is illustrated in Figure 3.8. Finally, the performance metrics regarding ride com-

fort are compared in Table 3.6, while the ones regarding the road holding and the vehicle handling are
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FC HC2 HC1 QC

ωxs [Hz] 0.93 0.93 0.94 0.93

ωϕ [Hz] 0.78 - 0.78 -

ωθ [Hz] 1.33 1.33 - -

ωz1 [Hz]

10.07 10.07 10.07 10.07
ωz2 [Hz]
ωz3 [Hz]
ωz4 [Hz]

Table 3.5: Natural Frequencies of all the vehicle models (QC, HC1, HC2 and QC).

shown in Table 3.7. In these Tables the percentage of the difference of each model’s metrics compared

to the ones of the quarter car are evaluated.

Figure 3.6: Part 1a - Dynamic Behavior: Sprung mass acceleration response in time-domain.

FC HC2 HC1 QC

Value % Value % Value % Value

RC 0.15 24% 0.15 24% 0.19 0% 0.19
Max(z̈s) (m/s2) 0.56 18% 0.56 18% 0.70 -1% 0.69

Table 3.6: Part 1a - Dynamic Behavior: Ride comfort Metrics.

According to figures, which present the time-domain responses of the sprung mass (Figures 3.6 and

3.7), the same conclusions, as the transient analysis, are derived. As far as the frequency-domain

response of the sprung mass acceleration is concerned, all models have the same natural frequencies,

while the QC and HC1 (group 1) display greater magnitudes compared to the FC and HC2 models

(group 2), as shown both in 3.5 and Figure 3.8.
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Figure 3.7: Part 1a - Dynamic Behavior: Sprung mass displacement response in time-domain.

Figure 3.8: Part 1a - Dynamic Behavior: Sprung mass acceleration response in frequency-domain.

As far as the ride comfort is concerned, according to the Table 3.6, the QC and HC1 models have

greater values not only of the maximum sprung mass acceleration (Max(z̈s)) but also of the weighted

RMS of acceleration (RC). Thus, the group 1 models estimate the levels of ride comfort with less

accuracy, while overestimating these values. Additionally, according to the Table 3.7, the differences

between the vehicle models are significant as far as the suspension travel is concerned. More specif-

ically, the variances of the right and the left suspension travel of HC1 model differ compared to QC

by ∼0.4% and ∼0.3%, respectively, while the maximum values of the right and the left suspension

travel differ by ∼1.2% and ∼1.4 %, respectively. The difference between the suspension travels of

HC1 and the one of QC is due to the consideration of the roll angle. Considering that the right and

left excitations are the same, the differences are insignificant and thus they estimate the suspension
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FC HC2 HC1 QC

Value % Value % Value % Value

V ST 1(mm2) 6.22 20%
6.16 21%

7.77 0%

7.81
V ST 2(mm2) 6.11 22% 7.83 0%
V ST 3(mm2) 8.79 -13%

8.88 -14%
7.77 0%

V ST 4(mm2) 8.96 -15% 7.83 0%

MST 1(mm) 9.07 2%
9.05 3%

9.41 -1%

9.30
MST 2(mm) 9.03 3% 9.17 1%
MST 3(mm) 9.92 -7%

9.97 -7%
9.41 -1%

MST 4(mm) 10.01 -8% 9.17 1%

V T D1(mm2)
1.15 -1% 1.15 -1%

1.14 0% 1.14
V T D2(mm2)
V T D3(mm2)

1.13 0% 1.13 0%
V T D4(mm2)

MT D1(mm)
4.54 -1% 4.53 -1%

4.50 0%

4.49
MT D2(mm) 4.47 1%
MT D3(mm)

4.46 1% 4.47 1%
4.50 0%

MT D4(mm) 4.47 1%

Table 3.7: Part 1a - Dynamic Behavior: Vehicle handling and Road holding Metrics.

system’s behavior similarly. Furthermore, the difference noticed between FC and HC2 is less than 1%

and is also due to the consideration of the roll angle and the lateral load transfer.

On the other hand, as far as the comparison of FC and HC2 (group 2) with the QC is concerned, the

values of the V ST of group 2 regarding the front axle are by∼21% less, while the variances regarding

the rear axle are by ∼14% more. Accordingly, the maximum values of the suspension travel of group

2, regarding the front axle, are by ∼2.9% less, while the maximum values regarding the rear axle are

less by ∼7.5% more. The differences between the front and rear axles is a result of including the

pitch angle in the models of group 2 and the consideration of the longitudinal load transfer. Thus,

the consideration of the pitch angle in a model affects the estimation regarding the behavior of the

suspension system significantly. On the other hand, the differences in the tire deflection also exist, but

they are negligible (differences less than ∼1%).

3.2.2 Comparative Study : Part 1b

This part investigates the vehicle models’ accuracy while using semi-active suspension systems. In

this respect, all the vehicle models (QC, HC1, HC2 and FC) are employed with semi-active suspension

systems, operating with the SH-2 states control law, and are compared. The springs are considered
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linear and all anti-roll bars (MARi = 0) as well as the tire damping (cTi = 0) are neglected. The vehicle

parameters are illustrated in Table 3.1. In the following figures, the vehicle models are denoted as:

• Case Study 1: FC

• Case Study 2: HC1

• Case Study 3: HC2

• Case Study 4: QC

Transient Behaviour

In Figures 3.9 and 3.10 the sprung mass acceleration (z̈s) and the displacement (zs) responses of

all models are presented, respectively. In addition, the corresponding responses (z̈u and zu) of the

unsprung mass (front right wheel) are illustrated in Figures 3.11 and 3.12, respectively. Furthermore,

the transient metrics of the sprung mass acceleration and the displacement are compared in Tables

3.8 and 3.9, respectively. In these Tables the percentage of the difference of each model’s metrics

compared to the ones of the quarter car are evaluated.

Figure 3.9: Part 1b - Transient Behavior: Sprung mass acceleration response.

According to Figures 3.9 - 3.12, all vehicle models’ responses differ, regarding not only the magnitude

but also the damping rate, in contrast to Part 1a, where two groups of models of similar response where

identified. Specifically, both Figures 3.9 and 3.10 show that the FC model displays more damping with

reduced magnitude, compared to the other models, being less responsive. Additionally, as described in

Part 1a, all models have the same steady-state value of both sprung mass acceleration and displacement

(Figures 3.9 and 3.10), while the QC and HC1 models lack of the peak that corresponds to the pitch

natural frequency, as shown in Figure 3.9. On the other hand, unlike Part 1a, significant differences are



3.2 Results 71

Figure 3.10: Part 1b - Transient Behavior: Sprung mass displacement response.

Figure 3.11: Part 1b - Transient Behavior: Unsprung mass acceleration response.

FC HC2 HC1 QC

Value % Value % Value % Value

Peak, Mp (m/s2) 2.81 49% 5.08 7% 7.76 -42% 5.48
tp (s) 2.32 -15% 2.31 -14% 2.03 0% 2.03
ts (s) 3.44 -7% 3.90 -21% 4.00 -24% 3.23

Table 3.8: Part 1b - Transient Metrics: Sprung mass acceleration.

illustrated regarding the unsprung mass responses. More specifically, Figures 3.11 and 3.12 illustrate

that the HC1 model is more oscillatory and less damped, while it displays lower magnitude, compared

to the rest of the models.
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Figure 3.12: Part 1b - Transient Behavior: Unsprung mass displacement response.

FC HC2 HC1 QC

Value % Value % Value % Value

Mp (mm) 59.36 5% 67.10 -8% 68.39 -10% 62.41
tp (s) 2.79 -6% 2.71 -3% 2.53 4% 2.63
ts (s) 3.92 -1% 4.91 -27% 4.83 -24% 3.88

Table 3.9: Part 1b - Transient Metrics: Sprung mass displacement.

The tables of transient metrics (Tables 3.8 and 3.9) confirm the above remarks. More specifically,

the peak value of the acceleration of the FC model is ∼49% decreased compared to the QC value.

As far as the peak time is concerned, both FC and HC2 models have ∼14% greater value compared

to the other two models, which indicates less responsive behavior. Additionally, the settling time of

FC and QC models is ∼20% decreased compared to the HC1 and HC2 models, and thus they settle

faster. Finally, as far as the transient characteristics of the sprung mass displacement are concerned,

the differences between the models are less intense, but reflect the same remarks. Likewise, the FC

and HC2 models show greater peak time value (∼6.2% and ∼2.9%, respectively) compared to QC

model, while the FC and QC models have settling time value ∼25-26% less compared to HC1 and

HC2 models. As far as the peak values are concerned, the value of FC is around∼5% less, while HC1

and HC2 have peak values ∼7.5% and ∼9.5% less compared to QC model.

Dynamic Behaviour

In order to assess the dynamic characteristics and the performance of the vehicle models using semi-

active suspension systems, both the time-domain and frequency-domain responses are calculated.

Specifically, the responses of the sprung mass acceleration and the displacement in time-domain are

illustrated in Figures 3.13 and 3.14 respectively. The frequency-domain response of the sprung mass

acceleration is shown in Figure 3.15. Finally, the performance metrics regarding ride comfort are
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illustrated in Table 3.10, while the ones regarding the road holding and the vehicle handling are shown

in Table 3.11. In these Tables the percentage of the difference of each model’s metrics compared to

the ones of the quarter car are evaluated.

Figure 3.13: Part 1b - Dynamic Behavior: Sprung mass acceleration response in time-domain.

Figure 3.14: Part 1b - Dynamic Behavior: Sprung mass displacement response in time-domain.

FC HC2 HC1 QC

Value % Value % Value % Value

RC 0.14 25% 0.16 15% 0.20 -9% 0.19
Max(z̈s) (m/s2) 0.65 19% 0.60 25% 0.76 6% 0.80

Table 3.10: Part 1b - Dynamic Behavior: Ride comfort Metrics.

AS noticed in the transient analysis, the time-domain response of the sprung mass acceleration is

different for every model, regarding the magnitude, as shown in Figure 3.13. On the other hand, the



74 Chapter 3. Comparative study of vehicle models with respect to dynamic performance

Figure 3.15: Part 1b - Dynamic Behavior: Sprung mass acceleration in frequency-domain.

FC HC2 HC1 QC

Value % Value % Value % Value

V ST 1(mm2) 5.13 10%
5.65 1%

6.20 -8%

5.73
V ST 2(mm2) 5.14 10% 5.66 1%
V ST 3(mm2) 8.34 -46%

5.09 11%
6.20 -8%

V ST 4(mm2) 8.41 -47% 5.66 1%

MST 1(mm) 7.28 18%
8.53 4%

8.72 1%

8.83
MST 2(mm) 7.23 18% 8.50 4%
MST 3(mm) 10.33 -17%

7.33 17%
8.72 1%

MST 4(mm) 10.36 -17% 8.50 4%

V T D1(mm2)
1.37 -7% 1.19 7%

0.91 29%

1.29
V T D2(mm2) 1.25 3%
V T D3(mm2)

1.56 -21% 0.88 31%
0.91 29%

V T D4(mm2) 1.25 3%

MT D1(mm) 4.80 1%
4.82 0%

4.20 13%

4.83
MT D2(mm) 4.79 1% 4.82 0%
MT D3(mm)

4.83 0% 4.12 15%
4.20 13%

MT D4(mm) 4.82 0%

Table 3.11: Part 1b - Dynamic Behavior: Vehicle handling and Road holding Metrics.

differences between the models regarding the time-domain response of the sprung mass displacement

(Figure 3.14) are insignificant, but similarly the HC1 model displays greater magnitude. Figure 3.15

illustrates that FC model has lower natural frequency of the unsprung mass, compared to the other

models. In addition, lower values of the magnitude of FC model’s response are also noticed, while

the area around 2-5 Hz of the responses of QC and HC1 models is over weighted. As far as the ride

comfort is concerned, according to the Table 3.10, the FC and HC2 models have similar values of both
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the maximum and the RMS value. Specifically, the maximum values of acceleration of the FC and

BC models are by ∼18.8% and ∼25% less, while the RC values are by ∼25.4% and ∼14.91% less,

compared to the QC model, respectively. These values indicate that the FC and HC2 model estimate

more accurate ride comfort. Additionally, according to the Table 3.11, the most important difference

between the models regard the V ST . More specifically, the rear suspension travel variances of the FC

model have greater value compared to the QC model by ∼46%. Furthermore, it is noticed that the

differences between the suspension systems of each model is greater, in contrast to the Part 1a. This

phenomenon is due to the semi active control law, which includes the roll and/or pitch angle in its

operational conditions ( ˙ST ). Therefore, in few cases, the models use different state in the damper’s

condition under the same excitation, as displayed in Figure 3.16, in two different time intervals of the

simulations. As a result of the above, greater variations occur in the response.

(a) Simulation interval between 12-14 sec.

(b) Simulation interval between 40-42 sec.

Figure 3.16: Dynamic Behavior: Control’s law operational conditions of SH-2 in two different simu-
lation interval
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3.2.3 Comparative Study : Part 2a

This part investigates the effect of including an anti-roll bar in the vehicle models, in terms of their

accuracy. Specifically, we intent to evaluate which aspects of the vehicle’s transient and steady-state

responses are affected. Thus, two full car models are compared, where in the former one the anti-roll

bars are neglected, while the latter includes both front and rear anti-roll bars. In both models the tire

damping is neglected (cTi = 0). In this study, the road excitation is applied only to the right side of the

vehicle, in order to excite the roll plane, while investigating the vertical dynamics, and understand the

importance of considering an anti-roll bar in the vehicle model. The vehicle parameters are illustrated

in Table 3.1. In the following figures, the vehicle models are denoted as:

• Case Study 1: FC without anti-roll bar.

• Case Study 2: FC including anti-roll bar.

Transient Behaviour

In order to study the transient behavior of the vehicle models, the sprung mass acceleration (z̈s) and

the displacement (zs) are compared in the Figures 3.17 and 3.18, respectively. In Figure 3.19 the roll

angle (ϕ) is illustrated. The transient metrics of the sprung mass acceleration and the displacement

are compared in Tables 3.12 and 3.13, while the ones of the roll angle are shown in Table 3.14. In

these Tables the percentage of the differences of the metrics’ values of the full car model with anti-roll

bar compared to the ones of the full car model without anti-roll bar are evaluated.

Figure 3.17: Part 2a - Transient Behavior: Sprung mass acceleration response.

The figures regarding the sprung mass response (Figures 3.17 and 3.18) show that the use of the anti-

roll bar does not affect the sprung mass responses. However, the Figure 3.19 displays a significant
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Figure 3.18: Part 2a - Transient Behavior: Sprung mass displacement response.

Figure 3.19: Part 2a - Transient Behavior: Roll angle response.

FC With A.R. FC Without A.R.

Value % Value

Peak, Mp (m/s2) 1.98 0% 1.99
tp (s) 2.03 0% 2.03
ts (s) 4.25 0% 4.25

Table 3.12: Part 2a - Transient Metrics: Sprung mass acceleration.

difference between the models, regarding both the magnitude and the damping rate. Specifically, the

FC model employed with the anti-roll bars is less oscillatory and its steady-state value is less compared

to the other model. The tables of transient metrics (Tables 3.12 and 3.13) confirm that the use of the

anti-roll bar has no impact on the sprung mass response. Additionally, Table 3.14 shows that the use of
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FC With A.R. FC Without A.R.

Value % Value

Peak, Mp (mm) 34.32 0% 34.34
tp (s) 2.65 0% 2.65
ts (s) 4.88 0% 4.87

Table 3.13: Part 2a - Transient Metrics: Sprung mass displacement.

FC With A.R. FC Without A.R.

Value % Value

Peak, Mp (rad) 7.86∗10−3 84% 5.04∗10−2

tp (s) 2.49 9% 2.74
ts (s) 4.82 21% 6.10

Steady-State, SST (rad) 6.80∗10−3 80% 3.45∗10−2

Table 3.14: Part 2a - Transient Behavior: Roll angle.

FC Without A.R. FC With A.R.

ωzs [Hz] 0.93 0.93

ωϕ [Hz] 0.78 0.97

ωθ [Hz] 1.33 1.33

ωz1 [Hz]

10.07 10.07
ωz2 [Hz]
ωz3 [Hz]
ωz4 [Hz]

Table 3.15: Part 2a - Natural frequencies.

the anti-roll bar decreases not only the peak (∼84%) and peak time (∼9%) values but also the settling

time (∼21%) of roll angle. This indicates a more responsive and less oscillatory behavior of the roll

angle.

Dynamic Behaviour

In Figure 3.20 the response of roll angle in time-domain is compared. More specifically, in Figure

3.20a the roll angle of the complete simulation is shown. However, due to the use of the random

profile, the evaluation of the response in a smaller time interval, in order to achieve a better viewing,

is needed. Thus, in Figure 3.20b the same response is illustrated, but for simulation interval between

0-15 (s). The roll acceleration response in frequency-domain is shown in Figure 3.21. Finally, the

performance metrics regarding the ride comfort are compared in Table 3.16, while the ones regarding
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the road holding and the vehicle handling are illustrated in Table 3.17. In these Tables the percentage

of the differences of the metrics’ values of the full car model with anti-roll bar compared to the ones

of the full car model without anti-roll bar are evaluated.

(a) .

(b) .

Figure 3.20: Part 2a - Dynamic Behavior: Roll angle response in time-domain (a) Complete Simula-
tion, (b) Simulation interval: [0,15 s].

FC With A.R. FC Without A.R.

Value % Value

RC 0.07
0%

0.07
Max(z̈s) (m/s2) 0.27 0.27

Table 3.16: Part 2a - Dynamic Behavior: Ride comfort Metrics.
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Figure 3.21: Part 2a - Dynamic Behavior: Roll acceleration in frequency-domain.

FC With A.R. FC Without A.R.

Value % Value

V ST 1(mm2) 6.28 2% 6.40
V ST 2(mm2) 5.39 -14% 4.72
V ST 3(mm2) 7.12 4% 7.43
V ST 4(mm2) 5.88 15% 6.92

MST 1(mm) 7.82 1% 7.92
MST 2(mm) 6.48 -15% 5.64
MST 3(mm) 8.43 0% 8.42
MST 4(mm) 6.41 10% 7.15

V T D1(mm2) 1.13 0% 1.13
V T D2(mm2) 18.2 0% 18.2
V T D3(mm2) 1.11 0% 1.11
V T D4(mm2) 18.1 0% 18.0

MT D1(mm) 4.05 2% 4.15
MT D2(mm) 14.25 0% 14.22
MT D3(mm) 4.06 2% 4.15
MT D4(mm) 14.11 0% 14.15

Table 3.17: Part 2a - Dynamic Behavior: Vehicle handling and Road holding Metrics.

According to Figure 3.20, the differences concerning the time-domain roll angle response are signif-

icant. As presented in the transient analysis, the use of the anti-roll bar significantly decreases the

magnitude of the roll angle. As far as the frequency-domain response of the roll acceleration is con-

cerned, Figure 3.21 illustrates not only the decrease of the magnitude of the response, but also the

increase of the roll angle natural frequency (ωφ ). This remark is confirmed by Table 3.15, which dis-

plays the natural frequencies of the models with and without the use of the anti-roll bar. Specifically,
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it illustrates that the roll angle natural frequency (ωφ ) has increased from 0.78 Hz to 0.97 Hz, while

using the anti-roll bars, whereas the rest of the natural frequencies remain the same.

As far as the performance metrics are concerned, both the ride comfort (Table 3.16) and the vehicle

handling and road holding (Table 3.17) do not display significant differences. Nevertheless, according

to the Table 3.17, a divergence of ∼10 - 15% of the variances and the maximum values of the left

suspension travels is noticed (V ST2,V ST4,ST2 and ST4). This increase is induced since the anti-roll

bar attempts to diminish the roll vibration, at the expense of the suspension travel.

3.2.4 Comparative Study : Part 2b

In order to simplify and reduce the required time of the calculations, usually the tire damping is

neglected. This assumption is made as the damping of tires is much smaller than the damping of shock

absorbers. In this case study, an investigation of the effect of including the tire damping in the vehicle

models is conducted. For that reason, it was chosen to compare two quarter car models employed

with passive suspension systems, where the former has zero tire damping, while the latter considers

this coefficient non-zero. The vehicle parameters are illustrated in Table 3.1. In the following figures,

the vehicle models are denoted as:

• Case Study 1: QC without tire damping.

• Case Study 2: QC including tire damping.

Transient Behaviour

In Figures 3.22 and 3.23 the acceleration (z̈s) and the displacement (zs) of the sprung mass are illus-

trated, respectively. The transient metrics of the sprung mass acceleration are compared in Table 3.18,

while the ones of the sprung mass displacement are shown in Table 3.19. In these Tables the percent-

age of the differences of the metrics’ values of the quarter car model with tire damping compared to

the ones of the quarter car model without tire damping are evaluated.

QC With Tire Damper QC Without Tire Damper

Value % Value

Peak, Mp (m/s2) 7.86 0% 7.92
tp (s) 2.03 0% 2.03
ts (s) 3.65 0% 3.65

Table 3.18: Part 2b - Transient Metrics: Sprung mass acceleration.
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Figure 3.22: Part 2b - Transient Behavior: Sprung mass acceleration response.

Figure 3.23: Part 2b - Transient Behavior: Sprung mass displacement response.

QC With Tire Damper QC Without Tire Damper

Value % Value

Peak, Mp (mm) 77.72 0% 77.72
tp (s) 2.47 0% 2.47
ts (s) 4.81 0% 4.17

Table 3.19: Part 2b - Transient Metrics: Sprung mass displacement.

In Figures 3.22 - 3.23, the acceleration (z̈s) and the displacement (zs) of the sprung mass are presented

respectively. The transient metrics of the sprung mass acceleration and the ones of the sprung mass

displacement are not displayed because of the insignificant differences showed in Figures 3.22 - 3.23.
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The figures regarding the sprung mass response illustrate that the inclusion of the tire damper in the

models does not influence neither the acceleration nor the displacement. Therefore, we conclude that

the assumption of zero tire damping coefficient does not affect the transient behavior of the suspension

system.

Dynamic Behaviour

Considering the identical responses of Figure 3.22, only the response of the sprung mass acceleration

in frequency-domain is illustrated in Figure 3.24. Also, in order to evaluate the effect of including

the tire damping in the vehicle model, the performance metrics regarding the ride comfort are given

in Table 3.20, while the ones regarding the road holding and the vehicle handling are shown in Table

3.21. In these Tables the percentage of the differences of the metrics’ values of the quarter car model

with tire damping compared to the ones of the quarter car model without tire damping are evaluated.

Figure 3.24: Part 2b - Dynamic Behavior: Sprung mass acceleration in frequency-domain.

QC With Tire Damper QC Without Tire Damper

Value % Value

RC 0.19 0% 0.19
Max(z̈s) (m/s2) 0.67 4% 0.69

Table 3.20: Part 2b - Dynamic Behavior: Ride comfort Metrics.

As far as the frequency-domain response of the sprung mass acceleration is concerned (Figure 3.24),

the models have the same natural frequencies, while the QC model including the tire damper display

a small decrease of the magnitude. According to the Table 3.20, the models have the same weighted

RMS value of acceleration (RC), but the maximum value in the case of including the tire damper is

reduced by ∼3.8%. Additionally, according to the Table 3.21, the vehicle models have not significant
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QC With Tire Damper QC Without Tire Damper

Value % Value

V ST (mm2) 7.74 1% 7.81

MST (mm) 9.18 1% 9.30

V T D(mm2) 1.07 6% 1.14

MT D(mm) 4.42 2% 4.49

Table 3.21: Part 2b - Dynamic Behavior: Vehicle handling and Road holding Metrics.

differences between the values of the suspension travel as well as the maximum value of tire deflection,

while the variance of the latter in the case of including the tire damper is increased by∼5.6%. Despite

that, the models are similar in terms of vehicle handling.

3.3 Conclusions

In this chapter, the most common vehicle models with various configurations are compared in terms

of accuracy and with respect to different metrics. More specifically, both passive and semi active

suspensions are considered, while the effect of adding anti-roll bars and tire damping is investigated.

The transient behavior of the suspension system and the overall vehicle performance are assessed

using different road excitations.

To sum up, in case of the models with passive suspension systems, two groups of models with identi-

cal responses occur. The first, which includes the QC and HC1 models, estimates vehicle’s behavior

with less accuracy than the latter group, which consists of the HC2 and FC models. The differences

between the models of each group are negligible, therefore the higher accuracy models are not nec-

essary to be used. However, the higher accuracy models should be used only if different excitation

are intended to be applied, which will trigger the roll dynamics. This remark could save significant

computational time from the researchers and specifically when optimization procedures are applied,

which are extremely demanding. Moreover, in the case of employing the models with semi-active

suspension systems, all the models display different responses to the excitation without illustrating a

similar trend likewise the passive suspensions. This is because both pitch and roll angle are included in

the operational conditions of the control law studied when the model considers them as DoFs. There-

fore, the operational conditions differ significantly between the vehicle models and in few cases, the

dampers use different state in their conditions. Therefore, in vehicle models with control laws that

include the roll angle or the pitch angle, the loss of information may be greater if QC is used for

example instead of HC or FC.
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As far as the additional elements are concerned, the use of the anti-roll bar affects only the roll re-

sponse, increasing the natural frequency, decreasing the magnitude and affecting the transient charac-

teristics of the roll angle. However, the consideration of the anti-roll in the vehicle doesn’t affect the

metrics depicting the ride comfort of the passengers. Therefore, in such cases where the attention is

turned on ride comfort, we may neglect the anti-roll bars without costing accuracy in our results. Last

but not least, the consideration of the tire damper in the models has no significant impact to neither

the transient nor the dynamic behavior of the models, and thus the assumption of zero damping does

not affect the accuracy of the models, validating the proposal of researcher to neglect it.
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CHAPTER 4

A Distribution-Based Control Strategy (CDF)

Semi-active control strategies can maintain the reliability of passive devices using a very small amount

of energy, providing simultaneously the versatility, adaptability and the higher performance of fully

active systems. The most common types of semi active dampers are the 2-States Skyhook (SH-

2), the Skyhook Linear (SH-L), the Acceleration Driven Damper Control (ADD) and two different

combinations of Skyhook and ADD (SH-ADD-1 and SH-ADD-2). They are mainly comfort oriented,

improving the ride comfort of the passengers by adjusting the damping coefficient of the suspension

system according to the response of the vehicle to the applied road excitation. Many different versions

of these algorithms have been presented in the past, by changing slightly their operational conditions,

such as the recent work of Van Der Sande et. al [82] and Nie et. al [83].

In this thesis, the operational conditions of two SH control strategies (SH-2 and SH-ADD-2) are

modified based on a proposed control strategy in an attempt to improve the vehicle’s performance.

Afterwards, the SH-2-CDF and the SH-ADD-2-CDF are benchmarked against the traditional ones for

important aspects of vehicle’s suspension performance. The simulations are performed by using a

quarter car model and exciting it by four different road excitations. Moreover, a sensitivity analysis

is performed in order to test thoroughly our control strategy. The comparison of SH-2-CDF and SH-

ADD-2-CDF with the traditional ones is presented for three different random road profiles for various

values of the thresholds. The sensitivity analysis outlines the change of all the performance metrics

by applying our control strategy to the traditional control algorithms and varying the threshold.
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4.1 Materials & Methods

4.1.1 Vehicle model

A quarter car model is selected in this work (Figure 2.2), in order for the vertical vibrations induced

by the road surface to be investigated. The suspension system consists of a linear spring (K) and a

controllable damper (C) using SH algorithms, as presented in Chapter 2.1.6. As far as the controllable

damper is concerned, the control algorithms of SH-2 and SH-ADD-2 are applied and afterwards they

adopt a novel control strategy presented in this thesis. The values of the model’s parameters are

presented in Table 4.1 and they represent a passenger vehicle.

Parameter Unit Value Parameter Unit Value

ms [kg] 260 mu [kg] 25
Ku [N/m] 28100 Cmin [Nm/s] 1734
KTu [N/m] 200000 Cmax [Nm/s] 4873

Table 4.1: Parameters of the QC Model used in this chapter based on optimization results from
Koulocheris et al. [17].

4.1.2 Road Excitation

In this chapter, a road bump (Figure 4.1) and three random road profiles (Figure 4.2) are generated,

so as to thoroughly test the CDF control strategy against the traditional control algorithm. The road

bump is illustrated in Figure 4.1. Moreover, the road profiles are illustrated in Figure 4.2, displaying

them both in time domain (Figure 4.2a) and in frequency domain (Figure 4.2b). The velocity is set at

120, 85 and 50 km/m for the road profiles of class A, B and C respectively, according to the limits of

the national roads.

4.2 A Distribution Based Control Strategy (CDF)

In recent literature, various versions of Skyhook (SH) control algorithms use the control law of Equa-

tion 4.1 in order to change the damper’s state in accordance with the sign of the operational condition.

However, the use of the sign for the control of the operational conditions is the main reason of the

occurring chattering as Liu et al. [94] and Margolis et al. [95] concluded.

Cu =

Cmin , i f condition≤ 0

f (Cmax) , i f condition > 0
(4.1)
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Figure 4.1: The road bump applied to the vehicle model of this chapter

(a) Time Domain. (b) Frequency Domain.

Figure 4.2: The random road profiles generated based on ISO-8608 and applied to the vehicle model
of this chapter

In this thesis, a distibution based control strategy is proposed, which requires the use of an appropriate

threshold in the algorithms’ operational conditions, as shown in Equation 4.2.

Cu =

Cmin , i f condition≤ TA,TB

f (Cmax) , i f condition > TA,TB

(4.2)

This threshold decreases the chattering and improves significantly other aspects of the vehicle’s per-

formance, as it will be outlined in the next sections. The novelty of this modification lies upon the fact

that this threshold quantifies the severity of the operational conditions and controls the damper’s state

based on their magnitude and not based on their sign. The values (TA and TB) used as thresholds of
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the operational conditions depend on the vibrations induced by the road profile that the vehicle drives

through and hence on the levels of the operational conditions. However, as it is explained later, their

evaluation require neither the identification of the road profile nor its class as a prior knowledge. The

increase of the threshold’s value corresponds to the decrease of the percentage of the sample operating

with Cmax.

In this work, the operational conditions of two SH control strategies (SH-2 and SH-ADD-2) are mod-

ified based on the proposed control strategy so as to improve the vehicle’s performance. The control

algorithms are digitally implemented for ∆T =4 ms, which is much higher than the one used from

other researchers [35, 80, 83, 135] who who tested their control algorithms for ∆T ∼1-2 ms. The

importance of the higher sampling time lies upon the fact that the smaller the sampling time of the

controller its response is much better but its implementation is more difficult. Thus, the more realistic

sampling time in terms of design is preferred in our work compared to small sampling time which

could exploit more the advantages of our algorithm.

4.2.1 Skyhook two states damper control with CDF control strategy (SH-2-CDF).

The 2-states control is an on-off strategy that switches between soft and stiff damping coefficient.

This control law consists of two states in which the damping factor C changes according to the sign

of the product of (żs− żu) and żs. When the upper mass (ms) is moving up, and the two masses (ms

and mu) are getting closer, the damping constant should ideally be zero. However, due to the physical

limitations of a damper, a damping constant of zero is not practical and a low damping constant is

used. When the upper mass (ms) is moving down and the two masses are getting closer (ms and mu),

the Skyhook control policy ideally calls for an infinite damping constant. Since an infinite damping

constant is not physically attainable, in practice the adjustable damping constant is set to a maximum.

By applying the modification in SH-2, the control algorithm does not consider the direction of the

movement of the upper mass or if it is getting close with the unsprung. Instead, it quantifies the

severity of this movement considering how fast they are getting close. Then, it selects to not change

the damping coefficient in "less harmful and dangerous" situations, and continue using the soft value

of the damper’s state. In Equation 4.3, the control law of SH-2-CDF is introduced with the use of a

threshold in the operational conditions (TA 6=0). If the threshold’s value is zero (TA = 0), the algorithm

is converted to the traditional SH-2.

C =

Cmin, i f (żs− żu) żs < TA

Cmax, i f (żs− żu) żs > TA

(4.3)

where Cmin and Cmax are the soft and the stiff damping coefficient achievable by the considered con-

trollable damper, respectively.
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4.2.2 Mixed Skyhook and Acceleration driven damper with CDF control Strategy
(SH-ADD-2-CDF).

The SH-ADD-2 algorithm compromises the complementary performances of soft and stiff passive

suspensions and using a single sensor. Stiff suspensions are able to damp optimally the body reso-

nance, but without a desiring filtering at high frequencies. On contrary, soft suspensions ensure the

best filtering with the drawback of a poorly damped body resonance. This law operates according to

the value of z̈2
s −a2ż2

s , which is a simple "frequency-range selector".

By applying the CDF strategy, we check the value of the frequency selector with respect to the thresh-

old (TB). This threshold is evaluated with the cumulative distribution function of the operational con-

ditions, selecting the percentage of the sample that operates with Cmax. In Equation 4.4, the control law

of SH-ADD-2-CDF is introduced with the use of a threshold in the operational conditions (TB 6=0). If

the threshold’s value is zero (TB = 0), the algorithm is converted to the traditional SH-ADD-2.

C =

Cmin, i f z̈2
s −a2ż2

s ≥ TB

Cmax, i f z̈2
s −a2ż2

s < TB

(4.4)

where the parameter "α" represents the limit between the ranges of low and high frequency. It op-

erates as a tuning coefficient and is selected at 6 Hz (39 rad/sec) for passenger vehicles based on

optimization results of the same vehicle model [17].

4.2.3 Design of CDF controller

In this section, the design of the controller proposed is presented and is applied to the quarter car

model of Table 4.1, whose suspension system operates initially with SH-2. The only prerequisite for

the function of the controller is the measurements required for evaluating the operational conditions

of the control algorithm (żs and żu), while nor the trajectory of the road profile or its class are needed.

Therefore, no additional sensors are required.

Firstly, we consider the case in which the suspension operates completely with SH-2. After the sim-

ulation of the vehicle under a random excitation, the values of the control algorithms’ operational

conditions (X =
(
żs− żu) żs

)
are fitted to a t-student distribution with a mean value µ and a standard

deviation σ . The fit of the operational conditions to the t-student distribution is presented in Fig-

ure 4.3a, while due to the large number of the data (→ ∞) the cumulative distribution function (CDF)

of t-student, presented in Figure 4.3b, corresponds to the one of the normal distribution [136]. There-

fore, using the CDF, the percentage of the sample (P(X1 < 0)) which operates with Cmin is evaluated,

after calculating through Equation 4.5 the standardized score Z1 that corresponds to X1 = 0 :
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(a) The fit to a t-student distribution.

(b) The cumulative function of the distribution.

Figure 4.3: The distribution in which the operational conditions of SH-2 have been fitted in order to
evaluate the value of TA using its cumulative function
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Z1 =
X1−µ

σ
(4.5)

The probability of P(Z1 < X1−µ

σ
) concludes to be equal with the 45%, as it is pointed out in Figure

4.3b. Thus, the damper operates with Cmin (N%) and Cmax (1−N%) for the 45% and 55% of the

sample respectively, when the suspension is working completely with SH-2.

(a) The main function (Main_Function) and the simulation of the vehi-
cle.

(b) The evaluation of the thresholds
(CDF_Function).

Figure 4.4: The design of the CDF controller

Considering the above, the control strategy aims to decrease the number of the switches between

the damper’s states, by decreasing the percentage of the sample operating with Cmax (1−N%). The

implementation of the CDF control strategy applied to SH-2 or SH-ADD-2 is presented in Figure 4.4.

Based on Figure 4.4a, the suspension system of the quarter car model operates initially with SH-2

for few seconds until t becomes greater or equal to T (t ≥ T ). Then, the CDF function, shown in

Figure 4.4b, is called and operates every κ ∗T so as to reevaluate the threshold’s value (TA or TB), if
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needed. More specifically, the CDF function reads the vector of the operational conditions (X), which

have been evaluated until the current point, and it fits the data to a t-student distribution (µ , σ ). Later,

considering the selected percentage (N%) of the sample operating with Cmin, either as selected by the

suspension designer before or by the driver during the ride, the corresponding threshold is evaluated

so as :

P(X < TA) = N% (4.6)

In this case, the percentage of the sample operating with Cmax (1−N%) is reduced around 30% of

the sample compared to the 55% of the traditional SH-2. Therefore, the percentage of the sample

operating with Cmin (N%) is increased around 70%. Then, the corresponding threshold (TA), which

corresponds to probability P(X < TA) equal to 70% , is evaluated using the CDF of the distribution.

Using the standard normal distribution table [136], the corresponding normalized Z2 score for P(X <

TA) is equal to 0.61. By solving Equation 4.5 for X2, the threshold TA occurs to be 15∗10−4:

X2 =
Z2+µ

σ
= TA (4.7)

Afterwards, this value is applied to the operational conditions of the SH-2 algorithm (Figure 4.4a)

instead of the zero value (Equation 4.1), introducing the SH-2-CDF (Equation 4.2).
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4.3 Results

In this Section, the effect of the CDF control strategy is studied taking into consideration the perfor-

mance metrics that were presented extensively in Section 2.4.2-2.4.6.The SH-2-CDF and SH-ADD-

2-CDF are benchmarked against SH-2 and SH-ADD-2 respectively, by investigating thoroughly the

impact of our control strategy using figures and tables. More specifically,

1. The values of the CDF algorithms’ operational conditions for the random road profile of Class

C, the threshold (TA and TB) and the switches of damper’s states are illustrated in figures. These

figures depict the function of our control strategy. (Fig. 4.5 and 4.8)

2. After selecting thresholds (TA and TB) which correspond to the 27% of the sample operating with

Cmax, the CDF algorithms are compared with the traditional ones for all the road profiles (road

bump, random road profile of class A, B and C) by evaluating the percentage of the change

( X−XCDF
X 100%) in the performance metrics (RC, ST, T D, DE and SW ). Also, the threshold

values evaluated for each excitation are presented. (Tables 4.2 - 4.3)

3. The response of the vertical acceleration of the sprung mass (z̈s) in time and frequency domain

is illustrated, so as to point out the effect of our control strategy on z̈s. (Fig. 4.6 and 4.9)

More specifically:

• The response of z̈s in time domain is outlined for the case of the road bump for SH-2-CDF

and SH-ADD-2-CDF compared to the traditional ones. (Fig. 4.6a and 4.9a)

• The frequency responses of z̈s of SH-2-CDF and SH-ADD-2-CDF compared with the SH-

2 and SH-ADD-2 respectively, are presented for all the random road profiles. As far as the

frequency domain is concerned, two areas will be investigated: (a) the area around 12-10

Hz regarding ride comfort and (b) the area around 30-40 Hz regarding the isolation of the

nonlinearities due to the chattering. (Fig. 4.6b - 4.6d and Fig. 4.9b - 4.9d)

4. The sensitivity analysis outlines the change of the performance metrics by applying our CDF

control strategy to the traditional SH control algorithms and varying the threshold. The thresh-

olds’ values correspond to the percentages of the sample operating with Cmax (1−N%) from

20 to 70%. In these figures, the operating point of the traditional and the CDF algorithms are

pointed out. (Fig. 4.7 and 4.10)

4.3.1 Skyhook 2 states control law with CDF control strategy (SH-2-CDF).

The CDF control strategy is applied to the SH-2 algorithm and it is tested for four road profiles.

The threshold (TA) is evaluated as described in the corresponding section and the values occurred are
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3.3∗10−2, 2.4∗10−4, 6∗10−4 and 15∗10−4 respectively for the four road profiles studied (road bump,

class A, B and C respectively).

(a) Complete simulation duration.

(b) Simulation interval between 19-22 s.

Figure 4.5: The operational conditions of SH-2-CDF, the threshold (TA) and the switches in the
damper’s states

The values of the operational conditions of SH-2-CDF for a road profile of Class C, the threshold (TA)

and the switches of the dampers’ states are illustrated in Fig. 4.5. Thus, this figure depicts the main
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idea of the CDF control strategy, which is the use of a threshold in the operational conditions of SH-2

instead of the zero value. In this figure, the stiff state (Cmax) of the semi-active damper is designated

unity, while the soft state (Cmin) is designated zero. Also, the operational conditions are normalized

with their maximum values, so as to be able to fit in the same figure with the damper’s switches. As

shown in Fig. 4.5b, where a simulation interval between 19 and 22 sec is presented, when the value

of the operational condition is above the limit of threshold TA, Cmax is applied. In contrast to the SH-2

algorithm, where the Cmax would have been applied if the value of the operational condition was above

zero.

Road Bump / TA = 3.3∗10−2

Index Unit SH-2 SH-2-CDF Percentage

Switches [#] 281 71 74.73%
RC [m/s2] 1.67 1.66 0.60%
ST [mm] 8.00 8.40 -5.00%
TD [mm] 3.15 3.13 0.63 %
DE [kJ/s] 3.71 3.57 3.59%

Road Class A / TA = 2.4∗10−4

Switches [#] 1638 958 41.51%
RC [m/s2] 0.28 0.25 10.71%
ST [mm] 0.88 0.92 - 4.55%
TD [mm] 0.44 0.42 4.55%
DE [kJ/s] 0.74 0.62 15.92%

Road Class B / TA = 6∗10−4

Switches [#] 2254 1360 39.66%
RC [m/s2] 0.45 0.41 8.89%
ST [mm] 1.35 1.40 -3.70%
TD [mm] 0.71 0.68 4.49%
DE [kJ/s] 1.88 1.67 10.93%

Road Class C / TA = 15∗10−4

Switches [#] 3609 2188 39.37%
RC [m/s2] 0.68 0.62 8.82%
ST [mm] 2.16 2.25 -4.17%
TD [mm] 1.06 1.00 5.48%
DE [kJ/s] 3.95 3.59 9.03%

Table 4.2: The comparison of the performance metrics (SW, RC, ST, TD and DE) of SH-2 and SH-2-
CDF algorithms for all the road profiles

The SH-2-CDF algorithm is compared with SH-2 for all the road profiles by evaluating the percentage

of the change in all the performance metrics of Section 2.4. The results are illustrated in Table 4.2.

Regarding the road bump, there is no significant improvement and the performance metrics of SH-2
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and SH-2-CDF are almost the same, except for a slight increase in the suspension travel (ST). Despite

the fact that the vehicle’s performance is unaffected based on the performance metrics, the switches in

the damper’s states have decreased up to 74 %. This is really crucial considering that a reduction in the

number of switches is essential to avoid overheating, wear and reduced life of damper’s components.

However, despite the minor effect in the performance metrics, the change in the operational conditions

affects the dynamic behavior of the vehicle, as shown in Fig. 4.6a. The sprung mass’ acceleration

response (z̈s) in time domain (Fig. 4.6a) has less oscillatory behavior and is damped more effectively

during the settling of the vibrations (after 1.7 sec and after 2.7 sec). This remark depicts the effect

of the decreased switches on the measured acceleration and the dynamic behavior of the vehicle in

general. However, this effect isn’t illustrated in the RC metric of Table 4.2, because the acceleration

in Eq. 2.78 is weighted as described in Section 2.4 and ISO 2631:1995 [96].

(a) Time Responce-Road Bump. (b) Frequency Response-Road Class A.

(c) Frequency Response-Road Class B. (d) Frequency Response-Road Class C.

Figure 4.6: Comparison of the response of z̈s between SH-2 and SH-2-CDF for all the road profiles
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(a) Road A.

(b) Road B.

(c) Road C.

Figure 4.7: Sensitivity analysis of the difference in the performance metrics (SW, RC, ST, TD and DE)
comparing SH-2 with SH-2-CDF for various threshold values corresponding to different percentages
of the sample operating with Cmax (1−N%) under the random road profile of (a) Class A, (b) Class B
and (c) Class C.
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In contrast to the road bump, while the vehicle drives through the random road profiles (Classes A,

B and C) its performance is significantly improved simultaneously with a decrease in the switches of

the damper’s states. More specifically, the three profiles have an improvement in ride comfort around

8-10% and a reduce of 40% in the number of switches, in accordance to Table 4.2. The increase in the

ride comfort is also illustrated from Fig. 4.6, where the peaks of the area around 1-10 Hz are isolated

more compared to the SH-2. Fig. 4.6b, 4.6c and 4.6d present the results of the three road profiles of

class A,B and C, respectively. The improvement in the isolation of the nonlinearities, and thus the

suppression of the chattering, are illustrated in Fig. 4.6b - 4.6d, where the peaks of the area around

30-40Hz are better isolated in SH-2-CDF compared to the traditional SH-2 algorithm. Additionally, in

all road profiles, a decrease of 9-16% is noticed in the dissipated energy of the damper, which is really

crucial considering that the dissipated power may offer simultaneous benefits to hardware temperature

and forward power requirements, as Crolla et. al [97] and Karnopp [98] concluded. Moreover, the

tire deflection is improved by around 5% in all the random profiles, whereas the suspension travel is

increased by the same levels balancing this change.

Finally, the impact of varying thresholds on the performance of the vehicle is illustrated in Fig. 4.7.

As it was mentioned before, the threshold TA is evaluated based on the percentage of the sample of

the operational conditions operating with Cmax (1−N%). Thus, the sensitivity analysis is conducted

by finding the corresponding threshold in order to decrease the percentage of the sample operating

with Cmax between 20-70%. Then, the difference of the performance metrics comparing SH-2 with

SH-2-CDF is evaluated and plotted. More specifically, Fig. 4.7 is the Table 4.2 for various thresholds.

In this figure, the percentage of the switches (SW) in the damper’s state is divided by four, so as to fit

better in the y-axis limits of the other metrics. Also, the point where all the curves converge is when

the threshold reaches zero and the suspension would have operated with the SH-2 algorithm. Based on

Fig. 4.7, as the threshold increases and corresponds to less and less percentage of the sample working

with Cmax, the algorithm becomes more ride comfort oriented (decrease of RC) with a significant

decrease in the switches of the damper’s state. However, the suspension travel is slightly increased in

all the cases, but it is balanced by a similar decrease in the tire deflection. Last but not least, even for

the use of a small threshold corresponding to the use of Cmax for 53% instead of 55%, the number of

switches is decreased essentially and the vehicle’s performance is improved.

4.3.2 Mixed Skyhook-Acceleration driven damper control with CDF control strategy
(SH-ADD-2-CDF).

In Fig. 4.8, similarly with Fig. 4.5, the values of the operational conditions, the threshold (TB) and

the switches of the dampers’ stated are illustrated. The threshold values are negative compared to

the positive ones of SH-2-CDF due to the mean value (µ) and the standard deviation (σ ) of the fitted

distribution.
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(a) Complete simulation duration.

(b) Simulation interval between 19-22 s.

Figure 4.8: The operational conditions of SH-ADD-2-CDF, the threshold (TB) and the switches in the
damper’s states
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The comparison of SH-ADD-2-CDF with SH-ADD-2 using the performance metrics is illustrated in

Table 4.3 for all the road profiles. As discussed in the previous case based on Table 4.2, in the case

of the road bump there is no significant improvement in the performance metrics, except from a 5%

improvement in the dissipation energy. However, with the use of the CDF control strategy there is a

significant decrease in the switches of the damper’s states up to 74%. This decrease is really important

considering that the vehicle’s performance is the same avoiding overheating, wear and reduced life

of damper’s components. Moreover, despite the minor changes in the metrics, the CDF approach has

affected the dynamic behavior of the vehicle during its settling, as it could be seen from Fig. 4.9a.

The response has less oscillatory behavior during the settling of the vibration after the wheel have

ascended the bump (1.7 sec) or have descended it (2.7 sec). This is mainly due to the significant

decrease in the switches.

Road Bump / TB =−31

Index Unit SH-ADD-2 SH-ADD-2-CDF Percentage

Switches [#] 165 43 73.94%
RC [m/s2] 1.61 1.60 0.62%
ST [mm] 7.80 8.10 -3.85%
TD [mm] 3.10 3.10 0%
DE [kJ/s] 3.44 3.24 5.70%

Road Class A / TB =−0.31

Switches [#] 2376 566 76.18%
RC [m/s2] 0.24 0.21 12.50%
ST [mm] 0.91 1.00 -9.89%
TD [mm] 0.42 0.40 4.76%
DE [kJ/s] 0.62 0.54 12.90%

Road Class B / TB =−0.70

Switches [#] 3453 702 79.67%
RC [m/s2] 0.39 0.35 10.26%
ST [mm] 1.38 1.47 -6.52%
TD [mm] 0.66 0.64 3.03%
DE [kJ/s] 2.65 1.44 12.73%

Road Class C / TB =−2.10

Switches [#] 5369 982 81.71%
RC [m/s2] 0.60 0.53 11.67%
ST [mm] 2.28 2.49 -9.21%
TD [mm] 0.99 0.94 5.05%
DE [kJ/s] 3.65 3.24 11.23%

Table 4.3: The comparison of the performance metrics (SW, RC, ST, TD and DE) of SH-ADD-2 and
SH-ADD-2-CDF algorithms for all the road profiles
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(a) Time Response-Road Bump. (b) Frequency Response-Road Class A.

(c) Frequency Response-Road Class B. (d) Frequency Response-Road Class C.

Figure 4.9: Comparison of the response of z̈s between SH-ADD-2 and SH-2-ADD-CDF for all the
road profiles

On the other hand, while the vehicle drives through the random road profiles its performance is sig-

nificantly improved simultaneously with a decrease in the switches of the damper’s states up to 82%.

More specifically, in the three cases, there is an improvement in ride comfort around 10-13% based

on Table 4.3. Also, this is illustrated from Fig. 4.9, where the peaks of the area around 1-10 Hz are

isolated more successfully than the SH-ADD-2 algorithm. In addition, an improvement in the iso-

lation of the nonlinearities is presented from Fig. 4.9. This improvement occurs due to the reduce

of the switches which affect the chattering of the algorithm. Furthermore, in all the road profiles, a

decrease of 12% is noticed in the dissipated energy of the damper. Regarding the vehicle stability, the

tire deflection is slightly decreased in all the road profiles around 5 %, in contrast to the increase of

the suspension travel around 10%.
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(a) Road A.

(b) Road B.

(c) Road C.

Figure 4.10: Sensitivity analysis of the difference in the performance metrics (SW, RC, ST, TD and
DE) comparing SH-ADD-2 with SH-ADD-2-CDF for various threshold values corresponding to dif-
ferent percentages of the sample operating with Cmax (1−N%) under a random road profile of (a)
Class A, (b) Class B and (c) Class C.
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Finally, the impact of different threshold’s value on the performance of the vehicle is illustrated in

Fig. 4.10, in accordance to Fig. 4.7. The point where all the curves converge is when the threshold

is zero and the algorithm operates with the tranditional SH-ADD-2 algorithm, which is almost when

the 60% of the sample operates with Cmax (1−N%). As the threshold corresponds to less and less

percentage of the sample working with Cmax, the algorithm becomes more ride comfort oriented,

without costing road holding and decreasing significantly the switches of the damper’s state.
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4.4 Conclusions

To sum up, in this thesis, a new distribution-based control strategy for SH algorithms is proposed

for a vehicle suspension system. The novelty of this work is the use of an appropriate threshold in

the operational conditions, which quantifies the severity of the algorithm’s operational conditions and

controls the damper state based on their magnitude and not based on their sign. The CDF strategy

is applied to two SH control algorithms and is benchmarked against them for various performance

metrics. Its superior performance is shown through simulation results for a road bump and three

random profiles, investigating the ride comfort and the road holding of the vehicle with respect to

performance metrics (SW , RC, ST , RT and DE), which are widely used in the literature

We conclude that:

1. The CDF strategy leads to an improvement in the road holding of the vehicle and the ride

comfort of approximately 6% and 13%, respectively. Even for the use of a small threshold cor-

responding to the 53% of the sample operating with Cmax instead of the 55% in the case of the

traditional algorithms, the number of switches is decreased significantly and the vehicle perfor-

mance is improved. Thus, even then the application of the proposed algorithm is beneficial.

2. The CDF strategy manages to decrease the number of the damper’s state switches for 40% and

82% without deteriorating the vehicle’s performance. In addition, the dissipation energy of

the damper is decreased up to 16%. Both of the above decreases are crucial for the damper’s

components life. The decrease in the switches could increase the expected life of the damper’s

component by reducing their fatigue, while the decrease in the dissipation energy reduces the

temperatures of the fluid, the seals and the damper’s hardware. In addition, the minimization of

the mean dissipated power will offer simultaneous benefits to forward power requirements.

3. As far as chattering is concerned, the CDF control strategy eliminates to an important extend

the nonlinearities originating from the switches of the damper’s state. This is achieved without

deteriorating the performance of the vehicle in any of the studied cases.

4. Last but not least, the CDF control strategy, as presented in this work, could be directly applied,

without any changes, in a number of existing works. For instance, our control strategy is ap-

plicable to other well-known ride-comfort-oriented algorithms (SH-L, SH-ADD-1 and ADD),

to some road-holding-oriented ones (Groundhook) and other recently proposed such as the one

by Nie et al. [83]. Also, existing chassis control algorithms could adopt the CDF strategy and

investigate its impact on their performance.

Considering the promising results of this work and that the topic of semi-active suspensions is talked

and published for decades, the importance of our control strategy could be identified in the significant

amount of existing works that could be applied. For instance, our control strategy could also be
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applied to other well-known ride comfort oriented algorithms (SH-L, SH-ADD-1 and ADD), to some

road holding oriented ones (Groundhook) [137–139] and other existing in the literature such as the

one proposed by Nie et al.[83]. Also, existing chassis control algorithms [140] could adopt the CDF

strategy and investigate its impact on their performance.
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CHAPTER 5

Assessment of the optimization procedure for a suspension system

Ride comfort and road holding depict one of the main conflicts in vehicle dynamics and the op-

timization of the suspension systems with respect to these performance requirements, is discussed

extensively in the literature. Researchers have been trying to find the optimum design of a suspension

system using various objective functions and optimization methods.

In this chapter, the optimization procedure of suspension systems is investigated. More specifically,

not only the efficiency of different optimization methods is studied but also the efficiency of various

fitness and objective functions. In order to investigate thoroughly the optimization procedure, both

single (SOO) and multi-objective optimization (MOO) approaches have been adopted. The single

objective approach offers a limited insight in the suspension optimization problem but due to its sim-

plicity it is often preferred over the more complex and time consuming multi-objective approach. A

simple multi-objective dealing strategy, known as pseudo-MOO techniques, is used in this thesis and

suggests the combination of multiple objective functions using weighting factors. Therefore, three (3)

optimization algorithms are used (Genetic Algorithms, Gradient Based and a hybridization of them)

for the optimization of five (5) objective functions, following SOO and pseudo-MOO approaches. The

results are compared using figures illustrating the relation between the objectives, tables displaying

the optimal design variables and important performance metrics regarding the dynamic behavior of

the vehicle. Finally, a benchmark against all the solutions character is illustrated in order to extract

conclusions regarding the efficiency of the objective functions and the optimization methods.
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5.1 Materials & Methods

5.1.1 Optimization Methods

Stochastic Algorithms

Genetic Algorithms are stochastic global search and optimization methods. They simulate the

metaphor of the natural biological evolution and are developed based on the Darwinian theory of

the "survival of the fittest". Unlike other stochastic methods, genetic algorithms manipulate popula-

tions of possible solution instead of one possible solution at a time. GAs are suitable for finding the

minimum of a function (or of a set of functions) by performing a semi-stochastic search. In genetic

algorithms, the design variables are coded as finite length strings in binary representation most of the

times (chromosomes). Each bit of the string can be either 0 or 1. Real coding was introduced later

in more complex GAs variations. GA includes three major processes: selection, crossover and muta-

tion. Each member of the current population is evaluated by the objective function and thus is given

a value, which is called fitness. Depending on the selection criteria, the best or the "fittest" mem-

bers of the population are selected as parents in order to breed children via the crossover function.

There are various methods concerning the crossover such as single-point or two point-crossover etc.

In this way the best characteristics of the parents (so far) are incorporated in the children. Mutation

randomly changes a certain bit of the children’s string from 0 to 1 and vice versa. Mutation is a very

important procedure, despite its simplicity, because it increases the diversity of the population and

prevents the method from being trapped into local minima. This is how a new generation is created

and consequently is evaluated again. GAs are based on an elitist reproduction strategy, where the

strongest members of the population (design solutions) are selected for reproduction and are given

the opportunity to strengthen the chromosomal (i.e. genes, namely design variables) makeup of the

next generation. Unlike many other search techniques, GAs consider multiple design solutions (a

population) at each iteration. The previous steps are iterated until the stopping criteria imposed by

the user are met. The stopping criteria may differ, depending on the preferences of the analyst. The

convergence of the fitness function or a maximum number of generations are often used as stopping

criteria of a genetic algorithm.

Deterministic Methods

Gradient Based Algorithms are developed to find the nearest local optimum. These algorithms work

with calculating the gradient(s) of the search field at a point in question. The gradient can be cal-

culated analytically from the gradient vector function, otherwise a pseudo-gradient is needed. The

pseudo gradient can be calculated experimentally by producing the derivative of the search field with

very small steps. The searching is moving towards based on the gradient, where the optimization
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needs (maximum or minimum). The requirement of the gradient rise the need for continuous ob-

jective function and even the continuity of the first gradient of the objective function. The steepest

descent method or the adjoint gradient method are well-known methods that fall into this category.

In general, these methods work as follows: an initial set of values is assigned to the design variables,

and the objective function is calculated. Depending on the method, the satisfaction of the constraints

is checked afterwards, with penalties given to the objective function value if the constraints are not

satisfied (KKT Method etc.). The method used in this report follows the previously described process.

Its asset is that a large constraint problem is transformed to an unconstrained one due to the penalty

given to the objective function. The penalty is imposed only to the active constraints (the ones that are

not satisfied) using Lagrange Multipliers to balance the deviations that are due to the differences in

magnitude. The last step in this iterative process is the calculation of the derivatives of the objective

function and the assignment of new values to the design variables. The algorithms stops when a global

or local minimum is found or if the desirable convergence is achieved.

Theoretical comparison of the methods

The main difference between the previously discussed methods lies in the core of their algorithms.

Gradient Based methods are deterministic while the GAs are stochastic. Due to that fact G.As are more

likely to find a global minimum, contrary to the Gradient Based Methods which are often trapped in

a local minimum. In addition, the genetic algorithms do not require the calculation of any derivative.

Thus, the fitness function of the GAs does not need to be continuous, so they are able to handle

problems with discrete solution spaces. Furthermore, gradient based methods should be used when

the area of the desired solution is known, in any other case the G.As have better results due to their

stochastic nature. In order to validate these theoretical remarks, the two methods are compared in the

next chapter of this report.

Hybrid Algorithms

Hybrid Algorithms form a new area of interest for the research community, and the optimization

methods would not be the exception. Hybrid optimization algorithms combine two or more different

optimization methods in order to solve a problem, switching between them over the course of the

algorithm. In this way all the advantages of the involved methods are drafted in order to achieve the

optimum result. For example, GA are more likely to find a global minimum, contrary to the GB which

are often trapped, as well as the fact that the GA do not require the calculation of any derivative. Thus,

the fitness function of the GA does not need to be continuous, so they are able to handle problems

with discrete solution spaces. Furthermore, GB should be used when the area of the desired solution

is known, in any other case the GA have better results due to their stochastic nature. Based on these

points, a possible combination would be a stochastic method followed by a deterministic one. In
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the beginning. GA will operate for a number of generations with large population in order to locate

the area of the optimum solution. After that, GB is employed so as to locate the global minimum,

knowing the area of the desired solutions. The GA set of optimal values is used as initial value for

the GB method, and the upper and lower bounds are set in a symmetric area around the initial values.

Thus, the ability of GB methods to converge to a local (in this case global) minimum is exploited. The

genetic part in the hybrid algorithm was active for 10 generations.

Figure 5.1: Half Car Model considering the front and the rear vehicle’s wheel

5.1.2 Simulation Model

In the current study, as it was mentioned before, in order to investigate the efficiency of various

objective functions, we use the HC2 car model, as shown in Figure 5.1 and described in Chapter

2.1.3. The springs of both the front and rear suspension systems of the vehicle model are considered

non-linear and the force (FK) applied by them is described by Equation 2.31. Moreover, the tire

springs and the suspension dampers are modeled as linear elements and their forces follow Equations

2.28 and 2.32, respectively. In addition, the tire damper is neglected (CT =0).

Parameter Unit Value Parameter Unit Value

m1/2 [kg] 2210 aF [m] 1.61
Iyy [kgm2] 1142 aR [m] 1.67

mF1 [kg] 50 KT F1 [N/m] 4.00 105

mR1 [kg] 100 KT R1 [N/m] 8.00 105

Table 5.1: Parameters of HC2 model used in this chapter
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Figure 5.2: The road bump applied to the vehicle model of this chapter

5.1.3 Road Excitation

In this chapter, a road bump is generated using a sinusoidal function, as shown in Figure 5.2. The

height (h) of the bump is set to 0.05m with an appropriate length (L) for the half-sinusoidal of L = 2m.

The vehicle velocity (V ) is constant at 40 km/h. The design of the road bump (L, h) as well as the high

speed of the vehicle, constitute the road excitation intense allowing us to use the road bump instead

of a random road profile. The front and the rear wheels follow the same trajectory with a time delay

tdistance, which is due to the distance aF + aR between the front and rear wheels.

5.2 Optimization Procedure

5.2.1 Design variables, Constraints and Objective Functions

In all the optimization scenarios that are implemented in this chapter, the key parameters of the sus-

pension systems are selected as design variables and are presented in Equation 5.1 :

design variables=[KlF1 ;CF1;KlR1 ;CR1;KnlF1 ;KnlR1 ] (5.1)

where KlF1 , KnlF1 , KlR1 and KnlR1 are the linear and nonlinear coefficients of the front and rear spring

forces (Equation 2.31) and CF1 and CR1 are the linear coefficients of the front and rear dampers (Equa-

tion 2.32). The upper and lower bounds of these design variables are shown in Table 5.2.

As far as the constraints of the problem are concerned, they are selected regarding the ride comfort of

the passengers and the nonlinear part of the suspension springs as shown in Eq. 5.2 and 5.3 respec-
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Design Variable Unit Lower Bound Upper Bound

KlF1 ,KlR1 [N/m] 3.2 104 1.5 105

CF1,CR1 [N.s/m] 2.0 103 1.0 104

KnlF1 ,KnlR1 [N/m3] 5.0 105 3.0 108

Table 5.2: Upper and lower bounds of the design variables

tively. The RCs, based on Equation 2.78, is required to be less than 0.8 m/s2 and the maximum usage

of the nonlinear part of the suspension force (Ratioi) to be between 10 - 30%, based on Equation 2.31.

RCs < 0.8 m/s2 (5.2)

10 % < Ratioi = max
(

Knlix
3

Klix+Knlix3

)
< 30 % (5.3)

where i = F1, R1. As far as the objective functions are concerned, single-objective problems as well

as pseudo multi-objective ones are investigated in terms of their efficiency and their convergence.

Thus, three single-objective problems are formulated considering two different vehicle performance

aspects to optimize. The first one is the ride comfort of the passengers, which is represented using

objective f1 (Equation 5.4-Case 1), as described in Chapter 2.4.2. The second one is the vehicle

stability, which is represented by two performance metrics. The former one is the mean value of the

variance of the front and rear suspension travels ( f2- Equation 5.5 - Case 2), representing vehicle

handling as described in Equation 2.87 of Chapter 2.4.4. The latter is the mean value of the variance

of the front and rear tire deflections ( f3- Equation 5.6 - Case 3), ensuring road holding as described in

Equation 2.89 of Chapter 2.4.4.

f1 =
1
n

n

∑
j=1

(z̈s j − z̈s)
2 =VAR(z̈s) (5.4)

f2 =
1
2

(
V STF1 +V STR1

)
(5.5)

f3 =
1
2

(
V T DF1 +V T DR1

)
(5.6)

Moreover, due to the fact that the above objectives ( f1, f2 and f3) are in conflict, they are combined,

so as to formulate a multi-objective problem and investigate the balancing between the objectives.

In this respect, a pseudo-MOO technique is adopted and the objectives are combined with appropri-
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ate balancing factors (w1, w2 and w3) for each objective respectively ( f1, f2 and f3), as shown in

Equation 5.7, converting the MOO problem to a SOO (Case 4 and 5).

f4,5 = w1 f1 +w2 f2 +w3 f3 (5.7)

where w1, w2 and w3 are the weighting factors. In order to investigate the multi-objective approach

more accurately, two cases are tested. In the first case ( f4), the magnitudes of all the three objectives

( f1, f2 and f3) are balanced and set at the same order of magnitude (Case 4). On the other hand, in

the second case ( f5) different weighting factors are selected. In this case ( f5), the main idea is the

use of the two additional objectives as dynamic penalty functions rather than optimization targets. In

this respect, f1 is selected as the main objective and f2 and f3 as the penalty functions. Thus, the

weighting coefficients are considered so as the magnitude of f1 to be one order greater than the ones

of the other two objectives, f2 and f3 (Case 5). The values of the weighting factors for Case 4 and 5

are selected based on random simulations of the model.

5.2.2 Scenarios

The optimization is implemented with the Optimization Toolbox of MATLAB R2016a, provided for

academic use by NTUA. The optimization methods applied to the problem are a Genetic Algorithm

(ga of MATLAB), a Gradient Based Algorithm (active set of fmincon of MATLAB ) as well as a

hybridization of the above. Thus, five different scenarios (S1-S5), regarding the optimization methods,

are implemented for five (5) different cases as far as the fitness functions are concerned (Case 1-5).

The optimization scenarios are illustrated in Table 5.3 in detail. In S1 and S3, the population size is

set to 200 as proposed in MATLAB R2016a for problems with more than five (5) design variables

(currently six), whilst in S2 and S4, the population size is set to 1000 in order to investigate the

influence of the population size. As far as the hybrid method is concerned, the part of the genetic

algorithm is active only for 10 generations and then the gradient based algorithm is enabled. For all

the optimization scenarios the tolerance of the fitness function is set low at 10−6.

Scenario Algorithm Optimization Optimization
Parameter 1 Parameter 2

S1 Genetic
200

Fitness function tolerance 10−6
S2 Population 1000

S3 Hybrid
Size 200

S4 1000

S5 Gradient Based -

Table 5.3: Implemented optimization scenarios for each case
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(a) (b)

Figure 5.3: The relation between the objectives ( f1, f2 and f3) of the optimal solutions for all the
optimization scenarios (Case 1).

5.3 Results

The results are presented for each case (Case 1-5), i.e. for each fitness function, illustrating the relation

between the optimization objectives ( f1, f2 and f3) in Figures 5.3-5.7. Additionally, in each case the

optimal design variables and the computational time needed are presented for every optimization

scenario (S1−S5) in Tables 5.4, 5.6, 5.8, 5.10 and 5.12, while the performance of the vehicle for the

optimal solutions is illustrated in Tables 5.5, 5.7, 5.9, 5.11 and 5.13.

5.3.1 Case 1 - Objective function f1

In this case, the "best" optimal solution, in terms of the objective (RCs - f1), is attained by the opti-

mization scenarios S4 and S5, which are the hybrid algorithm with population 1000 and the gradient

based algorithm, respectively. In these scenarios, the fitness function ( f1), which represents the ride

comfort, reaches the minimum value, as shown in Figure 5.3 which illustrates the relation of f1 with

f2 and f3. Moreover, as far as the design variables are concerned, these two scenarios converged to

solutions with similar design variables. More specifically, as shown in Table 5.4, the solutions of S4

and S5 have similar values to four (ClF , KlR, KnlF and KnlR) out of six design variables. In addition,

the solutions of these scenarios have similar values in their performance metrics, as shown in Table

5.5. Furthermore, the optimal solutions of the design variables reflect the general optimization objec-

tive of this case, i.e. ride comfort . In order to improve ride comfort, the optimization methods are

trying to design a suspension system with low spring stiffness and low damping coefficient compro-
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Design Optimization Scenarios LB. UB. Units
Variables S1 S2 S3 S4 S5

K1F1 102620 34479 105019 43094 36194 32000 150000 N/m
CF1 6950 2000 5890 2050 2582 2000 10000 N.s/m
K1R1 32352 74939 58027 33652 39741 32000 150000 N/m
CR1 2083 5112 2155 2272 3228 2000 10000 N.s/m

Kn1F1 19.7 3.42 40.8 10.9 10.3 0.5 30 106 N/m3

Kn1R1 8.58 44.7 13.0 9.19 11.8 0.5 30 106 N/m3

Computational
886 9488 1364 5030 288 - - secTime

Table 5.4: The optimal design variables and the computational time for all the optimization scenarios
(Case 1).

mising the suspension travel and the road holding. Last but not least, the computational time needed

for convergence in S5 (288 sec) is almost the 6% of the computational time needed for S4 (5030 sec).

Performance Optimization Scenarios Unit
Metric S1 S2 S3 S4 S5

RCs 0.63 0.56 0.68 0.45 0.47 m/s2

MSTF1 25 37 24 40 37 mm
MSTR1 38 27 38 38 37 mm
Max(FKTF ) 4085 2249 3833 2991 2649 N
Max(FKTF ) 3061 3750 3275 2610 2791 N
RatioF1 11 12 19 29 28 %
RatioR1 27 30 24 29 28 %

Table 5.5: The performance metrics of the optimal solutions for all the optimization scenarios (Case
1).

5.3.2 Case 2 - Objective function f2

In this case, the fitness function is the average of the variances of both the front and the rear suspension

travels. In terms of the objective ( f2), the "best" optimal solution is attained by the optimization

scenarios S2, S3 and S4 which are the genetic algorithm with population 1000 and the hybrid ones

with population 200 and 1000, respectively. In these scenarios, the fitness function, which represents

the vehicle handling, reaches the minimum value of all the scenarios, as shown in Figure 5.4a where

the relation of f1 with f2 is illustrated. Moreover, as far as the design variables are concerned, the two

(S2 and S4) out of three scenarios have converged to similar solutions with design variables closed to

each other. As illustrated in Table 5.6, the solutions of S2 and S4 have similar values to all the design

variables, except from KnlF which is significantly different.
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(a) (b)

Figure 5.4: The relation between the objectives ( f1, f2 and f3) of the optimal solutions for all the
optimization scenarios (Case 2).

Design Optimization Scenarios LB. UB. Unit
Variable S1 S2 S3 S4 S5

K1F1 83283 51337 38952 57879 51377 32000 150000 N/m
CF1 6635 9696 8003 8759 2003 2000 10000 N.s/m
K1R1 70210 36651 47540 36934 36456 32000 150000 N/m
CR1 9091 8757 8286 9376 2001 2000 10000 N.s/m

Kn1F1 25.7 24.8 25.6 13.0 75.6 0.5 30 106 N/m3

Kn1R1 34.2 13.7 16.0 18.4 29.6 0.5 30 106 N/m3

Computational
737 9398 4611 9371 315 - - secTime

Table 5.6: The optimal design variables and the computational time for all the optimization scenarios
(Case 2).

On the other hand, the optimization scenario S3 differs mainly on the linear part of the spring both

to the front and the rear suspensions, proving that a solution with different characteristics is selected.

This is validated by the greater value of f1 compared to the other scenarios (S4 and S5), as shown in

Figure 5.5. However, this optimal solution not only delivers the smallest RCs and the lowest MSTF1

and MSTR1 between the three, as shown in Table 5.7, but also it converges in the 50% less computa-

tional time compared to S2 and S4, as shown in Table 5.6 . Furthermore, the optimal design variables

of the current case (Table 5.6) verify the target of the optimization. The suspension systems are de-

signed with both high spring stiffness and high damping coefficient in order to secure the minimum

suspension travel in contrast to Case 1, where low values of spring stiffness and damping coefficient
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Performance Optimization Scenarios Unit
Metric S1 S2 S3 S4 S5

RCs 0.99 0.99 0.91 0.98 0.47 m/s2

MSTF1 30 25 26 26 37 mm
MSTR1 20 21 22 38 37 mm
Max(FKTF1) 4682 4168 3571 3957 3212 N
Max(FKTR1) 3559 3276 3384 3364 3462 N
RatioF1 22 23 30 13 20 %
RatioR1 16 15 14 18 10 %

Table 5.7: The performance metrics of the optimal solutions for all the optimization scenarios (Case
2).

are required for more ride comfort. Last but not least, the gradient based algorithm (S5) failed to

deliver a proper solution with respect to the objective of the optimization. More specifically, the al-

gorithm didn’t manage to minimize f2 considering that based on Table 5.7, the MSTF1 and the MSTR1

are the greatest among all the optimal solutions. However, it decreases significantly the RCs value,

indicating that possibly it was trapped in a local minima.

(a) (b)

Figure 5.5: The relation between the objectives ( f1, f2 and f3) of the optimal solutions for all the
optimization scenarios (Case 3).

5.3.3 Case 3 - Objective function f3

In this case, the fitness function is the average of the variances of both front and rear tire deflections

( f3). In terms of the objective function, the "best" optimal solution is found by the optimization
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scenarios S2 and S3 which are the genetic algorithm with population 1000 and the hybrid one with

population 200. In these scenarios, the fitness function ( f3), which represents the road holding, reaches

the minimum value of all the scenarios, as shown in Figure 5.5b which illustrates ere the relation of

f1 with f3. Moreover, as far as the design variables are concerned, the two scenarios (S2 and S3) have

converged to solutions with design variables closed to each other. The above remark is illustrated

in Table 5.8, where the solutions of S2 and S3 have similar values to all the design variables, except

from KnlF which is significantly different. The difference between KnlF1 in the two scenarios (S2 and

S3) is also depicted in the contribution of the nonlinear part of the spring force of both front and rear

suspensions, as shown in Table 5.9.

Design Optimization Scenarios LB. UB. Unit
Variable S1 S2 S3 S4 S5

K1F1 41279 33114 37028 47186 33583 32000 150000 N/m
CF1 3632 2139 2092 2203 4242 2000 10000 N.s/m
K1R1 77718 65367 67512 57595 37473 32000 150000 N/m
CR1 4319 3661 4211 2713 5012 2000 10000 N.s/m

Kn1F1 14,4 4.95 11.1 8.54 12.3 0.5 30 106 N/m3

Kn1R1 50.0 26.9 34.7 26.2 3.31 0.5 30 106 N/m3

Computational
776 10510 850 4776 163 - - secTime

Table 5.8: The optimal design variables and the computational time for all the optimization scenarios
(Case 3).

Despite the different population used in these two scenarios (S2 and S3), the hybrid algorithm with the

lower population (S3) has proven to be superior compared to the genetic algorithm with the greater

population (S2). The hybrid algorithm overcame the disadvantage of the lower population exploit-

ing the advantages of both the genetic and the gradient based algorithms. Also, it converged to to

the optimal solution in less computational time (850 sec), which is almost 8% of the time required

for convergence in optimization scenario S2 (10510 sec). The superiority of the hybrid algorithm is

confirmed due to the close solutions of the design variables (Table 5.8) as well as the values of the

important performance metrics (Table 5.9). Finally, the effectiveness of the gradient based algorithm,

in this current case, is based on the relation of the tire deflection and the vehicle’s body acceleration,

which is illustrated in Figures 5.3-5.5. Particularly, the increase or the decrease of the term f1, which

depicts the ride comfort, leads to the increase or the decrease of term f3, which depicts the tire de-

flection, respectively. Therefore, there is no conflict between them so as to prevent the algorithm to

converge to an optimum solution with respect to both objectives.
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Performance Optimization Scenarios Unit
Metric S1 S2 S3 S4 S5

RCs 0.64 0.52 0.56 0.53 0.47 m/s2

MSTF1 33 36 37 38 31 mm
MSTR1 25 32 29 31 40 mm
Max(FKTF1) 2936 2226 2515 2853 2596 N
Max(FKTR1) 3381 3537 3569 3006 3111 N
RatioF1 27 16 30 21 26 %
RatioR1 29 29 30 30 12 %

Table 5.9: The performance metrics of the optimal solutions for all the optimization scenarios (Case
3).

(a) (b)

Figure 5.6: The relation between the objectives ( f1, f2 and f3) of the optimal solutions for all the
optimization scenarios (Case 4).

5.3.4 Case 4 - Objective function f4

In this case, the fitness function is the sum of all the objectives ( f1, f2 and f3) which are balanced

and at the same order of magnitude. First of all, as far as the effectiveness of the algorithms is

concerned, the gradient based is not able to find a "good" optimal solution, getting trapped probably

in a local minimum. The S4 scenario decreased significantly objective f1, as shown in Figure 5.6,

neglecting the multi-objective character of the fitness function and therefore the minimization of the

rest objectives. This is due to the fact that the minimization of the acceleration has proven enough so

as to decrease the fitness function and finally converge. This remark is verified by the fact that all the

design variables of S5 reached the lower bounds, as shown in Table 5.10. Due to the multi-objective

character of this case its difficult to understand which optimization scenarios converged to the "best"
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optimal solutions. In addition, the optimal solutions of each optimization scenario differ significantly

between them in terms of the optimal design variables. None of them are close enough to indicate the

same characteristics in the optimal solutions. However, based on Table 5.11, the performance metrics

of S2-S4 present similarities, such as the maximum suspension travels and the maximum tire forces.

Design Optimization Scenarios LB. UB. Unit
Variable S1 S2 S3 S4 S5

K1F1 81307 46116 63116 42377 32000 32000 150000 N/m
CF1 5431 4129 3645 4002 2000 2000 10000 N.s/m
K1R1 57264 45371 66731 60069 32000 32000 150000 N/m
CR1 2877 5301 2753 3693 2000 2000 10000 N.s/m

Kn1F1 21.2 6.24 17.8 13.6 5.00 0.5 30 106 N/m3

Kn1R1 9.52 27.3 34.7 28.6 10.8 0.5 30 106 N/m3

Computational
840 6566 923 4674 430 - - secTime

Table 5.10: The optimal design variables and the computational time for all the optimization scenarios
(Case 4).

Performance Optimization Scenarios Unit
Metric S1 S2 S3 S4 S5

RCs 0.67 0.61 0.64 0.59 0.37 m/s2

MSTF1 28 33 31 31 39 mm
MSTR1 33 27 28 29 48 mm
Max(FKT F1) 3704 3096 3270 2802 2103 N
Max(FKT R1) 2805 2785 2937 3105 3086 N
RatioF1 17 13 21 24 12 %
RatioR1 15 30 29 29 17 %

Table 5.11: The performance metrics of the optimal solutions for all the optimization scenarios (Case
4).

5.3.5 Case 5 - Objective function f5

In this case, the fitness function is the sum of all the objectives ( f1, f2 and f3) like Case 4. However,

in this case, the two additional objectives ( f2 and f3) are used as dynamic penalty functions rather

than optimization targets. Therefore, the objective f1 is selected as the main term and the other

two are set one order of magnitude lower using appropriate balancing factors. Because of this, the

relation between the terms of the fitness function ( f1, f2 and f3) is not similar with before and greater

dispersion is illustrated in Figure 5.7. As far as the effectiveness of the algorithms is concerned, the

gradient based (S5) focuses on the term f1 only, ignoring the multi-objective character of the fitness
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(a) (b)

Figure 5.7: The relation between the objectives ( f1, f2 and f3) of the optimal solutions for all the
optimization scenarios (Case 5).

function and failing to find a "good" optimal solution. This problem is also pointed out in Table 5.12

and the design variables of this optimization scenario (S5), where some of them are trapped in the

upper or lower bounds. As far as the other optimization scenarios are concerned, due to the multi-

objective character of this case it is difficult to understand which optimization scenarios converged

to the "best" optimal solutions. In contrast to the previous case, neither the optimal design variables

(Table 5.12) in every optimization scenario nor the performance metrics (Table 5.13) indicate similar

characteristics in the optimal solutions.

Design Optimization Scenarios LB UB Unit
Variable S1 S2 S3 S4 S5

K1F1 59559 49457 43581 37635 44761 32000 150000 N/m
CF1 2414 2164 5312 2096 2000 2000 10000 N.s/m
K1R1 58680 56541 45694 65343 45798 32000 150000 N/m
CR1 3901 6281 1910 4616 2000 2000 10000 N.s/m

Kn1F1 12.5 5.72 24.2 5.09 7.56 0.5 30 106 N/m3

Kn1R1 43.4 44.0 5.89 33.2 3.56 0.5 30 106 N/m3

Computational
767 9470 1123 4540 130 - - secTime

Table 5.12: The optimal design variables and the computational time for all the optimization scenarios
(Case 5).
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Performance Optimization Scenarios Unit
Metric S1 S2 S3 S4 S5

RCs 0.61 0.59 0.54 0.54 0.47 m/s2

MSTF1 38 40 26 38 40 mm
MSTR1 24 23 36 29 38 mm
Max(FKT F1) 3556 3070 2829 2433 2836 N
Max(FKT R1) 2549 2944 3154 3367 3302 N
RatioF1 17 13 21 24 12 %
RatioR1 15 30 29 29 17 %

Table 5.13: The performance metrics of all the optimal solutions for all the optimization scenarios
(Case 5).

5.4 Comparison of the optimum solutions for all the cases

In order to compare the optimal solutions obtained from all the optimization Scenarios (S1-S5) of each

Case (1−5), the fitness functions are scaled to the one of Case 4. All the solutions are benchmarked

against Case 4, due to its multi-objective character and the fact that the objectives are balanced in one

function. More specifically, the terms f1, f2 and f3 of each optimal solution are used for calculating f4

for each scenario of each case. Therefore, Figure 5.8 occurs and the value of f4 for each optimization

scenario (S1-S5 : different group of columns) for all the cases (Case 1-5 : columns of different color) is

compared. In the table of data of Figure 5.8, the values of f4 for all the optimal solutions are presented

and the optimum solution for every Case is pointed out in borders with the corresponding color of the

bar. The selection of the optimum solution is performed horizontally for every Case. Furthermore, in

the top of each bar the computational time needed for convergence is displayed with the corresponding

color of the bar. Moreover, Table 5.14 presents the values of the scaled terms f1, f2 and f3 using the

weighting factors of Case 4 as well as the sum of them ( f4) for the optimum solutions of each case.

Also, the optimization scenario in which the optimum solution occurred is illustrated.

Optimization Targets Case 1 Case 2 Case 3 Case 4 Case 5

S5 S3 S5 S2 S3

w1 ∗ f1 0.218 0.792 0.319 0.373 0.316
w2 ∗ f2 1.137 0.536 0.788 0.775 0.839
w3 ∗ f3 0.226 0.609 0.292 0.326 0.336

f4 = w1 ∗ f1 +w2 ∗ f2 +w3 ∗ f3 1.581 1.937 1.398 1.474 1.491

Table 5.14: The design variables for all the optimal solutions of all the optimization scenarios (Case
5).

Based on Table 5.14 and Figure 5.8, the optimum solution among all the results is identified in Case

3/S5, which was not expected because Case 4 is the ground case for the comparison of the optimal



5.4 Comparison of the optimum solutions for all the cases 125

Fi
gu

re
5.

8:
B

en
ch

m
ar

k
of

al
lt

he
op

tim
al

so
lu

tio
ns

ba
se

d
on

th
e

fit
ne

ss
fu

nc
tio

n
(f

4)
of

C
as

e
4.



126 Chapter 5. Assessment of the optimization procedure for a suspension system

solutions. The next two solutions closer to the optimum one, are the one of Case 4/S2 as well as

the one of Case 5/S3. The computational time needed for convergence for Case 3/S5 is around 3-5

% of the computational time needed for the next two closer solutions. This is due to the fact that the

optimum solution (Case 3/S5) is obtained with the gradient based algorithm, which seems to deliver the

optimum solution in case of SOO fitness functions (Case 1 and Case 3). Based on Table 5.14, the close

values of the terms f1, f2 and f3 of these three solutions indicate that they have converged to similar

design solution. The above remark is also verified by the optimal design variables of these solutions,

as shown in Table 5.15. The slight differences in the design variables don’t affect significantly the

objectives ( f1, f2 and f3).

Design Case 1 Case 2 Case 3 Case 4 Case 5 LP UB Units
Variable S5 S3 S5 S2 S3

K1F1 36194 38952 33583 46116 43581 32000 150000 N/m
CF1 2582 8003 4242 4129 5312 2000 10000 N.s/m
K1R1 39741 47540 37473 45371 45694 32000 150000 N/m
CR1 3228 8286 5012 5301 2910 2000 10000 N.s/m

Kn1F1 10.3 25.6 12.3 6.24 75.6 0.5 30 106 N/m3

Kn1R1 11.8 16.0 3.31 27.3 35.6 0.5 30 106 N/m3

Computational
288 4611 163 6566 1123 - - secTime

Table 5.15: The optimal design variables and the computational time for all the optimal solutions of
all the optimization scenarios.

Regarding the optimization scenarios, the Hybrid Algorithm with population 200 (S3) is proven to

be the leading method together with the Gradient Based (S5), as shown in Table 5.14 and Figure 5.8.

The four out of the five optimal solutions are obtained using these algorithms, two each. The gradient

based algorithm proved superior in the SOO cases (Case 1 and Case 3) in contrast to the other cases

in which it failed to deliver. As far as the fitness functions are concerned, Case 5/S3, where f2 and

f3 are added as dynamic penalty functions, converged to a solution superior than one of Case 1/S5,

which is the SOO of term f1. This implies that using the terms f2 and f3 as penalties, the optimization

prioritizes the main term but takes slightly into consideration the other two. As a result, it leads to

a middle ground solution better than the single objective case (Case 1). The solution of Case 5/S3 it

very similar to Case 4/S4, which is the pseudo-MOO with f4 as the fitness function and the terms ( f1,

f2 and f3) balanced at the same order of magnitude.

As far as the different Cases are concerned, based on the data table of Figure 5.8, Case 3 seems to be

superior than Case 1 due to the fact that the optimal solutions of Case 3 always deliver lower values

of f4 compared to the ones of Case 1, regardless the optimization scenarios. Moreover, in all the

optimization scenarios, Case 3 not only delivered more satisfactory optimal solutions than Case 1 but
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also converged in much less computational time, lowering it by 10-40% depending on the optimization

scenario.

The argument regarding the superiority of Case 3, is validated from the fact that it delivers the opti-

mum solution based on Figure 5.8, as explained in the previous paragraphs in detail. Case 3 converge

to solutions taking into consideration not only the increase of the ride comfort but also the minimiza-

tion of the suspension travel. The above indicates a multi-objective character in Case 3 even stronger

than Case 4 and 5, despite having a single-objective fitness function. Moreover, based on Figure 5.8,

Case 3 seems to be stable in providing satisfactory results in comparison with all the other cases which

sometimes fail to deliver depending the optimization scenario.

5.5 Conclusions

To sum up, in this chapter, the optimization procedure of a vehicle suspension system is investigated.

More specifically, not only the efficiency of different optimization methods is studied but also the

efficiency of various fitness and objective functions.

The results of Case 3 outline the importance of tire deflection as a part of the objective function in the

optimization procedure. This remark is illustrated from the superiority of Case 3 over Case 1 in all the

scenarios of each case, which is the most common term of fitness functions in literature as far as the

optimization of suspension systems is concerned. Also, the use of f3 as an objective displays a multi-

objective character in the optimum solutions, considering both the ride comfort and the road holding.

Moreover, the consideration of f2 and f3 as additional terms to the main target of f1 and their use as

dynamic penalty functions is proven efficient. Case 5 converged to more optimal solutions compared

to Case 1, where f1 is the objective functions. Furthermore, the effectiveness of the hybrid algorithm

proved promising in comparison with the other algorithms, while the efficiency of the gradient based

algorithm with SOO cases is pointed out.
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CHAPTER 6

An approach for minimizing the number of objective functions

Genetic Algorithms (GA) are time consuming optimization methods, as pointed out in the previous

chapter, but because of their important advantages they are widely used in the field of automotive en-

gineering. More specifically, in vehicle dynamics oriented MOO problems, the most common method

is the Pareto Front, whose selection becomes very quickly ineffective based on the configuration of

the problem. For instance, researchers add uncontrollably objective functions in order to find the

optimum design of a suspension system, despite the fact that there are specific performance aspects

which need to be optimized in vehicle dynamics. Thus, they sometimes end up using more than

one objective function for the same performance aspect increasing the dimension of the optimization

problem. Also, in this way, the merits of the optimization algorithm used are put aside because the

computational time required for convergence is essentially increased.

In this chapter, we focus on an approach of minimizing the computational time needed for the Pareto

method allowing the GAs to be attractive again in optimization of suspension systems. Applying this

approach, we prove that the increasing use of objective functions, which depict the same requirement,

doesn’t help the optimizer to converge to more "optimal" solutions. In the literature, a few papers

mention this topic. The purpose of this chapter is not the estimation of the suspension parameters

but the proof that the optimum design variables could be achieved if the optimization procedure, and

specifically the objective functions are set carefully. In order to prove the above, at first, three SOO

cases of the most common objective functions and one pseudo-MOO case, which combines them, are

presented (Part A). These cases are obtained from the previous chapter and are used as benchmark

for the other parts of the analysis. Then, a sorting algorithm is implemented for these four cases in
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order to obtain their optimum solution their optimum solution. Afterwards, we present an alternative

approach for handling the objective functions, where they are divided in main and supplementary ones

(Part B). The main objective functions (3) of the study are introduced in the MOO algorithm, while the

supplementary ones (3) are introduced in the sorting algorithm in order to rank the Pareto alternatives

and vet the optimum solution. The supplementary objectives consist of performance metrics which

either enhance the main ones or are of crucial importance in the design of the suspension Thirdly, six

objective functions, the three main and the three supplementary of Part B, are introduced in the MOO

process (Part C) and then the resulting solutions of the Pareto front are implemented in the sorting

algorithm so as to find the optimum solution of Part C. Finally, the optimum solutions occurred from

the sorting algorithm are compared in terms of the objectives, of the design variables, and of important

metrics indicating the vehicle performance.
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6.1 Materials & Methods

6.1.1 Optimization Methods

In this chapter, a MOO algorithm is combined with a sorting algorithm. This approach is the tool to

point out the effect of the inconsiderate selection of objective functions in vehicles suspension design

and highlight the advantages of decreasing them, as proposed in this thesis.

In general, the optimization problem is expressed as a problem of minimization of the objective func-

tions, with the selected design variables being subjected to a number of inequality constraints, making

the problem a nonlinear programming one. In MOO problems, the objective function is not a scalar

number, as in SOO problems, but a vector. Thus, in order to rank the different solutions, the con-

cept of partial ordering is adopted. The Pareto dominance, which is used in this chapter, is based

on this concept. The solutions of the Pareto set are non – dominated by any other solution and are

considered as equally optimal solutions. When dealing with complex problems, the size of the Pareto

set might be quite large and the designer must select which solution fits better the demands of the

project in question. The selection of the optimum solution lies upon the designer, who is responsible

of evaluating the solutions based on requested demands, because all the Pareto alternatives are equally

optimal regarding the optimization targets. This process can be tiresome and time - consuming, due

to the potentially large number of optimal solutions and the complexity of the problem in question.

In order to overcome this problem, various sorting algorithms have been developed in order to assess

the vetting process and consequently the reduction of the optimal set of solutions. The aim of these

methods is to sort the solutions, according to various indexes, aiming to extract one optimum solu-

tion or to decrease the number of optimal solutions significantly. Carrillo et al. [141] introduced a

process in which a solution sorting based on non-numerical ranking with random weight generation

was proposed. Das [109] introduced the k-optimality method which is based on the partial dominance

between the solutions, locating solutions which achieve a better trade – off between the optimization

targets and eventually "offer something more" than the other optimal solutions. Based on the afore-

mentioned method, Gobbi et al. [70, 107, 108] introduced the k - ε optimality method, which not only

vets as the k-method, but also measures the entity of this variation. This algorithm is implemented

in this chapter. In k - ε , the k index cannot receive only integer values on contrary with k method,

but also real ones. In this way, a continuous degree of optimality is achieved. These two methods

theoretically justify and mathematically define the designer’s tendency to choose solutions that are "in

the middle" of the Pareto-optimal set.

Formulation of the problem

A general multi-objective optimization problem can be expressed as follows:
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minx∈Rn f (~x) (6.1)

h j(~x) = 0, j = 1, ...,meq (6.2)

g j(~x)≤ 0, j = 1, ...,mineq (6.3)

x ∈ X (6.4)

where ~f is the objective function vector, ~x is the vector of the design variables, X is the definition

domain of x and h j, g j are equality and inequality constraints, respectively. The set X can represent

certain ranges of real values or certain types, such as integer or "standard" values, which are very

often used in design specifications. The functions h and g in Equations 6.2 and 6.3 can be expressed

with algebraic equations or computer simulations. If the functions h and g are all linear, the problem

is a linear programming one. Otherwise, the problem is a nonlinear programming one. The Pareto-

optimal solutions are defined mathematically as follows. Given the minimization problem with k

objective functions and n design variables, a solution xi is Pareto-optimal if there is no solution x j

such that:

 fm(x j)≤ fm(xi) , m = 1,2,3, ...,k

∃l : fl(x j)≤ fl(xi)
(6.5)

The definition of the Pareto dominance is presented in Equation 6.5 and it will be explained extensively

later.

Pareto Dominance

As it is illustrated in Equations 6.1 - 6.5, in MOO problems the objective function is not a scalar value

but a vector, which consists of the values of each target. On the other hand, in SOO problems the scalar

objective function can be easily ranked and the derivation of one optimum solution is straightforward.

In case of dealing with multi - objective functions arranged in vectors, the comparison operators (<, >,

≤, ≥) cannot be applied. Thus, in order to facilitate a ranking strategy, the concept of partial ordering

is introduced. For every pair of vectors ~a and~b a partial comparison relationship is introduced and

described by Equation 6.6 - 6.9.
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Figure 6.1: Pareto Dominance

~a =~b, when ai = bi∀i (6.6)

~a≤~b, when ai ≤ bi∀i (6.7)

~a <~b, when ai ≤ bi∀i and ai < bi for at least one i (6.8)

i = Number of Targets (6.9)

Thus, in terms of multi-objective optimization, the solution ~a dominates solution~b, i.e. ~a <~b, when

fi(~a) ≤ fi(~b) for all targets and fi(~a) < fi(~b) for at least one target.

A Pareto set of optimal solutions contains solutions that are non-dominated by any other solution.

More specifically a possible solution x* is part of the Pareto set if and only if there exists no other

possible solution that fi(~x) ≤ fi(~x∗) for all targets and simultaneously for at least one target fi(~x) <

fi(~x∗). The concept of non-dominance is illustrated in Figure 6.1. As it was mentioned before, the

Pareto dominance can be supported by various optimization methods, by imposing minor changes in

their algorithm. In most cases evolutionary algorithms are used, in order to exploit their advantage of

not being easily trapped in local minima due to their stochastic nature.
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Selection of Optimum Solution

As the optimization problem becomes more complex, the number of solutions in a Pareto set increases.

After the optimization process is over, the designer often acquires a relatively large group of poten-

tial optimal solutions. Depending on each problem, the vetting process can be a hard task even for

experienced designers due to the large number of data. Thus, many post - Pareto selection methods

have been developed, in order to acquire the one optimum solution of a complex problem. Das [109]

introduced the k - optimality method which is based in the partial dominance of the possible opti-

mal solutions. The goal of this method is to seek for solutions which remain Pareto-optimal, but they

"have something more" than the others, being able to achieve a better trade-off between the objectives.

According to Das [109], a solution is k - optimal if and only if it is Pareto optimal for all the subsets

of the n-k objectives. Thus, if k=0 then the normal Pareto optimality is acquired, on the other hand

if k=n-1, with n being the number of objectives, then the global optimum is acquired, which is called

"utopia point". Mathematically the k - optimality method can be described with Equation 6.10.

k=minZ

( n

∑
i=1

Γ(∆ fi)

)
−1 (6.10)

where n is the number of objectives and ∆ fi is the difference between the ith objective of the considered

point and another point belonging to the solution space Z. Γ(x) is a merit function which assigns

appropriate values to each solution based on Equation 6.11, depending on their dominance over other

solutions.

Γ(x) =

0 , x > 0

1 , x ≤ 0
(6.11)

This merit function, in reality, is responsible for sorting out the solutions due to its logical character:

if its value is true, then the solution is k - optimal, otherwise it is not. In this paper, though the k- ε op-

timality selection method is selected, which is able not only to vet solutions taking into consideration

if an objective is better, but also to measure the entity of this variation. The mathematical description

of the method remains the same as the one of k - optimality, except from the definition of the merit

function. In this method, an indifference threshold ε is introduced so as to take also into account

solutions that are "not so bad". If the difference ∆ fi is not greater than ε , which is chosen by the user,

the solution is characterized as "not so bad", without being sorted out as in k - optimality method.
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Γ(x) =


0 , x ≤ ε

1− x
ε

, 0 < x < ε

1 , x ≤ 0

(6.12)

with this change in the definition of the merit function, a continuous degree of optimality is achieved.

The role of ε in this method is crucial determining the level of the variations in the solutions. If a small

value of ε is chosen, then the k- ε optimality approaches the k - optimality method. If a relatively

large value of ε is selected, then smoother variations in solutions will be achieved. A drawback of

the k - optimality is that it is a crisp selection, k can be only an integer number. So, if the set of

the points with the maximum value of k is still too large it is impossible to make a further selection,

giving the same result with the simple Pareto-optimality. On the other hand, the k- ε optimality can

always attain a single solution but requires the designer to specify an indifference threshold for each

objective function. Also, it performs better as the number of targets increases above three.

Figure 6.2: Half Car Model considering the front and the rear vehicle’s wheel

6.1.2 Simulation Model

In this chapter, in order to prove the issue of inconsiderate selection of objective functions in sus-

pension design, the same half car model (HC2 - Figure 6.2) as the one used in Chapter 5 is studied

also in this chapter. Additionally, a seat, employed with a passive suspension (Figure 2.9 in Chapter

2.2.1), and a passenger (Figure 2.14 in Chapter 2.3), are added in order to investigate in depth the ride

comfort. The seat-passenger model (Figure 6.3) is placed at the center of the vehicle and the seat is

excited by the vibration of the sprung mass (z̈s).
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Figure 6.3: Seat-Passenger Model

Figure 6.4: The road bump applied to the vehicle model of this chapter
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6.1.3 Road Excitation

Likewise with the vehicle model, the same road excitation with Chapter 5 is used (Figure 6.4) .

6.2 Optimization Procedure

In this chapter, we aim to highlight the importance of choosing carefully the objective functions for

the solution of an optimization problem. In this respect, a specific optimization problem is selected in

order to conduct our experiments, the one of the optimum suspension design of a heavy vehicle under

specific road conditions. However, the well-known automotive conflict between ride comfort and road

holding, whose optimal compromise is the reason of applying different optimization techniques for

the optimal design of the suspension system, is the same in every suspension type. The only thing

that changes, depending on the suspension type, is the level of its compromise and the isolation of the

vibrations induced by the road. Therefore, all the experiments could have been conducted in any other

suspension type applying the concept of the proposed approach in order to exploit the algorithm’s

advantages. Although, the design variables, the constraints and other optimization parameters should

change if needed based on the suspension system. The application of this approach in semi-active

suspensions is presented in the next Chapter.

6.2.1 Design Variables, Constraints and Objective functions

The optimization problem investigated in this chapter is the same with the one of Chapter 5 in terms

of the design variables, the bounds set to them and the constraints applied to problem.

The selection of the vector of the objective functions is of vital importance to the optimization proce-

dure. Thus, we select six objective functions ( fi), which are widely used in the literature and represent

either the ride comfort or the road holding. More specifically, the objective functions are:

(a) f1, the variance of the acceleration of the body of the vehicle (Equation 5.4),

f1 =
1
n

n

∑
j=1

(z̈s j − z̈s)
2 =VAR(z̈s) (6.13)

(b) f2, the average of the variances of the front and rear suspension systems (Equation 5.5),

f2 =
1
2

(
V STF1 +V STR1

)
(6.14)
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(c) f3, the average of the variances of the front and rear tire deflections (Equation 5.6),

f3 =
1
2

(
V T DF1 +V T DR1

)
(6.15)

(d) f4, the vibration dose value of the head (V DVhead - Equation 2.82),

V DVi =

[∫ T

0

(
z̈i(t)

)4dt
] 1

4

(6.16)

(e) f5, the crest factor of the head (CFhead - Equation 2.83) and

CFi =
max(z̈i)

rms(z̈i)
(6.17)

(f) f6, the variance of the pitch angle (PTC - Equation 2.91).

PTC =
1
n

n

∑
j=1

(θ j−θ)2 =VAR(θ) (6.18)

The minimization of f1, f4 and f5 provides good ride quality for the passengers based on ISO-2631,

whereas the minimization of the remaining three, i.e. f2, f3 and f6, decreases the body motions

ensuring the road holding and providing good handling of the vehicle, as explained in Chapter 2.4.

6.2.2 Scenarios

In the first part of the analysis (Part A), we formulate three single-objective problems, with objective

functions the terms f1 (Case 1), f2 (Case 2) and f3 (Case 3), and a combination of them using weight-

ing coefficients (Case 4 - as shown in Equation 5.7). These cases are obtained from Chapter 5 and

used as a benchmark of the others, expecting to be at the edges of the Pareto Front as it shown in Fig-

ure 6.1. Also, the optimum solution of these four SOO cases, is obtained with the sorting algorithm

(KE) and is compared with the optimums of the other parts.

In the next part (Part B), the approach proposed in this thesis, is applied and six (6) objective functions,

widely used in the literature, are separated in main (3) and supplementary ones (3). The objective

functions f1, f2 and f3 are selected as the main ones in order to implement MOGA, while the three

additional objective functions ( f4, f5 and f6) are selected supplementary ones so as to enhance the

main ones. More specifically, the targets f4 and f5 enhance the ride comfort of the passenger and

hence f1, whereas target f6 is related with the road holding of the vehicle enhancing targets f2 and

f3. All the objective functions together are introduced to the sorting algorithm (KE), as shown in

Figure 6.5. As far as Part C is concerned, all the above-mentioned objective functions ( f1− f6) are

introduced to the MOGA, as shown in Figure 6.6. After obtaining the Pareto alternatives, they are
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Figure 6.5: Approach of Part B

Figure 6.6: Approach of Part C

introduced in the sorting algorithm so as to seek the optimum solution among them. All the studied

cases are presented in Table 6.1.
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Scenarios Objectives (f) Threshold(ε)
Type Part Cases

SOO A

C1 f1

ε = Pi[max( f1); ...;max( f6)]

C2 f2
C3 f3
C4 w1 f1 +w2 f2 +w3 f3

MOO
B - f = [ f1; ...; f3]

C - f = [ f1; ...; f6]

Table 6.1: Optimization Scenarios

Regarding KE, In all the parts, a threshold is selected for the sorting algorithm, as shown in Equa-

tion 6.19:

ε = Pi[max( f1); ...;max( f6)] (6.19)

where Pi=[0.60, 0.55 , 0.65] is used for Part A, Part B and Part C respectively, so as to set the threshold

ε and obtain only one optimum solution. The smaller the ε is, the k- ε optimality approaches the k-

optimality method minimizing the possibilities of getting a single optimum solution. On the other

hand, with a relatively high ε the variations in the change of k-levels become smoother. Therefore, ε

is selected so as to be directly dependent with the objective functions and, in this respect, the maximum

value of each objective among all the Pareto alternatives is used, as shown in Figure 6.19. Finally, the

value of Pi is selected so as the k- ε algorithm to deliver only a single optimum solution (it is possible

to deliver a set of solutions) from the Pareto Front, in order to compare the solutions of each Part. Part

A, B and C are classified by the number of the main objectives and their optimization type which is

either MOO or SOO (see Table 6.1, columns "Type" and "Objectives") and not by the value of Pi.

6.3 Results

The novelty of the proposed optimization approach (Part B) consists of the way the objectives are

handled. The other two parts are selected based on the work of other researchers and are compared

with Part B, so as to prove that it is able to provide a "more optimal" solution. Also, we aim to

highlight the importance of separating the objectives to main and supplementary ones avoiding the

inconsiderate selection of objective functions, which is noticed in the literature regarding vehicle

suspension systems. Based on the above, Part A and C are considered the conventional optimization

methods because of the trivial handling of their objectives. Thus, the optimization approach proposed

in this thesis (Part B), is compared to them extensively in terms of convergence, computational time

and quality of the solutions based on the suspension performance. Therefore, the results of the cases

illustrated in Table 6.1 are presented in this section.
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(a) Part A.

(b) Part B.

(c) Part C.

Figure 6.7: The optimal solutions of each part and their k-ε levels
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More specifically, in Figure 6.7 the optimum selection among the alternatives for each Part is pointed

out and the k levels of the ranked solutions are presented. Based on Figure 6.7a, the optimum solution

for Part A is ranked above level four and below five, implying that the optimum solution is dominating

to more than four targets out of six. The optimum solution of Part A is obtained in order to be

compared with the optimum solutions of the other parts as a benchmark. Moreover, as far as Part

B is concerned, the sorting algorithm proves the tendency of engineers and designers to move to the

middle of the Pareto alternatives. It reached to an optimum solution of level five, i.e. it dominates five

out of six objectives. Similarly, in Part C, a solution in the middle of the Pareto front of level five is

obtained.

In addition to Figure 6.7, the Pareto Fronts for all the objectives are presented in Figure 6.8 with

respect to f1. Also, the optimum solutions obtained for each Part are pointed out in Figure 6.8 points

out and are compared graphically. Additionally, all the SOO cases are presented in Figure 6.8. As

expected, the solutions of the SOO problems (C1, C2 and C3) are located in the edges of the Pareto

fronts of Part B and C or in the extension of their edges. On contrary, the pseudo-MOO (C4) is

near the middle of the Pareto front validating its multi-objective character, despite being converted

in a SOO problem with the balancing factors (Equation 5.7). The location of the SOO problems

proves their single objective character and that the optimization algorithms minimize successfully

their objective explicitly, neglecting all the other aspects. On the other hand, the position of the pseudo

MOO problem indicates a good selection of weighting coefficients, despite being selected almost

"randomly" considering that the engineer never knows the success or the failure of each selection.

The illustration of these cases aims to validate if the optimization procedure managed to provide

solutions covering the largest part of the feasible space of the problem, as shown in Figure 6.1.

According to Figure 6.8a, the main conflict in vehicle dynamics between ride comfort and vehicle

stability is validated. Decreasing the value of f1, i.e. increase of ride comfort, leads to the increase of

f2, and hence decrease of road holding. The Pareto fronts of Figure 6.8, validate the main idea of Part

B, i.e. splitting the objective functions to main and supplementary in order to minimize their number

in the optimization procedure. The extra targets, which are selected for the k-ε optimality method

( f4 - f6), supplement the initial targets ( f1 - f3) as described in the previous sections. This is proven

by the fact that f1 - f6 (Figure 6.8e) presents the same conflict as f1− f2 (Figure 6.8a)), and that

f1 - f4 (Figure 6.8c)) and f1 - f5 (Figure 6.8d)) are almost strictly ascending functions regarding f1,

i.e. their decrease leads to the decrease of f1 increasing the ride comfort. Another important remark

based on Figure 6.8, is the convergence of the Pareto fronts. The Pareto front of Part B converges

to solutions dominating the ones of all the other Parts. Thus, the use of less objective functions

enabled the optimization to reach to better solutions and present a less scattered front due to the better

convergence.

Another example of the worse convergence of Part C, is Figure 6.8e, which presents the Pareto front

of f5 vs. f1. Based on Figure 6.8e, the value of the crest factor of the driver’s head ( f5) tends to
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(a) f2− f1.

(b) f3− f1. (c) f4− f1.

(d) f5− f1. (e) f6− f1.

Figure 6.8: Pareto fronts of the objectives for all the studied cases
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increase for decreasing f1 in a specific area of values of f1 ( f1< 0.45), indicating a possible conflict

between these two objectives. This conflict exposes the relation between the maximum value of

the acceleration with its root mean square value, indicating that for low RMS values the maximum

value of the acceleration tends to increase, and hence increase the value of the crest factor, based

on Equation 2.83. This parabolic behavior in the relation between f1 and f5, for low values of f1,

is captured successfully in the front of the Part B due to the greater convergence of the problem.

However, in Part C the crest factor continues to decrease with decreasing RCs without capturing

the parabolic behavior and misleading the selection of the optimum solution or the optimization in

general. This remark is in agreement with the confusion that exists in the literature, regarding the use

of the crest factor, its reliability as an index of ride comfort and its acceptable limits. Finally, from the

Pareto fronts of all the objective, it is obvious that the sorting algorithm for Part B and Part C, reached

to two solutions which seem similar based on their position in Figure 6.8a - 6.8e.

Moreover, in order to draw more concrete conclusions for these two solutions (Part B and C), they are

compared with respect to the solution of Part A in terms of the optimum objective functions, optimum

design variables and metrics indicating vehicle’s performance. The optimum solutions of each Part,

are presented in details in Tables 6.2, 6.3 and 6.4. At first, in Table 6.2 the values of the optimum

objective functions are illustrated, while in Table 6.3 the values of the design variables are presented.

Then, in Table 6.4, performance metrics are evaluated for the comparison of the optimum solutions.

Finally, in Figure 6.9 the graphic comparison of the dynamic behavior of the vehicle for the three

optimum solutions is presented so as to capture the effect of the different design variables.

Objective Value Unit
Part A Part B Part C

f1 0.40 0.56 0.61 m/s2

f2 0.86 0.63 0.65 mm
f3 0.34 0.47 0.52 mm
f4 7.34 8.02 8.79 m/s2

f5 1.88 1.99 2.01 m/s2

f6 0.50 0.44 0.43 rad

Table 6.2: Comparison of the objective functions of the three optimum solutions

Based on Table 6.2, the optimum solutions of Part B and Part C are similar in terms of the values of

the objectives with minor differences. Contrary to the optimum solution of Part A, the other two parts

converged solutions with more emphasis on the road holding, i.e. f2 and f6, minimizing the suspension

travels of both the rear and the front suspension system. However, the ride comfort is decreased by

increasing f1. This difference is expected considering Figure 6.8a, where the optimum solution of

Part A is in the edge of the Pareto fronts, representing the optimal solution regarding the ride comfort

(minimum value of f1). Furthermore, this remark is also illustrated in Table 6.4. The suspension travel
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Design Variable Value LB UB Unit
Part A Part B Part C

K1F1 63116 59610 75171 32000 150000 N/m
CF1 3645 6819 7273 2000 10000 N.s/m
K1R1 66731 44882 70112 32000 150000 N/m
CR1 2753 5393 4284 2000 10000 N.s/m
Kn1F1 17.8 21.1 28.7 0.5 30 106 N/m3

Kn1R1 34.7 27.3 18.7 0.5 30 106 N/m3

Table 6.3: Comparison of the design variables of the three optimum solutions

Performance Value Unit
Metric Part A Part B Part C

RMS(z̈s) 0.62 0.75 0.79 m/s2

MSTF 32.0 27.0 24.5 mm
MSTR 29.0 24.8 27.7 mm
MAX(zF) 52.0 53.8 54.2 mm
MAX(zR) 51.0 51.3 50.5 mm
RAT IOF 22.0 20.0 18.7 %
RAT IOR 29.0 26.5 16.4 %

Table 6.4: Comparison of the dynamic characteristics of the three optimum solutions based on the
solution of Part A

is decreased in both cases compared to the solution of Part A. However, the suspension travel of front

and rear suspension system has exchanged values in the optimum solution of Part B (STF=27 mm and

STR=24 mm) and Part C (STF=24 mm and STR=27 mm). This is due the fact that the nonlinear part of

the suspension system contributes more in the rear than in the front system in the solution of Part B

(RatioF=20 % and RatioR=26.5 %). On the other hand, in the solution of Part C the front system has

greater contribution of the nonlinear part (RatioF=18 % and RatioR=16 %) providing stiffer spring in

the suspension system, as shown from Figure 6.11a and 6.11b. Moreover, in Figure 6.11a and 6.11b,

the spring forces of Equation. 2.31 are compared for the optimum solutions of each Part, displaying

the above-mentioned exchange. However, considering that f2 is the mean value of the variances of

the suspension travels, this exchange is not depicted in Table 6.2, as f2 is at the same level in both

solutions.

The similarity of these solutions, is also obvious in Figure 6.9, where performance metrics are com-

pared presenting minor differences, which are more or less damping, as expected based on the values

of the design variables. More specifically, in Part C, the damping coefficient is increased in both the

front and the rear suspension system (CF1 and CR1). On contrary, the differences of these two solu-

tions with the one of Part A are depicted in Figure 6.9 - 6.10. The increase of the damping in the pitch
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(a) Spung mass vertical acceleration. (b) Sprung mass angular acceleration.

(c) Rear wheel vertical acceleration. (d) Front wheel vertical acceleration.

Figure 6.9: Comparison of the dynamic behavior of the vehicle (1)

angle of the C.G. of the vehicle, which has led to the minimization of f6, is illustrated in Figure 6.9b

and Figure 6.10b. Moreover, the decrease of the suspension travel, and thus the increase of the road

holding, occurred from the hardening of the suspension systems compared to the one of Part A, is

depicted in Figure 6.9d and 6.10d and Figure 6.9c and 6.10c, respectively for both wheels. The peaks

of the wheel accelerations have been decreased and their damping have been increased significantly

minimizing their oscillatory behavior compared to the solution of Part A.

Last but not least, in Table 6.5, the computational time between Part A, B and C is compared. The

cases of Part A are significantly faster than the other Parts, which was expected considering that they

are SOO cases. However, the solutions of Part B and C are superior than the one of Part A. Also, in

the MOO Parts (B and C), the optimization procedure compromise the conflicted objectives, contrary

to Part A and, hence, the extra time needed is justified. The important remark of Table 6.5 is the fact
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that Part B reached our expectations and apart from providing a "more optimal" solution, it converged

almost 37% faster than Part C.

(a) Spung mass vertical displacement. (b) Sprung mass angular displacement.

(c) Rear wheel vertical displacement. (d) Front wheel vertical displacement.

Figure 6.10: Comparison of the dynamic behavior of the vehicle (2)

Part A Part B Part C

C1 9527

52708 90274
Total Computational C2 9437

Time (sec) C3 10549
C4 9779

Table 6.5: Comparison of the computational time needed for the optimization scenarios of Table 6.1
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(a) Front Spring Force. (b) Rear Spring Force.

Figure 6.11: Comparison of the dynamic behavior of the vehicle (3)

6.4 Conclusions

To sum up, this chapter focuses on the issue of the inconsiderate selection of objective functions that

appears in literature in order to obtain the optimum design solution for the suspension system of a

vehicle. In this respect, two MOO approaches are used and they are compared with few SOO cases

in order to check their efficiency and their convergence. Also, a sorting algorithm is applied so as to

obtain with validity the optimum solution among all the Pareto alternatives, and prove the superiority

of Part B, and hence the importance of not exaggerating in the objective functions of the optimization.

First of all, the most important remark, which validated the purpose of this study, is the difference in

the convergence between the Pareto alternatives of Part B and Part C. Splitting the optimization targets

to main and supplementary ones in order to minimize the length of the objective function enabled the

algorithm to reach to "more optimal" solutions which dominate all the others. This is proven also by

the fact that the optimum solution of Part B is superior to the one of Part C, without being totally

different or having design variables belonging to different family of solutions. Moreover, not only the

convergence is better considering Figure 6.8, but also that the computational time gained from Part C

is around 37% based on Table 6.5. In this chapter, the sorting algorithm is mainly used to prove the

superiority of the Part B by pointing out its optimum solution and compare it with the one of Part A

an C. However, the decrease in the computational time allows the engineer or the designer to provide

this gained time to a sorting algorithm introducing to it more objectives so as to find the optimum

design solution among the alternatives. Additionally, the better convergence pointed out in Part B, is

proven by the fact that the Pareto alternatives, except from the expected conflict of ride comfort and

road holding, indicated the one of the crest factor with the ride comfort that is mentioned extensively

in the literature and described in Section 6.3 in details.
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The main reason that various optimization techniques have been suggested through the years is trying

so as to overcome the well-known automotive conflict between ride comfort and road holding. The

level of its compromise depends highly from the suspension system’s design. The trade-off between

these objectives remains the same regardless the type of the suspension system and the only thing that

changes regarding the suspension type is the level of the isolation. Thus, the proposed approach of

this chapter is applicable to any other suspension type. In any case, the idea of the separation of the

optimization objectives between main and supplementary ones should be followed in order to exploit

the algorithm advantages. However, depending on the type of the suspension system, other constraints

could be added such as the number of switches in an on-off or a continuous semi – active suspension

instead the contribution of the nonlinear part in the spring force, used in the current work.

Consequently, based on all the above, it is important to select carefully the objective function in the

optimization of the suspension system of a vehicle and not exaggerate in order to obtain an optimal

solution which will not be the optimum because of misleading the optimization algorithm. Also, the

separation of the objectives to main and supplementary could exploit the advantages of each algorithm

and not only gain computational time but also quality in the solution as it is proven extensively in the

current chapter.





151

CHAPTER 7

Multi-objective optimization of semi-active suspensions

In this chapter, a multi-objective genetic algorithm (MOGA) is applied to the vehicle model in order

to optimize its suspension systems with respect to ride comfort and road holding. The suspension

systems of the vehicle model operate with various SH control algorithms (SH-2, ADD and SH-ADD-

2). Thus, three optimization scenarios with different control algorithms in the suspension systems

are investigated in order to obtain their Pareto front and the set of optimal solutions. In contrast

to existing works in the literature that focus mainly on the conflict between ride comfort and road

holding, in this chapter we investigate the optimization of suspensions system with respect to more

performance aspects as objectives.

Despite the importance of the extra objectives, the inconsiderate selection of objective functions grows

the dimension of the optimization problem, costing computational time without providing "more op-

timum" solutions, as Papaioannou et al. described [27]. Thus, the approach based on KEMOGA

algorithm [108], which is described in the previous chapter and minimizes the number of objective

functions, is adopted in this chapter also. This approach suggests the separation of the objective

functions to main and supplementary. The main objectives are used to the MOGA in order to obtain

the Pareto front, while the supplementary ones are added in the sorting algorithm (KE) in order to

rank the Pareto alternatives and vet the one solution with "something more" than the others. The

supplementary objectives are performance metrics which either enhance the main ones or are of cru-

cial importance in the design of the semi-active suspension. To sum up, in this work, the design of

semi-active suspensions is investigated and the optimization approach based on KEMOGA algorithm

is applied to a passenger vehicle in order to optimize its suspension systems. The suspension systems
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operate with various SH control algorithms. Firstly, the vehicle model is optimized with respect to

ride comfort and road holding with a multi-objective genetic algorithm (MOGA) by considering two

performance indexes as objective functions. Then, a sorting algorithm (KE) is applied considering

the extra objectives of the dissipation energy and the number of switches in the damper’s states as

objective functions due to their importance in the suspension design. Finally, the optimum solution of

each case and the optimum among all are pointed out. Conclusions regarding the design solutions are

extracted in addition with the benchmark of them in terms of their objective’s values and their design

variables.
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7.1 Materials & Methods

7.1.1 Optimization Methods

In this chapter, a MOGA is combined with KE, as described in Chapter 5, for the optimization of

semi-active suspension systems.

7.1.2 Simulation model

In the current chapter, the dynamic behavior of a passenger vehicle is investigated, as far as the vertical

vibrations induced by the road surface are concerned. Different semi active suspension systems are

applied to the vehicle model, so as to compare them and extract conclusions regarding their behavior.

Moreover, a seat model is added on the sprung mass.

Figure 7.1: Half Car Model considering the front and the rear vehicle’s wheel

A half car model (HC2 as descriped in Figure 2.3 of Chapter 2.1.3 is considered for analysis. The

suspensions consist of linear springs (KF1 and KR1 as described in Equation 2.30), and controllable

dampers (CF and CR) using SH algorithms, as described in Chapter 2.1.6. As far as the control-

lable dampers are concerned, they are operating with SH-2 (Equation 2.34), ADD (Equation 2.36),
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SH-ADD-2 (Equation 2.39), SH-2-CDF (Equation 4.3) and SH-ADD-2-CDF (Equation 4.4). Addi-

tionally, the vehicle model is equipped with a seat model, as shown in Figure 7.1, which is placed at

a distance of e (=0.4m) in front of the C.G of the vehicle. The parameters of the model are presented

in Table 7.1.

Vehicle Model

Parameter Unit Values Parameter Unit Value

ms [kg] 520 aF [m] 0.91
Iz [kg m2] 473 aR [m] 1.55

mR, mF [kg] 25 KT R, KT F [N/m] 2.00 105

Seat Model

Parameter Unit Values Parameter Unit Value

mse [kg] 90 e [m] 0.4
Cse [Ns/m] 1200 Kse [N/m] 30000

Table 7.1: Parameters of the HC2 vehicle and the PS seat model used in this chapter

7.1.3 Road Excitation

Figure 7.2: The random road profile generated based on ISO-8608 and applied to the vehicle model
of this chapter.

In this chapter, a random road profile of Class C is generated, so as to optimize the controllable

dampers under a severe road excitation with high speed. The vehicle is assumed to travel with a con-

stant speed V (=50km/h) over a given road segment with length Ls (=100m). The profile is illustrated
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in Fig. 7.2. The front and the rear wheels follow the same trajectory with a time delay tdistance, which

is due to the distance aF + aR of front and rear wheels and the vehicle’s velocity (V ).

7.2 Optimization Procedure

7.2.1 Genetic Algorithm

Objectives

As far as the MOGA is concerned, the main objectives, which represent the ride comfort and the road

holding, are selected based on Chapter 5. After comparing the efficiency of various objective functions

in different methods for the optimization of suspensions in Chapter 5, we proposed the RCse and the

average of V T DF and V T DR as the most appropriate objective functions in the design of suspensions.

Thus, these performance metrics are selected for the MOGA and are presented in Equations 7.1-7.2:

f1 = RCse (7.1)

f2 =
T DF +T DR

2
(7.2)

Using the above objective functions, three optimization scenarios, where the vehicle’s suspensions

operate with different control algorithms (SH-2, ADD and SH-ADD-2), are studied. These scenarios

are presented in Table 7.2.

Design variables and their bounds

More specifically, for the optimization of the suspensions operating with SH-2 and ADD control

algorithms, the damping coefficients of the controllable dampers (Cmin,i and Cmax,i) and the spring

stiffnesses (KF and KR) are selected as design variables, as shown in Table 7.2. As far as the SH-

ADD-2 is concerned, the tuning coefficient α is added also as a design variable. Their bounds are

presented in Table 7.3.

Constraints

The constraints used in the optimization problem are selected so as to incorporate the practical consid-

erations into the design process and enhance the optimization targets. Thus, the maximum acceleration

of the sprung mass (Equation 7.3), the maximum suspension travel (Equation 7.4), the maximum tire
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Case Description Design Variable Objective

1 SH-2
[KF1;CmaxF1 ;CminF1 ;KR1;CmaxR1 ;CminR1 ] [ f1; f2]2 ADD

3 SH-ADD-2 [KF1;CmaxF1 ;CminF1 ;KR1;CmaxR1 ;CminR1 ,a]

Table 7.2: Optimization scenarios conducted with MOGA for obtaining their pareto fronts.

Design Variable Unit Bounds
Lower Upper

KF1,KR1 [N/m] 15000 70000
CminF1 ,CminR1 [N.s/m] 500 2500
CmaxF1 ,CmaxR1 [N.s/m] 2500 5000
a (SH-ADD-2) [rad/s] 10 60

Table 7.3: Bounds of Design Variables.

deflection (Equation 7.5) and the maximum displacement of the unsprung mass (Equation 7.6) are

considered as constraints.

max(z̈s)≤ 4.5
m
s2 (7.3)

MSTi ≤ 0.13m (7.4)

MT Di ≤ 0.05m (7.5)

max(zi)≤ 0.07m (7.6)

where i=F1, R1 for front and rear tire and suspensions, respectively. The constraint of Equation 7.3

refers to the peak of the acceleration in order to maintain it in low levels, whereas the constraint of

Equation 7.6 ensures a specific working space for the displacement of the suspension system, while

the constraint of Equation 7.5 and Equation 7.4 enhance the objective of road holding demanding

small tire deflections and small unsprung mass displacement.
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Figure 7.3: Optimization approach based on KEMOGA algorithm for minimizing the number of
objective functions.

7.2.2 Sorting algorithm: k-ε optimality method

Objectives

Considering the issue of the inconsiderate selection of objective functions pointed out in the previous

chapter [27], the objective functions of the MOGA are selected carefully and the approach proposed

by them is applied in this work. The main objectives are used to the MOGA, while supplementary are

added in the sorting algorithm (KE), as shown in Figure 7.3, in order to seek the optimum solution

among the Pareto alternatives considering more performance aspects. The sorting algorithm (KE) is

applied to five optimization cases, as shown in Table 7.4. Firstly, three cases are the ones having

been optimized with the MOGA (SH-2, ADD and SH-ADD-2). Then, two more cases are generated,

so as to apply the KE to them. More specifically, they are generated through the simulation of the

vehicle model for the optimal solutions obtained from SH-2 and SH-ADD-2. However, the vehicle’s

suspensions operate with SH-2-CDF and SH-ADD-2-CDF.

As far as the supplementary objectives are concerned, they are selected either for enhancing the main

ones (suspension travel and pitch angle) or because of their crucial importance in the design of the

semi-active suspensions (dissipation energy and number of switches). Thus, four supplementary ob-

jectives are evaluated for the each optimal design solution ( j) of the pareto fronts of each case in Table

7.4 and are presented in Equations 7.7-7.10.
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f3 =
STF +STR

2
(7.7)

f4 = PTC (7.8)

f5 = DEF +DER (7.9)

f6 = SWF +SWR (7.10)

The first two ( f3 and f4) represent the suspension travel and the pitch angle of the vehicle. They are

related with the road holding of the vehicle ( f2) and they are selected in order to enhance it. The next

supplementary objective, f5, represents the mean dissipated energy per second of both dampers. As

Crews et al. [89] pointed out in their research through figures, the relation between the dissipation

energy with ride comfort is complex, being both in conflict and not according to the range of values

where it is investigated. In this chapter it is used in order to enhance ride comfort and consider

the thermal performance of the damper in the suspensions design. Finally, the last supplementary

objective ( f6) corresponds to the number of the switches in the dampers’ states. This objective hasn’t

been considered from other researchers in the past for the design of semi-active suspensions and its

minimization could provide many advantages. First of all, it aims to the decrease of the damper’s

components fatigue. Therefore, its components’ expected life will be increased and the temperatures

occurred in the fluid and the seals will be also decreased. Also, the decrease of f6 will lead to the

chatter’s decrease and thus the decrease of the acceleration’s response. Thus, this objective could be

considered crucial for the design of the semi-active suspensions and based on the above, it should be

incorporated in the design of semi-active suspensions as an extra objective.

In order to convert the values of all the objectives in the same level, the objectives are normalized

for the shake of the sorting algorithm. More specifically, the vector of each objective is presented in

Equation 7.11:

#»
F i,n =


fi,n,1

fi,n,2
...

fi,n, j

 (7.11)

where n = 1, ...,6 is the nth case study, i = 1, ...,6 is the ith objective function and j is each optimal

solution from the pareto alternatives. Then, the vector of the objectives (Fi) for all the pareto alterna-
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tives is normalized with its maximum value, as shown in Equation 7.12, in order to be used in KE and

convert the values of all the objectives in the same level.

#   »
NF i,n =

#»
F i,n/max(

#»
F i,n) (7.12)

Threshold (ε)

In all the parts of the analysis, a threshold was selected for the sorting algorithm so as to find the

optimum solution among the optimal alternatives, as shown in Eq. 7.13

εi = Pi[max(
#   »
NF1,n); ...;max(

#   »
NF6,n)] (7.13)

where Pi=0.10-0.20 is used for all the scenarios, so as to set the threshold ε and obtain only one opti-

mum solution. The value of ε was selected so as to be directly dependent with the objective functions.

Thus, the maximum value of each objective among all the Pareto alternatives was used, while the

value of Pi was selected so as to obtain one single optimum solution from the pareto alternatives of

each case.

Cases Description Objectives Thresholds (ε)

1 SH-2

ε=Pi ∗max(
#   »
NF i,n)

2 ADD
3 SH-ADD-2 [

#   »
NF1,n;

#   »
NF2,n;

#   »
NF3,n; ...

4 SH-2-CDF
#   »
NF4,n;

#   »
NF5,n;

#   »
NF6,n; ]

5 SH-ADD-2-CDF

Table 7.4: Scenarios where the sorting algorithm (KE) is applied after having obtained the pareto
fronts either from optimization or simulations.

7.3 Results

In this Section, the results of the optimization procedure are discussed using various figures and tables.

Firstly, the Pareto fronts obtained from the MOGA regarding the optimization scenarios of Table 7.2

are presented in Figure 7.4a. The additional "pseudo" Pareto fronts, which occur from the simulation

of the optimal solutions of SH-2 and SH-ADD-2 with the application of the CDF control strategy (SH-

2-CDF and SH-ADD-2-CDF), are illustrated in Figure 7.4b. Additionally, the results of the sorting

algorithm and the optimum design solution obtained for each case of Table 7.4 is pointed out in Figure

7.5. Furthermore, the k-ε levels and the optimum solution among all the case studies are presented
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in Figure 7.6. Finally, the objectives of the optimum solution of each case study of Table 7.4 are

illustrated in Table 7.5, in addition with the values of their design variables in Table 7.6.

(a) The pareto fronts.

(b) The additional pseudo pareto fronts of CDF.

Figure 7.4: Comparison of the Pareto fronts provided by the MOGA, along with the pseudo pareto
fronts occurred after applying to the optimal SH-2 and SH-ADD-2 the CDF control strategy.

More specifically, as far as the results of MOGA are concerned, the pareto fronts are presented in

Figure 7.4a and the good convergence could be validated by the fact that all the pareto fronts have

small dispersion and the optimal solutions are not scattered. Moreover, as far as the algorithms’

results are concerned, based on their theory the SH-ADD-2 is a compromise of the complementary

characteristics of SH-2 and ADD. The above remark is displayed in our results and the fact that the
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pareto front of the SH-ADD-2 optimization scenario has converged to optimal solutions between the

pareto fronts of SH-2 and ADD. Moreover, its pareto front is divided in two parts. The first part

(Part A) has converged to solutions closer to SH-2, which have the same tire deflection with SH-2 but

significant better comfort, whereas Part B has similar ride comfort levels with ADD but higher tire

deflection values, thus less road holding.

Regarding the two "pseudo" pareto fronts (SH-2-CDF and SH-ADD-2-CDF), the optimal design so-

lutions of the SH-2 and SH-ADD-2 optimization scenarios are applied to the vehicle model and it is

simulated with the application of the CDF strategy in the control algorithms. Thus, the extra "pseudo"

pareto fronts (SH-2-CDF and SH-ADD-2-CDF) are illustrated in Figure 7.4b. The SH-2-CDF case

manages to improve significantly the ride comfort of the passengers, while it maintains objective f2

in the same levels compared to SH-2. Also, the SH-2-CDF case provides solutions with similar char-

acteristics with Part A of the SH-ADD-2, as pointed out in Figure 7.4a, illustrating the great effect

of the CDF control strategy to the SH-2. The novel-distribution control strategy manages to make

SH-2-CDF to operate similarly with a much better control algorithm such as SH-ADD-2. In addi-

tion, the application of CDF to SH-ADD-2 improves the ride comfort of the passengers compared to

SH-ADD-2, but it decreases the road holding of the vehicle through the increase in the suspension

travel. Furthermore, the "pseudo" pareto front of SH-ADD-2-CDF converges mainly to Part B of the

SH-ADD-2, as pointed out in Figure 7.4a, while it provides few solutions ( f1 close to 0.18 m/s2 and

f2 close to 1.16 mm) that dominate the ones of Part A of the SH-ADD-2 pareto front .

After obtaining the pareto fronts of the cases presented in Table 7.4 either from optimization (SH-2,

ADD and SH-ADD-2) or from simulation (SH-2-CDF and SH-ADD-2-CDF), the KE sorting algo-

rithm is implemented in order to seek the optimum design solution among their pareto alternatives

(Table 7.4). The results are displayed in Figure 7.5 and all the subfigures (Figures 7.5a-7.5e) illustrate

the relation of the main objective f1 versus each one of the other objectives ( f2- f6). In Figure 7.5a,

the two main objectives ( f1 and f2), which are used as objective functions in the MOGA, are plotted

and the main conflict of the vehicle design between ride comfort and road holding is displayed. Fur-

thermore, Figures 7.5b-7.5e present the supplementary objectives, which have been evaluated in order

to be used for the KE, with respect to objective f1 and display the conflicting or not behavior with

ride comfort. As it is shown in Figures 7.5b-7.5c, f3 and f4 follow the conflict that was pointed out in

Figure 7.5a because they supplement the objective of road holding and vehicle handling which are in

conflict with comfort. Therefore, the role of enhancing them is proven.

On the other hand, in Figures 7.5d-7.5e a more complex relation is displayed regarding the relation

of the objectives f5 and f6 with f1, and thus ride comfort. As far as the number of the switches in

the damper’s states ( f5) is concerned, it is noticed in Figure 7.5d that all the cases (SH-2, ADD, SH-

ADD-2, SH-2-CDF and SH-ADD-2-CDF) present significant variations among the switches of the

optimal solutions of the pareto (± 40). Also, some cases present conflicted relation with f1 (SH-2-

CDF and SH-ADD-2) while others not (SH-2). Moreover, as far as f5 is concerned, SH-ADD-2-CDF
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(a) f1- f2.

(b) f1- f3. (c) f1- f4.

(d) f1- f5. (e) f1- f6.

Figure 7.5: Comparison of the Pareto fronts provided by the MOGA and the optimum solutions
obtained by KE for each optimization scenario of Table 7.4
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has converged to a set of optimal solutions which consists of the two parts pointed out in Figure 7.4b.

Both of them converge to two different but almost constant values for each part (Part A to ≈ 140 and

Part B to ≈ 250). However, as it was mentioned before, the current objective is selected due to its

importance in the design of the damper and its effect in the fatigue of the damper’s components and

the temperatures risen in them. As it shown in Figure 7.5d, the CDF control strategy when applied

manages to decrease the number of the switches up to 50% compared to the traditional algorithms, i.e.

SH-2 and SH-ADD-2 pareto front . Similarly with f5, the dissipation energy ( f6) presents a complex

relation, also, as shown in Figure 7.5e. In the cases of SH-2, ADD and SH-2-CDF, the last objective

( f6) presents non-conflicted relation with f1, thus the decrease of the dissipation energy leads to the

improvement in ride comfort. Although, the relation of f1 with f6 in the other cases (SH-ADD-2 and

SH-ADD-2-CDF) is not clear, which is in accordance with the relation noticed in Crews et al. [89]

pareto fronts. A possible explanation is the severe road excitation applied to the vehicle which is

common both in this thesis and the one of Crews et al. [89].

Figure 7.6: The k-ε levels of the optimal solutions occurred seeking the optimum among all the
optimization scenarios of Table 6.

Furthermore, the optimum design solution of each case, which is delivered by KE, is pointed out

in Figure 7.5. In all the cases, the optimum solutions are ranked above level five but below six

from KE, implying that the solution is dominating to more than five objectives from the total six.

Additionally, in the three cases (SH-2, ADD and SH-ADD-2), the optimum solution converged near

the mid of the pareto front justifying the tendency of the designer to select this solution. On contrary,

the optimum solutions of SH-2-CDF and SH-ADD-2-CDF are located to the edge of the pareto. Apart
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from the optimum solutions of each case, in Figure 7.6 the optimum design solution among the pareto

alternatives of all the cases of Table 7.4 are displayed. More specifically, the k−ε levels are presented

in a 3D plot with respect to the main objectives ( f1 and f2). The "most optimum" solution is proven

to be the optimum solution of SH-ADD-2-CDF (OPT 5) case and it is benchmarked against the other

cases in terms of their objectives and their design variables in Tables 7.5 and 7.6 respectively.

Objective Unit
OPT 1 OPT 2 OPT 3 OPT 4 OPT 5

SH-2 ADD SH-ADD-2 SH-2-CDF SH-ADD-2-CDF

f1 [m/s2] 0.21 0.17 0.20 0.19 0.18

f2 [mm] 1.14 1.07 1.14 1.15 1.17

f3 [mm] 8.69 10.39 9.10 10.01 9.91

f4 [10−6rad] 0.53 0.84 0.85 0.89 0.81

f5 [kW ] 21.01 20.35 21.75 21.21 21.29

f6 [#] 351 501 420 182 134

Table 7.5: The values of the objectives of the optimum solutions of each case study of Table 7.4

Despite the superiority of OPT 5 against the other optimum solutions based on KE, it should be men-

tioned that also OPT 1 seems to provide high level vehicle performance. However, OPT 5 dominates

mainly due to its performance in ride comfort and in the damper’s switches, as shown in Tables 7.5.

More specifically, OPT 5 manages to minimize the ride comfort close to the levels of the optimum

value of ADD (OPT 2), which is the most comfort oriented and provided solutions with the best ride

comfort. In addition, its suspension travel is less compared to the one of OPT 2 despite the improve-

ment in comfort. Additionally, the number of the switches in the damper’s states in OPT 5 is also

decreased significantly compared to the other cases without any impact in the vehicles performance.

This is also due to the control strategy applied to the suspensions, presented in Chapter 4, which

mainly aims to achieve less temperatures and fatigue in the damper’s components through a decrease

in the switches and the chattering. Except from the pitch angle ( f5) of OPT 5 which is larger than SH-

2 but smaller than the others, the rest objectives of OPT 5 have converged to similar values compared

to the objectives of the other cases.

As far as the design variables are concerned, the values of each case are presented in Table 7.6. KSF ,

CmaxF and CmaxR have converged to very close values for all the cases, around 15200 N/m, 2540

Ns/m and 2600 Ns/m, respectively. On the other hand, KSR , CminF and CminR illustrate significant

variations among the design variables of all the optimum solutions of each case. Also, regarding the

general design of the suspensions, the rear suspension converge to a stiffer spring (KSR) compared to

the front one, following the Olley’s tuning [74] which is beneficial in high speeds as in our case study

(V=50km/h). Likewise, the maximum coefficient (CmaxF ) of the front damper is softer than the one

of the rear damper (CmaxR), following also the above remark. On contrary, the minimum coefficient
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Variable Unit
OPT 1 OPT 2 OPT 3 OPT 4 OPT 5

SH-2 ADD SH-ADD-2 SH-2 SH-ADD-2
CDF CDF

CminF [Ns/m] 1490 1312 780 1536 1265

CmaxF [Ns/m] 2532 2546 2537 2531 2567

CminR [Ns/m] 1119 1225 1077 1267 1219

CmaxR [Ns/m] 2663 2621 2680 2663 2598

KSF [N/m] 15377 15177 15171 15374 15227

KSR [N/m] 15933 16921 17451 15946 16441

α [rad/s] - - 18.48 - 16.46

Table 7.6: The design variables of the optimum solutions of each case study of Table 7.4

(CminF ) of the front damper is stiffer than the rear one (CminR), except OPT 3 which maintains Olley’s

tuning.

7.4 Conclusions

To sum up, in this chapter, the design of semi-active suspensions is investigated. An approach based

on KEMOGA algorithm is applied to a passenger vehicle in order to optimize its suspensions. The

semi-active suspensions operate with SH control algorithms, while a novel distribution-based control

strategy is applied to some of them. The vehicle model is optimized with respect to ride comfort and

road holding using a multi-objective genetic algorithm (MOGA). Each of these objectives is repre-

sented by performance indexes which are pointed out as the most appropriate in the literature. Then,

a sorting algorithm (KE) is applied considering four extra indexes as objectives. More specifically,

two of them enhance the road holding (the suspension travel and the pitch angle) and are widely used

in the literature, while the other two are neglected but are important for the design of semi-active

suspensions (the dissipation energy and the number of switches in the damper’s states) as indicated

in this work. The optimum solutions obtained by KE are presented and compared in terms of their

objectives and their design variables.

Based on this work, firstly, the applicability and the efficiency of the approach based on KEMOGA

algorithm [27] in semi-active suspensions is proven. The separation of the objectives to main and

supplementary ones allowed the algorithm to provide optimum solutions, which not only have con-

sidered extra performance aspects but also they are attained without costing extra computational time

compared to the case they are incorporated in the MOGA. Therefore, using this approach more per-

formance aspects apart from the ride comfort and the road holding could be incorporated in the opti-
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mization procedure. The above remark is even more important in case the extra performance aspects

present a complex relation with the main objectives, such as the dissipation energy and the number of

the switches, as shown in this work through Figures 7.5d-7.5e. Despite their importance for the de-

sign of semi-active suspensions, these performance aspects could be considered "inappropriate" main

objective function being able to mislead the algorithm and demand more computational time for con-

vergence due to the complex relation with ride comfort or road holding. However, with this approach

they are introduced only in the sorting algorithm enabling the designer to include them as design cri-

teria and introduce them in the design process without costing computational time and quality in the

optimum solution.

Another important point illustrated in this chapter, is the significant improvement of the SH-2 and SH-

ADD-2 with the application of CDF. This is proven initially by the fact that the pseudo-pareto fronts of

SH-2-CDF and SH-ADD-2-CDF converged to solutions with better performance than the traditional

algorithms in terms of the objectives’ values Figure 7.5. More specifically, the CDF control strategy

when applied, manages to decrease the number of the switches in the damper’s states up to 50%

in both algorithms. This change could increase the expected life of the damper’s components and

decrease significantly the elevated temperatures in the fluid and the seals of the damper. However, the

improvement gained when applying CDF is more obvious to the case of SH-2, where the CDF control

strategy improves the algorithm to the levels of SH-ADD-2, which is considered as a superior control

algorithm in the literature. Finally, the optimum solution among all the cases obtained from KE is the

one belonging to SH-ADD-2-CDF, which proves the superiority of the CDF approach among all the

other cases according to the selected design criteria. The optimum design solutions had k− ε levels

between 5 and 6, i.e. it is dominating to five out of six objectives compared to the others which had

k− ε level under 4.

In conclusion, the optimization approach based on KEMOGA can be recommended as an effective

methodology for the optimum design of semi-active suspensions, enabling the designer to incorporate

extra performance indexes in the design process , such as the ones proposed in this chapter, without

neglecting ride comfort and road holding.
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CHAPTER 8

Optimization of seat suspensions

When a vehicle is employed with a high quality suspension system or it drives through smooth roads,

the typical magnitude of the vibration entering the seat is low and the ride is comfortable. On the other

hand, when the seat is exposed to high vibration magnitudes, it might not perform very well, resulting

in a poor "ride" for the occupant, due to the lack of good suspension or an off-road ride. Therefore, in

this thesis, after having optimized the primary suspension systems of a vehicle, the interest is turned

on seat suspension systems and their optimization. The main conflict in the seat suspensions implies

that the increasing initial deformation of the system (’static comfort’) leads to better isolation of

the accelerations and a more comfortable seat (’dynamic comfort’). Many researchers have focused

on overcoming or at least suppress this conflict by modeling new suspension systems, such as the

so called negative suspension systems. However, the modeling of new suspensions is not the only

solution of improving the ride comfort of the passenger. The optimization is an equally important

step in designing a seat and ensuring the required comfort of the driver and the safe handling of the

working machine.

In this chapter, the comparison of four established isolators in seat design and the application of a

novel one, are presented. More specifically, the comparison is conducted beteen the conventional

suspension (PS), the ones of Carrella et al. (NSS1) [5–7], Le Thanh Danh et al. [9] (NSS2), Yan et al.

[13] NSS3 and Antoniadis et al. [15, 119] (NSS4). The isolators are optimized using MOO algorithms

(Pareto) and then their pareto fronts are compared. The optimum solutions occur for the excitation

of the isolators with the response of the sprung mass of a vehicle, when it drives over random road

profiles of different classes.
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Figure 8.1: Seat from a commercial passenger vehicle and its dimensions applied as constraints in the
optimization procedure

8.1 Materials & Methods

8.1.1 Simulation models

Figure 8.2: Quarter car model representing one wheel of the vehicle

This chapter concerns the suspension system of the seat, thus a simple vehicle model is selected so as

to evaluate the vibrations of the sprung mass, i.e. vehicle’s floor, in order to apply them as excitation

in the seat models. Thus, the quarter car model (QC), as shown in Figure 8.2, is used so as to place

the seat above. The parameters are selected from the literature so as to represent a passenger vehicle

and are presented in Table 8.1.
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Parameter Unit Value Parameter Value Value

ms [kg] 285 mu [kg] 25
Ku [N/m] 30000

C [Nm/s] 2500
KTu [N/m] 200000

Table 8.1: Parameters of QC model used in this chapter

(a) Time Domain.

(b) Road’s Trajectory generated using ISO8608

Figure 8.3: The random road profiles generated based on ISO-8608 and applied to the vehicle model
of this chapter.

8.1.2 Road Excitation

Three random road profiles of Class A, B and C are generated using a sinusoidal approximation. The

vehicle is assumed to travel with a constant speed V (120, 85 and 50 km/m respectively) over a given

road segment with length (Ls = 1000m).
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(a) Displacements. (b) Velocities

(c) Accelerations

Figure 8.4: Response of vehicle’s sprung mass applied to seat models as excitations.

Previous researches have recommended that driving trials should have a duration of at least 2 h to

accurately determine the performance of a seat. Porter et al. [142] demonstrated that although some

seats are considered uncomfortable after 15 min, others that are initially considered comfortable be-

come uncomfortable after about an hour. Also, previous research into commercial vehicle discomfort

has implemented trial durations ranging from 60 s to 135 min [143–145]. Thus, in this chapter a

duration around the minimum of these trials is used for our simulations.

The road profiles are illustrated in Figure 8.3, displaying both the time domain data (Figure 8.3a) and

the trajectory of the road (Figure 8.3b).
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8.1.3 Seat’s Excitation

The road excitation presented in the previous section is used to excite the vehicle model and then

the response of the sprung mass is used as an excitation of the seat model, considering it is the floor’s

vibration. More specifically, the displacements, the velocities and the accelerations of the sprung mass

are presented in Figure 8.4.
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8.2 Optimization Procedure

The objective functions are selected, so as to represent the two parts of the conflict in the design

of seat suspensions, i.e. the comfort of the driver and the safe handling of the working machine.

These two objectives represent the contribution of dynamic and static factors, respectively, to the

overall discomfort, as shown in Figure 1.2. As far as the design variables are concerned, the key

parameters both of the passive and the negative part of the suspension are selected. The bounds and

the constraints applied to the optimization problem are set based on the dimensions of a commercial

passenger seat, ensuring that the optimum solution will correspond not to only a comfortable seat but

also to a compact structure applicable to a passenger vehicle seat. In Figure 8.1 the structures’ total

height, length and width are illustrated as they are measured from a seat of a commercial passenger

vehicle. Additionally, the total mass of the seat and the passenger, 13.6 kg and 81.4 kg respectively,

is used as the dof’s mass (m) for the optimization of our system.

8.2.1 Objective Functions

The objective functions, which are selected in this chapter for overcoming the conflict appearing in

seat suspensions, are:

1. f1, as shown in Equation 8.1, the root mean square of the seat’s vertical acceleration depicting

the dynamic comfort, according to Equation 2.78 and Chapter 2.4.2:

f1 = RCse (8.1)

2. f2, as shown in Equation 8.2, the initial displacement of the mass depicting the static comfort

and the safety of the machine handling:

f2 = XST (8.2)

where the equation of XST varies based on the seat model and is displayed in Sections 2.2.2-

2.2.5, which describe the design and the function of each suspension system.

For all the optimization scenarios that are implemented in this chapter, the objective functions are the

same, as illustrated in Equation 8.1 - 8.2.
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8.2.2 Design Variables, Bounds and Constraints

PS Model

As far as the PS Model shown in Figure 8.5 and described in Chapter 2.2.1 is concerned, the key

parameters of the suspension system (Kv and Cv) are selected as the design variables of the optimiza-

tion. The design variables and their bounds are shown in Table 8.2. Also, the constraints, as presented

in Table 8.3, are selected so as to ensure acceptable levels of ride comfort (Constraint 1) based on

ISO2631 [96] and the initial deformation of the system to be maximum the half of the structures’ total

height (0.1 m - Constraint 2).

# Design Variable Unit Lower Bound Upper Bound

1 Kv [N/m] 1.0 104 1.5 105

2 Cv [N.s/m] 2.0 102 2.5 103

Table 8.2: Upper and lower bounds of the design variables of the PS Model

# Constraints

1 RCse < 1 m/s2

2 XST < 0.1 m

Table 8.3: Constraints of PS Model

Figure 8.5: Passive seat suspension system with linear spring and damper (PS)

NSS1 Model

Regarding the NSS1 Model, as presented in Figure 8.6 and described in Chapter 2.2.2, the design

variables and their bounds are depicted in Table 8.4. The first two design variables (γ and α) are

selected, so as to optimize the "negative" function of the mechanism. Thus, the geometrical parameter

γ is bounded so as the angle of the inclined springs (θo) could be between 0 and 90o. Additionally,
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the third one (ao) is selected for keeping the dimensions of the structures insided the desired levels.

The final design variable (Cv) is one of the key parameters of the passive suspension system, while,

in contrast to PS Model, the spring constant (Kv) isn’t selected as a design variable. Based on the

analysis of Section 2.2.2, the initial deformation of the structure occurs from XST =
√

L2
o−a2

o, where

Lo = αo/γ . Also, the stiffness of the vertical spring results from Kv = mg/XST , based on Hooke’s Law

in the equilibrium position. Considering also that γ and ao are already selected as design variables and

Kv is a function of them, the Kv is not included as an extra design variable. Finally, the constraints,

applied to the current scenario (NSS1 Model) and shown at Table 8.5, are the same with the PS Model.

# Design Variable Unit Lower Bound Upper Bound

1 γ - 0.01 0.99
2 α - 0.00 5.00
3 ao [m] 0.10 0.30
4 Cv [N.s/m] 2.0*102 2.5*103

Table 8.4: Upper and lower bounds of the design variables of NSS1 Model

# Constraints

1 RCse < 1 m/s2

2 XST < 0.1 m

Table 8.5: Constraints of NSS1 Model

Figure 8.6: Seat suspension system based on Carrella et al. [5–7] at a random position x under the
excitation of zs (NSS1)

NSS2 Model

As far as the NSS2 Model illustrated in Figure 8.7 of Chapter 2.2.3, the boundaries in the design

variables are determined by the analysis of Le et al. [8, 10, 146] and are obtained as follows. The ratio

of the spring stiffnesses (α) is limited to 0 to 1, based on the theory of the current suspension system

described in Section 2.2.3. The other three design variables (Lo, b and ao) are selected based on the
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structure dimensions shown in Figure 8.1. In accordance with the procedure of the NSS1 Model,

the only key parameter of the passive suspension system, which is selected as a design variable, is

the damping coefficient (Cv). Similarly, the initial deformation is XST =
√

b2− (ao−Lo)2 and thus,

based on Hooke Law the spring’s coefficient results from Kv = mg/XST . Hence, there is no need to

consider Kv as a design variable, considering that it’s a function of the other design variables.

The constraints used in the current model, apart from the first two that remain the same with the

previous models (Constraints 1 and 2), are oriented so as to ensure that the system will attain the

maximum possible range where its dynamic stiffness will be almost zero and the "QZS" characteristics

of the mechanism (Constraints 3-5) will be maintained.

# Design Variable Unit Lower Bound Upper Bound

1 α − 0.00 1.0
2 Lo [m] 0.10 0.3
3 ao [m] 0.10 0.3
4 b [m] 0.05 0.3
5 Cv [N.s/m] 2.0*102 2.5*103

Table 8.6: Upper and lower bounds of the design variables of NSS2 Model

# Constraints

1 RCse < 1 m/s2

2 XST < 0.1 m
3 α < γ1

2(1+γ1−γ2)

4 γ2−1 < γ1
5 γ2 > 1

Table 8.7: Constraints of NSS2 Model

Figure 8.7: Seat suspension model system on T. D. Le et al. [8–12] at a random position x under the
excitation of zs (NSS2)
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NSS3 Model

The design variables of this model (NSS3), as presented in Figure 8.8 and described in Chapter 2.2.4),

are defined similarly with the previous models. The ratio of spring stiffnesses are selected to be

bounded between 0 and 5. In addition, the radiuses R and r and the dimension d are limited up to

0.25 m taking into account the available space of the seat structure, as shown in Figure 8.1. Also, in

accordance with the other models, the damping coefficient (Cv) is selected as a design variable, while

the Kv is excluded. The exclusion is due to the fact that the initial deformation of the system is XST =√
(R+ r)2− (d + r)2, and KV occurs to be a function of all the other design variables considering that

Kv = mg/XST .

Figure 8.8: Seat suspension system based on Yan et al. [13] at a random position x under the excitation
of zs (NSS3)

# Design Variable Unit Lower Bound Upper Bound

1 α - 0.00 5.00
2 R [m] 0.01 0.25
3 d [m] 0.00 0.25
4 r [m] 0.01 0.25
5 Cv [N.s/m] 2.0*102 2.5*103

Table 8.8: Upper and lower bounds of the design variables of NSS3 Model

As far as the constraints are concerned, Constraints 1 and 2 are the same with all the other models.

The radius of the inner disk is selected to be greater than the one of the outer (Constraint 3), in order

to ensure that the roller will be in contact with the cam for a greater range of suspension travels. In

this respect, and for ensuring the contact of the roller with cam in the extreme positions, the initial

precompression u2 of the horizontal springs is selected equal to 0.001 m, for the design of the model.

Finally, for greater ease in the construction of such a system and for securing the greater range of

possible seat displacements, the Constraint 4 is added. Its importance is pointed out in the results of

the current model, where the optimization results for various values of µ (0.5, 0.6, 0.7, 0.8 and 0.9)

are illustrated.
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# Constraints

1 RCse < 1 m/s2

2 XST < 0.1 m
3 R > r
4 µ∗R > d

Table 8.9: Constraints of NSS3 Model

NSS4 Model

The final optimization scenario is the one of NSS4 Model, which involves the optimization of the

KDamper design as presented in Figure 8.9 and described in Chapter 2.2.5. In accordance to all the

other cases, the design variables are selected so as to ensure either the "negative" function of the

mechanism or the dimensions of the structure. More specifically, in this case the first three design

variables (ao, Lo and b) are for design and dimension reasons, while the last four are the key param-

eters of the suspension system (KS, Kv, Kh and Cv). In contrast to all the other models, the spring

constant is not possible to be excluded from design variables. The initial displacement of the system is

XST =
[
(m+md)g− fN0

]
/KS, and includes also fN0. Also, as far as the internal mass is concerned, its

mass is selected to be constant and equal to 1 kg, i.e. approximately 1% of the mass of the entire load

applied to the system. Finally, regarding the constraints, apart from the ones applied to all the models

(Constraints 1 and 2), which ensure measurable levels of ride comfort and the initial deformation of

the system to be maximum the half of the structures’ total height, a third one is applied. The variable

cI is bounded to small values (−0.1 < cI < 0.1), so as to increase the linearity in the behavior of the

suspension system and design it more stable.

Figure 8.9: Seat suspension system based on Antoniadis et al. [14, 15] the left in the static equilibrium
and the right at a random position x under the excitation of zs (NSS4)
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# Design Variable Unit Lower Bound Upper Bound

1 αo [m] 0.10 0.30
2 Lo [m] 0.10 0.30
3 b [m] 0.10 0.30
4 KS [N/m] 1.0*104 1.5*105

5 Kv [N/m]
2.0*103 7.0*104

6 Kh [N/m]
7 Cv [N.s/m] 2.0*102 2.5*103

Table 8.10: Upper and lower bounds of the design variables of NSS4 Model

# Constraints

1 RCse < 1 m/s2

2 XST < 0.1 m
3 - 0.1 < cI < 0.1

Table 8.11: Constraints of NSS4 Model

8.3 Optimal design

In this chapter, as it was mentioned, KDamper design (NSS4 Model) is tested in a seat suspension and

the results are presented. Thus, in order to extract conclusions regarding its behavior, it is compared

with four other established vibration isolators (PS, NSS1, NSS2 and NSS3). For the purpose of

their comparison the five isolators are optimized in respect to the ride comfort and the safety of the

machine handling applying constraints aiming not only to a compact structure able to fit in a passenger

vehicle but also to a comfortable seat. The optimum compromise of the above-mentioned conflict is

obtained through the solution of two MOO problem applying two excitations to the isolators. The

excitations correspond to the response of a vehicle’s sprung mass, while it drives over two random

road profile of Class A and B. Hence, in order to extract important conclusions, the results of each

model are presented both by comparing the Pareto fronts for the road profile of class A (Pareto A) and

of Class B (Pareto B), but also the design variables of the two optimization scenarios. Additionally,

the common solutions from the two Pareto Fronts are illustrated. However, considering that its really

difficult for the genetic algorithms to converge in the same solutions not only in different optimization

problems (different excitations in the current study) but also in the same optimization problem, the

common solutions are found considering a certain percentage of difference between the optimum

design variables of the two excitations.
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Figure 8.10: Comparison of the Pareto Fronts of PS Model for Road A and Road B

(a) Kv (N/m) . (b) Cv (N.s/m) .

Figure 8.11: The optimum design variables of PS Model occured from the Pareto front vs. the Objec-
tive f1 (m/s2)

8.3.1 PS Model

The first model is the conventional linear suspension. As show in Figure 8.10, Pareto B increases the

values of f1, hence the levels of ride comfort, around 35% in all the range of the optimum solutions

occurred. Additionally, the initial displacements are almost the same, for both of the Pareto fronts

including solutions between 0.006 to 0.09 m. Moreover, despite the fact that the majority of the

solutions of Pareto B could be corresponded to optimum solutions of Pareto A, only two have similar
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design variables (Figure 8.11a - 8.11b) in both the Pareto Fronts, considering an acceptable difference

less than 7 %. Thus, only these two optimum design solutions of seat model, occurred for a vehicle

driving over a road profile of class A, could be also used for a vehicle driving over a road profile

of class B. Furthermore, these two solutions have exactly the same objectives values ( f1 and f2) as

presented in 8.10. Finally, the lack of high dispersion in the data of Figure 8.11a - 8.11b, displays the

high convergence of the optimization algorithm.

8.3.2 NSS1

Figure 8.12: Comparison of the Pareto Fronts of NSS1 model for Road A and Road B

The second model, studied in this chapter, is the first using negative structures (NSS1 Model). Based

on the comparisons of the two Pareto Fronts in Figure 8.12, the optimum solutions could be divided

in:

• Part NSS1_A, for initial deformations between 0.01 to 0.045 m, and

• Part NSS1_B, for initial deformations around 0.045 to 0.07 m.

This separation is due to the fact that all the solutions of Part NSS1_B have equal f1, but varying

f2. These solutions could be ignored considering that they have the same ride comfort and increasing

initial deformation and both of these objectives are set for minimization. Thus, the one with the

minimum value of f2 could be kept. As far as the ride comfort is concerned, it decreases essentially
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(a) γ . (b) α .

(c) αo (m) . (d) C (N.s/m) .

Figure 8.13: The optimum design variables of NSS1 Model occurred from the Pareto front vs. the
Objective f1 (m/s2)

by roughening the road profile. The values of f1 of Pareto B have been increased around 40 %

compared to the ones of Pareto A for Part NSS1_A and around 30 % for Part NSS1_B. On the other

hand, in the PS Models, as shown in Figure 8.10, this increase is uniform in all the range of the

optimum solutions and is around 40%. The smaller increase, noticed for Part NSS1_B, corresponds

in higher displacements and implies that the better performance of this suspension mechanism occurs

for higher initial displacements. However, regarding the initial deformation ( f2), its range is exactly

the same in both the Pareto fronts, excluding a few solutions belonging to Part NSS1_B of the Pareto

fronts.

AS far as the design variables (Figure 8.13a - 8.13d) are concerned, despite the fact that the majority

of the solutions of Pareto B could be corresponded to the optimum solutions of Pareto A, only two

of them have close values of design variables considering an acceptable difference of 2 %. However,
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only one of them (Solution 1) presents also the close values in the objectives of the optimum solution

according to Figure 8.12. Thus, only one optimum solution among the Pareto alternatives of Pareto A

could be used for a seat designed also for Pareto B conditions. Furthermore, the ratio of the horizontal

and vertical stiffnesses (α) has converged to the upper bound, showing the need of the mechanism

for stiffer springs in the negative structure. Similar behavior is noticed in the distance of the wall

(αo) which has converged to the lower bound, as shown in the optimization procedure and Table 8.4.

Finally, the lack of high dispersion in the data of Figure 8.13a - 8.13d, shows the high convergence of

the optimization algorithm.

Figure 8.14: Comparison of the Pareto Fronts of NSS2 model for Road A and Road B

8.3.3 NSS2

The third model studied is the extension of NSS1(NSS2). Based on the comparisons of the two Pareto

Fronts in Figure 8.14, the optimum solutions could be divided in:

• Part NSS2_A for initial deformations between 0.01 to 0.045 m, and

• Part NSS2_B for initial deformations around 0.045 to 0.083 m.

As also mentioned in NSS1, these solutions could be ignored considering they provide the equal

values of f1 for increasing f2. As far as the ride comfort is concerned, the values of f1 in Pareto

B have increased around 30 % in all the range of the optimum solutions occurred, decreasing ride
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(a) α . (b) Lo.

(c) b (m) . (d) αo (m) .

(e) C (N.s/m) .

Figure 8.15: The optimum design variables of NSS2 Model occured from Pareto front vs. the Objec-
tive f1 (m/s2)
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comfort essentially. Regarding the initial displacement, in accordance to the NSS1 model, the range

of the initial displacements is exactly the same in both the Pareto fronts.

As far as the design variables are concerned (Figure 8.15a - 8.15e), in contrast to the previous model,

the majority of them has converged to different values comparing the optimum design variables of

Pareto A with the ones of Pareto B. However, the comparison of the design variables of the two Pareto

Fronts resulted in six common solutions with up to 7% difference in the values of the design variables,

as shown in Figure 2.11. Although, the values of their objectives ( f1 and f2) are almost the equal to

three (Solution 1, 2 and 3) out of six common solutions, as outlined in Figure 2.11. Thus, only these

three could be used for both road profiles providing optimal behavior. In addition, the length of the

bar have converged to the lower bound, especially for Pareto B, showing the need of the mechanism

to decrease the length of the bar for higher vibration isolation. Whereas, all the other design variables

have converged to similar values. Finally, similarly with the other models, the convergence could be

outlined through the lack of any dispersion in the figures of both the design variables and the Pareto

Fronts.

8.3.4 NSS3

Figure 8.16: Investigation of the optimization of NSS3 model for various different values of µ of the
Constraint 4 of Table 8.9

The next model studied is the NSS3 model. The importance of Constraint 4 in Table 8.9 is outlined

in Section 2.2.4, affecting both the range of the seat’s displacements and the ease of the construction.

Thus, its impact on the Pareto A, is investigating by varying variable µ (0.9*R, 0.8*R, 0.7*R, 0.6*R

and 0.5*R) in the optimization scenario and thus, Constraint 4 of Table 8.9, as shown in Figure 8.16.
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Figure 8.17: Comparison of the Pareto Fronts of NSS3 model for Road A and Road B

Based on Figure 8.16, using µ = 0.8 delivers the optimum compromise of f1 with f2 and provides

small initial deformations and great levels of comfort (low values of f1).

Having concluded to the best value of the Constraint 4, the comparison of Pareto A and B is illustrated

in Figure 8.17. Both the Pareto Fronts consist of almost two vertical lines, providing a single optimum

solution each. Pareto B has converged to a solution with smaller initial deformation than Pareto A,

which verifies the ability of the current mechanism to compromise better the conflict of static and

dynamic comfort in difficult road conditions and particular off-road ones. Additionally, the increase

comparing the two Pareto fronts in terms of objective f1 is similar to the other models and around

40%. Furthermore, the singularity of the solutions in both fronts and their differences are depicted

from their optimal design variables (Figure 8.18a-8.18e). In contrast to the "dimensioning variables"

(R, d and r), which have converged to similar values, the stiffness ratio and the damping coefficients

have delivered solutions with important differences. This differences doesn’t allow the existence of

common solutions between Pareto A and B, even by setting an acceptable difference up to 50%. Thus,

the adaptability of the current seat model is in question. Finally, in accordance to the previous models,

the convergence of the optimization is depicted in all the figures of this scenario, where there is no

dispersion in the data of the optimum solutions.
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(a) α . (b) R.

(c) d (m) . (d) r (m) .

(e) C (N.s/m) .

Figure 8.18: The optimum design variables of NSS3 Model occurred from the Pareto front vs. the
Objective f1 (m/s2)
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8.3.5 NSS4

The final model studied in this work is the KDamper design, which has never been applied in a

seat suspension before. Based on the comparisons of the Pareto Fronts of the two road profiles in

Figure 8.14, it is shown that the optimum solutions could be divided in two Parts:

• Part NSS4_A, for initial deformations between 0.006 to 0.013 m, where there are corresponding

solutions for both the Pareto fronts, and

• Part NSS4_B, for initial deformations between 0.013 to 0.024 m, where Pareto B hasn’t deliv-

ered any solutions.

Figure 8.19: Comparison of the Pareto Fronts of NSS4 model for Road A and Road B

In contrast to the previous models, the comparison of the two Pareto Fronts illustrate non correspond-

ing solutions in Part NSS4_B, which are solutions with larger values of f2. For Part NSS4_B the

increase noticed in the objective f1 is around 20-30% comparing Pareto A with Pareto B and it is

the smallest one between all the NSS models studied. Additionally, the current model delivered not

only the smallest values of f1 among all the models but also the smallest initial deformations. This

remark highlights the main advantage of the current vibration isolator, which is similar stiffness with

the conventional systems but greater isolation.

As far as the range of the initial displacements ( f2) is concerned, they vary between the two Pareto

Fronts, although this difference is not significant considering that both ranges are really small. Ad-

ditionally, the largest initial deformation delivered for Part B is smaller than the one of Pareto A,
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(a) α . (b) Lo.

(c) b (m) . (d) αo (m) .

(e) C (N.s/m) .

Figure 8.20: The optimum design variables of NSS4 Model occurred from the Pareto front vs. the
Objective f1 (m/s2)
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implying that NSS4 suspension mechanism provides good static comfort even for rougher road pro-

files. Furthermore, while the road profile becomes more intense, the optimization algorithm converges

for αo, b and C to slightly larger values than the solutions of Pareto A, as shown in Figure 8.20a- 8.20e.

On contrary, Figure 8.20e illustrates that the spring stifnesses have converged to exactly the same area

of optimum solutions. Due to the above remark, in order to find common solutions between the op-

timum solutions of Pareto A and B, the acceptable difference was set up to 15%, delivering three

common ones. However, only the one of them illustrates also same values in f1 and f2. Finally, once

more, the convergence is verified with the figures of the design variables and the Pareto Fronts.

8.4 Dynamic Analysis

In this Section, after presenting the original Pareto Fronts occurred for all the seat models, a modifi-

cation is applied in the optimum solutions of the original Pareto Front and the comparison of all the

modified is presented in Figure 8.22. Then, three types of analysis are used for comparing the models

and extracting conclusions for the levels of the isolation of each model, as well as for the adaptability

and the universality of the models in different excitations corresponding to different road classes and

in different seated passengers.

1. Analysis 1: All the optimum solutions of the Pareto Fronts are applied to the models. Af-

terwards, they are simulated for another two excitations, which correspond to the vibrations

induced to the sprung mass of a passenger vehicle while it drives over two additional road pro-

files of different classes (B and C). The two "pseudo" Pareto Fronts for the additional excitations

are compared to the initial one.

2. Analysis 2: All the optimum solutions of the Pareto Fronts are applied to the models. Then,

the system’s mass (m = passenger + seat = 95 kg) is varied by adding and removing 20 kg from

the initial mass, i.e. the passenger of the seat is changed. The extra two "pseudo" Pareto Fronts,

occurred from the simulations of the seat models with the other two masses, are compared to

the initial one.

3. Analysis 3: Based on the Pareto theory, the edges of the occurred Front, represent the optimum

solutions of the two objectives in case of a single objective optimization problem, whereas the

mid solution of the Pareto front corresponds to the best compromise of the two objectives, as

shown in Figure 8.21. Thus, three solutions (Edge 1, Edge 2 and Mid) based on Figure 8.21,

are selected for each model. After adding the passenger model, as described in Chapter 2.3,

to the seat models, and converting mass m to only the seat mass (=13.6 kg), instead of both

the seat and the passenger, the optimum solutions are applied in the models. The seat to head

transmissibilities of these designs, as described in Equation 2.86 for i=head, for each solution

(Edge 1, Edge 2 and Mid) are presented and compared between all the models.
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Figure 8.21: Theory of the Pareto Front based on which the three solutions of Tool 3 are selected.

8.4.1 Comparison of Pareto Fronts

The original Pareto Fronts (Pareto A of previous chapter) are illustrated in Figure 8.22a. As shown

in Figure 8.22a, NSS1, NSS2 and NSS3 delivered solutions with equal Objective f1 and varying

f2. Thus, considering that the optimization is implemented for the minimization of these objectives

( f1 and f2), all these solutions are excluded except from the solution with the minimum f2 among

them. Similarly, this behavior is noticed in NSS4 model, but with solutions with the equal f2 and

decreasing f1. Hence, they are also excluded apart from the solution with the minimum f1. After

these modifications, the comparison of the final Pareto Fronts is illustrated in Figure 8.22b.

8.4.2 Different Road Profiles

All the optimum solutions of the Pareto Fronts (Pareto A of previous chapter) are applied to the seat

models described in Sections 2.2.1 - 2.2.5. Afterwards, they are simulated for another two excitations,

which correspond to the vibrations induced to the sprung mass of a vehicle while it drives overtwo ad-

ditional road profiles of classes B and C. The two "pseudo" Pareto Fronts for the additional excitations

are compared with the initial one obtained from the optimization of the model. Thus, the comparison

of this analysis is presented in Figure 8.23. In addition to the comparison of the Pareto fronts for the

three road excitations, the levels of ISO2631 regarding ride comfort are presented in all the subfigures

of Figure 8.23, when the objective f1 is close to marking the seat uncomfortable. Furthermore, the

percentage of the change in Objective f1 (m/s2) by roughening the road profile from A to B and A to

C, is presented in Table 8.12 for the optimum solutions of Edges 1 and 2 of each seat model.
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(a) The original.

(b) The modified

Figure 8.22: The comparison of the optimal solutions occurred from the Pareto fronts (PS, NSS1,
NSS2, NSS3 and NSS4).
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(a) PS. (b) NSS1

(c) NSS2 (d) NSS3

(e) NSS4

Figure 8.23: The comparison of all the optimum solutions of the Pareto Front simulated for another
two excitations corresponding to the vibrations induced to the vehicle while driving over road classes
B and C.
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Model
Values Percentage compared with Road A

Road A (m/s2) Road B (%) Road C (%)

Edge 1 Edge 2 Edge 1 Edge 2 Edge 1 Edge 2

PS 0.14 0.09 62 54 152 147

NSS1 0.11 0.04 62 41 170 123

NSS2 0.22 0.05 70 56 152 139

NSS3 0.07 0.03 47 67 94 196

NSS4 0.08 0.03 67 60 173 142

Table 8.12: The effect of driving under different road profile on the objective f1 (m/s2) of the Edges 1
and 2 in comparison with the main case of Road A.

As it was expected, when the road roughens from A→B→C, the levels of comfort decrease , making

the ride uncomfortable. However, in our work, the interest is turned on the level of change and how

uncomfortable the seat design has became. As far as the conventional suspension (PS) is concerned,

the results are shown in the Figure 8.23a. The increase noticed from A→B and B→C is not the same,

as it could be seen from Figure 8.23a and Table 8.12. The change in Objective f1,while the road profile

is roughen from A to B, is around 60%, as it could be seen from the change in the optimum solutions

of Edge 1 and Edge 2 of Road B. On contrary, the ride comfort is worsen up to 150% when the

road class changes from A to C, which is more than the double of the percentage from A→B (60%),

showing the lack of uniformity. Additionally, the changes of objective f1 noticed in Table 8.12 for

both cases (A→B and A→C), indicate a uniform change for all the optimum solutions of the Pareto

Front. However, for some optimum solutions, when the road roughens from A to C, the ride becomes

a little uncomfortable, based on ISO2631 [96].

The above remark regarding the lack of uniformity when the road profiles roughens could be identified

also in the other models. NSS1, NSS2 and NSS3 have increased objective f1 significantly less in Edge

2 compared to Edge 1. This point presents the better isolation of the above suspension mechanisms

when the f2 is larger. Regarding the smaller initial deflections, the NSS2 model presents a little

uncomfortable optimum solutions not only for Road C but also for Road B. Last but not least, the

suspension mechanism with the greater isolations in all the road profiles, are the NSS3 and the NSS4

models. Despite the fact that the NSS3 in the current analysis shows to be able to manage all the road

profiles, the suspension design demands an initial deflections around 3.5 cm based on Figure 8.23d.

Similarly, vibration isolation could be noticed for NSS1 and NSS2 with an initial deformation around

4.0-4.5 cm. On contrary, the above isolation, and greater, is achieved from NSS4 model with an initial

deformation around 1.2 - 2.4 cm, as shown in Figure 8.23e.
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8.4.3 Different Masses

In the next type of analysis, all the optimum solutions of the Pareto Fronts are applied to the models.

Then, the system’s mass (m = passenger + seat = 95kg) is changed by adding and removing 20 kg

from the initial mass, i.e. changing the passenger of the vehicle. The extra two "pseudo" Pareto Fronts,

occurred from the simulations of the seat models described in Section 2.2.1 - 2.2.5 with the heavier

and the lighter passenger, are compared to the initial one. In order to conduct this analysis, the Kv

is modified for each passenger in order to keep the initial displacement of the systems constant and

equal to the one of the optimum solution, as occurred with the initial mass (95 kg). This modification

is implemented to NSS1, NSS2 and NSS3 models, which in order to function properly demand a

constant initial deformation and a predefined load. This modification considers the designs of negative

stiffness structures described in the literature, where seats containing the above negative structures use

mechanisms offering this function. Also, this change is not applied in PS and NSS4 model, because

there is no malfunction issues with the change of the initial deformation of the system. Hence, the

initial deformation is able to change without costing ride comfort or safety in the machine handling.

More specifically, the less sensitive model with respect to the passenger’s mass is illustrated in the

case of the conventional suspension (PS), as shown in Figure 8.24a. Based on Figure 8.24a, the

change of f1, as evaluated in the Edges 1 and 2 compared to the initial Pareto front obtained from

the optimization (m = 95 kg) (Table 8.13), negligible. However, there is an significant change in the

initial deformations of the optimum solution, as displayed in Figure 8.24a, which is a disadvantage

regardless the lack of sensitivity in Objective f1. Similar behavior with PS model, is captured in NSS1

and NSS2 models. Although, as mentioned previously, the negative structures of these mechanisms

start to contribute more in the vibration isolation above a value of initial deformation (f2) around 0.03

m and 0.04 m for NSS1 and NSS2 respectively. Above these values of f2, the change in the passenger’s

mass affects the ride comfort essentially, as shown in Table 8.13. More particularly, the variation of

Objective f1 in Edge 2, when the passenger’s mass is increased, is around 74 and 163 % for NSS1 and

NSS2 respectively, while when the mass is decreased is around 140 % for both. Although, in contrast

to Edge 2, Edge 1 presents an negligible change for both the cases (±10%) .

The NSS3 suspension system is the most sensitive with respect the passenger’s mass, because it il-

lustrates variations up to 211 and 377 % for Edge 2, as presented in Table 8.13. There (Edge 2) the

optimum solution of this model lies. The above remark is also outlined in Figure 8.24d where the

"pseudo" Pareto, for both deccreased and increased passenger’s mass, have changed their inclination

compared to the initial Pareto, displaying significant variations in the vibration levels. On the other

hand, the suspension system with the best adaptability is the NSS4, where the variations evaluated in

Objective f1 are up to 20 %. These variations occur in Edge 2 of the decreased mass, where the levels

of f1 are already low.
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(a) PS. (b) NSS1

(c) NSS2 (d) NSS3

(e) NSS4

Figure 8.24: The comparison of all the optimum solutions of the Pareto Front simulated for another
two masses corresponding to different passengers.



196 Chapter 8. Optimization of seat suspensions

Model
Values Percentage compared with Road A

Mass m (kg) Increase (%) Decrease (%)

Edge 1 Edge 2 Edge 1 Edge 2 Edge 1 Edge 2

PS 0.14 0.09 -2 -3 2 5

NSS1 0.11 0.04 4 74 -3 140

NSS2 0.22 0.05 9 163 -9 140

NSS3 0.07 0.03 13 211 107 377

NSS4 0.08 0.03 -9 8 3 19

Table 8.13: The effect of changing the passenger on the objective f1 (m/s2) of the Edges 1 and 2 in
comparison with the main case of a passenger of mass (m).

8.4.4 Seat’s Transmissibility

Figure 8.25: The optimal solutions of the Pareto Fronts (PS, NSS1, NSS2, NSS3 and NSS4) selected
for the evaluation of the transmissibilities T = z̈whead/z̈s for Analysis 3

Based on the Pareto theory, the edges of the front represent the optimum solutions of the two objec-

tives in case of single objective optimization problem with these as objectives. The mid solution of

the Pareto front corresponds to the one of the best compromise of the two objectives, as shown in Fig-

ure 8.21. Thus, these solutions (Edge 1, Edge 2 and Mid), as pointed out in Figure 8.21, are identified
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for each model based on the above and are displayed in Figure 8.25. After adding the passenger of

Chapter 2.3 to the seat models, the optimum solutions are applied in the seat suspensions. Through

the simulations, the seat to head transmissibilities, as presented in Equation 2.86, are evaluated for

each solution (Edge 1, Edge 2 and Mid) and are presented in Figure 8.26.

(a) Edge 1. (b) Mid

(c) Edge 2

Figure 8.26: The comparison of the transmissibilities from seat to head (T = z̈whead/z̈s) for the three
optimum solutions of the Pareto front occurred for each vehicle model (PS, NSS1, NSS2, NSS3 and
NSS4).

As shown in Figure 8.26a, despite the fact that PS, NSS1 and NSS2 and NSS4 illustrate the same

natural frequency, NSS4 model manages to isolate the vibrations to a greater extend. Also, NSS4

and NSS4 operate as a soft suspension system in contrast to the rest which function as a foam sprung

seat. However, NSS3 is not comparable to the other models, because it displays smaller resonance

frequency and more damping, but with much higher value in the initial deformation (f2), as shown in

Figure 8.25.
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In Figure 8.26b, where the compromise of the dynamic and static factors lies, the isolation of NSS4

and NSS3 is greater than all the other models. Apart from the smaller peaks illustrated in NSS4

and NSS3, the resonance frequency is moved around 0.56 Hz, as shown in Figure 8.26b. The value

of their resonance frequency is almost outside the area of interest regarding ride comfort, i.e. 0.5-8

Hz, whereas the other models display their resonance frequency around 1.8 Hz. Similar behavior is

displayed in Figure 8.26c, where in addition to NSS3 and NSS4 the other negative structures present

the same resonance frequency, on contrary with the PS model which still is around 1.8 Hz. The

reasoning of this similarity is the fact that the Edge 2 solutions of the Pareto Fronts of NSS1, NSS2,

NSS3 and NSS4, selected in Figure 8.25, display the same levels of ride comfort (f1) whereas the

initial deformation varies from 0.046 (NSS1 and NSS2), 0.035 (NSS3) and 0.024 m (NSS4).

8.5 Conclusions

8.5.1 Optimal Design

To sum up, in this chapter five different isolators with negative stiffness elements are implemented

in vehicle seats. One of the implemented isolators is the KDamper design, which has never been

tested in a seat but has proven to be efficient in other applications. All the isolators are optimized with

excitations corresponding to the response of the sprung mass of a vehicle, which drives over a road

profile of Class A and B. The optimization problem is a multi-objective one, aiming to improve the ride

comfort of the passengers and the safety of the machine handling. The purposes of the optimization

applied are:

• To obtain the optimal designs (Figure 8.11, 8.13, 8.15, 8.18 and 8.20) of all the studied seat

suspensions for a structure intended to be installed in a passenger vehicle and investigate the

applicability and universality of each system.

• To compare the optimum solutions occurred from the multi-objective optimization

and the Pareto method, both between different road profiles for each model (Fig-

ure 8.10, 8.12, 8.14, 8.17 and 8.19) but also between the all the seat models for each road

profile (Figure 8.27a and 8.27b).

• To check the efficiency of the KDamper design through the above comparisons with the other

established isolators in the vehicle’s seat suspension design.

More specifically, as far as the suspension systems are concerned, the conventional system (PS) func-

tions similar with NSS1 and NSS2 for values of f2 up to 0.02 m, whereas, for larger deformations, the

function of the negative system contributes more in the overall performance of the isolator. Hence, the

optimization of NSS models delivers solutions with much better ride comfort than PS Model, when
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(a) .

(b) .

Figure 8.27: Comparison of the Pareto Fronts occurred for all the seat models (PS, NSS1, NSS2,
NSS3 and NSS4) having been optimized for (a) Road Profile of Class A and (b) Road Profile of Class
B

f2 is larger than 0.02 m. This remark points out the main disadvantage of these structures, which is

their need for space and larger initial deformations, as noticed in both the road profiles (Figure 8.27a

and 8.27b) of all the cases studied. Furthermore, the fact that the NSS3 model almost delivered a

single optimum solution in both the optimization cases (road Class A and B), illustrates its lack of

alternatives. However, this solution is the one together with NSS4 with the best ride comfort between

all the models in both the road profiles.
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As far as the KDamper design (NSS4) is concerned, it not only delivers one of the optimum solutions

with the greatest ride comfort (small f1) in both Pareto A and B, but also with the smallest initial

displacement ( f2) among all the Pareto alternatives of all the models (PS, NSS1, NSS2, NSS3 and

NSS4). Additionally, the optimization of NSS4 model delivered solutions with worse ride comfort

than NSS3 model, but only when it minimized the objective f1 80% more (0.006 m compared to 0.035

m for NSS3 model). This remark is outlined also by the fact that the best solution of NSS4 Model

in terms of ride comfort (minimum f1), has the same f1 with NSS3, but with an initial deformation

around 30% smaller. This is the main advantage of the KDamper design, that it provides much better

isolation and damping without reducing the overall stiffness of the system. Furthermore, the solution

of NSS4 with the minimum initial deflection ( f2), functions like PS model in both Pareto A and

B. Hence, the area with the smallest initial deformations, around 0.005 m, could be avoided as a

possible design solution due to the fact that it could be obtained by a PS model also. Moreover, the

common solutions of Pareto A and Pareto B, with similar design variables, showed the adaptability

and universality of NSS4 model to different road profiles, whilst NSS3 model wasn’t able to deliver

any common solutions between Pareto A and Pareto B.

8.5.2 Dynamic Analysis

To sum up, in this chapter an extended comparison of five isolators intended to be installed in a

passenger vehicle, is implemented. The suspension mechanisms are optimized for an excitation cor-

responding to the vibrations induced to a vehicle while driving in a road profile of Class A. Specific

constraints and bounds to the design variables are applied to the optimization problem aiming to not

only a compact structure but also a comfortable one. The results of the optimization procedure are

used in order to conduct further dynamic analysis by investigating the sensitivity of these suspension

systems to different seated passengers and to excitations corresponding to rougher road profiles.

In conclusion, the NSS4 model has proven to be superior than all the other mechanisms not only in

terms of the objectives of the optimum solutions but also in terms of its adaptability in different road

profiles and its sensitivity in different passenger’s masses. The simulation with different excitations

and passenger’s mass displayed the disadvantages of NSS3, which illustrated the greatest variations.

Also, based on the analysis of this work, it is obvious that all the suspension systems studied are able

to provide similar vibration isolation with their initial deformation varying, while NSS4 illustrates the

smallest one among the models and is around 0.024 m. Last but not least, NSS4 and NSS3 are able to

decrease their resonance frequency really low (around 0.56 Hz) and almost outside the area of interest

for ride comfort (0.5-8 Hz).
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CHAPTER 9

Conclusions

The current thesis focuses on the optimization of both primary and secondary vehicle suspension sys-

tems . A primary suspension system cannot eliminate the compromise between the parts of the most

prominent conflict in automotive industry, i.e. the passenger’s ride comfort and the vehicle’s stability.

However, they are able to combine the above-mentioned parts optimally. Considering the importance

of a good suspension design, in this thesis, the optimization procedure of a primary suspension sys-

tem is studied extensively. Firstly, the most common vehicle models are compared and investigated

in order to conclude in terms of their suitability. The results illustrate the ability of lower accuracy

models to cope well and that they should be preferred most of the times. Also, anti-roll bars and tire

dampers should be neglected when the ride comfort is investigated, whereas they have to be included

when simulations regarding road holding are conducted.

Before the study of the optimization procedure, the research for a high quality suspension system

focused on semi-active suspensions and resulted in the development of a novel distribution-based

control strategy for skyhook control algorithms. The CDF controller is applied to two different SH

control algorithms and is tested by using a quarter car model excited by four different road excitation.

The results illustrate an increase of up to 13 % in the ride comfort of the passengers and increase

of 6 % in the road holding of the vehicle compared to the traditional algorithms. Both of these are

achieved by minimizing the number of switches of the damping ratio up to 80%.

Afterwards, an assessment of the optimization procedure of passive suspensions in SOO and pseudo-

MOO problems is conducted with respect to the efficiency of both the objective functions and the

optimization algorithms. The results outline the importance of tire deflection and highlight the fact
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that it should be preferred as main target in the SOO problems of suspension systems instead of the

vehicle body acceleration, which is the most common in the literature. Moreover, the suggestion of

using a dynamic penalty function, which includes the additional objectives weighted one order of

magnitude lower,proved successful managing to converge to more optimal solutions.

Later, the thesis proved that the inconsiderate selection of objective functions noticed in the litera-

ture and the use of more than one objective for the same performance aspect, doesn’t help the Pareto

Method to converge to more "optimal" solutions. As a solution, an approach, which handles the objec-

tives by dividing them in main and supplementary, is described and aims to decreasing the demanded

computational time and allowing the MOGAs to be attractive again in the design of suspension sys-

tems. At the same time, this approach enables the suspension designers to consider more objectives in

the optimization procedure. Applying this approach, the merits are exploited and the computational

time required for convergence is essentially increased (± 37 %), compared to a case study where

many objective functions are introduced to MOGA.

Meanwhile, the conclusions from the assessment of the optimization procedure and the approach

presented in this thesis are applied to various semi-active suspensions, which also adopt the novel

control strategy. In this thesis, the supplementary objectives selected for the optimization of semi-

active suspensions is the dissipated energy and the number of switches in the damper’s state. The

results proved the applicability and the efficiency of the approach for handling the objective function

in semi-active suspensions is proven. In addition, the application of CDF controller is validated with

a higher accuracy model and manages to decrease the number of the switches in the damper’s states

up to 50 % compared to the traditional algorithms.

Finally, considering that the optimum design of a primary suspension system is not the only prerequi-

site for ride comfort, this thesis investigates the design of seat suspension systems. More specifically,

a novel isolator with embedded negative stiffness elements (KDamper), which has proven efficient in

other applications, is applied in a seat suspension and is benchmarked against the most common isola-

tors in seat design, conducting an extensive dynamic analysis. This thesis proves the adaptability and

universality of KDamper under different excitations corresponding to different road classes and for

different seated passengers. Its the resonance frequency is decreased around 0.56 Hz, almost outside

the are of interest in ride comfort. At the same time, it provides the most compact and comfortable

optimum design solutions among all the other models.
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Nomenclature

Vehicle Simulation Models

Parameter Unit Description Subscript Description

z [m] vertical motion coordinate of mass (ms) s sprung mass
ϕ [rad] roll motion coordinate of mass (ms) u unsprung mass
θ [rad] pitch motion coordinate of mass (ms) K spring

zroad [m] road excitation C damper

F [N] forces applied to the subsystems T tire
M [Nm] moments applied to the subsystems l linear

m [kg] mass nl nonlinear
k [N/m] spring stiffness AR antiroll bar

c [Ns/m] damping coefficient F front axle
Ix [kgm2] longitudinal moment of inertia R rear axle
Iy [kgm2] lateral moment of inertia 1 right wheel
b [m] distance between CG and each side 2 left wheel
a [m] distance between CG and each axle x x-axis
w [m] track width y y-axis

ST [m] suspension travel
˙ST [m/s] suspension stroke velocity

T D [m] tire deflection
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Seat Simulation Models

Parameter Unit Description Subscript Description

x [m] displacement of mass (m) from the desired
static E.P.

ẋ [m/s] velocity of mass (m)
ẍ [m/s2] acceleration of mass (m)

mse [kg] total mass of seat (13.6 kg) and passenger
(81.4 kg)

Kh [N/m] horizontal spring stiffness
Kv [N/m] vertical spring stiffness
Cv [Ns/m] damping coefficient
XST [m] initial deformation of vertical spring
Lo [m] initial length of underformed horizontal

spring
ao [m] distance from the wall
α - spring stiffness ratio (Kh/Kv)

Additional Nomenclature for NSS1

θo [deg] initial angle of horizontal spring

Additional Nomenclature for NSS2

b [m] bar length

Additional Nomenclature for NSS3

R [m] cam radius
r [m] roller radius
d [m] distance from cam center
u2 [m] precompression of horizontal

spring (=0.01 m)

Additional Nomenclature for NSS4

KS [N/m] vertical spring’s stiffness
b [m] bar length
uo [m] distance from horizontal level
md [kg] inner mass (=1 kg)

Performance Metrics

Parameter Unit Description Subscripts Description

tr [s] rise time
tp [s] peal time
ts [s] settling time

SST [−] steady state value
Mp [−] peak value

MOV [−] overshoot value

RCi [m/s2] weighted RMS acceleration of the ith system
CFi [m/s2] crest factor of the acceleration response of the

ith system
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Performance Metrics

Parameter Unit Description Subscripts Description

V DVi [m/s2] vibration dose value of the acceleration re-
sponse of the ith system

MTVVi [m/s2] maximum transient vibration value
T R [−] transmissibility of an input acceleration signal

to an output acceleration signal
ST HT [−] transmissibility seat-to-head for i=head in T R

V ST [m] variance of the suspension travel of the ith sus-
pension

MST [m] maximum value of the suspension travel of
the ith suspension

V T D [m] variance of the tire deflection of the ith tire
MT D [m] maximum value of the tire deflection of the ith

tire
PTC [rad] pitch angle of the vehicle body

DE [kW ] mean dissipated power of the of damper of the
ith suspension

SW [#] the switches between the states of a semi-
active damper
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