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Abstract

The purpose of this dissertation was to develop a software that will implement
the intersecting cell method, a subcategory of the Immersed boundary methods.

The first part of the diploma thesis deals with the general characteristics of
computational fluid mechanics, as well as the mathematical background that ac-
companies it.

Reference is then made to the MaPFlow solver, which is a CFD software used to
solve the developing flows. The latter is a compressible solver where the equations
are discretized using the finite volume method. To solve the Navier Stokes equations
of incompressible and unsteady flows as in the applications we realized in this work,
the method of Artificial Compressibility is used, which will be analyzed in detail.

Finally, the applications in which the Cut-Cell method was tested involved one-
phase viscous flows around a cylinder, as well as two-phase inviscid flows with wave
propagation over a variable bottom. Both applications were on a two-dimensional
level.
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Y1 ouvéyeta yivetar avagopd otov emAut MaPFlow, o omolog amotehel éva
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Chapter 1

Introduction

1.1 Computational Fluid Dynamics

Computational fluid dynamics or CFD is the analysis of systems involving fluid
flow, heat transfer and associated phenomena such as chemical reactions by means
of computer-based simulation. The technique is very powerful and spans a wide
range of industrial and non-industrial application areas [1]. Some examples are:

e acrodynamics of aircraft and vehicles: lift and drag

hydrodynamics of ships

biomedical engineering: blood flows through arteries and veins

meteorology: weather prediction

During the last decades the aerospace industry has integrated CFD techniques
into the design, RD and manufacture of aircraft and jet engines. CFD is becoming a
vital component in the design of industrial products and processes. The ultimate aim
of developments in the CFD field is to provide a capability comparable with other
CAE (computer-aided engineering) tools such as stress analysis codes. The main
reason why CFD has lagged behind is the tremendous complexity of the underlying
behaviour, which precludes a description of fluid flows that is at the same time eco-
nomical and sufficiently complete. The availability of affordable high-performance
computing hardware and the introduction of user-friendly interfaces have led to a
recent upsurge of interest, and CFD has entered into the wider industrial community
since the 1990s.
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ADVANTAGES OF CFD OVER EXPERIMENTS

There are several unique advantages of CFD over experiment-based approaches
to fluid systems design:

e substantial reduction of lead times and costs of new designs

e ability to study systems where controlled experiments are difficult or impossi-
ble to perform (e.g. very large systems)

e ability to study systems under hazardous conditions at and beyond their nor-
mal performance limits (e.g. safety studies and accident scenarios)

e practically unlimited level of detail of results

HOW DOES A CFD CODE WORK?

CFD codes are structured around the numerical algorithms that can tackle fluid
flow problems. In order to provide easy access to their solving power all commercial
CFD packages include sophisticated user interfaces to input problem parameters
and to examine the results. Hence all codes contain three main elements: (i) a
pre-processor, (ii) a solver and (iii) a post-processor.

Pre-Processor

Pre-processing consists of the input of a flow problem to a CFD program by
means of an operator-friendly interface and the subsequent transformation of this
input into a form suitable for use by the solver. The user activities at the pre-
processing stage involve:

e Definition of the geometry of the region of interest: the computational domain

e Grid generation — the sub-division of the domain into a number of smaller,
non-overlapping sub-domains: a grid (or mesh) of cells (or control volumes or
elements)

e Selection of the physical and chemical phenomena that need to be modelled
e Definition of fluid properties

e Specification of appropriate boundary conditions at cells which coincide with
or touch the domain boundary

The solution to a flow problem (velocity, pressure, temperature etc.) is defined
at nodes inside each cell. The accuracy of a CFD solution is governed by the number
of cells in the grid. In general, the larger the number of cells, the better the solution
accuracy. Both the accuracy of a solution and its cost in terms of necessary computer
hardware and calculation time are dependent on the fineness of the grid.
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Solver

There are three distinct streams of numerical solution techniques: finite differ-
ence, finite element and spectral methods. We shall be solely concerned with the
finite volume method.In outline the numerical algorithm consists of the following
steps:

e Integration of the governing equations of fluid flow over all the (finite) control
volumes of the domain

e Discretisation — conversion of the resulting integral equations into a system of
algebraic equations

e Solution of the algebraic equations by an iterative method

Post-Processor
The leading CFD packages are equipped with versatile data visualisation tools.
These include:

e Domain geometry and grid display

Vector plots

Line and shaded contour plots

2D and 3D surface plots

Particle tracking
e View manipulation (translation, rotation, scaling etc.)

e Colour PostScript output
More recently these facilities may also include animation for dynamic result

display, and in addition to graphics all codes produce trusty alphanumeric output
and have data export facilities for further manipulation external to the code.
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PROBLEM SOLVING WITH CFD

Prior to setting up and running a CFD simulation there is a stage of identifi-
cation and formulation of the flow problem in terms of the physical and chemical
phenomena that need to be considered. Typical decisions that might be needed are
whether to model a problem in two or three dimensions, to exclude the effects of
ambient temperature or pressure variations on the density of an air flow, to choose
to solve the turbulent flow equations or to neglect the effects of small air bubbles
dissolved in tap water. To make the right choices requires good modelling skills,
because in all but the simplest problems we need to make assumptions to reduce
the complexity to a manageable level whilst preserving the salient features of the
problem at hand. It is the appropriateness of the simplifications introduced at this
stage that at least partly governs the quality of the information generated by CFD,
so the user must continually be aware of all the assumptions, clear-cut and tacit
ones, that have been made.

Performing the computation itself requires operator skills of a different kind.
Specification of the domain geometry and grid design are the main tasks at the input
stage and subsequently the user needs to obtain a successful simulation result. The
two aspects that characterise such a result are convergence and grid independence.

It is impossible to assess the validity of the models of physics and chemistry
embedded in a program as complex as a CFD code or the accuracy of its final results
by any means other than comparison with experimental test work. Anyone wishing
to use CFD in a serious way must realise that it is no substitute for experimentation,
but a very powerful additional problem solving tool.

14



Chapter 2

Fundamentals of Fluid Flows

2.1 Governing equations of fluid flows in Carte-
sian co-ordinates

The governing equations of fluid flow represent mathematical statements of the
conservation laws of physics:

e The mass of a fluid is conserved

e The rate of change of momentum equals the sum of the forces on a fluid particle
(Newton’s second law)

e The rate of change of energy is equal to the sum of the rate of heat addition
to and the rate of work done on a fluid particle (first law of thermodynamics)

The fluid will be regarded as a continuum. For the analysis of fluid flows at
macroscopic length scales the molecular structure of matter and molecular motions
may be ignored.

2.1.1 Mass conservation or continuity equation

Firstly, on the mass conservation law a mass balance for the fluid element must be
written. So, the rate of increase of mass in fluid element is equal to the net rate
of flow of mass into fluid element. Hence, the unsteady, three-dimensional mass
conservation or continuity equation in a compressible fluid can be written as 2.1:

i + div(pU) =0 (2.1)
ot
In equation (2.1) p is the density and U is the velocity vector. The first term on
the left-hand side is the rate of change in time of the density (mass per unit volume)
and the second term describes the net flow of mass out of the element across its
boundaries and is called the convective term. For the majority of marine CFD
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simulations, the flow is considered to be incompressible (the density p is
constant) and so equation 2.1 becomes:

ou Ov OJw
divU O:>ax+ay+ P 0 (2.2)

2.1.2 Momentum equation

Newton’s second law states that the rate of change of momentum of a fluid particle
equals the sum of the forces on the particle. The rates of increase of x-, y-, z-
momentum per unit volume of a fluid particle are given by equation 2.3:

Du Dv Dw
e 2,
Dt "Dt "Dt (2:3)

We distinguish two types of forces on fluid particles:

e Surface forces (pressure, gravity, viscous)

e Body forces (centrifugal, Coriolis, electromagnetic)

It is common practice to highlight the contributions due to the surface forces as
separate terms in the momentum equation and to include the effects of body forces
as source terms. The pressure, a normal stress, is denoted by p. Viscous stresses

are denoted by T.

The x-component of the momentum equation is found by setting the rate of
change of x-momentum of the fluid particle 2.3 equal to the total force in the
x-direction on the element due to surface stresses plus the rate of increase of x-

momentum due to sources:

Du o a<_p + 7_,1;;1:) aTya} aTZCE
e~ ox * oy + 0z T Suta

In the same way,the y-component of the momentum equation is given by:

0Ty

Dv 01y O(—p+Tyy)
—_— = 2.4
"Dt ox * dy * 0z Sy (24)
and the z-component by:
Dw 01, 01y  O(—p+T.2)
Dt ~ ox + oy + 0z S
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2.1.3 Energy equation

The energy equation is derived from the first law of thermodynamics, which states
that the rate of change of energy of a fluid particle is equal to the rate of heat
addition to the fluid particle plus the rate of work done on the particle.

As before, we will be deriving an equation for the rate of increase of energy of a
fluid particle per unit volume, which is given by:

DE
PE (2.5)
The energy equation is:
DE O(utyy)  O(utyy)  O(utsy)  O(vTyy)  O(UTy,)
Dt —div(pu) +| ox * Jy * 0z * Ox * dy * (2.6)
O(vTyy)  O(wry,)  O(wry,) O(wTsy) , '
% e T o + = | + div(kgradT) + Sg

2.1.4 Equations of state

The motion of a fluid in three dimensions is described by a system of five partial
differential equations: mass conservation (2.1), x-, y- and z-momentum equations
(2.4) and energy equation (2.6). Among the unknowns are four thermodynamic
variables: p, p, i and T. Relationships between the thermodynamic variables can be
obtained through the assumption of thermodynamic equilibrium.

Equations of state relate the other variables to the two state variables. If we
use p and T as state variables we have state equations for pressure p and specific
internal energy i:

p=p(p,T) and i=i(p,T) (2.7)
For a perfect gas the following, well-known, equations of state are useful:

p=pRT and i=C,T (2.8)

In the flow of compressible fluids the equations of state provide the linkage be-
tween the energy equation on the one hand and mass conservation and momentum
equations on the other. This linkage arises through the possibility of density varia-
tions as a result of pressure and temperature variations in the flow field.

Liquids and gases flowing at low speeds behave as incompressible fluids. With-
out density variations there is no linkage between the energy equation and the mass
conservation and momentum equations. The flow field can often be solved by con-
sidering mass conservation and momentum equations only. The energy equation
only needs to be solved alongside the others if the problem involves heat transfer.

17



2.1.5 Navier-Stokes equations

The governing equations contain as further unknowns the viscous stress components
7,;. In many fluid flows the viscous stresses can be expressed as functions of the local
deformation rate or strain rate. All gases and many liquids are isotropic. In this
work we consider that all fluids are isotropic.

In a Newtonian fluid the viscous stresses are proportional to the rates of defor-
mation. The three-dimensional form of Newton’s law of viscosity for compressible
flows involves two constants of proportionality: the first (dynamic) viscosity, u, to
relate stresses to linear deformations, and the second viscosity, A, to relate stresses
to the volumetric deformation. The nine viscous stress components, of which six are
independent, are:

Ty = QMg—Z + AdivU

Tyy = 2@2—2 + AdwwU
0
Tyy = Q;La—f + AdivU
ou  Ov (2.9)
Tey = Tyz = N(a_y + %)

ou Ow
Tez = Tza = M(& + %)

Jv  Ow
Tyz = Tzy = M g_f—a_y

Not much is known about the A\-viscosity, because its effect is small in practice.
For gases a good working approximation can be obtained by taking the value A=-
2/3p (Schlichting 1979) [2]. It should be noted that the expressions for the normal
stress simplify for incompressible fluid (constant density) ,as in this study, since the
divergence of velocity is zero (div U=0). Substitution of the above shear stresses
(2.9) into (2.4) yields the so-called Navier-Stokes equations. After some rearrange-
ments the NS or x-,y-,z- momentum equations can be written in the most useful
form for the development of the finite volume method:

d(pu) _ _ Op
51 + div(pun) = e + div(p grad u) + Sprs
d(pv) + div(pvu) = _op + div(p grad v) + Shry (2.10)
ot dy
I (pw)

: dp ..
v + div(pwu) = ~ 9 + div(p grad w) + Sy,
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2.1.6 General transport equations

As we observe, there are significant commonalities betweeen the five PDEs for mass,
momentum and energy conservation. If we introduce a general variable ¢ the con-
servative form of all fluid flow equations can usefully be written in the following
form:

%ﬁﬁ) + div(ppu) = div(T grad ¢) + Se (2.11)

Equation (2.11) is the so-called transport equation for property ¢. It clearly
highlights the various transport processes: the rate of change term and the convec-
tive term on the left hand side and the diffusive term (I" = diffusion coefficient) and
the source term respectively on the right hand side.

The key step of the finite volume method is the integration of (2.11) over a
three-dimensional control volume (CV):

9(p9) : _ :
/cv TdV + /C’V div(ppu)dV = /CV div(T grad ¢)dV —I—/ SedV  (2.12)

cv

The volume integrals in the second term on the left hand side, the convective
term, and in the first term on the right hand side, the diffusive term, are rewritten
as integrals over the entire bounding surface of the control volume by using Gauss’s
divergence theorem. For a vector a this theorem states:

/Cvdz'v(a)dv—/n. adA (2.13)

A

The physical interpretation of n.a is the component of vector a in the direction
of the vector n normal to surface element dA. Thus the integral of the divergence of
a vector a over a volume is equal to the component of a in the direction normal to
the surface which bounds the volume summed (integrated) over the entire bounding
surface A. Applying Gauss’s divergence theorem, equation (2.10) can be written as
follows:

0
a(/cv ppdV') + /An.(p(bu)dA = /An.(F grad ¢)dA + /CV SedV (2.14)

The first term on the left hand side of (2.14) signifies the rate of change of the
total amount of fluid property ¢ in the control volume. The second term on the left
hand side of (2.14), the convective term, is the net rate of decrease of fluid property
@ of the fluid element due to convection. The first term on the right hand side of
(2.14), the diffusive term, is associated with a flux into the element and represents
the net rate of increase of fluid property ¢ of the fluid element due to diffusion.
The final term on the right hand side of this equation gives the rate of increase of
property ¢ as a result of sources inside the fluid element.
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In steady state problems the rate of change term of (2.14) is equal to zero. This
leads to the integrated form of the steady transport equation:

/ n.(ppu)dA = / n.(I' grad ¢)dA + SedV (2.15)
A

A cv

In time-dependent problems it is also necessary to integrate with respect to time
t over a small interval At from, say, t until t + At. This yields the most general
integrated form of the transport equation:

/At%</cvp¢d‘/>+/At/An.<p¢u)dA:
/At/An.(rgmdgb)dA+/At/CVS¢dv

(2.16)

2.2 Classification of physical behaviours

Expept from the conservation equations of fluid flows it is necessary to mention the
initial and boundary conditions that are needed in combination with the equations
to construct a well-posed mathematical model of a fluid flow. First we distinguish
two principal categories of physical behaviour:

e Equilibrium problems

e Marching problems

The problems in the first category are steady state situations, e.g. the steady
state distribution of temperature in a rod of solid material. These and many other
steady state problems are governed by elliptic equations. The prototype elliptic
equation is Laplace’s equation. In two dimensions we have :

2 2
@ + % =0 (2.17)
ox?  0y?

Transient heat transfer, all unsteady flows and wave phenomena are examples
of problems in the second category, the marching or propagation problems. These
problems are governed by parabolic or hyperbolic equations. Parabolic equations
describe time-dependent problems, which involve significant amounts of diffusion.
Examples are unsteady viscous flows and unsteady heat conduction. The prototype
parabolic equation is the diffusion equation:

9 _ B¢
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Hyperbolic equations dominate the analysis of vibration problems. In general
they appear in time-dependent processes with negligible amounts of energy dissipa-
tion. The prototype hyperbolic equation is the wave equation :

o _ 20°

52 = € 32 (2.19)
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Chapter 3

Solver MaPFlow

In this work, to solve the above equations is used MaPFlow, a software for calcu-
lating and analyzing multiphase flows. MaPFlow is an Eulerian CFD Solver which
solves the unsteady compressible Reynolds-Averaged Navier Stokes equations on un-
structured grids using the Finite Volume method. The solver is parallelized by using
the MPI protocol, while the grid partitioning is performed by the Metis library. [3]

In this dissertation the applications and simulations that were carried out con-
cerned incompressible flows. The mathematical techniques that can be uses so as to
deal with this category of flows are the following:

e Vorticity-Stream function method
e Artificial compressibility method

e Projection Methods (Pressure-correction algorithms)

The MaPFlow Solver uses the Artificial Compressibility method for the solution
of the incompressible flow. It is necessary to give some basic elements of this method.

3.1 Artificial Compressibility Method

The main difficulty with the solution of the incompressible flow equations is the
decoupling of the continuity and momentum equations due to the absence of the
pressure (or density) term from the former. Chorin (1967) proposed a special ap-
proach in order to overcome the difficulty of the pressure decoupling. This approach
is called artificial compressibility (AC). [4]. Chorin was the first who introduced
this term, but later the method was fully extended to the general three dimensions
by Kwak et al. (1984) and Chang and Kwak (1984). To reflect the physical nature
of the pressure projection in this method more accurately, a new term pseudo-
compressibility was then introduced. The two terms, artificial compressibility, and
pseudo-compressibility have been used interchangeably ever since.

22



3.1.1 Governing Equations

Constant density one phase incompressible flows are governed by the continuity and
momentum equations.

V-u=0 (3.1)

ou 1 9
5 (u-Viu= —;Vp +vViu (3.2)

In the above equations, u is the velocity vector with components (u, v, w) for
the three Cartesian directions (X, y, z), respectively, p is the fluid density, p is the
pressure and v denotes viscosity.

Chorin introduces a pseudo-time pressure derivative in the continuity equation (7
is the pseudo-time). The modified continuity equation is given below in differential
form.

10p B
EE—FV'U—O (33)

where [ is the artificial compressibility parameter, analogous to a relaxation pa-
rameter, that needs to be properly chosen in order to achieve numerical convergence.

For steady state problems, eq. (3.3) is solved along with the momentum equa-
tions until the pseudo-time pressure derivative vanishes. The larger the value of
the more incompressible the equations are. The value of # determines the perfor-
mance of the method, usually it is chosen between 0.1 and 10. [5]

The essence of the AC method is that it assumes a relation between pressure and
density during convergence (Equation (3.4)). This relation is similar to compressible
definition of sound speed. However, in this case the parameter (3 is a numerical
parameter that regulates convergence.

dp 1
3 = 3 (3.4)

Equation (3.4) gives rise to a pseudo-sound speed definition. In case of one-
dimensional, one-phase flows, the artificial speed of sound is given by Equation
(3.5). The sound speed is regulated through the artificial parameter f.

c=+p+u? (3.5)
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In the present work, we combine the AC method with the Volume of Fluid (VOF)
method because we have to deal with two phase unsteady flows of immiscible fluids.
An additional equation is added to the system of equations expressing the general
fluid properties. [6]

The VOF method uses an indicator function to describe the presence of the liquid
or the gas phase. Then the volume fraction is defined as:

Pm — Pa
= —— 3.6
: Pw — Pa ( )

where, let p, be the water density and p, the density of the air. The volume
fraction is equal to 0 in regions occupied by the air phase, equals to 1 when only
the water phase is present and takes values between 0 and 1 near the free surface.

The interface of the fluids is located in regions of rapid change of the gradient
of the indicator function. The properties of the mixture fluid, density (p,,) and
dynamic viscosity (), are described by the blending functions.

Pm = upy + (1 — ) pa

(3.7)
fm = tpw + (1 — ar)pia

The free surface, as presented in Eq. (3.6), is considered to be a material surface.

oo
a—tl—I—u-Voq:O (38)

where u = (u, v, w) is the three-dimensional velocity vector, V = (0,, 0, 0,) is
the divergence operator and t denotes the real time variable.

24



Regarding the simulation of two-phase flows, the momentum equations written
in a conservative form and expressed in terms of the mixture quantities are presented
in Equation (3.9), in combination with the VOF equation.

a[;;u—l—V'(Pmu-u)—l—Vp:V&nL?B
%—i—u-Va—O )
ot b

where, & is the stress tensor and the vector ?5 includes source terms and body
forces.

The Equations (3.3) and (3.9) constitute a fully coupled system of equations ca-
pable of describing two-phase flows. The formed system has a hyperbolic nature and
consequently numerical techniques used for such solvers can be used. By introducing
the AC method the system of equation becomes hyperbolic in pseudo-time and con-
sequently numerical techniques used for such solvers can be used. The convergent
solution should satisfy the original sets of equations, by eliminating the pseudo-time
derivatives. Nevertheless, the system in its original form poses several difficulties.
Firstly, the density appears in the eigenvalues of the system yielding it stiff for high
density ratios and secondly, the system cannot be written in a conservative form.
To mitigate these perplexities, the preconditioner of Kunz is employed.

By introducing, the fictitious time derivative, for the momentum equations, the
artificial compressibility method can be used in time-accurate computations. In-
deed, employing the dual-time stepping technique each unsteady timestep is treated
as a steady state problem. Furthermore, to express the governing equations as a
single coupled system of equations the time derivatives (real and fictitious) of the
momentum are expressed as a sum of time derivatives for velocity and density. The
governing equation can be written in the following integrated form.

FQ/ QdDJrFeg/ QdD+/ (ﬁc—ﬁu)dS:/ S,dD (3.10)
or Jp, ot Jp, dD; D;

The system of Equation (3.10) is a fully coupled system of equations. These
equations express the governing equations with respect to the primitive variables Q
. In order to cast the system in conservative form, the transformation matrix I, is
used. In Equation (3.11) the conservative variables are given by the vector U . The
three-dimension vector of velocity is denoted with , while p is the pressure.

U= [0 pi ozl}T Q= p u ozl}T (3.11)
ou | 0Q
o ar
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The Jacobian matrix I'. and the precondition matrix of Kunz I' are given by
(3.12), where A, is the density difference between the heavier and the lighter fluid
and [3x3 is the 3 by 3 identity matrix.

5o 0 0 0 0 0
C=1| 0 pulzz tAp|, Te= 10 ppnls.z wlp (3.12)
B?Tin 0 1 0 0 1

Finally, the inviscid and viscous fluxes can be summarized as:

V., 0
PmuAV + pn, TaaNa + TayTy + TeaNs
F = PmVAV 4+ pny |, F, = Tyala + TyyTy + Tyats (3.13)
prnwAV + pn, ToaMa + ToyMy + Toall
OélAV 0

where V,, = 4 -7, V, = Uy - i, AV =V, —V,, while 7, is the velocity of
the control volume and 77 is the surface normal of the control volume. The viscous
stresses tij are computed as:

ou; Ou; 3
Tij = (M + Nt)(ax. + 8xj- - §P5ij]€) (3.14)
j i

where f; is the turbulent dynamic viscosity, k is the turbulent kinetic energy and
d;j is the Kronecker delta.

3.2 Numerical Framework

3.2.1 Spatial Discretization

The equations of flow (3.10) are discretized-based on the finite volume method.
Control volumes are defined in every cell of the mesh with its center being the
geometric center of the mesh elements. The unknown variables Cj are expressed
over a control volume D; as:

= 1 N
Q-4 /D G(@nap (3.15)

The surface terms of Equation (3.10) are considered constant in each face of
the control volume. Thus, the surface integrals are approximated through a sum
of surface terms evaluated at the midpoint of every face. Furthermore, the volume
terms are considered constant in each D;. As a result, the spatial terms are computed
based on the following equation.
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Rp, =Y (F.—F,);AS; — D;S, (3.16)

The inviscid fluxes are computed through the approximate Riemann solver of
Roe. [7] As already mentioned, the eigenvalues of the inviscid Jacobian depend
on the density field. For this reason, the preconditioned matrix I' is used in the
evaluation of fluxes. The preconditioned Jacobian A, is defined as:

A, = 8Fj =TT '4,=TA, (3.17)
oQ

where T is the preconditioned matrix (3.12) and T'"! is the inverse matrix.

The convective fluxes are computed, at a face f , using the Roe approximate
Riemann solver as:

—

ﬁc,f = (ﬁc(QR) + ﬁc(gL)) - %F!ACU(Q} - CjL) (3.18)

| =

where |AC] is the Roe averaged-precoditioned jacobian:

|A.| = R7YA|R (3.19)

where R, R, A are the right, left eigenvectors and the eigenvalues of the pre-
conditioned matrix flc.

The eigensystem is evaluated by taking the simple average the two neighbours
that share the edge f.

5 Qrr+ QL

Qs > (3.20)

Continuing, it is necessary to describe the methods used for the reconstruction
of the flowfield.

The evaluation of the inviscid fluxes in Equation (3.13) requires an approximation
of the left and right state of a face (Figure 3.1). These states are computed based
on a reconstruction scheme that extrapolates the cell-centered value of the volumes
in the respective face. The right and left state are designated based on the normal
vector of the face, which points from the left state to the right. Due to the particular
nature of the governing equations, a different reconstruction scheme is adopted for
each equation.
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Figure 3.1: Reconstruction of variables on face f

The velocity field is approximated through a piecewise linear interpolation scheme,
given by Equation (3.21). Since the surface tension is neglected, the velocity field is
continuous even across the free surface. For this reason, the gradients are retained,
and no limiter is applied.

ur, = u; — Vg - 15 (3.21)
up = u; + Vuj - 75 ’

The vectors 7, 7; are pointing from the cell center to the midpoint of the face,
as illustrated in Figure (3.1).

Furthermore, the pressure field is a continuous function in space, since surface
tension is neglected. However, the pressure gradient is discontinuous across the free
surface, due to the density jump. The jump condition that must hold requires [%] =
0. Many researchers have introduced different schemes to treat this difficulty by
adopting a density-based interpolation scheme. In MaPFlow, the work of Queutey
et al. [8] is followed. This scheme is introduced only near the free surface, while
in the rest of the computational domain a piecewise linear interpolation scheme is
used, similar to Equation (3.21).

Finally, of great importance is the reconstruction of volume fraction field (o).
In order to reduce the numerical diffusion, it is important to adopt a compressive
reconstruction scheme. Over recent decades, numerous reconstruction schemes have
been introduced which offer low numerical diffusion. The requirements should meet
is boundedness and high accuracy even in large CFL numbers. In the present work
the STACS [9] scheme is adopted as the free surface capturing scheme.
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3.2.2 Temporal Discretization

The present section focuses on the time discretization process. Let Cj* be the vector
of unknowns. At every pseudo-time step iteration a problem of the form (3.22) is
solved.

o(Qx)D; -

where R is the unsteady residual defined as:

s m e 9(Q*D;)

R = Bp,(Q¥) + T, (3.23)

The convergent solution of the problem is obtained when R+ — 0and Ux — U}
(n is the time marching iterator).

Discretizing the unsteady term at time level n+1, and writing the time derivative
as a series expansion of successive levels backwards in time.

—8 _‘*Di 1 F\n \n \n— S\n—
(%t ) = E[¢n+1(DzQ> 14 gﬁn(DzQ) + ¢1’L—1(D2Q) Ly ¢TL—2<D1Q) 24 ]
(3.24)
By introducing the Geometric Conservation Law (GCL) [10]
d — —
7 dD = Uyl - TidS (3.25)
dt D;(t) D, (t)

Using a similar backwards differentiation in time as in Equation (3.24) the GCL
can be written as:

1

[ Gnn1 DI 4+ 0D} + 601 DI 4 60 DP0) + ] = RiG (3.26)

where the residual of the GCL is defined as:

Ny
REE, = (VA8 (3.27)
f
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To ensure that the GCL is satisfied, Equation (3.26) is applied directly to the
discretization of the unsteady term and thus Equation (3.24) becomes:

(@ D; ﬁ
D) - GRet
1 - - - . . .
(@ (@™ = QMDI 4 901 (Q"7 = QDT 4 9na(QF = QDT + ]
(3.28)

In MaPFlow two successive levels of solution are retained, yielding a second order
accurate scheme in time. The fictitious time derivative of equation is discretized
using a first-order backward difference scheme:

AQ*,k
= pri=E 2
ST (3.29)

a(QD;)
ot

N, k41 _ N,k
Q Q
AT

_ n+1
= D!

To facilitate convergence the local time stepping technique is used. The local
pseudo-timestep is determined by:

D
AT =CFL= (3.30)

(X

where Kc,i is the convective spectral radii and it is defined by:

Ny
~ . 1%
Ac,z‘ - Z(l Vn | +c — ?g)ngSz (331)

J=1

30



Chapter 4

Immersed Boundary Method

4.1 Fundamental Characteristics

The Immersed Boundary Method (IBM) was developed by Peskin in 1972. [11]
He simulated heart function and blood flow through the heart by solving the Navier-
Stokes three-dimensional equations. This method has been extremely innovative,
as its philosophy differs significantly from that of the already existing Body-fitted
Methods. More specifically, while in the methods of the Body-fitted grids the grid
is adapted to the geometry under study, in Immersed Boundary Method geometry
is immersed in the Cartesian grid that has been produced.

It is understood that as the geometry is immersed within the grid, other com-
putational cells belong exclusively to the geometry, others belong exclusively to the
flow, while there are also those intersected by the geometry. In computing cells
belonging to the flow, the determination of the flow sizes of the field is performed
with Euler variables (Eulerian specification of the flow field). Therefore, it is consid-
ered that in each computing cell there is a stationary observer monitoring the flow
that enters and leaves it. Instead, the motion of the immersed body is described by
adopting Lagrange variables, where the change in the position of the geometry is
determined by the observer who follows its motion.

31



° ° ° -
W 2
»
-
P
-
.
.
e |7 o °
-
-
~

-
-
7

Lagrangian points e Immersed Boundary -------

Eulerian points °

Figure 4.1: Fixed grid using description of Euler variables for storage of flow quan-
tities and immersed solid boundary using a description of Lagrange variables.

In the case of body-fitted grids, the process to construct the grid involves the
following two steps:

e Production of surface grid that completely covers the geometry under study. In
this interface it is placed the boundary condition for the grid to be constructed
for the area outside the solid body where the flow happens.

e Discretization of the equations that describe the flow, either using finite finite-
difference method, either using finite-element method or, finally, using finite-
volume method. Of course, the choice of each of the above methods of dis-
cretization requires the use of a specific form of equations that describe the
flow.

On the other hand, in IBM, although the surface geometry of the solid body
is preserved, it does not transmit information to the Cartesian grid produced for
the domain containing the flow. Thus, geometry penetrates into Cartesian grid
"randomly” cutting a large number of computational cells. Hence, the fact that
the Cartesian grid is not adapted to geometry, requires the search for other meth-
ods of applying the boundary conditions and consequently the creation of different
Immersed boundary methods.
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4.2 Categories of Immersed Boundary Methods

As already mentioned, the way the boundary conditions are imposed on the im-
mersed boundary determines for the most part how an IB algorithm will look like.
It is also what distinguishes one IB method from another. The simulation of a vis-
cous incompressible flow past a body is described by the Navier-Stokes equations
(governing equations). [12]

0
p(a—l:+u-Vu)+Vp:O (4.1)
V-u=0 ,in Qf and (4.2)
u=ur onl}y (4.3)

where u(x, t) is the fluid velocity and p(x, t) is the pressure. The coefficients
p and p are the constant fluid density and viscosity, respectively. The solid body
occupies the domain €2, with boundary denoted by I'y, and the surrounding fluid
domain denoted by 2.

We will examine the various categories of the Immersed Boundary Methods in
more detail below.

4.2.1 Continuous Forcing Approach

In the continuous approach, a forcing function F is used, which simulates the effect of
the solid boundary over the whole area of the computational domain. This function
can be considered as a source term, which is added to the NS equations (4.1) and

has an increased effect on nearby cells at the solid limit and dampens away from it.
[13]

9]
p(a—?Jru-Vu)Jer:Fk (4.4)

Several methods make use of a continuous forcing approach [12] :

e Elastic boundaries: This category was used by Charles S. Peskin in 1972
for the simulation of cardiac function [1] [4]. Such as mentioned above, this
method is a mixture of Euler and Lagrange variables, and finite differences,
which calculates the interaction of flow with a flexible immersed limit. [11] [13].
Peskin defines the force density, f(x,t), by a d-function layer that represents
the force applied by the immersed boundary to the fluid. Therefore, the forcing
is distributed over a band of cells around each Lagrangian point (Fig. 3.1(a))
and this distributed force will be used in the momentum equations of the
surrounding nodes. There are more approaches for the distribution function
developed over the years and some of them are shown in Fig. 3.1(b).

33



¢ Rigid boundaries: The first approach for rigid boundaries is called virtual
boundary method, used by Goldstein et al. [14] The main idea of the virtual
boundary method is to treat the body surface as a virtually existent boundary
embedded in the fluid. This boundary applies force on the fluid so that the
fluid will be at rest on the surface (no-slip condition). To avoid interpolating
the velocity field from grid points to the boundary points, Goldstein et al. let
the boundary points coincide with grid points. However, in order to generate a
smooth surface rather than a step-like surface, the boundary force is multiplied
by a narrow Gaussian distribution so that the nearby grid points can receive
a part of the force influences.

e Distributed Lagrange multiplier method: The distributed Lagrange mul-
tiplier method (DLM), proposed by Glowinski et al. [15], uses a variational
principle (finite element) as framework. The idea is to introduce Lagrange
multipliers (i.e. body force) on the immersed rigid body to satisfy the no-slip
condition. After that, a finite element approximation is used on the rewritten
problem with Lagrange multipliers.

e Immersed Interface Method: In IIM, as developed by L. Lee and R.J.
Leveque [16], the equations of force of the elastic limits are used and the
interface is detected in Lagrangian manner.

An advantage of the continuous forcing approach is that the above described
methods are independent of the underlying spatial discretization in contrast to meth-
ods that are based on a discrete forcing approach. Therefore, this approach can be
implemented into an existing Navier-Stokes solver with relative ease. A disadvan-
tage of these methods is that the smoothing of the forcing function inherently leads
to an inability to provide a sharp representation of the immersed boundary and
therefore these methods are not useful for high Reynolds number flows. Another
drawback of the continuous approach is that they all require the solution of the
governing equations inside immersed body. With increasing Reynolds numbers the
proportion of grid points inside the 1B also increases.
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Figure 4.2: Effect of explicitly adding a forcing function.

4.2.2 Discrete Forcing Approach

The discrete approach is better suited for higher Reynolds numbers, due to imposing
the velocity boundary conditions at the immersed boundary, without introducing or
computing any forcing term. The methods that will be discussed here in detail are
the direct-forcing method and extensions of it, like the ghost-cell method, and the
hybrid Cartesian/immersed boundary method. [12]

e Direct forcing method: The (spectral) method of Mohd-Yusof [17] uses a
forcing term, which is determined by the difference between the interpolated
velocities in the boundary points and the desired (physical) boundary veloc-
ities. The forcing term, generated in this manner, thus directly compensates
the errors between the calculated velocities and the desired velocity profile on
the body surface. The force is thus determined by pairing the velocity at the
internal point to the velocity at the external point with a weighted linear in-
terpolation, to enforce the desired tangential velocity on the boundary, i.e. the
method mirrors the velocity field across the immersed boundary. An example
of such a pair is illustrated in Fig. 4.3 between Point 1 and Point 2

|
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Figure 4.3: Schematic interpolation of Mohd-Yusof method.
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e Ghost-Cell method: It was developed by Yu-Heng Tseng and Joel H.
Ferziger [5] and according to this method, a higher order representation of
the boundary is attempted, using a zone with pseudo-cells inside the body.
Pseudo-cells are called cells that have at least one adjacent cell with a node
in the fluid. For each such cell, one interpolation scheme must be created,
which indirectly incorporates the boundary condition into immersed bound-
ary. A simple solution for the interpolation scheme is bilinear interpolation for
a two-dimensional field or a trilinear interpolation for three-dimensional field.
Another scheme is the combination of linear (in the tangential direction) and
polynomial interpolation (in the normal direction). Example of the Ghost-cell
method is shown supervisingly in Figure 4.4.
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(a) Schematic of computational domain with an (b) Schematic representation of the lin-
immersed boundary. X, point in the physical do- ear interpolation procedure
main and A, the ghost cell domain.

Figure 4.4: Ghost-Cell method.

An advantage of the methods treated in this section is that they all can make a
sharp representation of the immersed boundary, which is necessary for high Reynolds
numbers. They do not introduce any extra stability constraints in the representation
of solid bodies, due to absence of user-specified parameters in the forcing and the
elimination of associated stability constraints. The methods decouple the equations
for fluid nodes from solid grid points. A disadvantage of these methods is that they
all strongly depend on the discretization method in contrast to the continuous forcing
approach. However, this allows direct control over the numerical accuracy, stability
and discrete conservation properties of the solver. Another drawback is that these
methods are not straightforward for implementation due to first discretization and
then introducing a forcing term. The methods which are categorized into the con-
tinuous forcing section do not suffer from this difficulty. Also inclusion of boundary
motion can be more difficult.
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4.3 Advantages and Disadvantages of IB methods

The various IB methods have advantages but also disadvantages compared to the
classic methods of body-fitted grids (structured, unstructured or hybrid grid), which
adapt the grid in each geometry. [12]

e Advantages: First of all, the grid generation using an IB method is much eas-
ier, since a body does not necessarily have to fit conform a Cartesian grid. An-
other benefit is that grid complexity and quality are not significantly affected
by the complexity of the geometry when carrying out a simulation on a non-
boundary conforming Cartesian grid. Also, an immersed boundary method
can handle moving boundaries, due to the stationary non-deforming Carte-
sian grid. As a result of the above remarks, an immersed boundary method
uses less memory and CPU compared to the usual method, a body fitted
grid and the thereby belonging transformations. In comparison with struc-
tured curvilinear body-fitted grids, Cartesian grids reduce the per-grid-point
operation count due to absence of additional terms associated with grid trans-
formations. When comparing to unstructured curvilinear body-fitted grids,
Cartesian grid-based IB methods are amenable to powerful line-iterative tech-
niques and geometric multigrid methods, leading to a lower per-grid-point
operation count. Also multi-phase and multi-material problems, where the in-
terface is between different materials, can be regarded as immersed boundary
problems.

e Disadvantages: A disadvantage is that imposing of the boundary conditions
is not straightforward compared to the traditional methods. Also, the ramifi-
cations of the boundary treatment on accuracy and conservation properties of
numerical schemes are not trivial. Another drawback is the following. Align-
ment between grid lines and body surface in boundary conforming grids allows
for better control of the grid resolution in the vicinity of the body and this has
implications for the increase of grid size with increasing Reynolds numbers.
However, a substantial fraction of grid points can be inside the solid body, i.e.
where the fluid flow equations need not to be solved.
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4.4 Cut-Cell Algorithm

The method of discretization of the computational domain used in this dissertation
is the Cut-Cell Method. The Cut-Cell method can be categorized into discrete
approach methods, but at the same time it differs significantly, since its basic element
is the intersection of the cells (ie the change in the geometry of the cells), which are
intersected by the immersed boundary.

The Cut-Cell method makes possible the discretization with the method of finite
volumes. This capability of the method, makes it be the only distinct method IB,
which explicitly satisfies, both in each cell separately, as well as throughout the
computational area, the laws of conservation of mass, momentum and flow energy.
Also, another advantage of the method of intersecting cells, compared to other
distinct IB methods is the saving of computational time, because the flow equations
are not solved at the nodes of the space located within the solid boundaries.

For a start, the grids were produced in the commercial program ANSA a
computer-aided engineering tool for Finite Element Analysis and CFD Analysis
developed by BETA CAE Systems.

Through this program, a computational space of certain dimensions is created,
which is spatially differentiated into a number of cells. The grid distance, the number
of cells and the grid type (structured or unstructured) differ from region to region
within the computational space depending on the physical conditions of the problem
at a time. The common denominator of the grids made is that in the area where
the body geometry is to be created (via the IBM method) the grid is structured
Cartesian.

Once constructed, the grid is inserted into the MaPFlow solver where the inter-
secting cell algorithm works to create the body geometry we want in our simulation.

Thus, the Cartesian grid is cut and adapted to the geometry of the solid body.
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Now it would be useful for reasons of completeness of the dissertation to men-
tion in more detail the programming details for the implementation of the cut cell
algorithm.

Initially, each computational cell in the Cartesian grid is described by 4 nodes, to
which a number is assigned to distinguish between them. Then each of the nodes has
some spatial coordinates that determine its position in the computational domain
of the grid. The geometries of the external boundaries of the bodies that we will
examine in this dissertation are characterized by simple mathematical equations.

For example the two-dimensional plane cylinder described below is expressed by
the equation:

(x = 20)* + (y — yo)* = 1 (4.5)
with the center being at the point (zg , yo) and the radius being "r”.

On the other hand, in the simulation of the wave propagation over a bar that we
will see in a later chapter, the change in the geometry of the 'bottom’ is described
by simple linear equations.

y=a-x+b (4.6)

Therefore, equations like these in equations (4.5) and (4.6) intersect some cells
in our grid and are thus interposed between the nodes of these cells. Solving these
equations, with the help of the coordinates of the nodes located on either side of
the body boundary, the new nodes of the cells that are the intersections of the cells
with the geometric boundary of the body are obtained.

The resulting new cells require us to update the information that describes them.
This information concerns the number and numbering of nodes and faces that de-
scribe each cut cell.
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Eventually, the intersecting cells that arise will be triangular, trapezoidal or
pentagonal. (fig. 4.2)

(a) Triangular shaped cut-cells.

| 1. |
—_—

—t = / —t
T i i

(b) Trapezoidal shaped cut-cells.

(c¢) Pentagonal shaped cut-cells.

Figure 4.5: Overview of all possible Cut-cells.

The criterion used in each intersecting cell to figure out which of the three cat-
egories it belongs to (triangular, trapezoidal, pentagonal), and then to change the
information that describes it and to create new cells, is to repeatedly measure its
nodes that lie outside the physical boundary of the body.

Cells with three external nodes are converted to pentagonal, cells with two to
trapezoidal and finally cells with one to triangular.

A special case is when one or more of the nodes of the intersecting cell rest
directly on the boundary of the body. This case is divided into three different sub-
cases. First, when one or more of the cell nodes are inside the body and the rest
are in the contour, then the latter are considered internal nodes and the cell as we
will see below is completely removed. If one or more of the cell nodes are outside
the body and the remaining nodes are in the contour, then the latter are considered
external nodes and the cell is not modified by the algorithm. In intermediate states
the nodes located on the boundary of the body are considered internal and the cell
is modified accordingly.

This means that the triangular cells are described by 3 nodes and 3 faces, the
trapezoidal cells by 4 nodes and 4 faces while the polygonal cells by 5 nodes and 5
faces.
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As it is easily understood curved boundaries, such as the geometric boundary
of the cylinder, are approximated by linear line segments. The result is that the
cylinder is finally equivalent in our grid to a polygon, the number of angles of which
depends on the radius of the cylinder and the grid spacing of the cells.

The final image of the cylinder after the reconstruction of the cells is given in the
figure (4.3). Also, the form of the grid is given for the study of the wave propagation
over a bar in the figure (4.4).

(a) Cylinder’s normal view. (b) Grid in zoomed view.

Figure 4.6: The shape of the cylindrical body in the grid after its adjustment.

(a) Bottom’s normal view. (b) Grid in zoomed view.

Figure 4.7: The shape of the 'bottom’ in the grid after its adjustment.
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As we observe in both figures above, the area within the boundaries of the solid
body is not covered by computational cells. The latter moved away from this area
while setting a new boundary condition on the faces that contribute to the creation
of the border, that of the wall.

For each face that participates in the composition of the body boundary there
is a ghost cell, ie a pseudo-cell that serves to define the boundary condition at that
point in the computational space.

The removal of the cells that are inside the body means that the numbering
of the cells that remain in the computational space as well as the nodes and the
faces that describe them must be adjusted accordingly. Also, after changing the
numbering of the cells, the information about which cell is to their right and which
to their left must be modified.

m
Then, the last step for the final shape of the grid before applying the finite
volume method, is the recalculation of the area and the center of the cells after their
intersection.
The centers of the new cells are calculated by finding the average of the coordi-
nates of their nodes, while the area is found after dividing each cell into triangular
parts and adding the areas of the triangles.
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Chapter 5

Laminar Flow past a Cylinder

The intersecting Cut-Cell algorithm developed in this dissertation found as its first
application an unsteady laminar flow around a cylinder. In spite of extensive exper-
imental and numerical studies almost over a century, flow around a circular cylinder
still remains a challenging problem in fluid mechanics, where intensive investiga-
tions are continued even today to understand the complex unsteady dynamics of
the cylinder wake flow. [18]

All flow simulation is performed on a two-dimensional level. The equations,
therefore, solved for finding the effects of flow in the presence of the cylinder are the
two-dimensional mass conservation and the x- and y- components of the momentum
equation. The MaPFlow solver is of course used to solve the equations. The case
includes simulations made with a number of different Reynolds numbers to observe
the behaviour of the flow in a variety of regimes.

The physical mechanism which rules flows around a circular cylinder as well as
its mathematical treatment are highly complex. Some difficulties encountered in
this case are the boundary layer detachment and oscillatory effects that without
a CFD contribution would be very complicated to determine either analytically or
experimentally. [19]

The hypotheses made in the study of a bidimensional laminar flow around a
circular cylinder are those listed just below :

e Incompressible flow

Laminar flow

Newtonian flow

Bidimensional flow (£ = 0)

Negligible gravitatory effects
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5.1 Physics of the problem

We consider the two-dimensional, unsteady, cross-flow of an incompressible and
Newtoninan liquid streaming with a uniform velocity (Uo) over a circular cylinder (of
diameter, D = 1 m), as shown in Fig. 1. The unconfined flow condition is simulated
here by considering the flow in a channel with the cylinder placed symmetrically in
between the two plane walls with slip boundary conditions, as shown schematically
in Fig. 1. The length and height of the computational domain are L ( = Lu +
Ld) and H, respectively. The cylinder is placed at an upstream distance of Lu from
the inflow boundary and at a distance of Ld (downstream length) from the outflow
boundary. The dimensions of the computational domain (Fig. 1) are taken to be
sufficiently large to minimize the boundary effects, as discussed in detail in a later
section. [20]

2SR
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Inflow boundary (Uniform velocity, Ug,)
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Bottom boundary

Figure 5.1: Schematic representation of an unconfined flow over a cylinder

The continuity and momentum equations for this flow are written as follows:

e Continuity equation :

divu=0 (5.1)
e Momentum equation :
0 0
xr — component, % + div(pun) = —a—p + div(p grad u)
o) o (52)
y — component, o1 + div(pvu) = B + div(p grad v)
Y
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The physically realistic boundary conditions for this flow configuration can be
written as follows :

e At the inlet bound : The uniform flow condition is imposed at the inlet.

U,=Uy and U, =0 (5.3)

e On the surface of the cylinder: The standard no-slip condition is used.

U,=0 and U, =0 (5.4)

e At the exit boundary we take the cells in our exit boundary as internal cells
using ghost cells outside of the computational domain.

e At the top and bottom boundaries: The slip flow condition is imposed.

oU,
y

=0 and U, =0 (5.5)

The numerical solution of the governing equations (Eq.(5.1) and (5.2)) in con-
junction with the above-noted boundary conditions (Eq.(5.3)—(5.6)) maps the flow
domain in terms of the primitive variables, i.e., velocity (Ux and Uy) and pressure

(p) fields.
Also, it is useful to introduce the dimensionless numbers involved in the problem:

e Reynolds Number:

(5.6)

where v is the kinematic viscosity of the fluid (m?/s) and U is the flow speed

(m/s).
e Pressure coefficient (Cp) :

Static pressure P — Poo
Cp = =

= : =T
Dynamic pressure 5pUS,

(5.7)

where p is the static pressure at the point at which pressure coefficient is being
evaluated and p. is the static pressure in the freestream.

e Total drag and lift coefficients, C'p and (7, respectively :

Fp
Cp=—"— 5.8
Fy,
Op=-— "L (5.9)
TR
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where Fp and Fp, are the drag and lift forces, respectively. S is the reference
area.

Lift is the component of the force that the fluid exerts on the body and it
is perpendicular to the oncoming flow direction, while the drag force is the
component of the force parallel to the flow direction.

Lift and Drag can be found by integrating pressure and wall-shear stresses.

Fp :/dFD :/(—PCOSQ—l—Twsmﬁ)dA (5.10)
A A

Fr, :/dFL = —/(—Psinﬁ—i—TwcosQ)dA (5.11)
A A

e Strouhal number (St) is, the dimensionless frequency of the vortex shedding,

defined as:
_fD

=T
where f is the frequency of vortex shedding. This frequency can be obtained
using the Fast Fourier Transform of the lift coefficient time distribution.

St (5.12)

One of the central concepts involved in this particular simulation is that of
vorticity. For this reason it would be useful to define it in a brief and coherent
way.

The vorticity is a pseudovector field that describes the local spinning motion of
a fluid near some point, as would be seen by an observer located at that point and
traveling along with the fluid. [19] Mathematically, the vorticity of a given velocity
field,

u = (u,v,w) (5.13)

is defined to be the curl of the velocity field, and is usually denoted with the
greek letter w,

w=Vxu (5.14)
The vorticity of a two-dimensional flow is always perpendicular to the plane of
the flow. It can be considered a scalar field and its unit is 1/s, i.e. Hz.

It plays a relevant role in the current chapter due to the existence of vortices
generated by the cylinder forming the von Karméan street.
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5.2 Computational Grids

In total, three computational grids were constructed to simulate the flow around the
cylinder. All three grids had some common characteristics. We did not want the
computational domain to be uniform, which is why we divided it in different blocks.

In the area around the walls of the cylinder we created a square domain which
contained a very dense Cartesian grid. Instead, in the area behind the cylinder and
downstream we define an unstructured grid with a density similar to that of the
grid around the cylinder. Moving away from the cylinder and its outlet section, the
mesh density gradually decreases. In the rest of the space, between the cylinder and
the walls, as well as on the flow inlet side, we choose the grid to be unstructured
again, but quite sparse in relation to the aforementioned parts of the computational
domain.

In table 5.1 we attach the general characteristics of the three grid confirugations.

Table 5.1: Parameters used for the different grid configurations. Ag: grid spacing
in the Cartesian domain around the cylinder, L: characteristic dimension of the grid
in the space covered by the wake, L,: upstream length,i.e.,the distance from the
inlet boundary to center of the cylinder, m, L;: downstream length,i.e. distance
from center of the cylinder to outflow boundary, m, H height of the computational
domain, m.

H Grids L, L; H Ag L Total nodes H

Gl 2D 12 22 14 0.05 0.1 19 262
G2 2-D 20 40 80 0.05 0.1 28 729
G3 2D 20 40 80 0.025 0.1 37 106

On the walls and downstream the cylinder it is required to construct a highly
refined grid. It will allow us to compute the drag coefficient and to observe the von
Karman street phenomenon with high accuracy. However, if the simulation has a
high computational cost over time or it is done with a Reynolds number such that
doesn’t cause the generation of any vortices, it is preferable to reduce the refinement
of the grid.
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In 1997 Zdravkovich [21], compiled almost all the experimental, analytical and
numerical simulation data on flow past cylinders, available since 1938 and system-
atically classified this challenging flow phenomenon into five different flow regimes
based on the Reynolds number. The relation between the behaviour of the flow and
the Reynolds number is shown at Fig. 5.2:

Creeping laminar state.
No separation.

O<Re<4

A symmetric contra-rotating 4<Re<48
pair of vortices.

. . Laminar flow with periodic 48 <Re < 180
\:) vortex shedding.

), Transition to turbulence 180 < Re < 400
in the wake.
<L

Wake completely turbulent.

Re > 400
A: Laminar boundary layer

separation.

Figure 5.3: Flow structure depending on the Reynolds number

Due to the symmetry of the cylinder, at certain velocities, an oscillating flow
takes place named vortex shedding which leads to the von Karman street phe-
nomenon. The latter consists of alternate vortices emitted by the cylinder. The vor-
tices are detached periodically and their frequence is directly related to the Strouhal
number. Hence, this phenomenon is responsible for the unsteady separation of flow
of a fluid around blunt bodies.

Bluff body wake flows have direct engineering significance. The alternate shed-
ding of vortices in the near wake, in the classical vortex street configuration, leads
to large fluctuating pressure forces in a direction transverse to the flow and may
cause structural vibrations, acoustic noise, or resonance. This means that if the
bluff structure is not mounted rigidly and the frequency of vortex shedding matches
the resonance frequency of the structure, then the structure can begin to resonate,
vibrating with harmonic oscillations driven by the energy of the flow, which in some
cases can trigger failure. [22]

As the simulation is going to be run with laminar flow, the Reynolds number is
not going to be set higher than 200. This will allow to observe the von Karman
street and its transition while guaranteeing that the whole fluid domain remains
laminar.
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5.3 Results

We quote the comparative results for computational grids G1, G2 and G3, for

Reynolds number Re = 100.

Gl — v
G2 ——
63 —— G2

.

04
L ) 09 " " " L L
200 40 80 120 160 200
Time [s]

Time [s]
(a) Cj in relation to real time (b) Cp in relation to real time

CIE)

! L
40 80 120 160

Figure 5.4: Comparison of lift and drag coefficients for the three computational grids
at Re = 100.

In detail, the numerical values of the lift and drag coefficients and the Strouhal

number are listed in Table 5.2 just below:

Table 5.2: Numerical values of C'p, C; and St for the G1, G2 and G3 grids, for Re
= 100

Cp Cr, max St

Gl 1.3962 0.3559  0.1599
G2 1.3593 0.3387  0.1599
G3 1.3437 0.3163  0.1599

In the first grid, with the narrower geometric limits, the values of lift and drag

coefficients as well as the strouhal number for reynolds number Re = 100, showed
that there is a deviation with those found in the rest of the bibliography. We quote

the relevant diagrams at Fig. 5.2 directly below :
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Figure 5.5: Lift and Drag coefficients for computational grid G1 at Re = 100.

We tried to improve the obtained results by reducing the physical timestep in
the middle, doubling at the same time the number of total timesteps. As we observe
at Fig. 5.3, the difference of the physical timestep in the two cases does not affect
the results.

15 T T
'Physical timestép 0.01 sec Physical timestep 0.01 sec
Physical timestep 0.005 seC«==== Physical timestep 0.005 seC-==---
Lar P G
i
7
13} 1
—_ = /i
= ° /i
o o /7
12
w
11}
N L 2 1 s L L s s
40 80 120 160 200 40 80 120 160 200
Time [s]

Time [s]

(a) C; in relation to real time (b) Cp in relation to real time

Figure 5.6: Comparison of lift and drag coefficients for two different physical time
steps at Re = 100.

The first grid was narrow’, this accelerated the flow and therefore increased the
resistance. For this reason we built a new grid this time with expanded boundaries
(larger outer frame) which improved the exported results. In this second grid, we
had two cases: in one case in the zone of the Cartesian grid around the cylinder we
had a denser area (cell dimension 0.025) while in the second case we had a thinner
area (cell dimension 0.05). In both cases the results were satisfactory with small
differences between them.
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In the table below we compare the results of the literature with those we produced

in this dissertation.

Table 5.3: Comparison of mean drag coefficient Cp, C,, max and Strouhal number,
for Re = 100, with those of other authors. [20]

H Source Cp Cr, max St H
Present 1.3437 0.3163  0.1599
Baranyi (2004) 1.3460 £ 0.006 - 0.1630
Cheng et al. (1997) 1.3200 - -
Mettu et al. (2006) 1.3020 0.2690  0.1600
Henderson (1995) 1.3490 - -
Sivakumar et al. (2006) 1.3250 0.3200  0.1641
Mittal (2005) 1.3220 0.3190 0.1644
CIift ot al. (1978) 1.3300 T 0.1670
Ding et al. (2004) 1.325 £ 0.008  0.2800  0.1640
Braza et al. (1986) 1.364 £ 0.015  0.2500  0.1600
Liu et al. (1998) 1.350 £ 0.012  0.3390 0.1640

For our densest grid, ie the third, we also perform a time step independence for

values dt = 0.005 s and dt = 0.01 s.

CI[]

40 80 120 160
Time [s]

(a) Cj in relation to real time

MW

I

AWM

dt=0.005
dt=0.01 ——

120
Time [s]

160

(b) Cp in relation to real time

Figure 5.7: Comparison of lift and drag coefficients for two different physical time

steps at Re = 100, for G3.
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Fig. (5.7) shows the pressure field for four different Reynolds numbers and Fig.
(5.8) shows the corresponding vorticity field.

(a) Re = 50 (b) Re = 100

(c) Re = 150 (d) Re = 200

Figure 5.8: Pressure field for different Reynolds numbers.
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As we can see in Figure (5.8), the shape of the vortices produced confirms the

categorization made by Zdravkovich (fig. 5.3).

(a) Re = 50

(b) Re = 100

(c) Re = 150

(d) Re = 200

Figure 5.9: Vorticity field for different Reynolds numbers.
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Streamlines for Reynolds numbers 100 and 200 confirm the natural phenomena
mentioned in the figure 5.3.

(a) Re = 100 (b) Re = 200

Figure 5.10: Flow past a circular cylinder. Streamline visualization.
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Chapter 6

Wave propagation over a bar

6.1 Physics of the problem

The second case in which the Immersed Boundary Method developed in this disser-
tation was examined and tested was the two-dimensional fluid—structure interaction
of a wave with a trapezoidal bathymetry. The experiment that inspired us to sim-
ulate this physical state was performed by Beji and Battjes [23]. In this initial
experiment seven gauges were placed in the wave tank. The experiment was later
repeated by Dingemans [24] who added four more gauges. The location of the wave
stations are depicted in Figure 6.1. The generated wave profile has height h = 2.0
cm and period T = 2.02 s.

0.6 T T T T T T
Probe locations

0.5 B
i 2 3 i 5 6 7 8 9 10 1

0.4 T T N NN — —

y [m]

0.3
Generation
Zone

Damping Zone

0.2

0.1

0 I | |

x [m]

Figure 6.1: Numerical setup of the wave interaction with variable bathymetry test
case.

Figure 6.1 reveals additional information about the computational space that
was built. The length of the numerical wave tank is 31 m. The damping zone is 9
m and the wave generation zone extends for 3.5 m. In addition, the numerical wave
tank depth isd = 0.4 m .
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In this dissertation, the numerical generation and absorption of the free surface
waves is performed through source terms applied in the momentum equations, in
specific zones of the computational domain near the farfield boundaries. Typically,
these zones extend for a few wavelengths. The general form of the source terms is
given by Equation (6.1). This source term drives the solution to the imposed Uy,
velocity vector.

gnwt - antpm(U - Utar) (61)

The form of the function C,,,; is given by the equation (6.2).

exp(xl) — 1 b T
) =

an = )
t=a exp(l) —1 Ty — Te

(6.2)

The source term of Equation (6.2) is a function of the non-dimensional space
variable z,, which depends on the starting position x, of the specified zone and the
end point of the zone z..

The maximum value of the function is regulated through parameter «, while
its spatial distribution through n parameter. The function is zero away from the
boundaries of the computational domain, scales exponentially inside the specified
zone and it reaches its maximum value a at the boundary. In the present work,
the desired numerical solution (e.g., a specific wave profile in the generation zone)
is obtained implicitly, meaning that the solver needs to converge to that solution
through the numerical procedure.

The wave generation is performed by imposing the velocity vy, as given by an
appropriate wave theory. The wave solution is obtained from the semi-analytical
method of Fenton’s Stream Function Theory [25].

In case of the wave damping zones, the target is to minimize the transverse
velocity components.

The selection of the factors related to the generation and damping zone of the
wave was made based on the information obtained from other research works. [6].
The Damping Factor « is chosen equal to 60 and the Damping Function Power n is
equal to 3.5.
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In Figure (6.2) C,, is plotted for different values of @ and n.
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Figure 6.2: The effect of the values o and n in function C),;.

6.2 Grid and Timestep Indepedence

In this dissertation a timestep and grid sensitivity study was conducted. The
timestep values, depending on the period of the wave, which were examined were
dt = T/800, T/1000 and T/2000. Regarding the characteristics of the grids used,
they are presented in Table 6.1.

Table 6.1: Parameters used for the different grid configurations. L: length of the
computational domain, m, H: height of the computational domain, m.

H Grids L H Total nodes H

Gl 2D 31 06 93 714
G2 2-D 31 06 177 567
G3 2D 31 06 262 165

In all three grids made their first common feature was that the area that charac-
terizes the air the grid selected is quite sparse and unstructured. In the simulation
that was created we did not pay much attention to what is happening in the air.

Then, in all the grids tested, special attention was paid to the area near the free
surface where we wanted to achieve the most accurate and close to reality elevation
of the free surface due to the wave generation.

Finally, the high density of the grid is selected in the area within the water where
the bottom changes since there is a need to see in more detail the changes in the
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field of speeds and pressures. In the area of wave damping, ie towards the end of
the computational space, the grid dilutes considerably.

In the first grid, grid spacing is selected in the area of water along the axis of
x equal to 0.02. This applies to the area up to the point where the wave damping
begins. From this point on we choose a gradual dilution of the computer grid until
its end.

In the second grid, which contains almost twice as many computational cells as
in the first, exactly the same thing applies with the difference that the grid spacing
from the beginning of the computing space to the beginning of the damping area is
equal to dz = 0.01.

In the third and last grid that we tested, it was chosen to further thicken the
area where the bottom rises with the bar that is formed, since there the phenomena
that concern us are more intense and we need greater detail of the solutions.

An indicative image of the area where the bar is formed in our computational
grid is shown below (Fig. 6.3). Specifically, a portion of the grid is shown that
covers the trapezoidal area of the bottom as well as the area near the free surface
above the raised bottom.

Figure 6.3: Area of the computational grid for the study of the bathymetry.

There is, as we said, the gradual thickening along the y-axis starting from the
bottom to the large thickening on the free surface, as well as the uniform thickening
along the x-axis.
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The sensitivity study concluded for the timestep resolution to dt = 0.002s, which
corresponds to ~ 1000 steps per period, and to the third computational grid (G3).
This choice was made after the convergence of MaPFlow results with Dingemans
experiments in these situations. The relevant diagrams are presented below (Fig.
6.4 and Fig. 6.5).

Grid 1 —— T T N Grid 1 —— |
Grid 2 Grid 2
043 Grid 3 —— 0.43 Grid 3 ——

Dingemans experiment Dingemans experiment

Surface Position [m]
Surface Position [m]

2 25 25 255 26 2 a5 = e %
Time [s] Time [s]

(a) Station 6 at x = 13.5 m (b) Station 10 at x = 19.0 m

Figure 6.4: Grid independence study. (a) Grid independence at station 6 for a
period of time. (b) Grid independence at station 10 for a period of time.

Timestep dt=0.001s
Timestep dt=0.0025s
043 Timestep dt=0.002s

Dingemans experiment

Timestep dt=0.001s
Timestep dt=0.0025s
Timestep dt=0.002s
Dingemans experiment

Surface Position [m]
Surface Position [m]

24 245 25 255 26
Time [s] Time [s]
(a) Station 6 at x = 13.5 m (b) Station 10 at x = 19.0 m

Figure 6.5: Timestep independence study. (a) Timestep independence at station 6
for a period of time. (b) Grid independence at station 10 for a period of time.
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6.3 Results

The following (Fig. 6.7) are the free surface positions as obtained from the MaPFlow
solver compared to the experimental results performed by Dingemans.
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Figure 6.7: Free surface positions at the wave stations. Comparison of the numerical
results and experimental data.
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6.4 Second examined Bathymetry

To validate the intersecting cell algorithm developed in this dissertation as well
as the MaPFlow solver, we studied another different bathymetry inspired by the
experiment conducted by T. Ohyama, w. Kioka and A. Tada [26]. Gerassimos A.
Athanassoulis and Christos E. Papoutsellis [27] have also conducted a study on this
bathymetry, comparing their results with those of the original work.

The shape of the depth meter under study will be as shown in the figure below
(Fig. 6.8).

z (m)

0.5 VVWWW

3 9 12.9

Figure 6.8: Configuration of the numerical wave tank and locations of the measuring
stations 1-5 used in (Ohyama et al., 1995).

As shown in Fig. 6.8, the water surface elevations were measured at five different
locations-stations.

Six different conditions were investigated in the experiment of (Ohyama et al.):
three different wave periods (referred to as ”short”, ”intermediate” and ”long”
waves) with two different incident wave heights (referred to as ”smaller” and ”larger”
waves).

In the present work, we consider Case 2 of (Ohyama et al., 1995) involving
”short” incident wave conditions, with corresponding height and period (Hy, Ty )
given by (0.05,1.341).
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The generation zone of the wave for this bathymetry is placed from zero to 3
meters while the damping zone from 16 to 25 meters.

In order to achieve grid independence, three computational grids were tested
again, as in the case of the bathymetry of the experiment of Beji and Battjes.

Table 6.2: Parameters used for the different grid configurations. L: length of the
computational domain, m, H: height of the computational domain, m.

mentioned for the case of the first bathymetry.

Surface position [m]

ose
Onyama Exper
Gria2
Gra1
036 ,
\ N
034
052
—
o8

H Grids L H Total nodes H
Gl 2-D 25 2.5 77 574
G2 2-D 25 2.5 132 003
G3 2-D 25 2.5 249 672

And in these computational grids the density per region follows the rules we

In figure 6.9, we compare the free surface elevation at stations 3 and 5 with the
digitized experimental data (Ohyama et al., 1995).

Time [s]

(a) Station 3 at x = 12.2 m

Surface position [m]

nnnnnnnnnnnnnnnn

.....

s
Time [s]

(b) Station 5 at x = 14.0 m

Figure 6.9: Grid independence study. (a) Grid independence at station 3 for two
periods of time. (b) Grid independence at station 5 for two periods of time.

As we observe better convergence to the experimental data is ensured with our
third computational grid which is the densest of the three.
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Chapter 7

Summary, Conclusions and
Suggestions for Future Projects

7.1 Conclusions

The intersecting cell software developed in this dissertation proved to be fully func-
tional after its integration into the CFD solver MaPFlow. Of course during the
test of the states we studied the code was modified several times to harmonize each
time the computational grid with the geometry of the interfering in the solid body
flow. Like any software, it can be further modified and improved to make it more
universal.

Both in the study of the laminar flow around a cylinder and for the free surface
wave propagation over a variable bottom, measured results were obtained that ap-
proached to a very satisfactory degree the data we have from real experiments. This
comparison was a very important criterion in order to decide whether the results of
the code are valid or not.

In the case of laminar flow around a two-dimensional cylinder, the change in
the vorticity is examined depending on the change in the Reynolds coefficient. In
addition, we perform a grid independence for a given Reynolds number equal to 100,
for which we also quote the values of the resistance and lift coefficients relative to
the values available from other literature sources.

In the case of free surface wave propagation, two different bathymetries were
examined for completeness, where the free surface position, the trapezoidal bottom
shape and the size of the computing space differed. Thus we observe, among other
things, the differentiation that exists in the elevations of the free surface depending
on the change of the bottom.
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7.2 Suggestion for Future Projects

The intersecting cell method, a subcategory of the Immersed Boundary Method
developed in this dissertation, could be extended beyond the two applications in
which it was tested. This means that in addition to the cylinder and the variable
bottom, the algorithm of Cut-Cells could be considered in the case of other classic
geometric bodies, such as an airfoil or more complex random geometries.

In this case of course the algorithm would have to undergo some necessary
changes to accept the new different geometry since, as it has been pointed out,
in the construction of each body the geometric equation that describes its boundary
is taken into account.

Another idea that could be implemented with this method could be the simulta-
neous presence of more than one body in the same computationl domain. Therefore,
we could study the interaction that bodies would have with each other in a simula-
tion of a physical state.

An interesting extension of the method could also be the examination of a moving
body that would perform periodic and non-periodic movements. In this work the
geometries studied were fixed in space. For example, a cylinder connected at one
end by a spring could perform a heave motion.

Finally, an important perspective for the development of the algorithm would
be if it concerns three-dimensional computational spaces and bodies in addition to
two-dimensional. Thus the applications and simulations of the algorithm would have
greater validity and value, as well as greater relevance to real physical states and
phenomena.
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