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Exteviig EAnvucn Hlepiinyn

IMBavotikdg Xyedwaopdg Mapaktiov Epymv

Aqpntpa I. Mariovpn

EBviké Metoofio TTohvteyveio
Yyo IoMtikdv Mnyavikdv
Topéag Ydoatwkav [Mopwv kat Iepidiiovtog

Epyactmpio Awevikov Epyov

1. Ewayoynq

21 onuepv emoyn, YIVETOl OAOEVO KOl O OVTIANTTO OTL Ol MOPOKTIEG KATACKELEG Oa
TPEMEL Vo GYEOALOVTUL e TETO0 TPOTO MGTE VO IKOVOTOOLV TPoKabopiopéva emimeda
aoQiAelng Kot amddoong, oNA. mpokabopicuéva enineda ablomiotiog, Exovrag AdPel vadyn
OAeg TIG afefardtnteg mov oyetilovtal UE TIC TAPAUETPOVS GOPTIONG, AVTIOTOONG 1 AVTOYNG,
Kol TOV gpyoAsimv oyedlacpov. Avtd umopel va emitevyfel pe TtV €Qoappoyn piog
KatdAANANg pebodoroyiag wavig vo ektiunost pe axpifela 1o eminedo aflomotiog piog
TOPAKTIOG KOTAGKEVTG, ONA. TV TOAVOTNTO 0GTOYIOC TNG KOTA TN OdpKeELn TG AELTovpYia
™me, N aAM®G Katd ™ ddpketog g Long e H mbavotnta avth actoyiog g KATaoKELNG
Bo mpémel va etvon pikpotepn M fon and pio emitpendpevn mbovotnta actoyiog, 1 omoia
e€aptdton amd 10 péyedog TV EMTTOCEWV TNG AOTOYING TNG KATAOKELNG. (dg €K TOVTOVL,
pébodol Paciloueveg oty aflomiotio Bo mpémel va vioBeTBOOV Yo TOV GYESIACUO TV

TOPAKTIOV KATATKEVDV.

Ot uébodol oYedCUOD TOV TOPAKTIOV KOTOoKeEL®Y 7ov Pociloviar oty alomiotio
dwakpivovtal og TE00epIc Katnyopieg, ol onoieg oyetiCovion pe v axpifela oty ektipnon
g aflomoTiag TMV OTOWEIMV NG KOTOOKELNG Kot ot Osdpnon tov eumlekdpevov
afefaomtov, Tov oyetilovral pe Tig BaAGoo1ES POPTIGELS, Kot avapEpovTal mapakdto [1]:

. Nreteppviotikég pébodor (Eminedo 0)

. Hui-mBavotikég pébodor (Eminedo 1)



. IMBavotikéc pébodot pe npooeyyioeig (Eminedo 1)

. IMpwg mbavotikég uébodor (Enimedo 1)

H mopodoociokn 7TPoKTiKy oYeS0oUOD TOV  TOPOKTIOV KATOOKEL®V eivar  ouviBwmg
vietepuvioTikng @oong (Eninedo 0), ocoupmva pe v omoia  a&lomoTiol TOV KATOCKELMOV
Baciletar oy mBavotnta vrépPacng Tov eoptiov oyedacpov. Ewdikdtepa, viobeteitor n
VOl TOV KUUOTIKOV TOPAUETPOV GYEOIOGHOD, KOl EWOIKOTEPE TOL GNUAVTIKOD VWYOUG

KOUOTOC, TO 071010 GUVOEETAL e [ia GLYKEKPIUEVT TEPI0d0 emavapopdc [2].

Extog g vietepruviotikng puebodov, N péB0d0G TV HEPIKDY GUVIEAEGTMOV UTOPEL, ENIONC, VA
epappootei, n omoia Pacilerar oe mpdtuma [3]. H ovykekpipuévn mpocéyyion oyedoouond
tagwopeitan otig Mui-mibavotikés peBddovg (Eminedo 1), aAld m mpocéyyion vt dev
enupénel plo akpipr] extipnon g aélomotiog tov oyedacpov. e to Adyo avtd, Oa
umopovoov va ypnotponombodv minpwg mbavotikég pébodotr mov Aopfdavovv vmoyn Tig

afefardTnTeG OA®V TOV GTOYACTIKAOV UETAPANTOV POPTIONG KOl AVTOYNG TG KATOOKELNG.

O mM\pwg mbavotikég pébodor (Ermimedo III) avikovuv otnv Katnyopio TV TPONYUEVOV
mbavotik®v pedddmv, ot omoieg ypNCIHOTOOHY TI CLVAPTNON TNG ATd KOO TUKVOTNTOG
mBavotnTog OA®MV TOV EUTAEKOUEVOV GTOYOOTIKOV HETOPANTOV. Ymhpyovv 800 kOpieg
péBodol mov AVKOVY OTN GLYKEKPIUEVN Katnyopio, ot omoieg eivor 1 pébodog Apeong
Oloxiypwong (DIM) war m péBodog Monte Carlo (MCM). Emmpdcbeto, pio. GAAn
duvartotnta extiunong g aflomiotiog oYedcHod pio KOTOoKELNG, 1 omoio Bewpeiton

®GTOGO MYOTEPO aKPIPNG, mapEyeTal HEow Tmv eBddwV pe tpoceyyicelg (Erinedo II).

ZMUEDVETOL OTL 1 TOAVOTIKY| AVOTAPACTOCT] TOV TEPIPUAAAOVTIKOV TOPAUETPOV ot B€om
TOV TOPAKTIOV EPYOV €ivol TOAD OMUOVTIKY Yo TOV GYESOUO TOV EPYMV aVT®OV, TOV
Baciletar oty a&lomotia. QoTtOG0, VIAPYEL EAAEYT HoKPOTPOOesU®Y TEPPAALOVTIKOV
dedopévav ot Béon TV TapdKTIOV Epynv, N omoia PpiokeTarl cuvnbmg ota evdtdpesa (g
7pog to Pabog) vepd, KabloTOVTAG 1W10iTEPO SOVGKOAN TNV EKTIUNGT TG CLUVAPTNONG TNG A0

KOO0 TUKVOTNTOG TOUVOTNTAG TV TEPIPUAAOVTIKDV GTOYACTIKMDY TOUPOUETPDV.

Tétowa dedopéva Ba pmopovoay va gival HETPNGELG KVUATIKOV TOPOUETPOV, SLOKDOVOTG TNG
o1abung g BdAaccag my. AOY® OOTPOVOUIKNAG N UETEMPOAOYIKNG TOAippolag, TohTNT
BoAGco1V pELUATOV KAT., To. 070l Bo TPETEL VO GLAAEYOVTOL GTNV TTEPLOYT] TOV £pYOV. AvTd
0o umopovoav va Ppedodv amd:

(i) Metpnoeic ot Béom 0V £pyov TOL VO KOADTTOLV Wid ¥POVIKY TEPIOd0 UPKETMY ETMV.

[Ipopavmg, TéTolec LETPNOELS EvaL SVGEVPETEG.



(if) Metpnoelg 16100 TOTOL AALG ota Pabdid vepd, edv 1 Béon TV Epyov gival cg mo pryd
vepQ, OV v KOADTTTOUV pia ypovikn mepiodo apketav etmv. Tote, gite ypapukd (w.y. [4])
eite un ypoppukd ([5]; [6]; [7]) noviéha 8146061 KUUATIGU®DY UITOPOVV VO, EQAPHOGHOVV Y1
Vo LETOPEPOLY KaOe Boddoota kaTdoToon amd Ta Pabid o mo pryd vepd.

(iii) Extyunoeig and pebddovg avdivong oto mopeAbov yuo apketd £tn ([8]; [1]). Edwotepa,
06OV aQOpd OTO HOKPOTPODECSUO KLUATIKO KAIHO o1 0éom TV TopdkTiov Epynv,
AVELOAOYLIKG dedOUEVA TNV TTEPLOYT] TNG KVUOTOYEVVEST|G UITOPOVV VO Ypnoipomombodv (m.y.
[9]), og cvvdvaoUO pE TO EvePYd avATTTLYO TEAGYOVG, Y10, VO TapayOel ot 1 TANpoPOpia

v1td évo mOavoTIKO TAOIC10.

Eivol mhéov EekdBapo 0Tl 0TOX0G TNG TPOAVUPEPOUEVNG GLAAOYNG OEOOUEV@V OTOTEAEL 1)
amoKtnon piog ThAVOTIKNG OVATUPAGTIGTC TOV LOKPOTPODEGOV KOUATIKOD KAMUOTOC, TNG
otabunc g BdAacoag Kol GA®V TEPIPAALOVTIKDY TOPAUETPOV 0TN BEoN TOV TUPAKTIOV
épymv. Xty mepint@on 6mov vadpyovv dtubéoiueg petpnoelg ota Pfadid vepd, onueldveTOL
OTL TOL UM YPOLLUKE LOVTEAQ Eivol TTO akpiPr amd To YPoUUKE, Kabdg AauPavouy voyn Tic
N YPOUUKOTNTEG KOl TIC YPOUMKES OAANAETIOPACES TV KUHOTICUOV. QoTdG0, To Un
YpoppKd poviélo pmopel va yivouv 10100TEPO AOLTNTIKG VTOAOYIGTIKA Kot ypovoPopa,
€101KA OTaV omotteitan 1 HETAPOPE Tov pakporpdecpov Kopatikod kAipatog and ta Pabid

o€ o pNYA vepa.

¥ ovveyela, toviletar, Ot M TANPOPOpia CYETIKG UE TIG cLvOnKeg Tng BdAaccag sivol
OVGLAGTIKN Y10 TOV OXEOLOOUO TOV VIEPUKTIOV KOl TOPAKTIOV £pY®mV. AVTO onuoivel 0Tl 1
TANpoeopin, GYETIKA Ue TIG o axpaiec Boddooieg cuvOnKes mov TpoPfAémoviat va cuppfodv
Katd T odpkew Cong TtV épywv avtdv, dgv €ivar M pOVIl TOL Elval YPNOIUN Yo TO
oyxedlaopo. E&icov onuavtiki mAnpoeopia eivor kot avth}, mov oyetiletan pe tn ovyvotnTa
epPdviong OA®V TOV KOTAoTAcE®V NG BdAaccag, 1 omoio prmopel va ypnoluoromdel yo tnv
extipmon mbavotitev (Nudg Kot aotoyiog TV KOTOoKELOV wote va eEaceaicdel 1

€voTabeln Tovg 6N didpketa TG {ONG TOLG.

Yvveyifovtag, 610 onueio avtod, N TEPLYPAPT| TV BIAICOIOV KATAGTAGEMV EMTVYYAVETOL GE
peydio Pabud pe v mBavOTIKNA KOTOVOU TOV OMHOVTIIKOD Vyovg kvpatog Hg, m omoia
umopel va ektiunfel amd TN oTOTIOTIKN aVAAVGT] SEQOUEVAOV TOV KAADTTOLV JEKAJEG XPOVIQL.
loybel, mpopavdg, 6TL 660 pHeyoldTEPN Elval 1| XPOVIKH TEPI0O0G TOL KAADTTOVV Ta HEGOUEVQ,
1660 mo aflOmoTN €lval Kol 1 TEPLYPAPT] TOV UOKPOTPODEGHOL KVUATIKOD KAILATOG, TOV

e&ayetan amd 10 gv Ady® civoro dedopévov [10].

Qot660, TG TEAELTAIEC dekaETiOG £yl YiveEl amOdEKTOG Kol O POAOG GAA®MV KLUOTIKGOV

TOPAUETP®V, EKTOC TOV Hg, 6TV €00Td0E10 TOV TOPAKTIOV KOl VIgpdkTiov épyav (m.y. [11],



[12]) xou xat’ eméktoom oty eKTiunon ¢ a&lomioTiog TMV KOTUCKEVDY QUTMV. ZVOVET®OG, 1
TANPOPOPIOL GYETIKA HE TIC LOKPOTPOOEGUEG KVUATIKEG OTATIOTIKEG Exel emektabel o€
oNUaVTIKO Pabud, cvumepiiapfdavovtag Tn péoT Kuuatikn mepiodo T, kor T péon M

Kupiapyn katevbvvon Oy, Tov avtimpocmrehovy pia BoAdocio KoTAsTOo.

Emumpdobeta, Ohec ot kpioweg mepiParioviikés mapduerpor, oAAd kot M petald Tovg
OTOTIOTIKN] CLGYETION (EQOGOV AT €lval onuavtikn), Ba Tpénel va Aappdvovior vToyn pe
OOKIO TPOTO, KOTO TOV OYESWOOUO TOV TOPAKTIOV KOTAoKEL®V. Evo yopaxtnplotikd
TOPASEIY IO GTATIOTIKNG GVOYETIONG METAED TEPPUALOVIIKOV TOPAUETPOV EIVOL LTI TOV
nopatnpeitar cuvnlg petadd g pEong KuHATIKNG TEPLOdov T, 1 TG meprddov aryung Ty,
LE TO OMUOAVTIKO VYOG kKVpotog Hs, kot avti peta&d g mepiddov T kot Tov vyoug kdpotoc H
evtog piag BoAdoo10G KATAGTACTG, OGOV aPOPA OTIG LAKPOTPOBESHES KUl PpayvTpofeciieg
KOUUOTIKEG OTOTIOTIKEG, ovTiotoryo. Emiong, éxer mapatnpmbel ko1 1 emidpoaon g
Kkatevbouvong otig pokporpdbeouec kopatikég otatiotikég [13]. EmmAéov, 1o onpovtikd Hyog
KOUOTOG KOt 1) S10KDUOVET TG oTAOUNG TG 0ANGGag AOY® PETEMPOAOYIKNC TAAIPPOLUGC, OO
NV eMiOPACT] POPOUETPIKMY GUGTNUATOV KO IGXLPOV AVER®Y, Reavilovy cuyvd cuoyETion

o€ nepkod Padud.

[pokeévovu va extiundei n cuvaptnon g omd Kool mokvotnTag ThovotnTog Tov Hs kot
Tm, oamonteitor M e@apuoyn HOVIEA®V TOAVOTIKGOV KOTOVOU®Y 000 UeTAfANTdV, 7OV
Aapupdvoov vEOYN TN OTOTIOTIKN GLOYETION MeTald Tovg. Mio mpdTn TPoGEyylon &iye
npotadei amd tov Ochi [14], o omoiog vioBétnoe T AoyaplBuokavovik TOAVOTIKY KOTUVOUN
v v avoroapaoctiost ta Hg kot T, 1 omola mpoépyetot and pio ekfetikn peTaTpomn g
KOVOVIKTG KATOVOUNG dV0 UETAPANTAOV. AVTN 1) TPOGEYYIoT, TAPOAO OV EIvVOL EVKOAN GTNV
epappoyn, Paciletar otnv vEdHeom OTL 01 AoYAPIOUOL TV JESOUEVAOV 0KOAOVHOVY KOVOVIKTY)|
KOTOVOLT, KOl TTOPA TO YEYOVOS OTL GLTO UTOPEL VoL IGYVEL Y10 XOUNAES KO LECAIES TYEG TOV
H;, dev oydet o vynAég Tipég tov Hs. Mia AoyapiBpokavovikr| kapmoin 600 HETaPANTOV 1e
dopbwon oy kdptworn [15] Nrav pio mpoomdbelo. Pektimong TOL TPOAVAPEPOUEVOL
povtéhov. Emmpdcbeta, éva poviédho, mov omnpiletor oty meplBmpro Katavour tov Hg kot
™M decuevpévn katavopr tov T, dedopévov tov Hg, Oa pmopovoe va avénoet v akpifeta
kot v gveMio Tov, kat vioBetiOnke and tov Haver [16], kot tovg Bitner-Gregersen and
Haver [17]. O1 Guedes Soares et al. [18], Lucas and Guedes Soares [19], ka1 Papanikolaou et
al. [20] éxovv ypnoomomoel £va mapdpHolo Loviélo otnpllOUEVO oTNY TEPLOMPLO KATAVOUT|
oV H kot ) decpevpuévn katavoun tov Ty dedopuévov tov Hg, o omoio Oa avoeépetal 610
e€Ng ¢ poviého odecpevpévng mbavomrag. AAlec mpooeyyioelg €xovv  mapUAANAQ
avamtuybel yio Tov 1610 oxond (m.y. [21]). Qotdoo, otic neputTdoelg Tov eeTdoTnKay ALd

tovg Lucas and Guedes Soares [19] xou Papanikolaou et al. [20], amodeiyOnke 611 10 poviélo



deopevpévng mhavotnTag NTOV 1KOVO VO OVOTOPOCTACEL UE TEPIOCOTEPT akpifela Ta
dedopéva Twv Hg ko Ty amd ta GAAa poviéda mov e&étacav. Q¢ ek TOVTOV, TNV TAPOVCH
TP 10 ev AOY® HOVTEAOD YPTGULOTOLEITAL YIOL TNV EPAPUOYN KaTavoudv Tov Hy kot Tp,

oto dtobéoipa dedopEval.

Oocov agopd ot Bpayurpdbeoun mbavotiky avorapdotacn Tov BoAIcoIOV KULOTIGU®Y, O
Longuet-Higgins [22] fitav 0 apdtoc mov v gl yaye, enekteivovtog v epyocio tov Rice
[23] méve otov niektpovikd BOpvPo, Kot VTOAOYICE TN GLVAPTNON ATd KOWOD TLKVOTNTOG
mOavoTnNTOC TOL VYoug H Kot tng meptodov kopatog T yio KOUATIGUOVG GTEVOD EVEPYELKOD
QAcHaTOG. Q20TOGO, £VOL LELOVEKTIILO, TOV GUYKEKPIUEVOL LOVTEAOL MTAV 1] GUUUETPIO TNG o
kowo¥ katavoung tov H kot T yOpw amd pio adidototn yopaktnplotikny nepiodo. Apyodtepa,
o Longuet-Higgins [24] avadiotinwoe tn Oswpio tov [22], Aappdvovtag vadoyn v thon Tov
KOUUOTIOU®V UE KpN 7ePiodo va cuvdvalovtal He pIKpa DY, eV TOV KOUATIOUDV [LE
HEYOAO VYN VO CLVOLOVTOL HE UEYAAES TEPLOOOVG. AALNOL EPELVNTEG TOV WUEAETNGOV TN
ouvaptnon omd kool mukvotntag mhavotrag tov H ko T yio otevd edopato ftay ot

Cavanie'et al. [25], Lindgren and Rychlik [26], kot Shum and Melville [27].

Apyotepa, o Memos [28] avabBempnoe to vdpyovio amoteAécuata Kol TpoTeEve DempnTikég
TPOCEYYIOELG TNG oLVAPTNONG ad Kooy mukvotntag mbavomrag tov H kol T, ot omoieg
0QOPOVCOY GE GTEVH KOl EVPEN, PAGUATO KULOTIGU®OV KOl TPOCEPEPUY Uiol TO PENAIGTIKN
aVOTOPAGTICT TOV OUAACCIOV KOUATICUDV Ao TIG TPOGEYYIoelS mov vrébetav uovo GTeEva
eaopoata. Emmpoobeta, oo Memos and Tzanis [29], ompildpevol otn Bempntikn Tpocéyyion
tov Memos [28], mopiyoyav apiBuntikd anotedéopato g Ppoyvnpdbecung amnd Koo
katavouns tov H kot T yio o Babid vepd omovdnmote €bpovg pdopatog. Ot TopapeTpot Tov
OTOLTOVVTOL Y10 VO TPOGOI0PIcOovV TN cuvapTnon and kKool mukvotntag mbavottag tov H
kot T ota Pabid vepd eivor o ovvieleotic ovoyétiong r(H,T), 1 n tomk amdkiion Tng
avOyoong g ehevbepng emAvelng Kot Mo YOPOKINPIOTIK TOPAPETpog KAloONG TV
Kopatiopov. Ot Memos and Tzanis [30] ékavov optopéveg TPOTOMOMOELG KOl EMEKTAGELS
oV gpydoic. TOLg avTh, J®PIlovTag TOLG KVLUOTICUOVG 0md-0dAaccag amd Tovg
VIOAOITOVG BOAAGTI0VG OVENOYEVEIS KOUATIOUOVG Kot EPApUOGaY Eva KpiTiplo Bpavong tov

KOUHOTIOH®V 6T0 Babid vepd.

O ITivaxag 1 mepiéyet evoekTikég TIHEG TOV HEGOV VYOLG KOOTOG Hpy, pe avTioTouyes TG
TUMIKNAG amOKAMONG NG avOymong g eievbepng empdvelag g OdAaccog G,, Kol pe
avtiotoyeg TWEG ypapukod ouvvieleotn ovoyétiong r(H,T) [31]. Evdewtikd, tpia
Ypapruata Tov Tpoékvyav and ™ pebodoroyio twv Memos and Tzanis [30] kot tov Tzanis

[31] amewovilovion oty Ewodva 1. O Tivakoag 1 mepiéyer 11 tipég tov Hp, ot omoieg



avTIoTOYILOVTOL LE GULYKEKPIUEVEG TIUEG TNG OVOYMONG TNG €AEDDEPNC EMPAVEING TNG

fdraccog o, Kot TEG Ypappkod cuvtedeoth cuoyétiong r(H,T) [31].

Mivakag 1 Kataotaosig Tng 0araccog pe ocvykekpipéves Tipég Tov oy, r(H,T) and Hy, [31]

Tomucr| andrkiion o, YUVTEAEGTNG CLGYETIONG Méco Vvyog kouatog Hy,
r(H,T)
0.5m 0.266 1.020m
0.6m 0.383 1.103m
0.7m 0.485 1.266m
1.0m 0.495 2.187m
1.5m 0.570 3.755m

o, H,=1.02m 3 00; 25
2.75
2.5
2,26+
2
1.75+
15

H/Hm

1.25
1
0.75
0.5+
0.25

0+ . 0 T — 0 T T T T T T T T T
0 02505075 1 125 15 175 2 225 25 0 02505075 1 12515175 2 22525 0 02505075 1 125 1.5 175 2 225 25 275 3
Tim T/Tm Tm

Ewova 1 Xovaptnoen omé kowvod mokvétnreg mbavotntag tov H/H,, ko T/T,, ota fabid vepa
Yo ovykekpipéveg Tipég Tov o, Hm, r(H,T) ([30], [31])

ITo npdoata, ot Chondros and Memos [32] enéktevay v gpyacio tov Memos and Tzanis
[30] mov agopovcav ) cuvaptnon g amd Kool moukvotntag mhavotntag tov H ko T,
Aopupdvovtag vmoym TIG UN YPOUMKES OAANAETIOPACELS TOV KLUUOTICU®MV, Kol TOPNyoyoV
YOPOUKTNPLOTIKEG EIKOVEG CLVAPTNONG amd Kotvoy mukvotntog mbavottog tov H kot T ota
evoldpeca Kot pnyd vepd yio d18popeg EVIACELS TOV BOAACCIOV KATOOTACE®Y, KOTELOHVOELG
TPOCTTOOTG TOV KUUOTIGUDV, Kol KAIoelg Tubuéva, xpnoipomomvtag £vo LovTEAD d100oNG
KopaTicpmy, Tonov Boussinesq. Enueimvetor 0t ot péBodd tovg [32], n korevbuvtikotnTal
TOV KOHOTIOHOV oto PBabdid vepd ANednke vmoymn, péocw piog Bewpntikng Ekepacng
vroBétovtog aveboptnoio twv H kou T amd 1o 0. X1 ocuvéyela, 1 ovvaptnon amd Kowvov
nmokvotntag mbavotntog tov H, T kot g katevBuvong tov kopoticpmv 0 ota fabdid vepd

UETATPATNKE GE Ui XPOVOCEPE avOymong e eEAebbepng empavelag TG Odlacoag, doTE va,
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ypnooronbel omd 1o poviélo Boussinesq yio v extipnon tng cuvaptmong amd Kowvob

mokvotntog mbavomrag twv H, T kot 6 og o pnyd vepd.

2. Kivntpo, 61601 Kol KoavoTope onueia g dSraTpific

And to Tmopomdve, ovumepaivetor 0Tt ggoutiog NG EAAEWYNG  poKpompoOBecUmV
TEPPOALOVTIKDV GSO0UEVOV (TL.)., LETPNOELS, TapATNPNOELS) 6TN BEon TOV TAPAKTIOV £pYOV
(mov cuvMBwg cuvavtdtol oto. eVAldpEsa VEPE), TopaTNPEiTUL Hiot SVOKOAIL TNV eKTiUNON
™G UOKPOTTPOBEGUNG TOAVOTIKNG avVOTUPACTOOTG TOV TEPPUALOVIIKAOV TUPUUETP®V GTN)
0éon avty. H mAnpogpopia avty, 6nwg mpoavapépbnke, eivor moAD OLGLOGTIKY Yo TOV
OYEOOGHO TMV TOPAKTIOV KaTAoKeL®V. EmmAéov, 1 avdykn g onuepvig Emoyng yi tnv
extipmon g a&lomoTiog TOV TOPAKTIOV KATUCKELMY OTALTEL TNV AVATTUEN KOl EQAPLOYN
plog mohlvmapapeTptknig mbavotikig peBodoroyiog mov va YPNOUOTOIEL T GLVAPTNON TNG
amd Kooy TUKVOTNTOG TOAVOTNTOS TOV TEPPOALOVIIKOV TOPAUETPOV (OPTIONG TMV

KOTOUOKELVMOV QVTAOV.

Q¢ ek T00TOV, 0 KOPLOG GTOYOG TNG TOPOVSUS IOUKTOPIKNG dtaTpPng elvar n avdmTvén evodg
OTOTIOTIKOD HOVIEAOL KUUOTIKNG O14d00mG €161 MOTE Ol HOKPOTPOOEGUES KLUOTIKES
OTOTIOTIKEG Vo petapépovtal and ta Pabid oe mo pnyd vepd, dnA. omn Béon TV TOPAKTIOV
KOTOOKELMV, KOl OTI GCLVEXEWL 1 YPNOLOTOINCT TNG TANPOQOPINS ovtig o€ i
ToALTTaPApETPIKT| TOAVOTIKY peBodoroyia Yo TV eKTIUNo™ NG 0E0MOTIOG TOV TOPAKTIOV
Kataokev®mv. Ot empéPovs 6100l KoBMS Kot To ONUOVTIKOTEPO KotvotOue omueion g
Tapovoag dSTPIPNG mapatiBevTol TapaKdT®:

e H gpappoyn piog oTaTioTIKNg TEXVIKNG MOTE va emitevyOel pio onpovtikn peimon Tov
Ooykov Ogdouévov ota Pabdid vepd ywpic omdAicn Tov Evioveov OaAdocimv
KOTOOTACEMY Kol TNG aKPIBEG GTOV TPOGOIOPIGUO TG GLVAPTNOTG TNG 0O KOOV
mokvotnTag Tavotntag tov Hy, Thy kot Op,.

e H eméktaon g Ppayvrpdecunc ocvvdpmone g amd KOWOU  TUKVOTITOGC
mBavotrag tov H ko T ota fabid vepd yia va evoopatdost Ty katevfoviikdtra
TOV  KOUOTIOUDV pHEc® TNg YpNong wog Oeopntikng oyxéong  Oomopdg
katevBuvtikdtrag mov egaptdral ond TNV KopoTik) mepiodo kot Bewpel T H,T,0
eEapnuéva mbavotukd.

e H puetapopd tov Ppoyvnpdfecumv KUUOTIKOV OTATIOTIKOV, 7). Kabe Oaldooiog
Katdotaong, and ta fadid o€ mo pnyd vepd, LEC® U0 TEXVIKNG KOO TPOG KOO KoL

NG EPUPUOYNG EVOC YPAUUIKOD LOVTEAOD KUUOTIKNG S1006MC.
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e H oloxMpwon Tov Ppayurpdfecumv pe T LokpompOOese] KUHOTIKEG GTOTIOTIKEG
OT0 EVOLOUESH VEPA LE GTOYO TNV EKTIUNCT T®V UOKPOTPODEGU®Y GUVOPTHGEDV
mokvotntog mbavotrag tov H, T, 0 kot tov Hy, T, O 611 660m avt.

e H ypnowomoinon ¢ OTOTIOTIKNG OVOAVGNG OT0 GLVOlo Tev BoAdocimv
KOTOGTACE®Y KOl TNG ovAALoNG okpaiov Tiwdv Pociopévn oe yeyovota otnv
extipmon g mBavotnTag aoTo)ing Tov TapdkTiov £pymv ot didpkela g {ong
TOVG.

e H oavantuén piog molvmapopetpikng avaivong oélomotiog piog TopdKTiog
KOTOGKELNG, GLVOLALOVTOG GTOYAOTIKEG UETOPANTEG UE UNOEVIKO KOl LN UNOEVIKO
Babuo emkivovvotntog, n omoia Bo avaeépetal oto €&Ng ¢ pio GLVOLACUEVN
avdAvon xpovikd-aveEApTTOV Kot —EAPTOUEVOV LETAPANTOV.

e H svoopdtoon g ovykekpévng avdivong aflomoticg 6to oxedlocpd TV
TOPOKTIOV  KOTOOKELMV, HE OvVOQOPH O©TO TOPAOEyHO TV — GUUPATIKOV
KOUHOTOOPOVOTOV LE TPOV.

Emumpdobeto, onueidverar 0Tl TPOYUOTOTOWONKAV GUYKPIGELS TOV  HOVIEAOL 7OV
ypnowonombnke [33], oe eninedo Ppayvrapdbsopwv Oordcoiwv cuvbnkdv. Ot cuykpicelg
avtég apopolv toco ta Pabid vepd, 6mov ot ektunoelg twv Memos and Tzanis ([29], [30])
oLYKPIONKAY [E TPOYUOTIKEG UETPTOELS KUUOTIGUMY OO OKEOVOYPAPIKO TAMTIPA, OGO Kot
To EVOLAUESA VEPQ, OTIOV Ol EKTIUNGELS TOV YPAUUIKOD HOVTELOL dtddoong cuyKpidnKay e ta
anoteléopata evOog yvmotoh Kol gumopikod povtélov Boussinesq (Mike 21 BW/ Mike
powered by DHI). Ot cvykpioeig avtég avédsiEav v TEPLOY €YKLPOTNTAS KOl TOVG

TEPLOPIOUOVG EQAPUOYNC TOV LOVTEAOV TTOL OvaTTOYONKE.

2mv endpevn moapdypao, fa mapovoiactel 1 pebodoroyia, mov viobetnOnke otV TOpPOvoU

STpIPn, e ELPACT OTO TPOOVAUPEPOIEVO, KOIPLOL KOl KOVOTOWMO GTIELD TNG.

3. Me0Bodoroyio Tpocéyyiong

H ovykekpévn mopdypapoc, m omoio otoyeber otnv meprypagn e pebodoloyiog
TPOGEYYIoNG, £xel TNV €&Nc doun: Apyikd, o TaPOLCINGTEL TO YPOUUUIKO LOVTEAD KUUATIKNG
dddoong [33], mov oAokAnpdvel pe ypNyopo oyeTikd tpomo T Ppoyvnpdbeouec Kol TIC
LOKPOTTPODEGLEG KOUOTIKEG OTATIOTIKEG 0o To fabid ota evdldueca vepd. To cuykekpluévo
povtého Bo pmopovoe vo ypnouonombel oty eKTiunom TOL HOKPOTPOOEGUOV KLUOTIKOD
KApotog otn Béom TOV TOPAKTIOV KOTOUCKEV®OV, TOL TOPATNPEITOL cLVNO®G oTa EVOLAUESH
veph. XTn ouvvEEWD, OlEPELVATOAL 1) TKOVOTNTO TOV YPOLKOD HOVIEAOL VO UETAPEPEL TN

BpayvmpdBeoun ortotioTikn TANpoeopic amd Ta Pabid oto evoldueca vepd, HECH TNG
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OUYKPIONG TOV OTOTEAECUATOV TOV UE TPOYUOTIKEG UETPNOELS Yo To. Pabid kol pe ta
avtiotoya omoteAéopato, evog epmoptkon kat a&dmotov poviélov tormov Boussinesq (MIKE
21 BW/ Mike powered by DHI) yio to evéidpeoa vepd. Axolovbei n avdivon a&lomoTiog
piog mopaKTIOG KOTAOKELNG, UE EUPUOT] 6TOVG GLUPATIKOVG Kupatobpadoteg pe mpoavy (BA.
w.y. [34], [35]). Télog, mapovoidlovtar yopaktnpioTikd Topadeiypoto avdivong aélomiotiog
Kot oyedlacpod cvufatikod kvpatobpadotn pe mpavi Kor akoAovdel ocvlntnon Tov

QMOTEAECULATMOV TOVG,.

3.1 Zovdvaoudc PBpoayumpobecpumy Kol HaKPOTPOBEGSU®Y KUUOTIK@OV CTOTIOTIK®V omd To

Babud ota evordpeca vepd

To povtého otoyedel 6T0 CUVOVAGUO PPayVTPOlecU®Y KOl LOKPOTPODEGU®Y KUUOTIKOV
oTATIOTIKOV antd To. Pabid ota evdidueca vepd kat £xet avomtuydei amd tovg Malliouri et al.
[33]. To cvykekpyévo HOVTELO ¥PNOUOTOLEL T HokporpOOeoun TOAVOTIKY avamapaoTao
tov Hg, Tm, O ota Pabid vepd, ko pécm g epapuoynsg Tov Ppoayvmpdbeciuoy KOUATIKOV
OTOTIOTIK®V Y10 kéOe Boddooia katdotaon oto Pabid vepd, ektipdetl TIc paKponpoOBecues
KUHOTIKEG OTOTIOTIKEG o T pnyd vepd. Eidikdtepa, ypnowpomoidviag o) oedouéva/
petpnoelg Hs, T, O o0 Babid vepd, PB) Tig adidotateg mbavotikég eikoveg tov Memos and
Tzanis [29], and Tzanis [31] mwov agopodv oto Babid vepd, v) pio BewpnTikn £kEpacn yio T
dloTopd  KATELOVVTIKOTNTAG KLUATIOUDV TPOCAPUOGUEVT] GE Wi0, OTOTIOTIKY ovaAven
UELOVOUEVOV KVUUOTIGU®V €vTOG Kabe OaAldooiog katdotaong, kot 8) pio Tpomomoinen g
oyxéong tov Battjes [36], n Ppayvrpdbeoun ocvvaptmon g and Kool TLUKVOTNTOG
mBavotrag tov H, T, 0, evtog kdbe BaAdooiog kaTdoToong 1 KOUOTIKAG Kotatyidog, duvartal
va mopoyOel oto Pabid vepd. Tote, ot Bpoyvapdbecuec kol LakpompOOEGES GUVOPTNOELS TNG
amo Koo mukvotntag mlavomtag tawv H, T, 0 Oa propovoay vo extiunbodv oto evoldueoa
vepd, OT®MG Kot 1 LoKPOoTpOOesun cuvaptnon g amd Koo TukvoTnTag THAVOTNTIS TOV
Hs, T, Om, Aoppdavovioag vmoyn ) 014006n KaOE HEUOVMOUEVOD KUUOTIGUOD OO TO, OVOLYTE.

TPOG TOL TLO P VEPA, COUPOVA LE T YPOUUIKT KOUATIKY Bewpia.

3.1.1 Teyvikn peimong oykov dedopévav ota Pabid vepd

Apywcd, pmopel va gpoppochel pio teYViK UeloNg TOL OYKOVL JECOUEVOV Yo VO
TPOCAPUOCTEL 1] OVAAVGT OTIS VTOAOYIGTIKEG OLVOTOTNTEG €VOG KOWWOU VTOAOYIGTH. AvTn
umopet va emttevybei gite 1) pe ) pébodo g vépPaong katweiiov gite 2) pe ™ pnéBodo Tov

OTPOUOTOTOOVUEVOL TVUY0iov delypatog, 1| 3) pe ocvvovacud tov pedodwov (1) ko (2). H
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TpmTn Ko 1 TpiTn pEBodog evdeikvuvTal yio TNV TEPLYPAPT HeGAIOV Kol akpainy Boaidccimv
KOTOGTACE®Y, 7OV OPOPOVV Yo TUPASEIYUO OTOV OYEJOUO TapdxTiov Epyav. 'Evag
S @PIGUOG avapesa oTig 600 avtég uebddovg (1) kar (3) umopei va yivel pe kpitiplo to
LEYeB0g TV apyIK®V dEdOUEV@V, TO 0010 e£OPTATOL ATO TO, £TT) TOV KOAADTTOVV TO SEGOUEVA
KoL TO XPOVIKO Prina avdpeoa otig dtadoyikég petpnoets. H devtepn uébodog evdeixvotal yio

NV TEPLYPoen BOAACOIOV KOTAGTAGE®Y YAUNANG KAl LECAING EVTOOTC.

3.1.2 BpayvmpdBeopeg KOPATIKEG GTATIOTIKEG 6Ta Babid vepd

Avagopikd pe Ti¢ adloototomompéveg sikovee twv Memos and Tzanis [30] kou Tzanis [31],
OV YpnolponomdnKay oty moapovsa dtatpiPn, o Ilivakag 2 mapovoidlel Tic kKAdoeg tov Hy,
ot onoieg BswpnOnkov [33] 6tL avticTOrOHY GTNV d10 TLTTIKY ATOKAIOT TNG AVOWYOONS TNG
ehevBepng empavelag g BAA0CCOG G, KOl TOV GUVIEAEGTY YPAUUKTG cuoyéTiong Pearson
petaé&d tov H kon T, r(H,T). O ITivakag 2 Kotookevdotnke OOTE [io adtdototn ThovoTikn
ewova Twv Memos and Tzanis [30] va avtictoyel o kabe Baldooia katdotaon. Eniong, mo
axpaieg Baldooieg Kataotdoels and avtéc tov [ivaxka 2 umopodv va Anedody voyn pe tov
TPOTO 0VTO, OAAL dev Tapovstdlovtal oty Tapovoa SatpiPr, kKabdg eppavifovrol omivia

ot Meooyeto.

Hivoxog 2 Khaoeig 100 Hpy o0 avTioTor oty 68 6VYKEKPIUEVI] TUTTIKY] OTOKALGY TI|G AVOY OGNS
TG eheV0EPN S EMPGvELNG TG OdAaooag Kot cvvTELEGTH cvayéTiong peto&o H kot T [33]

oy (M) r(HT) Hp (M)
05 0.266 [0.1-1.062)
0.6 0.383 [1.062 - 1.185)
0.7 0.485 [1.185 - 1.727)
1.0 0.495 [1.727 - 2.971)
15 0.570 [2.971 - 4.368)

3.1.3 Oempnon katevbVVTIKOTNTOG KUUOTIGUMY GE [0 avAALGT] KOO TPOG KOO

21 ovvéyela, Ba yivel avaeopd 6to TpoOTo Tov Kabe PEPOVOUEVOS KOUATIGUOG GuVALALETOL
pe pia katevBovon dadoong, pOcoV 1 PEST KaTeEOBLVON TOV KUUOTICUMV €Vl YVOGCTH €K
tov mpotépav. Omwg sival yvmotd, eivar cuving mpoktik M KoTeufuvtikdtnTo TMV

KOUOTIOU®V Vo AapuPaveTor vmoyn o€ pio QOGHOTIK avaivor, dni. oty aviilven oty
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TEPLOYN TOV GLYVOTNT®V, COUGOVO [E TOV OPIoUd TNG Katevbuviikdmrag. Qotdc0, cuyvd
TPOKVTTEL 1] avAyKN Vo BewpnBei n katevBuvtikn S106TOPE TOV KVUATIGU®V G€ pio avaivon
KOpo pog kopa. [a vo Tpoywpioovpe o€ pio T€Tolo ovAvon, ot akdAovBeg vobéoelg Oa
wpEnel va, ANeOovv avagopikd pe kabe pia BoAdooio Kotdotaon:

- Ta peydia Oy kdpatog H teivouv va cuvovalovial pe Katevboveelg mo kovtd ot péon
KotevOuvon 0, . Avtd onuaivel 0Tt Ta KOPOTO OVTE TOPOVGLALOVY HIKPOTEPT KATELOVVTIKTY
dtaomopd, woyvpilovtag 0Tt To. H kon 6 dev givar aveEdpra. H vrobeon vt Ppicketon oe
ovpeavio, pe tov Tucker [37], o onoiog amédel&e OTL To. GOUOTIONN TOV VEPOD HE VYNAOTEPES
TOXOTNTEG TOPOVGLALOVY HIKPOTEPO €VPOG KOTELOLVTIKNG dacmopdg yopw omd ™ O,,, o€
OUYKPION HE COUOTIOW LIKPOTEPOV TOYLTATOV.

-Epocov 10 ohokAnpopo TG cuvaptnong katevbuviikomrag D(f,0) g mpog 10 0, and —n
¢og m eivar povada, n D(f,0) Oo pmopodoe va ypnoipomomBel yio tov voroyioud g
deopevpévng oovvaptnong mokvotntag mihavotmrog tov O yio dedopévn ocvyvotnta f, 1
16odvVaLLa Yo dedopévn mepiodo kopatog T.

-ZUVENMOGC, 6TOYOG Elval 1 EKTIUNOM TOVG €VPOVG TOL B oL avticToKEl og pio KAAoM Tov H,
v dedopévo T. To gdpog avtd pmopel va vroroyiotet, apyikd tonobetdvrog OAEG TIC KAUGELS

tov H ywn 6edopévo T oe pBivovca celpd wg mpog to H, kot votepa, péom g akdAovdng

egiomong [33]:
O +X; j

| D(f,,0)d6=>freq(T,H,)/N, (1)
0. —X: n=1

m ~Xj

Omov freq('l'i H J.) gtvar 1 ovyvotta (aKképaog aptpdg EPEAVIoNS) ™G and Kooy KAAoNG
tov T kot Hj, ko N; 0 ovvolikdg aképatog apbpog kopdtmv g khaong i tov T yua k6be H.
Emiong, omv E&lcwon 1, 6mov n Gyvwom petafinm eivar 1o x;, n xAdon j tov H
avtiotoryiletan e évo cuykekpuévo gvpog tov 0, Sni. [0, —X i ,0,, +X i1, 6Tav  Khdon i g

Kopatikng ovyvotntog f, § wodvvaua tov T, Bewpeitar otabepn. Inueidvetar 6Tt To 6e&l
uépog g e&iomong kabopilel v abpoiotikny mbavotnta g KAdong j tov H pe Bdon ™
eBivovca oepd katdtobng TG KEVIPIKNG TIUNC TNG KAAONG, &V TO 0plotepd WEPOC

npocdtopilel Tnv mOavoTNTO TOL OYETICETAL LE TO GLYKEKPLUEVO €0POC TOL 6.
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-Zuvenme, kKaOe khdomn tov H cuvdvdletat pe éva cuykekpipévo €0pog tov 0, yia kdbe kKAdon
tov T, kou kot eméktacm, 1o (evyog T war H mov yapoktnpilel kGbe pepovouévo kopa piog

Boldootog KoTdoToong avtiotolyel o éva B €vtdg Tov vpove.

H gyxvpémta TV mopondve vrobécemy cupmepaiveTal amd T0 IGTOYPAUUATO TUKVOTNTOS
mbavotrag tov 0, ta omola eivar cvppeTpwd Yop® amd v péorn Katevbuvon piog
Bordooiog katdotaong Oy kol and T cvykpion s Om Tov WToypdppatos pe v ™ O, Tov
petpnoev ota Pabdid vepd. Onmg moapotnpeitor oty Eucova 2, 10 10tdypoppe Tov 0 givor
TEPIMOL GLUUETPIKO YOP® amd TNV EKTIUAOUEVN O, M omola Tpoceyyilel KavomoMNTIKA TNV

avtictoym pétpnon.

0.03 T \ \ T T

Measured mean wave direction=19.29 degrees
0.025 |- Estimated mean wave direction=19.21 degrees _

0.02

0.015 -

0.01 1

0.005 -

Probability density (1/degree)

-150 -100 -50 0 50 100 150 180
thita (degrees)

0.03 T \ T 1

Measured mean wave direction=151.52 degrees
0.025 |- Estimated mean wave direction=151.14 degrees B

0.02r-

0.015-

0011

0.005 |-

Probability density (1/degree)

0 50 100 150 200 250 300
thita (degrees)

Ewéve 2 EkTipdpeva 16T07pappata Tng Kateiduveng Tov KOPuTIopaY 6td fadid vepd pe
daopeTikés néoec katevdiveelg [33]

3.1.4 Awddoon kb pepovoOUEVOL KOUATIOHOD amd T Babid ot evoldueca vepd

YV mpocEyyion mov akolovbeital, kGOe HEPOVOUEVOC KOUOTIGUOC, KoM dtadideTal amd ta
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Babd mpog ta. evddpesa vepd, veictotor UETAPOAN TOV VYOLG, TOV HNKOVG KOl TNG
KkatevBuvong tov, evd M TEPI0SOG TOV TAPOUEVEL OTAOEPT, COUPOVE HE TN YPOUUIKN
KopoTikn Oeopio. Tty mopovoo datpiPr], T€00EPIG KLUATIKOL Unyovicpol Aapfdvovtol
VoYM M pHRxwon, 1 odbiacn, n Bpadon, Kol 0 AVASYNUATIOUOS T®V KUUATOV UETA TN
Opavon, eved 1 kKhion tov mubuéva Bempeitor opodUOPPN G€ OO TO KVUATIKO TTedio Kot iom

ue ™ péon kAion tov mvbuéva g eetaldpevng meptoyne.

Ewwdtepa, 1o Hyog kdpatog otn Opadon evoc HELOVOUEVOD KUUOTIGHOD Kabopiotnke amod
™mv Nu-eumepkn ékepaon [38], evd to Pabog mvubuéva oto onueio Bpavong vroloyictke
and v ékepoorn tov Weggel [39] pe Baon tov deiktn Opavong, n omoio Paciotnke oe
EPYOOTNPLOKE TEPAUATO GE LOVOYPOUATIKOVS KUUATIOHOVG o€ N kKAion moBuéva. H
évvola G Bpavong Kot g eEEMENG TOV KLUOTIGHOD TTPLY, €VIOC, Kot HeTd tn Opavon, Tov
vioBetnOnke, mapovcidletor otnv Ewova 3. Zopewva pe v Ewdva 3, 6tav o kopatiopds
Opavetat, yiveton éheyyxog av mpokertar ywoo Opavon tomov “plunging” 1 “spilling”. O
S OPIGUOG avTOG yiveTol PAcel TG KOUTLAGTNTAG TOV KVUATICHOV &, ovapepOUEVNG OTA
Babid vepa [40]. Tty apdn mEPinmT®O™, 0 KOUATIOHOG HETE T Bpadon yavel Eviedmg v
KULLOTOLOPPT TOV, EVD oTNV TepinTmwon tng Opavong tomov “spilling”, n évvola g eEEMENG
katd ™ Opavon Paciletor otn peiwon NG KLVHOTIKNAG EVEPYEWG KOt TNG GOJVVAUING TNG
TEAELTOHOG pE ovTH TOV VOPavAKoD aipatog [41]. Ewdwkotepa, or Horikawa and Kuo [42]
TPOYUATOTOINGOV EPYACTNPLOKA TEPAUOTO 08 OPAVOUEVOVE KOUOTIGUOVE KOl TOPATHPNCUY
v Ymapén piog otabepng pong evépyelag, mov Tpocdlopilel pia katdotaon 6mov o 1 Opadon
TOV KUUOTIGUOD OTATAEL. XPNOLUOTOI®VTAG TN YPOUUIKT KOpoTikh Oewpia, Kot Osmpdvog

0Tl T0 otofepd Vyog kvpatog H givon ypoupkn ovvaptmon tov Babovc mubuéva d,

stable

OnA.:

H. . =Td (2)

stable

omov I eivon évog adidotatog cuvteresth, 0 onoiog Té€0nke icog pe 0.4 [43].
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Ho,Tin deep waters

NO H(d)=H after refraction and
shoaling, T(d)=T
YES
NO Plunging breaking waves:
H(d)=0, T(d)=0
YES

Spilling breaking waves:
H(d)=0.4d,, T(d)=T

Ewova 3 Meprypagn g e£EMENG kKGO pepovopévon Kopaticpod Kotd T Opaden [33]

3.1.5 Tpomomoinomn ¢ oyéong tov Battjes [36]

H yvéon ¢ pakpompdbeoung cuvaptnong and kowod mukvotntag tlavotntog tov H kot T
glval oNUOVTIKY YOO TO OXEOOCUO TMOV VTEPAKTIOV Kol TOPAKTIOV KOTOOKELMV, KUOMS
TapEYEL TANPOPOPIa, Yoo To GUEGO QOPTIO TOV KOTOTOVOUV TI KOTOUOKEVLES OUTEG KOl OEV
neplopileTon OTIG YOPOKTNPIOTIKEG TIMEC 7OV OVIUTPOCHOTELOLY &Vo. GUVOAO @optiov. H
TAnpoeopio ovt) umopel va ypnopomombei 1660 6ToV oYESICUO TOV KUTOCKELDY QVTMOV
aALd Kot oty avdlvon aélomioTiog kol Konmoewg tovg [33]. H poakpornpdOeoun mbovotikn
katavoun tov H avortdydnke amd tov Battjes [36], cov éva dOpotoua v 6TaTIoTIKGOY OAMV
TV Ppoyvnpobecumy Boldooiov katactdoemy, Adupdvovtag vmdyn ™ ovyxvoTNnTe

eppaviong kade Ppayvmpdbeoung Bordooiog KOTAGTAONG, KOl TOPOLGLALETOL TAPAKAT®:

.”.fshort(H)'flong (Tm1 Hs) N st dTm
[N Fig (T H) dH, dT,

flong (H) = (3)

omov f . (H) eivarn Bpayvrpobeoun katavopr tov H, N eivar o apibuog tov kopoticpuoy
ot kabe Ppayvnpodeoun bordooia katdotaon mov Bewpfibnke otabepog, kaun . (T, H,)

aVTIOTOLKEL 6T HoKporpoBeoun amd KovoL katavoun tov Hg kot T,
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2 ouvvérel, £yvay 000 otadlokég Tpomomotnoelg g e€lowong (3) pe otdyo Vv ektipnon
g poKpompdbeoung and kotvov katavoung twv H kot T, aArd kot tov H,T,0, o1 omoieg

meprypapovtot anod T E&lomoeig 4 kot 5:

[[ faron (TH) Fig (T, H) -N dH, dT,,
JTN Fi (T, Ho) dH, aT,

flong (T' H) = (4)

omov fg . (T,H) eivan n Bpoyvmpdbeoun and kowov koatavoun twv T kor H, N eivon o

aplBpdc v Kopaticpdv oe kdbe Ppayvrpdbeoun Bordocio katdotoon mov BewpnOnke

otalepdg, koun f, (T, H,) aviiotoyei 6 pokpompodesun amd kovod katavoun tov Hs

Kot T,

_— e)_mfshm(T, H, ) f,,, (T, H,, 0,,) N dH, dT,, d,
L [N Fopg (T, H,, 6, dHL, dT,, do,

(5)

flong

omov T (T, H, 0) eivar n Bpoayvrpddeoun omd kowov katavoury tov T, H, 6, N givor o
aplBpdc v Kopatiopdv oe kdbe Ppayvrpodfeoun Bordooio Katdotaon o onoiog Bewpnnke
otabepog, kau fo (T, Hg, 0,)) avuistoyei om pakporpoeoyn amd kowod katavourh tov

Tm, Hs, kot 0., Ot tpomomomoelg g oyéong tov Battjes [36] Pasifovtor oty S0 Aoyikn

Ko £yovv anoderyBei and tovg Malliouri et al. [33].

3.1.6 Tapadetypoto epopproyns

H mpoovagpepopevn peBodoroyio epappootmke o€ Petpnoels Tm, Hs, ko 0, , ot omoieg
TpoNABav and 3 OKeENVOYPAPIKOLG TAMTAPEG OV aviiKovy 610 cuotnua «ITOXEIAQN» tov
EXinvikod Kévipov Oaloooiov Epsovav (EAKE®OE) [44], [45]. Ov mhotipeg sival
tomobeTnpévol oe Tpeic Béoeic ota Babid vepd, dnA. (37.51°N, 25.46 °E) oto kevipikd Atyoio
ota avorytd tng Mukovov, (39.96 °N, 24.72 °E) oto Bdpeto Aryaio oto ovorytd tov Abwm kat

(36.25 °N, 25.49 °E) oto voéto Aryaio oto avorytd e Zavropivng. Ot tpeig 0éoelg tmv
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HeTPNTIKOV oTabumv Ba avaeépovior 6to €€ng cav Ztobpog M, Ztabuog A, Xtabudg S,

avtioTtorya, kot omekovilovtol otnv Eucova 4.

‘S:auon A

‘Stal‘m M

Google Earth

15, Ne

Ewova 4 Or 0£0€15 TOV TPLAV PETPNTIKOV 6TaOpdV 670 Aryoio (EALGS )

YTk UE TIG TO KOTAAANAEG Koatavouég yio to Hg ota Babid vepd, tpeic vmoynoleg
Katavopég eEetdotnkay, rot ot Weibull, Lognormal, kouw Gamma, kat emléxdnke avti mov
avamoplotd kKaAvTepa o dgdopéva Yo Kabe otabud. Ot vmoymoeieg katavoués yio to Hy oe
oLVOLOCHO LE TO, avTioTOY 1TOYPauuaTe Tapovaialovtal oty Ewdva 5. Eniong, ta pétpa
KaAng epapuoyns (Evkleidelo amdotoon) TOV LIOYNEIOV TEPIOOPLOV KATOVOUDY GTA,
woToypappaTe Tov Hg kot tov poviédov deopevpévng mbovotntog oto Pabid vepd yio Tovg

Tpelg otafpots mapovoidlovror otov [livaka 4.
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c o o
A o o =

et
o

T
[JHs histogram
—Weibull pdf
- - 'Lognormal pdf
- Gamma pdf ||

Probability density (1/m) Probability density (1/m)

Probability density (1/m)

[ IHs histogram
—Weibull pdf

- - Lognormal pdf

Hs (m)

-~ Gamma pdf
3 4 5
=1Hs histogram
—Weibull pdf
- --Lognormal pdf
|[-—Gamma pdf |
3 4 5

Ewova 5 Ipocappoyn TV vroyeLov 7epldopiov KOTUVORAOV 6To IeToypdppata tov H; ota
Badia vepd yra tovg otabpovg M (1), A (2), ko S (3) [33]

Hivoxog 4 Métpa KOAMS EQUPLOTIS TOV VTOYNPLOV TEPLODPLOV KATAVOUAV GTA IGTOYPANHAT

T0ov H, xou ota povréde deopsopéivig mbavotnTag 6ta Padid vepa Yo Tovg otabpoig M (1), A

), ke S (3) [33]

ITnyn dedouévav  Ymoynota pdf yio Eviheidea Agopgvpévn pdf Tuvolkn

t0 Hq ombotaon D g vy v To|Hs Evkdeidea

f(Hs) amoGeTOoT
Station M Weibull 0.0019 Lognormal 0.0013
Lognormal 0.0056 Lognormal 0.0021
Gamma 0.0020 Lognormal 0.0013
Station A Weibull 0.0018 Lognormal 0.0008
Lognormal 0.0046 Lognormal 0.0014
Gamma 0.0012 Lognormal 0.0007
Station S Weibull 0.0039 Lognormal 0.0022
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Lognormal 0.0033 Lognormal 0.0020
Gamma 0.0022 Lognormal 0.0015

Onwg gaiveror oy Ewova 6 kot otov [Mivaka 4, o1 and kool mhavoTikEéG KATAVOUES TMV
Tm kot Hs, mov avamopiotovy kedvtepa to dedopéva T kot Hg e€ybnoov amd to poviéro
deopevpévng mbavotro, o omoio cuvdéetar pe v katavour; Weibull yia to Hs yio tov
otafud M ko v xotavopury Gamma yuw to Hs yioo Toug dAlovg dvo otabupodg Kot v
katavoun Lognormal yia to T|Hs, agov giyav ™ pikpotepn Evideideio Amdotaon o oyéon

E TG VTOAOITEC KATAVOUEG TTOV EAEYONGOV.

5 1 L 1 L 1 5

D2=0.0013, r(T,,H,)=0.8999 D?=0.0007, (T, H,)=0.8663

0.07

Hs(m

D2=0.0015, r(T,,H,)=0.8131

Tm(s)

Ewéva 6 MakporpoOeopes 6uvapTioels 06 kKowvod TokvotnTas mbavotntas Tov T, ko Hs 6ta
Badia vepd yra tov 61a0pué M (nave aprotepa), 6tabpo A (mave dg1a), Kat Tov otadpo S (kdTo)
- PYpo kepmoing iong mukvéTnrag mOavéTyrag = 0.1 m?s[33]

Epapudloviog thpa v tpomomompuévn mpoctyylon tov Battjes (BA. E&icwon 4),
TPOKVTTOVY 01 LOKPOTPOOEGUES GUVOPTNGELS ATTO KOWVOD TUKVOTNTOG TlavoTnToC TV T Kot
H ota Babia vepa (PA. Ewova 7). Onwg gaivetar kou and ti¢ Ewkdveg 6 kot 7, 1 6TATIOTIKY

ovoyétion tov T kot H givar pikpotepn amd avth tov T, kot Hs kot yo toug tpetg otaduonc.
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4 - r(T,H)=0.5886 r(T,H)=0.5763
4+ L
34 L
—_ 3 |
é 0»005 ,é\
T, I 21 /0_005 ]
oo

T(s)

Ewévo 7 MaxkporpdBeopes ouvaptioels awd kowvod mtokvotntas mbavétnres tov T ko H 6ta
Badia vepd yra tov 61a0pé M (mave aprotepa), 6tabpo A (mave dg1a), kai Tov otadpé S (kdTo)
- PYpo keproing iong TukvéTnrag mOavéTyrag = 0.1ms™ [33]

21N GUVERELN, UE XPNOT TNG TOPATAvVE THOVOTIKNG TANpogopiag yio ta Pabid vepd, ot
LOKPOTPODEGEG KUUATIKEG GTATIGTIKEG UTOPOVV va, eKTiunBobv ota evdldueca vepd. v
TOPAYPOPO CUTY], Ol LOKPOTPODECUES KVUATIKES GTUTIOTIKEG Oo ekTiunBo0V 6T0 EVOLAUESO

Baboc twv 6 m.

YyeTIkd PE TIC o KatdAAnAeg Katavouég v To Hs oto Bdbog twv 6 m, ot idiec vroynoteg
Kkatavouég eEetdotnkay Yo To Hg, 07to¢ kot oto Badid vepd. Ot vroyneleg Katavouég yio, To
H; o€ cuvdvacud pe to avtictoryo iotoypaupata topovaialovioat oty Ewova 8. Eriong, ta
uétpa kaAng epoappoyns (Evikieidelo amodotacn) tov VIOYNELOV TeplfdPIOV KOUTOVOUMY 6TO.
etoypappate tov Hy kot tov poviéhmv decpevpévng mibavotnrag oto Pdbog tov 6 m yia

TOVG TpElg oTadovg Tapovatalovtot otov [ivaka 5.
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[ IHs histogram
—Weibull pdf

- - ‘Lognormal pdf |
........ Gamma pdf
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Probability density (1/m)
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3 \ []Hs histogram
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= N —Weibull pdf
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©
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2 9 r 2
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Hs (m)

Ewéva 8 Ilpocappoyn Tov vroynerov 7Epto@piov KaTavou®v 6Ta 16Toypadppata Tov Hy 6to
Badog Tev 6 M Yo Tovg 6Tadpovc M (1), A (2), kar S (3) [33]

Mivaxkag 5 METpo. KOANG EQUPROYNS TOV VITOYNPLOV TEPLOD PLOV KATAVORDV 6T, LOTOYPALNOTO
10V H; ko oto povréha dgopsopévng mbavotntos ota 6 m Badog yra tovg otabpovg M (1), A (2),
ko S (3) [33]

Inyn dedopévov  Ymoymnouo pdf yua EvkAgideia Aeopevpévn pdf Tvvolkn

70 Hq ambotaon D? tne yio v To|Hs Evkdeideia

f(Hy) omoOCTACN
Station M Weibull 0.0009 Lognormal 0.0016
Lognormal 0.0068 Lognormal 0.0026
Gamma 0.0013 Lognormal 0.0017
Station A Weibull 0.0033 Lognormal 0.0021
Lognormal 0.0127 Lognormal 0.0035
Gamma 0.0022 Lognormal 0.0020
Station S Weibull 0.0026 Lognormal 0.0017
Lognormal 0.0066 Lognormal 0.0023
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Gamma 0.0007 Lognormal 0.0014

Onwg eaivetor otnv Ewoéva 9 ko otov Ilivaxae 5, ov Bértioteg amd kowvov mbavotucég
Katavopuég tov Thn kot Hy ot0 Pdbog tov 6 m e€nybncav and 1o HOVTELO OeoUELUEVNS
mBavoo, T0 omoio cuvdéeton e v katavoun Weibull yio to Hs yia to otabud M kot v
katavoury Gamma yia to Hs yia tovg dhdovg 0o otabpotc kat v katavour Lognormal yia
10 Tp|Hs, oe ovpemvio pe T Pédtiotec katavouéc ota Pfabid vepd. Emiong, ot emieyuéveg

0o KOWOL KATavOUEG Yo To Babog tv 6 M yia kdbe otabud Tapovoidlovtal oty Ewova 9.

1 I 1 1 1

w

1 I L L

(6]

D?=0.0016, r(T ,H,)=0.8582 D2=0.0020, r(T,,H,)=0.8228
4 L 4 .
L 3 L
E
(2] //’h\l
I 2. - L

7 8 9 10

Ewévo 9 Makportpo0sopes cuVapPTIGELS 00 KOIVOD TUKVOTNTOS MOavOTNTOS TOV Ty KOl Hs 6T0
gvdlapueso fadog tmv 6 M yio Tov otafpo M (mave apietepd), otodpo A (mave 8g€1Ld), kar Tov
o1afpé S (kato) - Pipa Kapmoing iong TukvotnTag mOavotntag = 0.1 m's?[33]

Ov pokpompdbeoueg cuvaptoelg omd Kool moukvotntog mlavotntog tov T kor H oto
evoldpeco Pabog twv 6 m amewoviCovtar oty Ewova 10, 6mov mapatnpeiton 6T1 Kol 6T0
eVOLApESO VEPA 1) OTOTIOTIKY cuoyéTion tov T kot H etvon pikpodtepn and avt tov Ty kot Hg

KO Y100 TOVG TPELS GTOOLOVG.
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5 5
r(T,H)=0.4999 r(T,H)=0.4695
4 F 4 F
A3* F 3 L
£ E
127 /\0005 [ IZ’ r
000 5/0'005
1] - 11 0 -
2 3 4 5 6 7 8 9 10 2 3 4 5 6 7 8 9 10
T(s) T(s
5 (s)
r(T,H)=0.3699
4] L
A37
3
T, , L
/—\'0
000 %
1,
O \/—\7\ T T T T
2 3 4 5 6 7 8 9 10
T(s)

Ewova 10 Maxkporp60eopes cuvaptiosis amd kKotvov Ttokvétnrag mbavétntog tov T kot H 6to
gvdlapueso fadog tmv 6 M yio Tov otafpo M (mrave apietepd), otodpo A (mave 8g€1d), ko Tov
o1afpé S (kato) - Pipa kapmoing iong TokvotnTag mOavotyrag = 0.1 m's™ [33]

3.2 Agpelhvnon g meployng £YKVPNG EEOPLOYNG TOL poviédov [33]

Ot Bpayvrpofecec KUHOTIKEG OTOUTIOTIKEG, TOV AQUPBAVOVTOL VIOYN OTO TO HOVIEAO TMV
Malliouri et al. [33], amotelovvtar amd 600 péPN. TVYKEKPIUEVE, TO TPMOTO UEPOG OPOPE TNV
avéivon plog OaAdoolOg KATAOTOONG O  TLYOIOVG KLUOATIOHOVG oTo Pobud  vepd
YPNOYLOTOIDOVTOG TNV avTioTotyn TOavoTik TAnpopopia yio kébe pio Boidooio katdoTaom,
Kot To SgVTEPO aPopd TN S14d0oom TG TOAVOTIKNG OVTHG TNG TANPOoPopiag omd ta Pabid ota
evoldipeca vepd. ZUVETMG, 1 aVASEIEN TNG TEPLOYNG EYKVPOTNTOS TOV €V AOY® HOVTELOL Oa
emtevyBetl, Eexwplotd Yo To 000 aVTd UEPT), LECH AMAPOITNTOV GUYKPIGEDV LE PETPNOELS 1|

avTioTOY(O OMOTEAEGUATO GAA®V OTOSEKTOV LOVIEAMV.

3.2.1 Zvykpicelc oto fabid vepd

Yyetikd pe v mhovotikn mAnpoeopia piag Oaidoolag katdotaong ota Pabid vepd, m
ovvaptnon amd kowov mukvotnrag mbavotntoc twv H kar T Oo wpémer Oa mapaybdet, w.y.
péom ¢ Bewpnriknig cvvdptnong tov Longuet-Higgins [24] f evaAlaxtikd tov Memos and
Tzanis ([29];[30]), otnv onoia evoouatdveror pio cuvdptnon dwucmopds katevBuvtikdTTag,
Kot o1 800 awtég Tpoceyyioels avapEépovTal G€ U YPOLUKOVS OVELOYEVELS KUUOTIOUOVG GTO

Babud vepd. Emiong, kot otig 600 peboddovg, to Hyog kopatoc H Bempeitar mg n vyopetpikn
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dlpopd TS avdymong ¢ ehevbepng empdvelag tng Bdlocoag amd Ty Kopuer GTNV
Kothia, Kot 1 kKopatikn mepiodog T g 1 kopatiky tepiodog undevikng didfaong. Ocov agopd
oTN GVVAPTNON amtd KowvoL TkvoTTOG TlavoTnTag Twv H ko T cbpemva pe tov Longuet-
Higgins [24], n omoia gival katdAANAN Yio 61V @dopata, ta dedouéva, Tov ypetdlovto yio
TOV GYNUOTICUO TNG EIVOL PAGUOTIKEG TOPAUETPOL, NTOL 1 UNOEVIKI] POTN TOV EVEPYELNKOV
(QACUOTOG, T TOPAUETPOS EVPOVE PACUOTOG KO 1) UECT QOGLOTIKY KUUATIKN 7TePiodog.
Q61660, N cVvapTNon amd Kool mukvotntog Thavotntog tov H ko T tov Memos and
Tzanis ([29]; [30]) ypnowomolel v tomkn amdKAloN NG AvOY®ONG NG ehevbepng
emeavelag g Bdhoooas, 1 10 HEGO VYOG KOUOTOS Omd TNV OVAAVLOT| GTNV TEPLOYN TOL
YPOVOL Kot TopayeL apOUNTIKE amOoTEAEGLOTO Y10 KUUATIGHOVS ot Badid vepd Yo Aot
OTOLOVONTTOTE EVPOVE. L2 €K TOVTOV, evIoTifovTal Hepkés dapopés oTig OV0 TPOCEYYIGELS MG

TPOG TO SEGOUEVA TTOV YPNCLUOTOIOVY KAl TNV TEPLOYY| EYKVPOTNTOS TOVG.

E@ocov ot dvo uébodol umopodv v mopdyouy SlGTAUTOTOMUEVE YPUPTIUATO OO KOIVOD
mokvottog mbavomrag tov H kot T 18100 tomov, ot dvo pébodot pmopovv va cuykpldovv
petadld Tovg Kot Pe KOPOTIKEG HETPNoels ota Pfadid vepd. Ot tedevtaieg mponAbav and tov
OKEAVOYPOPIKO mA@Tpa - Xtafuog S (BA. Ewdva 4) kot petpodv v avdyoon g

erevbepn g empavelag TG Bahoocog Yo To xpovikd didotnpoe tov 17 min avé 1 Hz kébe 3 hr.

2m ovvéyewn, pio péBodog avdAvong oty TEPLOYN TOL YPOVOL, GLYKEKPLUEVA 1 HEB0SOG
UNOEVIKNG-AvVm S1aPaomNg, EPOPLOCTNKE GTN YPOVOGELPH TMV LETPNCEDV, DGTE VO, EKTIUNO0DV
ta T xon H, ta omola avtictoyobv o€ kabe kopotioud mov petprinke €viog Tov S106THIOTOS
tov 17 min. Emiong, vmoAoyiotnkav ol QaouaTIKEG MAPAUETPOL TOL 16100 GLVOAOL

UETPNOEMV HECH PUOUATIKNG OVIAVOTG.

Xmv  mopovoa dwaTpPr, efetdotnkav  Tpelg HoAdooleC  KATOOTAGEW, Ol  OMOoieg
napovotdlovrol pe avéovoa GePd Mg TPog TV EvtaoT toug. Edikdtepa, ot cuykpicelg Tov
Swaypappatog dtaomopdc twv H kot T ota fadid vepd tov otabuov S yia tic tpeig Baidooieg
KOTOOTACELS UE TO, aptOunTIKd amoteAécpota (amd Kooy Tokvotnta thavotntag tov H kot
T) xatd tov Longuet-Higgins [24] kot tov Memos and Tzanis [29] amewovilovtal oTig
Ewoveg 11 - 13.

Eniong, mapdydnke évag pueydhog apBudc toyaiov deryudrtov tov H kot T mov avtictoryel
oTN CLVAPTNON A0 KOWOL TLKVOTNTOG THavOTNTAG Yo KOO pio amd T1g 600 peboddovg. Ot
OTOTIOTIKEG KUUOTIKEG TOPAUETPOL TOL EKTPOCOTOVV TOL OTOTEAECUOATA TMOV  OVO
npoceyyicemv (Tol ot péceg Tég omd To SElyHoTe) KOl QUTEC TOV TPOEKLYOV OO TIG
petpnoelg mapovsidovior otov Ilivaxa 6. Emnpdcbeta, otov Ilivaxa 7, mapovoidletor n

OYETIKN SPOPA TMOV OTOTEAECUATOV TV 000 HEBOOOV OO OVTE TOV ULETPTCEMV.
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Z1UEIDVETOL OTL Ol TAPAUETPOL EVPOVE PACUATOG Yo TIG TPELG BUAACTIEG KATAGTAGELS, TOV

e€etdotniay, kopaivovtar amd 0.33 émg 0.40, kot peta&y 0.53 kon 0.72, avtictoryo.

=06

H{m

04

Ewova 11 Zuykpiceig 6ta Padid vepd petald TOV KOPATIKOV peTpioemv (Umhe onpeio) Kol Tov

amoteheopdTov Kotd Tov Longuet-Higgins [24] (dwukekoppéveg ypoppés) kou kotd Toov Memos

and Tzanis [29] (evveyeic ypoppic) ywa ) Boraoore katdotaon pe Hy3=0.55 m, H;,=0.40 m ko
Ty=3.67 s (pijpa kepmvrav ico pe 0.05 1/m/s)

H (m)

Ewova 12 Xvykpicelg 6to fadid vepd petald TV KOPOTIKOV HETPGE®VY (A onueio) Kot TV

amoteleopdTov Katd Tov Longuet-Higgins [24] (dvokekoppéveg ypoppés) ko katd Toov Memos

and Tzanis [29] (evveyeic ypappic) Yo ) Boraoore katdotacn pe Hyz=1.56 m, H,,=1.01 m ko
T=4.62 s (fina kepmorav ico pe 0.05 1/m/s)
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T(s)

Ewéva 13 Xvykpiceis ota fadia vepd petald ToV KOpoTIK@OV petpfiosv (WThe onpeio) Kot Tov

amoteheopdTov Katd Tov Longuet-Higgins [24] (dwukekoppéveg ypoppés) ko kotd Toov Memos

and Tzanis [29] (cvveyeic ypappic) Yo ) Ooraoore katdotaon pe Hys=2.89 m, H;,=1.80 m ko
T=5.96 s (pfipa kepmvrav ico pe 0.05 1/m/s)

Mivaokag 6 Mapaperpor eDPOVS PAGHATOS TOV TPLOV BUAAGCIOV KUATUGTAGEMV KOl GUYKPIGELS
TOV GTOUTICTIKOV KVLOTIKAV TOPUUETPOV PETOED HETPICE®VY KOL AVTAV TOV EKTIUONKAY amd
TIG TPOGEYYIGELS

Oulrdcoro AcSopéval ZT(lTlGTlK’éC_, KUPOTIKEG Hapdp'e‘rpm €0povg
Kotdotoo Anotediopata TOPAPETPOL pacpaTog
n Hyz (M)  Hp(m) Tm (S) v €
Wave 0.66  0.40 3.54 0.33 0.53
measurements
1 L-H (1983) 0.76 0.53 3.08
M & T (1994) 0.57 0.38 3.90
Wave 156 101 4.6 0.37 0.65
measurements
2 L-H (1983) 1.76 1.17 4.19
M & T (1994) 1.49 1.04 5.32
Wave 289 180 5.96 0.40 0.72
measurements
3 L-H (1983) 2.98 1.96 5.44
M & T (1994) 2.86 1.72 6.50

Mivakag 7 ZyeTiki 10606TL0I0 S10.Qp0Ppa PETAED TOV UMTOTEALEGCUATOV TOV 6100 PEBOSOV KO QVTOV
mov eENyOnocav dueco oo TIG PETPICELS

Pulrdoora Agdopéva/ Y1oTioTikéS KopoTikég toapapetpor  IapapeTpol £0povg @AcnoTog
Kotdotoon Amotehiopoto H,jg (m) Hp, (M) T (S) v e
L-H (1983) 15% 33% -13% 0.33 0.53
M & T (1994) -14% -5% 10%
9 L-H (1983) 13% 16% -9% 0.37 0.65
M & T (1994) -4% 3% 15%
3 L-H (1983) 3% 9% -9% 0.40 0.72
M & T (1994) -1% -4% 9%
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Onwg mapatnpidnie amd i Ewkdveg 11-13 kon tovg ITivaxeg 6 kot 7, to amoteAéopATA TOV
dV0 mpooceyyicE®V Ol0PEPOVY UEPIKMOG HETAED TOLG KOL WE TIG WETPNCEIS YO TIC TPELS
BoAGCo1EG KATOGTACELS, Ol OTOlEG TEPLYPAPOVTOL OO UN OTEVA @acpato. Eidiotepa, ot
OTOTIOTIKEG TOPAUETPOL TOV OVTIOTOLXOVV ota omoteAéopato tov Memos and Tzanis ([29];
[30]) mpooeyyiCovv pe peyarvtepn akpifela T1G LETPNOEIS Y10 TIG TEPIOCOTEPES MEPITTMGELG
nwov e€etdotnkay, og cOykpion pe tov Longuet-Higgins [24]. Mia svkpwvig dtapopd peta&p
TV 000 TPOCEYYIGCEDY EVIOTIGTNKE GTN HECT] GTATIOTIKY KLUUATIKY TEPi0do, 1 onoio apopd
GTN GLYKEVIPMGT TNG GLVAPTNONG TNS Od KOvoL mukvotntag mbavotntag tov H kot T katd
tov Longuet-Higgins [24] oe pia yeitovid yopm omd pia xopoaknpiotiky mepiodo (avtd Oa
UTOPOVGE VO GYETIOTEL e TNV LILOOEST] TOL GTEVOL PAGUATOG), VD 6T uéBodo Twv Memos
and Tzanis ([29]; [30]) ot kvuatopoi pe peydha H teivouv va €xovv peydreg T oe

peyolvtepo Pabud and o1t ot pébodo tov Longuet-Higgins.

3.2.2 Zuykpiocels ota evoldpeca vepd

H meproyn epappoyneg mg ypoppkng Bemplog eivar gupela, koAvmtoviag oxedov OAa ta
evoldpeca Pabn mubuéva yo TIc TEPIGCOTEPES KOUTVAOTNTES KUUOTIGUMV TOV GUVOVTMVTOL
OGNV TPAKTIKY TNG BOAGCCLOG PNYAVIKIG KOl AKTOYNIOVIKYG. 2T GUYKEKPIUEVT TOPEypaQO
TO YPOIKO HOvTELO KupoTikng duadoong [33] Ba epoppootel evidg kot €KTOG TV Opiwv
EQPOPLOYNG TNG YPopknG Bempiac, kot Oo cuykpdel pe Eva poviédo thmov Boussinesq, amd
10 maxéto Aoywopkd MIKE 21 BW ¢ DHI. Ot ouykpicelg Ba mpaypatonomBoidv pe Baon
TIG OPUKTIPICTIKEG KUUOTIKEG TOPAUETPOVS GTIV TEPLOYN TOL YPOVOL KOl TOV SOy POLUUATOV

SLOTTOPAG TOL VYOG KAt TNS TEPLOO0L KOMOTOG eVvTOg piog Baldooiog KatdoTaong.

To makéto Aoywopikod MIKE 21 BW g DHI ompileton omnv opBuntikn enthvon g
dathnmong oty mEPLOYN TOL ¥POVoL TV eElomoemv TOTOL Boussinesq cdugova pe toug
Madsen et al. ([46]; [5]; [47]; [48]) ka1 Tovg Serensen and Sgrensen [49] kou Serensen et al.
[6]. Ot e€lodoeic avtég Kab1oTOOY TO LOVTEAN KOUATIKAG S10606MG KAV VA, TPOGOUOIDVOLY

TN 5105001 U YPOUUKOV KOTEVOLVTIKOV KOLOTIGUOV oo o fadid ota pnyd vepd.

H pebodoroyia, mov vioBetOnke yia ) cOykpion Tov povtéhov [33] pe 1o Loyiopuikd MIKE
21 BW (DHI), mopovoidletar mapakdtm. Apyikd, onueidvetor OTL 6TO GLYKEKPLUEVO
HOVTELO ypnotpomomOnkay, ¢ Oedopéva €16O00V, 1 YPOVOCEPE TNG avVOY®OONG TNG
erevlepg emedvelog, evd oto poviého tmv Malliouri et al. [33] ypnowonomnkay ot

KUHOTIOHOL OTTmG TTopaynKay omd TNV avaAlvor Tng YPOVOCEPAG GTNV TEPLOYT| TOL YPOVOV.
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Epocov ta 600 poviéha Oo mpémer vo cuykplBohv VIO KOWEG LOPOLAKEG KOl OPLOKES
ouvOnkeg, M 101 Pabvuetpion ko to Sdypappo dwcmopdg Twv H kot T ypnoomombnkay
oav Baon yo ta. dvo povtéra. Emiong, ot idtol kopatikol petacynuoticpol AReonKay vwoy,
ntot n pRxwon, M owbiaon, N Bpavon Kol 0 AVOCYNUATICUOC HETG TN Opoavon Tov
Kopotiopov. ‘Enerta, 1 aviymon tng eAedbepng emipavelag Kot ol KOUATIOUOL HETOQEPOM KOV
o€ To pNyé vepd. Ztn cvvéxeln, epappolovioc ™ péEBodo dvm ddfacng otn ypovocelpd
avOiymong g eErevbepng emeavelag, ekTiundnkay to didypappa dwwcmopdg tov T kot H kot
Ol YOPUKTNPICTIKEG KUHOTIKEG TTapduetpol. Ta amoteléouata avtd cuykpibnkay pe exeiva

TOV YPOUUKOD HOVTEAOL S1ad00NG.

Mia oyetikd éviovn BaAdooio Kotdotaon pe kKAOetn npootton emAéynke, amd Tic dAheg
15 Boldooileg Kotaotdoelg mov e€eTAGTNKAY, VO TOPOVLCICTEL GTNV TOPOVGA Olatpipn,
€POCOV DEMPEITOL O CTUAVTIKY Y10 TO GYESIAGUO TOV TOPAKTIKOV épywv. H KAion mubuéva
BewprOnke ton pe 0.10 ko ota dVo poviéra. O ywpwdg Kvvafog NTav OROIOHOPPOC LE

Prpo AX = Ay = 1 m otig dvo oprldvtieg kdbeteg dievBivoeig X kat y.

Ymv Ewdva 14 areicoviletoan 10 didypappa dacmopds twv T kot H tev dbo poviéhwv oto
Babog twv 20.95 m, ko otig Ewdveg 15 - 18, ta amoteléopatd toug yio Sidpopo evoldpesa
Babn mopovsialovion kot cuykpivovtor petoEd tovg. Ztov Ilivaka 8 ot yopaktnpilotikég
TOPAUETPOL OO TNV OVAAVCT] GTNV TEPLOYT TOV ¥POVOL TV dV0 UOVTEA®V Tapovcidlovtal
Kol cuykpivovtol peta&d tovg, eved otov [livaka 9 mapovoidletal n GYETIK) S10(QOPaE TOV

TOPOUETPMV TOV YPOLUUKOD LOVTEADV MG TPOC CVTAOV TOV UT| YPOUUIKOD LOVTEAOD.

Ewova 14 Avaypappa dwoctopds tov T kow H wov ypnoipomonidnke amd to 6vo povrélo 6to
Bé6oc Towv 20.95 m
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©  Non linear (Mike by DHI)
© Linear (Malliouri et al. 2019)

Ewéva 15 Zoykpron dwaypappatog dwuomopas tov T ket H Tov pn ypappkoed povréiov (Mike by

DHI) pe o016 ToU Ypoppkod povrélov d1ddoong oto evdiapsso padog towv 11.80 m

@ Non linear (Mike by DHI)
© Linear (Malliouri et al. 2019)

T(s)

Ewova 16 Zoykpion droypappatog dwusmopag tov T kot H tov pn ypappikod povréiov (Mike by

10

DHI) pg o016 tov ypappikod povrélov s1ddoeng oto svérdpeso padog twv 7.60 m

© Non linear (Mike by DHI)
@ Linear (Malliouri et al. 2019)

Ewova 17 Zoykpion dreypappatog dwasmopag tov T kot H tov pn ypappikoed povréhov (Mike by

DHI) pe avto tov ypappikod povrélov d1ddoeng 6to evéidpeso padog tmv 5.70 m
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©  Non linear (Mike by DHI)
© Linear (Malliouri et al. 2019)

Ewoéva 18 Zoykpron dwaypappatog dwuomopas tov T ket H Tov pn ypappkoed povréiov (Mike by
DHI) pe 0016 T0U Ypoppkod povrélov d1ddoong oto evdiapcso fadog tov 3.80 m

Kpivovtag amd to dtoypaupato dtooropdc tov T koaw H, ta omoio mapovoidotnkay oTig
TOPOTAV® EIKOVEG, Ol GLYKPIGELS TV 000 HOVTEA®V (YPOUpIKO V.S. un ypappikd) deiyvouv
KoAn ovuemvio ota meplocoTepa. evoldueca PaBn mov efetdotnkav. Meyohvtepeg
OTOKAIGES HETOEL TV d00 poviElmv mapatnpndnkav ota mo pnyd evddueso Pabn mov
e€etdotnkay (. oto Pdbog twv 3.80 M) eEartiog TV UN YPAUUKOY OAANAETIOPACEDY TOV

KOUUOTIOH®V Kot TG Opadbong, ot omoieg gival wo £VTOVeS KOVTA GTNV OKTY.

Ytovug Ilivokeg 8 watl 9, ot YopaKINPIOTIKEG TAPAUETPOL TV OTOTELEGUATOV TOV TOKETOV
Loyiopkod MIKE 21 BW cvuykpivovior pe avtég tov povtélov tov Malliouri et al. [33].
INUELOVETOL OTL EKTOG TOV HEGOV VYOVG KOpTog Hm, Tov onpavtikod vyovug kopatog Hyys,
KoL TG MEOTG KVUOTIKNG tEPLOdov T, Tapovoidlovral, emiong, to uEGo unkog KOuatog Ly,
7oV ekTunOnke and ™ ypapkn e€icwon duemopds o€ Opovg Tm, 1 UECT KAUTLAGTNTA Sy
(HyslLy), N omoia extyuidnke og dpove Hys ko Ly, ko o apdpoc Ursell, U, (Hys*Ln/d%)

7oV emiong ektiunOnke g 6povg Hyjs kot Ly,

IMivoxog 8 TOYKpon TOV YOPUKTNPICTIKAOV TOPOUETPOV TOV OTOTEAEGUATOV TOV TOKETOV
hoyropikov MIKE 21 BW pg Tig avriotoyes mapapirpovg Tov povrédov tov Malliouri et al. [33]
Yo, KGOeTn TPpdoTTMOT

Model depth(m) H,(mM) Hyz(m) Tn() Lp(m) Sm Ur
MIKE BW 20.95 2.99 4.63 8.40 96.61  4.79%10° 4.70
Malliouri et al. 2019 20.95 2.99 4.63 8.40 96.61  4.79%1072 4.70
MIKE BW 11.80 3.05 4.69 8.62 82.83 5.66*10% 18.36
Malliouri et al. 2019 11.80 3.07 481 8.40 80.20 6.01*10%  18.83
MIKE BW 7.60 3.17 4.73 8.84 71.33  6.63*107 54.82
Malliouri et al. 2019 7.60 3.15 4.82 8.40 67.27 7.17*107  49.68
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MIKE BW 5.70 3.10 4.51 8.97 63.88 7.06*10°  99.37
Malliouri et al. 2019 5.70 3.07 4.60 8.39 59.35  7.75*10%  89.85
MIKE BW 3.80 2.59 3.96 8.36 49.18  8.05*10° 174.52
Malliouri et al. 2019 3.80 2.39 3.68 7.81 4569  8.06*10° 139.97

Mivoxog 9 XyeTiki S10.Q0pd TOV YOUPUKTNPIGTIKOV TUPIPUETPOV TOV UTOTELECRATOV TOV
povtédov Tov Malliouri et al. [33] og apog avtdv Tov MIKE 21 BW yia k40stn Tpdonton

d (m) d/L, Hp, Hys Tm L Sm Ur
11.80 0.22 0.01 0.03 -0.03 -0.03 0.06 0.03
7.60 0.14 -0.01 0.02 -0.05 -0.06 0.08 -0.09
5.70 0.11 -0.01 0.06 -0.07 -0.07 0.10 -0.10
3.80 0.09 -0.08 -0.07 -0.07 -0.07 0.00 -0.20

Onwg exktipnnke and tovg IMivakeg 8 kot 9, ota mo Pabid evdidueca vepd (cvykekpipéva
oto Badn tov 11.40 m, 7.60 m, 570 m) to Hy, t0 omoio ektymbnke amd T0 YpOuUKO
HOVTELO 0100001 KUUATIOU®DY, EIVOL O KOVTIO UE OUTO TOL U1 YPOUUIKOD LOVTEAOL GF
oyxéon pe mo pnyd vepd. Ot GLYKPIGEIS TOV APOPOVY GTIC VITOLOITEC TAPUUETPOVS EIvVOL €V
YEVEL IKOVOTOMTIKEG. Q0TOGO, HEYOAVTEPEG dOPOPEG TTaPATNPOOVTAL 6TA T Kot Ly, evd
KoL UEYOADTEPES OTO Sy kol Ur. Onmg Ntav avapevouevo, ot amokAcel HETAED TmV

TOPOUETP®V TOV dV0 HOVIEA®VY YivovTal O £VIOVEG, OTOV Ol KUHOTIGHOL EIGEPYXOVTAL GE TLO

PG vepdL.

Ymv zmapovoa dwTpiPny, eetdotniay, emiong, kot OaAGCOIEC KOTAOTAGES HE TAAYLL
npoonTeot. Ocov apopd TV TAAY10 TPOSTTOOT|, TAPOUOLES TapATNPNoEL; Ba pmopovsay va
eEayBovv omwc pe v kdbetn TpodoTTO®OT, OYETIKAE pe TS TapapnéTpous Hey, Hys, Tm, Lm, Sm,
Ur. Zyetikd pe tn 6y omnv mAdylo mpdontwon, mapatnpninke 6ti, 660 1 Yovia 6g GYECN UE
Vv Kabetn mpdontwon avEdvetar, n Oy TOL YpapUKOD HOVIELOL OOQEPEL OE UEYOAVTEPO
Babuod amd vt mov wpoékvye amd 10 TokéTo Aoyiopkov MIKE 21 BW, evd ot vtoromeg
napapetpol £de1&av Kalvtepn cvpemvia. Ot dapopéc, oe Eva Padud, tov 600 HOVIEA®V ®C
pog ™ Om, Oa pmopovoav vo amodobovv 610 YEYOVOC OTL QTN 0@OPE Uid GTOTIOTIKY|
TOPAUETPO OTNV TEPInTOOT TOL Ypopuukod poviélov tev Malliouri et al. [33], evd oty
nepintwon tov MIKE 21 BW n mopduetpog ovth €ival QacpoTikn Kot Tpocdtopiletar og m

péon kotevbuven Tov KotevhuvTIKoD PAGUITOC.

3.3 Avaivon aélomiotiog cupfatikod Kopatodpadot pe Tpovy
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2V Tapovoa Topdypupo, Tapovcsialetal pio mAnpog mbavotikny pebBodoroyia pe otdyo TV
extipumon g a&lomoTiog TOV TUPAKTIOV KOTOCKELOVY, OTMS 0l cupPatikol Kupatobpadoteg
ue mpavn, Paoel g MOAVOTIKNG aVOTOPACTACTG TOPUUETPOV GOPTIONG KOl AVTIGTAGTC.
C1UEIDVETOL OTL £vaL aTO TO, KOIVOTOMO GNUEIN KOl OVTIKEIIEVE, TNG TOPOVGOS daTpPng givat
N extipunon g ThavoTNTAg AGTOYI0G TOV KOTACKEVOV UE PAon TO HaKPOTPODEGILO KUUATIKO
KAMpo ot 0éon tev épyov, 1 omoia ocvvnbmg PplokeTon oto  evoldpeca  vepd,
YPNOUYLOTOIDVIOG TOPATNPNOEL, T UETPNOES KLUOTICHOV o€ 7o Pabid vepd. Avto
EMTLYYAVETAL HECM TNG EPUPUOYNG EVOC GTATICTIKOD HOVTEAOL KVLUOTIKNG 0100001 LE GTOYO
1N ovvaptnon amd Kowov TukvotnTag mBavOTNTOS OAMV TOV GTOYOCTIKOV UETOPANTOV va
extiunBei ot Béon tov €pyov. EmmpocHeta, ypnoonombnke 1 avédivon axpaiov Tiumv
mov ompileton e yeyovdta, kol M avdAvon ot BOAAGGlES KATOGTACELS EVTOS TMOV
yeyovotmv, og pia pebodoroyla extiumong g mhavotnTag asTo)itg TV TOPAKTIOV EPYMV.
Eniong, amodeucvietar 0Tt Kot ot dV0 OVTEG TPOGEYYIGES UTOPOVY VO EVEOUOTOBOOV 01T
dwdkacio oxedlacpod Tov mapdkTiov épywv. o Tov okomd avtd, £QUPUOCTNKOY Kol
ovykpidnkav peta&y tovg Vo Slapopetikés peBodoroyieg, MrTor M MéEBodog Apeong
OMloxMpwong ko 1 MéBodog Monte Carlo, ypnopomoidviag £vav cuvévacud petafAntdv
pe undevikd Kot pun-undevikd Pabpd emucvéuvotrag. O cuvOVAGUOG AVTOG AVOPEPETL EOD
®¢ o oLVOLAGHEVT] aVOAVGT] YPOVIKA UETAROAAOUEVOV KOl YPOVIKG OUETAPANTOV
petafintov. Emmiéov, digpguvatar 0 KOTAAANAO ypovikd Pripo optopov ¢ Boidooiog
KOTAGTOONG EVTIOC TOV KOTUYIO®V 0TV avaivon Tov 00Adcoiov KataoTdoemy, Bempdvioag
LE TOV TPOTO QVTO TNV 1GTOPI0 KOl T HOPOT TOV KUUOTIKOV Kotaryidmv-yeyovotwv. TErog,
diepguvatal 1 exidpacn ¢ Dedpnong TEPIGCOTEPMY GTOYAUCTIKOV UETARANTAOV SOPOPETIKOD

TOTOV GTNV EKTLLOVUEVT TOAVOTNTO AGTOYIOC TG KATUOKELNG.

3.3.1 Apyn| mpocéyyion oxedacpov Bacet Tng avdAvong akpaiov THdV oTnplOpEVn o€

yeyovota

Mia povoTapapeTptkn aviilvuon akpaiov TIHOV Bacicuévn o Yeyovota, 1 OTolo avoQEPETAL
ot0 povtého tov Aypav Ave Koatoeiiov (Peak Over Threshold) POT, 8a ypnowonomOel
€0 Y10 T0 Hsp, ONA. TO péyioto Hg evidg £vog yeyovotog 1| ahidg pHiog KOPOTIKNG Kataryidag,
axoAovBavtag o Bempntikd mhoiclo, To omoio ewofyayav ot Bernardara et al. [50]. Xt
cvvéxewa, 10 Hsp mov avapépetar oe pio nepiodo emavapopdg Oa aviictoyotel pe Tig mo
OULYVEG TIEG TNG MECTG KUHOTIKNG Tepiodo katatyidag, storm T, kot tng péong kotevduvong

Katatyidag, storm Op,.
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ApyiKd, OPOYEVOTOIOVVTOL TO OPYIKG KULOTIKG OEOOUEVE, EMITPEMOVTAG LLE TOV TPOTO CVTO
TOV OlY®PIoUd TV dedopévav/ Boldooiov katactdoemv oe avebaptnto peta&d Toug
YEYOVOTO. AVTO EMITUYYOVETOL LE TNV ETAOYN €VOG OPYIKOL KAT®QAIOv U; Yoo to Hs
drywpilovrag Tic acbeveic amd Tig o 16YVPEC Kotaryidec. Emiong, emhéyOnke pio eAdyiot
nepiodog «npepiogy, wy. tov 6 hr [51], peta&d 600 Sudoyikdv Kotolyidmv, Yo vo
eEaoparicel 011 To. 000 yeyovota eivar aveEdptra. Me avt) T ddtkacio, TPOKLITEL TO
o0VOAO TV Hsp. Zyxetikd pe v emloyr] Tov Koato@Aiov Uy, avtd Oa mpémel va eivor apketd
VYNAO, ®CTE Vo, dtakpiver Kot vo dtaympilel 600 dadoyikég Kataryideg, ahAd emiong va sivol

O YAUNAO amd TV TEPLOYT TV aKpaiwV yeyovotav [52].

To devtepo Ppa eivar M emAoyn €vog GAAOL KATOEAIOL Uz, vynAidtepov omd 1o U;. H
EMAOYT TOV Uy mpémet va. etvor mo akpiPrg amd Tov Uy, apov ta Hsp mov vepPaivovy to U, Oa
pénel va axoiovBodv v S mBavotikn Katavour akpoiov Tiudv. Avaeopikd LE To
povtédlo POT, o Pickands [53] anédeiée 0Tt | TOOVOTIKY KATAVOUY OKPOI®V TILOV UITOPEL VaL

npooeyylotel oo v katavour] Generalized Pareto (GP) (BA. emiong [54]). Avtd onuaiverl 6t

v Hg ;> X, dedopévov 6mt Hy ;> U, , 1oydet:

x —u, )
Pr(H, , > X, [H,, >U,) =(1+§ . zj (6)
(2

omov: x, eivor pio Ty H,  peyodvtepn omd 10 U, , &e(—oo,+x) kor o >0 eivar ot

TOPAUETPOL GYNUOTOG KO KAMUOKOG, OVTIGTOLYO, TNG KOTAVOUNG.

Ot emotpe@dpeveg TEG Hsp, TOL AVTIGTOLXOVV GE GLYKEKPUYLEVEG TEPLOSOVG ETAVAPOPES T, |

eayopeveg amod to povtédo GP mapovoidlovron mapoKaTo:

H

Svp_Tr

o 3
=u,+—| (T, 4 ) -1|, for&=0
7)1 o
H,,« =U, +olog(T4,), for £=0

s.p

ZVVETAMG, 1 KoToryido oyed0CHOD avTIGTOLKEL GE pio EmMOTPEPOUEVT TN Y1 TO Hsp, 1 omoia

ocuvovaletor pe v o mhovn TN ™G Ty Kot TG O,
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INa vo extipun0ei, ooy, n mbavommrta vrépPacng tov Hs, oxedocpov oto detypa tov Hsp
TOV aKpoimv yeyovot®mv ot oldpkelo {mng tov €pyov L, m omoio Oeswpeiton €dd mg pio

wodvvapn mhovortnta actoyiog Pf* el » bopel va ypnotporomOei n mapoxdato eSicwon:

1 )™
P o=1-|1-——
f,el ( ZT] (8)

er

3.3.2 II\Wpwg mbavotiky| avdAvon a&lomotiog epapUocuévn 6 akpaio yeyovoto

H m\npwg mbavotikn aviilvon, mov mapovctdleTol TapakdTm, eQopUoleTal GUEGO GTOLG
EKTPOCMOTOVG TV Kataryidwv, dnAadn eite ota Hsy twv axpaiov yeyovotav, gite ota Hs tng
uebodov Block Maxima. T tov okomd avtd, mopovctdloviar dVo TANP®EC TOAVOTIKEG
uébodor a&lomotiog, nrot 1 Mébodog Apeong Oroxkinpwong (DIM) kot 1 MéBodog Monte
Carlo (MCM), egoppoouévn oto aveédpmra Hsp tov axpaiov yeyovotwv plag POT

avaAivengc.

3.3.2.1 MéBodoc Apeong Orokinpwong (DIM)

H pébodoc dueong ohokAnpwong Ppicketar wo kovtd Oempntikd 6TOV TPOGIIOPIGUO NG
mBavotnTog aotoyiag evog otoyeiov piog katackevnc. Baociletor ommv olokAipwon g
ouvapTNoNG TG amd Kooy 7wukvotrag whavottag o€ OA0 TO TESIO OPICUOD TOV
OTOYOOTIK®V UETAPANTOV IO T cLVONKN OTL TO OAOKANPOUA VTOAOYILETOL GTO YWPio NG

actoylog.

Ye pio avéivon a&lomortiog, Oa pmopovoay va gumAékovtal ¥povikd petafoAlopevec oAAd
KOL YPOVIKA OUETAPANTEG UETAPANTEG, LE TNV EVVOlD TOV TOPAUETPOV LE UNOEVIKO KOl Un
undevikd pvOud emikvduvotntag, ot omoieg mailovv kdmolo poéio oty aflomotic | oTNV
mbavomta actoyiog piag mopaktiag kataokeung P, kotd ) Sepkela g Long g L. H
OLYKEKPIUEVT TOAVOTNTO, EKTIUATAL GTO GUVOAD TV akpainy yeyovotmv. Ot petafAntéc ue
unodevikd puOuod emKvoLVOTNTOG, GTOCO, eival aveEaptnTeg omd TV TEPiodo avaeopdg L.
Yy wpdn, TETOEG YPOVIKA aueTdfinteg petafintéc pmopovdv vo Bewpnbodv owtég mov
oyetifovTal PE TNV oVTOY/aVTIGTOOoT TNG KATUOKELNG. TNV TEPITTOOT] TOV GUVOLOCHOD TMV
dVo avthv Tomev petafintéov, n P, ektipdtor péoo g akoiovdng eicmong n omoia

avamtOyOnke e6m:
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oOmov: omd €dd Ko 6t1o €€Ng, fﬁ(l’) glvar m ovvapmon g amd KOWOoL TUKVOTNTOGC

mbovotntog tewv uetaPintov avtictaong r, fo L(X) glvalr n ovvdptnon ond Kowov

X.e,

mokvomrtag mhavdTTag TOV YPovIKe eE0PTOUEVOV UETAPANTOV QOPTIONG X Koté, ™m
duapketa g Cong tov €pyov L, ko o(r %) glvar to yopio actoyiog, To omoio mpocdiopiletan

a6 TO MEGI0 OPICHOV OAMV TOV EUTAEKOUEVOV GTOYOOTIKOV LETARANTAOV VIO TN cLVONKT OTL
N 0PN CLVAPTNON GXEOAGHOD tval PIKPOTEPT 0O TO UNdEY, ONA. Yo g (F, ;) <0.

Y10 onueio avtd avoiyel pia mopévleon: H ocuvvapmon oplokng katdotacng (limit state
function) g tov kGbe cTolyEiOL TNG KOTAOKELNG TPOKVMTEL GO TOV TOTO GYESLUGUOD TOL

GTOEIOV, SIAUOPPOUEVO GTNV aKOAOVON YEVIKT TOL HOPON:

<0, aaroyia
g=R—-A=0, opioxij kardotaon (10)
>0, aopalnc meproyn

omov: R n ocuvdpmon tov mopapéTpov avtiotaong kot A n GuvapTnon TOV TOPAUETP®V
QOPTIONG. XVVENMMG, 1 GLVAPTNOT OPKNG KOTAGTAONG €VOG OTOLKElOL TEPLYPAPEL TNV

Katdotaomn oty omoia Ppicketal, Kot Tapovoidletal otny mopokdto eéicmon:

Khgivovtag Aowov v mapévieon, Tpokdatel OtL:
Q(F,Q):{g(?,%)w} (11)

H epappoyn g E&lowong 9 oty E&icwon 8 cuvendyston ot
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Po=] fﬁ(F) 1-|1- fze’ly(i)d;( dr (12)

-

OTOVL: er ” (X)sivm N Katd péco 6po cLVAPTNON NG amd Koo TLKVOTNTAS TOAVOTNTOC

TOV X 7OV OVOQPEPETOL OTNV TEPIOO0 AvaPOPAS Tov €vog €tovg, e&ayouevn amd Y €t

TOPOTNPCEDV/LETPNCEDV. ZNUEIDOVETOL OTL O1 ¥POVIKA EEAPTMUEVEG PETAPANTEG POPTIONG X
OTOTELOVVTOL OTO KUUOTIKEG TOPAPETPOVGS, OTI®G Ot Hg, Kot T, 1) GALEG OpOLEG, M StV UOVON
g otdlung AOY®m peTE®POAOYIKNG TaAippotog SL, 1 taydtnto TV BoAAcoIOV pELUATOV
KAT.

H mo cvyv) mepiparloviikn mapdpetpog, n omoia givar ove&aptntm omd T0 KLUATIKO TTEdio
Kot Topovataletal oty moapdktio {dvn, eivar 1 dakdpoven g Boidooiag otabung Adym
¢ aotpovoukng maAippotag (TL). H petapinti avty sivor vieteppviotikn kot e&aptdtot
oo ToV TeAPPOolakd KOKAO TG Teployng ueAétng. [lapoia avtd, cuvdvaletal Tuyaio Le TOVG
KUUOTIGHOVE, Kol GUVER®DC prmopel va BewpnBel cov pia toyaio petapfint. Qotoco, n TL dev
€IVl OTOTIOTIKO GUOYETIOUEV HE TIC KLUOTIKEG TAPUUETPOVS, OAAG Ol TEAgvTaieg, OTAV
neplopiCoviar amd to Pdbog mubuéva, eCaptdvtar and ™ otdbun g Bdrlaccoc, 1 omoia
pumopel vo emmpedletor €viovo OmO TNV OOTPOVOUIKY] TOApPOld, TN HETEMPOAOYIKN
TaAippola, KAT.

H aotpovopukn morippola oyetiCeton kupimg pe tn oyetikn 0éomn g XZeAnvng pe ) I'm o
egeliooeton kaBe 50 Aemtd v nuépa Or maiippoteg, eniong, petafdriioviol enoylokd, evm
HIKPOTEPES SLOKLUAVGELS GLUBAIVOVY EKTOG TG YPOVIKNG TEPLOdoL Tmv 19 e1dv nepinov [55].
Q¢ ex tovTOL, dgdopévou OTL M Oldpkeld (NG TOV TEPIGCOTEP®V TUPAKTIOV EPYMV
Kopaiveral peta&y 20-50 etdv, N actpovoukt| TaAippoto uropei va OempnBel og pia ypovikd
un e&optdpevn HETAPANT, KOl 1 Kotavoun tng aveEdptntn and tnv mepiodo avapopdc.

Yuvenmg, n eveopdatwon g TL omv E&icmon 12 exitvuyydverol og axolovbwng:

Al
Poc=[[t:(F) fu(@)|1-|1= [t (X)ax| |t (13)

o(rx)

omov: i, (t|) glvar n ouvaptnon mokvotnTag ThAVOTNTAG TNG SIOKDUOVET TS 6TAOUNG AdY®

0OTPOVOLIKNG ToAlppotag Kot 2 (rx4) givol To emekTapévo Yopio aoToying.
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Mo v akpPn extipmon g Py, 1o Prpata olokAnpoong GGV TOV GTOYOGTIKGOV

petafAnTadv mpémet va eivol IKOVOTOmTIKG KA.

3.3.2.2 Metafintég avtictaong

Q¢ petafintég avtiotaong, Bempodvial ekeiveg mov oyetiCovial pe TV avioyn 1 avtictoon
plog kataokeung Kot ocuvnBmg mapovstdlovy pio dlcmopd YOp® Omd pio YOpPOKTNPIGTIKN
TN, TNV KATNYOopio 0LTH GVIKOLY TUPAUETPOL, OTMG 1) TUKVOTNTO TMV QLUGIK®OV 0YKOAOwV,
N TUKVOTNTA TOV HaAACGIVOD VEPOD, Ol YEOMUETPIKEG TAPAUETPOL 1] OKOLOL KO Ol TAPAUETPOL
TOV EUTEPIKDOV TOTOV GXEO10GHOD, Ol 0moieg TpokvITOVY amd TN Pabuovouncn Tovg Pacel
TEWPAPATIKOV HEAETOV. XTOV TPOTAPYIKO OYEOOUO TOV TOPAKTIOV KATUCKELMV, Ol
UETAPANTES AVTIGTOONG EKTPOCMTOVVTIOL OO TIC YUPOKTNPLIOTIKEG 1| MEGEG TIUEG TOVG GTOVG
TOTOVG GYESCUOV Yo TOo KABe oToryeio TG Kataokevns. 261060, 6TOV TANP®S THUVOTIKO
OYEOLOGO, Ol TOPAUETPOL OVTIOTACNG UTOPOLV Kol OVTEG VO 0KOAOLOOVLV THOVOTIKEG
katavopés. ‘Evag amidg tpomog va AapPdvetor vmoyn mn HeETaPfANTOTNTA TOLG, Kol KT
GUVETEWD KO 01 TOOVOTIKEG TOVG KATAVOUEG, YIVETOL HEC® TNG BEDPNONS TOVG MG KAVOVIKES

KOTOVOUEG.

3.3.2.3 MéBodoc Monte Carlo (MCM)

¥ uébodo MCM, ypnoiomolovvol 1 ToKVOTNTO GLYVOTNTAS TG TL, Kol Ol GUVOPTNGCELS
g amd Kool TukvotnTag Thavotntog twv Sk, O, Tm, kot Hs, pe 016)0 TV Topaymyn evog
Tuyaiov delypatog yio kaOe petafAntn To 0moio TPOKLATEL Ao TNV THUVOTIKN TNG KATAVOUT,
0ALG, eMITALOV, SLOTNPAOVTIOG T GTOTIOTIKT] GUGYETION UETAED TV GTOYOCTIKMV HETOPANTOV
OV TOPOLGLALOVY CNUAVTIKY] GUCYETION. Xuvendc, N E&icmon 13 1oydel kot ot pébodo

ouT.

"Evag 1pémog yio v mapaymyr| tov tuyaiov detypatog g MCM eivar péow tng avtiotpoeng
ouvaptnong g afpoloTikng Katavoung, 1 omoio Pacileror oty mopoKdTe dSodikacio:
Kdabe mpocopoiwon &exivd pe v emhoyn €vog tuyoiov mpaypotikov oplfuov omd pio
opotopopen kotavoun U(0,1). Méow tov cuykekptpuévov aptBpod (X, ), umopei vo mapoydel

éva detypo ¢ petafAntig ( X ) xpNOUOTOI®VTAG TV AvVTIoTPOeT adpOoloTIKY KOTAVOUT TNG

petafAnTig Fx‘l(x) g eENg:
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X =F (X)) (14)

Inuewdvetor 61t 1 afpolotikn Katavoun g X vroroyiletar and n cLVAPTNON TLKVOTNTOG

mbavomrog fy (X) o¢ eENg:

X

Fe (x)= [ fy (u)du (15)

—00

Emiong, n pébodog Paciletar otn dieloymyn evog peyddov apibuod mpocsopoidosmy N |, éva
uépog twv omoiwv (N ) exppélet to ywpio astoyiog Tov ctoreiov. Qg ex TovTOL, pE TNV

mpovmobeon 6tto N givar kavomomtikd peydhog Oeticdc axépatog aptdpog,

Pr=— (16)

Edv, Lowmov, 10 péyebog tmv detypdtov tov SL, TL kot tov petafintedv avtictaong R, mwov

nopdyovtat and ™ péBodo MCM, cvuporileton pe by Ng, Ny, Ny avtictoya, tote 10 TEMKO
omotéheopa g Py, mpoxvmtel cuvdvalovtag v E&iowon 16 pe v E&icwon 17 og

aKolovOwg:

oL
Po=>, Z[l—(l—ZN[\;’i/NS} ]/NtI IN, (8)

omov: Ny, eivar o apBpog eppavicewv g aotoyiog Tov i-ootov otoyeiov kou N eivor o

GLVOMKOG aplOUOS TOV TPOGOUOIDGEDY/ KATALYIOmV.

XXXVii



3.3.2.4 YroloyiCovtog v mBavoTnTa 00TOYI0G TOV GUGTHHATOG

‘Evag amhog tpomog va vroroyiotel M mlavodtnta aoTo)log TOL GLGTNUATOG 1 OAMMDG 1M
TOOVOTNTO TNG EVOONG TV EVOEYOUEVAV 0OTOXIOG T®V OTOWEIMV TOV CLGTAUOTOS, GE
TEPIMTOON GEPLOKOL SOYPAIATOS AGTOYLDY, EIvVOL 0 EAEYY0G OA®V T®V GTOEIDV €0V aVTA
00TOYOVV VO KOWEG ovvOnkee @optiong. 'Eva KotatomoTikd Topddelyo, T0 0moio
OVOPEPETAL GE £VO, GUGTNUO OOTOYLOV GE GEPA VO cLUPaTIKOD Kuuatofpadotn Ue Tpovi,
v Vv mepintoon g MCM, mapovcialeton otov Ilivaka 10. Xy mepintowon topa g

DIM, propet va ypnotponomOei o avtiotoryog [Mivaka 11.

MMivoxog 10 Exktipnen ™ A0avoTnToS 0.6TOYI0S TOV GUGTHNOTOS HEGM TG VOGNS TOV
gvdgyopivov aotoyiog Tov otoryciov ([34], [56]) ywa ™ nédodo MCM

o/o , ,
TPOGOLOIMONG Actoxin Aoctoyia Actoyia Aoctoyia
. TPOGTVELOV . Ymvepov ,
Bordootog rpavobe oo Tpavobe GLGTNLOTOG
KOTAOTAONG

1 1 0 1 1
2 0 0 0 0
3 0 1 1 1

N 1 0 0 1

2OVoAo Nf,s Nf,t Nf,r Nf

Mivaxkag 11 Extipnon g mOavotTNTaS 0.6T0YI0S TOV GVGTHRATOS HEGH TNG EVAOOTG TOV
EVOEYONEVOV 0oTOYI0G TOV GTOL El®V Y10 TN péBodo DIM [35]

And kool . ;
, Aoctoyia . Aoctoyia .
mBavotnTa , Actoyia , Aoctoyia
s TPOGTVELOV ) Ymvepov ,
TOPOUETPOV , Toda , GULGTNLOTOG
] TPAVoNG TPAVoNg
popTiong
P1 P1 0 P1 P1
P2 0 0 0 0
Ps 0 Ps Ps Ps
Pn Pn 0 0 Pn
20vvoro=1 pf pf; pf; pf

Zovenag, cOuemvo pe m pédodo DIM, n mbavomto actoyiog tov cvetpatog Py, , Ty 3

oo El®V (OTWG OTNV TEPIMTMOOT LOC) GE OEPE, 150VTAL E:
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Provs = JJ (1) fo (1 ){1—(1— f, sk o ®d ;)ﬂdF dtl (22)

Opoimg yio TapdAinio cdoTnUA!

PreLs = ” iz (F) o ( )lzl_ (1_ J.gl(F,u,§)<0mgz(F,t|,;)<0mga(F,tl X)<0 f?,e,ly (;)d ;ju }dF dtl (23)

Koatd avrictoyia, ot péboso MCM, n mbavomta actoyieg Tov cuothuatog Py, o, my. 3
oo El®mV (OTWG OTNV TEPIMTMOOT LOC) GE GEPE, 1G0VTOL UE
N i
Poore =2l 2 |1-|1->—INg | |INy |/N, (24)
N | N N N

omov 10 N, mpoocdiopiletor amd tov IMivaxa 10.

3.3.3 II\Wpwg mbavotikn avdAvon epapuocpévn oTig DaAGoo1EC KATAGTUCELS

H m\pwg mbavotikn aviivor, mov mopovctdletol TapoKato, £apuoletal GUEcH ot
S doy G KOPOTIKG dedopéva e TNV LIoBETNON EVOG Ypovikoy Prpatog, to omoio opiletl T
Boddooio Katdotaon. Xty avaivon auth, ot BoAdooieg KOTaoTAcElS Ogv amatteitat va givan
avegaptnteg peta&o toug. Emiong, pe fdon tov okomd g avéivong, 1o ypovikd avtd Pripa
umopel va givar dtopopeTikd omd to Pua pétpnonc. To ypovikod Pripae opiopod e ardcciog
KaTAoTAONG €EAPTATOL Od TO GTOXElO TNG KOTUOKELNC Yo TO Omoio yivetar 1 avaAvLoN.
Ewwdtepa, o Prina avtod, oe pia avdivon aélomiotiog evoc cuopPatikod kouatodpadotn pe
pavn, cuvietatol vo givar 3 hr, dote vo avtiotoyel oe mepioodtepa amd 1000 kopoTo ovd
OoAGCo10, KOTAGTAOT, OTTMG TPOTEIVETAL OO piot GLVNON CLUVAPTNGT OPLOKNG KATACTUGNG
[57] yio ™ Bwpdkion Tov mpoctvepov tpavodc. H cuykekpiuévn Bedpnon cvvdéetat pe v

KOVOTNTO TNG KOTAGKELNC VO OVTEYEL OE WioL KOUATIKN KaTalyido mov omoTeAeiton omd Eva
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obvolo omd Boldooieg katactdoslg. H wovotnto avtn dev eyyvdtor pe tn Osmdpnon
avtoévopwv Ppayéov BoAACoI®V KOTOGTAGEOY TOL 0dNyovv oe pkpn uid my. ot
Owpdkion, oAAd pe TN Oedpnon 7O ONUOVIIKAOV QPOPTIcE®V, 10img 0Tov o1 BoAAco1Eg
KOTOGTACEL, GUVIGTOVV TUNHOTO OKPUi®V KOUATIKOV YeYovoT@v. O Adyog yia avtd ivor 0Tt

plo katackewn dev pmopet va emidtopBmbei evtdg evog akpaiov Yeyovotog HEYAANG S1APKELNG.

2NV TOAVTOPAUETPIKT AVAALGT TOL EQOPUOLETaL OTIS BAAAOCIEC KOTOOTAGELS, Ol OTOieg
ocuvnbmg S100vTal e GUYKEKPIUEVO YPOVIKO Prino HETOED TOVG, TO HOVIEAO OECUEVUEVNC
TOOVOTNTOG XPNOLUOTOIEITOL [UE OTOYO VO TPOCUPUOCEL SUTUPUUETPIKEG KOUTOVOUEG TV Hy

kot Ty ot Stwbéoipa dedopéva Kabe Kotevhuvtucol Topéa, oG akoAovbmg:

me:Hs:emi (Tm’ Hs’emi) = fem (emi ) fHS|9m (Hs | emi ) me|(HS,emi)(Tm | (Hs’emi )) (25)

OmovL: fem (emi) givar n mokvomTo TOavOTTEG TOV i-06TOV KaTELOLVTIKOD TOpER UE
kevepual Ty v 0, ke edpovg dg,, f o (H [6,,) eivor n Seopevpévn cuvapmon
mokvomrag mbavomrag tov H yw dedopévn O, won o (T, [(H,,60,,)) eivar n

decpevpévn cuvaptnon Tukvotntog mbavotntog mg T, dedopévav tov H, xat 6, ;.

H deopevuévn  ovvaptmon g amnd kool mukvotntog mbavotntog tov T, H.

f

m. 10, (To Hg [6,) Y10 dedopévo katevbuviiko topéa pe 0,,; povieomoribnke coppova

ue tovg Mathisen and Bitner-Gregersen [58]. H stlemi (H |9mi) UTOPEL HE IKOVOTONTIKO
pomo va avamapactodel pe pio Weibull kotavoun oe moAdéc meputtmoeig [16], evd m
melelemi (Tm | ( H,, emi )) umopei vo avamapactadet and v katavour lognormal, g onoiag
ot TapapeTpotl Bong i ko KAMPOKAG o Uropodv vo YpapTovuV oG cuvapTtioels Tov HglOm,

TPOGOPUOGHEVEG £6( Yo VoL Aapfdvovy voyn kot o 6, , Onwg Tapakdto [58]:

u(H 16, )=a +a,H>
( ) ’ .0, e(@m —%,9m +d‘9mj (26)
o(H,16, )=b;, +b,exp(b,H,) 22
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omov a,,a,,a,,b,b,, xou b, eivon otabepéc, ov omoieg mpoodiopifovror amd ™ PéAtioT

TPOGUPLOYT TOV KAUTVAGY TNG Hopens TV E&lomoewmv 26 ota dedopéva.

3.3.3.1 MéBodog Apeong Orokinpwong (DIM)

Ymv mopovoa avdivon aflomotiog, edv Exovpe Y €N UETPNOEDV XPOVIKA eE0pTOUEVOV
HETAPANTAOV, OTOC Ol SL0dOYIKEG KVUUATIKEG POCHATIKEG HeTaPANTéG Hs, Ty pe evd otabepd
YPOVIKO Pripa, ot PETOPANTEG aVTEC avTioTolyovv o€ Y £tn Bempdviag oTatikéG cuvinkeg
peTalld TOV €TOV. LUVERNOC OTNV oVOAVLGCT OLTH, 1N OEGUELUEVN Kol 1) UN OECUEVUEVN
mhovoTNTo 0oToYiog Tov otoweiov ota Y £€tn pmopel vo exktunbei. H deopevuévn
mBavotnto aotoyiag ovagépetal 6to Oeiypo mov vmepPaivel éva otabepd xotdeAl. H
petdfoomn g mhavodtnTag aoToyiog Tov oTotyeiov omd Ta Y €11 o€ peyoAvTepn didpkela dgv
eMuTpéneTol KOOMG o1 TWEG TV HETAPANTAOV aVTOV dev elvar aveEdptnTeg. XVVEm®S, 1 U

deopevpévn mlavoTNTa AoToYI0G TOL GTotKEloL 6T Y €T eKTindTon MG aKoA0VO®G:

Py = fﬁ (F)fY,Y (;)d;dF :.[ fﬁ (F) fY’Y (;)d; dF (@7)

OTOoL f?v (;(') glvar M ovvaptnon ¢ amd KOOy TLKVOTNTAG TOAVOTNTAS TOV YPOVIKY
eEaptoduevov petafintov X otV ¥povikn epiodo Y.
H evoopdtwon g moiippolag otnv mopondve eEicoon 0dnyel oy TOPAKAT® S1OTOTMON

g mOavOTNTOS 0oTOYI0G TOV oToLyEiov ot Y tn):

P =J[ (7)) [ £y, (X)dxdr a (28)

3.3.3.2 MébBodoc Monte Carlo (MCM)

Ocov agopd ot puébodo MCM, 1 ddikacio mov akorovdndnike oty mapovoa doTpipn
TEPLYPAPETAL e TO, okOAovOa PripoTa: 1) Apyikd mapdyetol Eva delypa pe Tég g Om mov
akoAlovbobv TV Katavour Tovg. 2) Xt cuvvéyela, Yo ke tiuq g Om ue Pdon v KAdon
™G, ypnoiponoteital pio deopevuévn avtictpoen abpoiotikny katavoun e Hsl0n pe otdyo

TNV Tapoymy”n tov dgiypuatog tov Hs. Me tov tpdmo avtd, oe kdOe tiun g O, aviiotoyyileton
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plo Twq tov Hg, n omoio xoBopilel Tic TOpapETpovg TG OEGUELUEVNG OVTIGTPOPNG
afpototikng Katavoung g Tm|Hs/Om. Ot cuykekpiuéveg mapauetpol ivar GuVOPTHGELS TOVL
H;. 2vvenmg, ypnoonowwvrag v E&icwon 14, mapdyovror N tpradeg tov 0y, Hs, Tr, 6oV
N eivon évag apretd peydrog BeTikdg aképailog apBpog, o onoiog Oempntikd tpoceyyilel Tov

TANBLo U TOVG KAl EMTLYYAVEL TN GVYKALGT TNG AVong TG Hebddov.

YUVETMG, N U OECUEVNEVT TOOVOTNTO 00TOYI0G TOL oToKEiov ota Y £€tn pe TN pébodo

Monte Carlo extydror og akoAovHmg:

-2 (e @)

Ny \_Ns

omov: Ny, eivar o apBpog eppavicewv g aotoyiog Tov i-ootov otoyeiov kor N eivar o

oLVOAMKOG aplOUOS TOV TPOGOUOIDGEDY/ BOAACTIOV KOTAGTAGEWV.

3.3.3.3 YroloyiCovtog v mlavoTTa 00ToYi0g TOV GUGTHUATOSG

Zopeova pe ™ ueboso DIM, n mbavotta actoyiag Tov cvothuatogP; |, Ty, 3 otoyeinv

(6mwg oV TEPITTMOT LOG) GE GEPA, 1G0VTAL JIE:

P =T 15 (F) b (1) o 7:13)<055 (7 Ao 0 XY (0dxdr dt (30)

Kata avtistoyia, ot pébodo MCM, n mbavotnrta actoyiog tov cvothuatogP; ,  , Ty, 3

otoyEiov (OT®MG TNV TEPITTMON LOG) GE GEPA, 1GOVTOL LIE:

Py :Z{Z(Z%/ NSJ/ Nt,:ll N, (31)

Nr Ntl NS

omov 1o N extipdron coppava pe tov Iivaxa 10.
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3.4 Tapdaoderypo avaivong a&lomoTiog CVUPATIKOD KUUATOOPAVGTH HE TPOVI

Xmv mapovoa datpPr], mapovotdlovtal 600 TEPIMTOGELS EPAPLOYNG TNG TPOOVAPEPOUEVNS
peBodolroyiag, pe otodyo ™V ektipnon aéomotiog piog mapdktiag katackeuns. H mapdxtia
KOTOGKELT TOL HEAETATOL EIvat Evag cupPatikdg Kopatofpadotng Le Tpavn Tov Ppicketal o€
Baboc 6 M, tov omoiov Ta YopakINPlETIKA Topovcstdloviar oty Ewova 19. Epocov ot
KopatoBpavoteg oyxedialoviar cuvinBmg Yoo apyikn (NG Kot eV KOTAGTPEPOVTUL QUECHS
MeTd amd pio Kataryida, 1 oploky KATdoTtoon oXeOGHOD TNG VIO UEAETNG KOTOOKEVLNG
BepnBnke N oplOKT KOTACTOOT AEITOVPYIKOTNTOG Y10, TTEptopiopévn {nwd. (Serviceability
Limit State - Limited Damage). Emnpoceta, ot nepiBmpieg nepiodot emavagopdc tov Hsp
nov e€gtaonkay givar ot Tepiodot Towv 10 kan tv 100 etdv kot yio ta 600 mapadeiypota. Ta
V0 OVTO TOPASELYHOTO OVOPEPOVTOL GE dVO SLOPOPETIKG onpeior ot Meodyelo, 10 TP®TO
avapEPETOL 6To ovorytd ™ Mdalaya (Iomavia), Kot To de0TEPO O6TO. AVOLYTO GTO KEVIPIKO

Avyaio (EALGSa). o Adyovg cuvTopiag, HOVo T0 TPOTO Topadelyua 0o Topovcilactel £50.

Ewova 19 Mio Tvmki dtotop Tov cvpfatikod kopatodpavortn [35]

Ta dedopéva mov ypnoipomomdnkav ywo v mepintoon ¢ Maloyo a@opovV 1GTOPIKE
dedopéva tov H, T, kot O, mov koAvmtovy TN ypovikn mepiodo amd 2010 émg 2017 ko
Tpoépyovtal amd Evav mkeavoypoapkd miotipa. H didpkelo (ong tov épyov Oempeiton iom
ue 15 €, dote va ivarl Aiyo peyaddtepn amd tn didpKeln, Tov peTpnocmv. O TAotipag eivat
TonoleTnuévog oTo. evalauesa vepd Kol cuykekpipévo 6to Padog twv 15 m (36.69° N, 4.42°
W), kovtd oto Apdvi e Malayo. To ypovikd Pruo tov Kopatikov dedopévov givar 1 h.
Emiong, ypnopomomOnkav pokpompdBeopo dedopéva g Oordoocwog otdbung, mov
KOADTTOLV T1] YPpOoVIKY| Tepiodo amd 1992 émg 2019 kot Tpoépyovial amd TOAPPOIOYPAEPO TOV
Bpioketar péoa 6to Audvt Tng Méhaya (cuykexpuéva: 36.71° N, 4.42° W). Ta dedopéva
avtd Swyopiloviar ce V0 GLVIOTOOEG, ONA. OTNV AOTPOVOUIKY ToAippote TL xot

petewporoykn mokippoto SL ( storm surge).
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Oocov agopd o1o didypoupo actoywwv (fault tree), emdéxbnke Eva celpraxd ddypoppo, OTmg
ovvnBietal yio T1g TopdkTieg Kataokevéc [1], To onoio amoteleitar and TPEIS LEUOVOUEVOLG
UNYOVICUOVG 0GTOYING: TNV 00TOYI0 TOV TPOGNVEUOV TPAVOLS, TV acTdfelo Tov Toda, Kot
TNV aoTOYl0L TOV VINVEUOL Tpavovg e&ontiog TG KLpaTikng vrepmnonong. Ot Tomol mov
ypnopomoOnkay yio. To Kabe otoryeio £xovv avamtuydel and tovg Van der Meer [57], Van

der Meer et al. [59], and Van Gent and Pozueta [60], avtictoiya.

Emiong, onuewmveton 6T 1 enidpaot g TAAYLOGC TPOTTMOOTG TOV KVUATICUDV OTNV EVCTAOELN
OVTAOV TOV TPIOV GTOYEI®V ANEONKe VITOYN UEC® TNG YPHONS TOL 160dvVapoL Hg kabetnc

npomtoong [12].

3.4.1 Ilapovoinon dedopévav

YHETIKG UE TN OTOTIOTIKN GLUGYETION HETOED TOV KLUOTIKOV TOPUUETPOV, O GUVIEAEGTNG
ypopkng ovoyétiong Pearson peta&d tov T, ku Hg extymbnke ota 0.68, evad
nopoTnPENONKay EMOPAcES TG KATEHOLVONG TOV KLUATICUDV TNV od KOWOD KOTUVOUN
tov T, ko Hg. To dudypoppa dtacmopdg tov T, ko Hg tov petpioenv aneucovi(etol otnv

Ewova 20.

8 9 10

Tm (s)

Ewéva 20 Avdypappo swacropds Tov petpiiceov T, kot Hg a6 T0V OKEavVOypa@IKé TAOTHPO.
[35]
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O ovVTEAESTNG YPOUMIKNG GLUOYETIONG HETOED SL kot Hg 1oobtan pe 0.1 mepinov kot yi avtod
dev BewpnOnke onuoavikdg oty mapovoa perétn. Ta wotoypdupota tov TL ko SL
mopovctdlovion oty Ewova 21, omwg petpndnke omd tov moaAipporoypdpo. Omwmg
mopotnpnonke oty Euwdva 21, n 0oTpovoukn Kot UETEMPOAOYIKN TOAppOl OTNV
nepintoon g Mdalaya gival LKpoD 0POVE, GLVETMG Ol KUUOTIKEG TUPAUETPOL LTOPOVV VO,

BewpnBovv mo kpicipot amd avTodg g BaAdociag 6TabUNg Yo TV VO PEAETT) KATAGKELT.

0.2 T T T

——storm surge
—tide

frequency density
o
o L
- o

o

o

3]
T

1 [ | L
06 0.4 0.2 0 0.2 0.4 0.6 0.8
sea level variation from SWL (m)

Ewova 21 Moldyove cvyvotitov tTov TL ko SL énog petpfidnkay amxd tov makipporoypdeo [35]

3.4.2 Avayvopion akpaiov yeyovotwv - Katatyidwv

Apywcd, emdéydnke éva katdeAL U Yo to Hg dtayopilovtag to aclevr amd ta pecaio kot
axpaio yeyovota tov detypotoc. Emiong, emiéyOnke pia eddyiot nepiodog npepiog/vpeong
tov 6 hr [51] peta&d dbo dadoyikdv Kataryidwv — yeyovotmy yia vo eEac@olicst 0Tt o 300
yeyovota etvar ave&aptnta peta&d tovg. Amo T dadikocio auTr), TPOKVTTEL TO JElYUO TOV
HEYIGTOV ONUOVTIKOV VYoV kouatog Hsp katd t odpkewa g kabe kotoryidag. Xtnv
Topovco, HEAET, TO apyIKO KAT®OEAL U; MTov ico pe 1.65 m, mov aviietoryel oto
nocootNUoplo 98.5 tev dedouévev tov Hs. Ta 1otoypaupate Kot To S1dypopiLo SloTopag

™G dubpketog kat Tov Hs, v aveEdpmtov yeyovotov mapovsialovot otnyv Eudva 22.
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storm duration (hr)

Ewoévo 22 Iotoypappota kon didypoppa Stoemopds tng dtdpkelog ko tov Hs p Tov avelapnrov
YeYOVOTOV 6T1] €01 TOV PETPNTIKOD GTEONOD

O mubuévag g Bdhaccag Bewpndnke eminedoc pe kAion ton pe ™ péon kiion tov, 5%.
Yuvenmg, N dwkduavorn g Boldooiag oTabung AdY® OGTPOVOUIKNG KOl LETEMPOAOYIKNG
TOAIPPOLOC KoL TO KOUOTIKG Ogdouéva ypeldlovtar vo petapepbodv ot Béomn g
KOTOOKELNG, ONA. 670 Bdbog twv 6 M. Xtnv Ewodva 23, yivetal GOyKpion T@V SloypopidTOY
dlaomopdg g ddpkelag kat Tov Hsp tov avedptnimv yeyovotov ot 0Eom Tov HETPNTIKOD
otafuod ko oty Béon ¢ katackevne. Emiong, oty Ewdve 24, mapovoidlovror ta
wotoypdppata kot o dtdypappo dtacmopds Tov Hs, kot g Oy, tov yeyovotwv ot 0€om g
KOTOGKELNG, OTNV Omolo QAiveTol OTL Ol KATELOVLVGEIS TPOEAELGONG OAMY TV YEYOVOTMOV
TtV avikel oto dtdotnua arnd 100 ° émg 125 ° and tov Boppd kot 1 mo axpoio kotaryida,
mov mapatnpidnke oto detypa, £xgl v kotedbBuvon twv 113 ° and tov Boppd, N onoia eivan

Kkd0etn otig 100Pabelg, OTMG KOL GTNV OKTOYPOLLUY.

4.5
L]
. .
4+ .
a5l ¢ 8 o depthof 15m
’ ® depthof 6 m
—_ . e L ] Y [
£ * PR I
a .« * . . *
L5 HEEL I B Lol ¢
’- £ "¢ §. e e
(T ] L) .
L8 s
2 ttlis'
H L
15 »
1 ! ! ! ! ! ! ! ! ! |
0 10 20 30 40 50 60 70 80 90 100

storm duration (hr)

Ewéva 23 Zoykpion Tov diaypeppdtov dwacropds Te didpkelag katl tov H,, Tov aveaptnrov
YEYOVOTOV 611 0£01 TOV PETPNTIKOD 6TOONROV (UTAE KOVKKIOES) Kol 6T OE61 TG KOTACKEVG
(KOKKIVEG KOVKKIOES)
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Ewoévo 24 Iotoypappota kon Sudypoppa stoemopds Tov Hy , kan 0, tov yeyovétov ot 0£on g
KOTOOKEVNG

310 emdevo Pua, ETAEYETOL £Va OEVTEPO KATOGAL Uy VYNAOTEPO Amd TO Up. TOUPOVA UE TO
amoteAéopata Tov d0o pebddwv (Mrot [61], [62]) yio tnv emhoyn Tov U, Kol Kat® eméKTO.oN
TV mopouétpov ¢ Kotavoung GP, m twng tov 2.409 m emidéyetor Yo T0 Uy, 7OV

avtiotoyel ot Bedpnomn mepinov 3 axpaimv YEYOVOT®V TO £TOC.

Ot mepiodor emavapopds Kot ot EmoTPePOUEVES TWES Yoo To Hsp cvvdvaouéveg pe tig mo
mOovEG TWEG TN HEOTG TEPLOJOV Kol KaTELOLVONG YEYOVOTOC 6T BE0M TNG KOTAGKEVTG, Ol

omoieg eMAEYOMKAY Yo TNV apyIKT TPOGEYYIoN o)edLOGUOD, Tapovctdlovtal atov [Tivakoa 12.

Mivaxoeg 12 Tgpiodor emavagopds kKar eMoTPEPOpEVES TIRES Y10 TO H; , cuvdvaouéveg pe Tig o
mOavis TYég TG PEGNS TEPLOAOV KO KATEDOVVENGS YEYOVOTOG 6T1| O£0M TG KATAGKEL|G

[epiodog
’ Adpreio Om
enovopopdg T, Hs,p (M) T (5) (hr) (° oamd Boppd)
v Hsp (€71)
10 4.03 6.25 3 113
100 4.54 6.58 3 113

Ytov Iivaxo 13, mapovoialetal To exTiopuevo Péco Papog TV oTolEimV TG KATOOKELNG
amd TOV TPOTUPYIKO GYXEACUO Yo TIg dVo TePLOdoVs emavapopds tov Hsp. EmmAéov, ot
mBovotnTeg VIEPPoions TV Hsp yia ta dV0 cevapla katd T ddpkela VO £TOVG Kot KOTA T

dudpketa g {ong Tov £pyov Tapovcialovtor otov [livaka 14.
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Mivakag 13 Méco Bapogc TOV HoVAd®V TOV GTOL(EIOV TG KATUGKEVNS U0V TOV TPOTUPYLKO

oyeoaopnl
T, for Hs, (years) Seaside armor units  Rear-side armor units Toe units
(kg) (kg) (k)
10 5018 1241 379
100 6980 1915 542

Mivakog 14 IMMBavotnTES aoToyiog ava £70¢ Kat Katd ) didpkea {onig Tov £pyov (15 étn), Yo ta
ocvapla oyedaocpod H, , (Malaga)

T, for H,, (years) P, ey P et
10 3.20%10% 7.82%10"
100 3.20%10° 1.40*10"

Inueidvetor 0t otnv mopovso datpPn, oeEnydn plo avdivon oakpaiov TwoV Yoo pio
petafAnt Paciopévn og YeyovoTa, Kot 6T GUVEYELX Ol EE0YOUEVEG EMOTPEPOUEVES TIUEG TNG
ouvovdoTNKAY UE TIC TO TOAVEC TWEC GAAOV UHETAPANTOV, HECH TOV OVTIGTOW®V
SaypappdTev d10emopac. Q61060, Uit TOATOPOUETPIKY avaiven akpoiov Tuav (w.y. [63])
ouvioTtdrtal Yoo pio o okpip] EKTIUMON TOV TIUAV TOV AOIT®V UETUPANTOV. Avtd dev
emyelpeitor otV mopovoo  datpPn, agod M okdlovdn avdivon Tov Ooldccimv

KOTOGTACE®MY YPTCULOTOLEITAL Y10 TOV TOUVOTIKO GYESUOUO TNG KATOGKELNC.

3.4.2 Zratiotikn ovéivon 1oV 0ohAeo1mV KaTAGTAGEDY

e avtd to Priuna, SeENyxdn N oTATIoTIKN avVAALGT TV SO KAV BOAICCIOV KATACTACEMY
EVTOG TOV OKPAi®V YEYOVOT®V Yo va. ANeHovv ®¢ @opTicelg oty VIO UEAETN KATOOKELN.
Apyikd, 10 1010 KATOPAL EQUPUOCTNKE GTA dgdopéva Tov Hs, 0mmg otV avdAivon akpainy
TILOV Pociopévn o€ YEYOVOTO, VI VO, QIATPAPEL TIG O ONUOVTIKEG Kot Kpioueg Oaldooieg
Kataotdoelg mov o petapepbodv otn 0éon ¢ katackevnc. Me tov TPOTO AVTO, Ol TO
kpioeg Buldooieg KoTaoTacElS dtoywpilovtal amd 10 cLVOAKS delypa, aALL emiong Kot O

OYKOG TV SESOUEVAOV KUL O VITOAOYIGTIKOG pOPTOC TEPLOPILETUL OTLLAVTIKG.
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Onwg aivetar otnv Ewkova 25, éva katdeAtl epapudotmke ota dedopéva tov Hg, pe otdyo va
QIATPAPEL TIC MO ONUOVTIKEG BoAdcolEg KataoTdoelc mov o petagpepbovv otn Béon g
Kataokevc. Me 10 ovykekpipuévo tpomo (oni. OBétovrag Hs>1.65 m) 1o cdvoro TV
Bordocoiwv katactdcemv mov Bo dtodevtel amd to Pdbog tv 15 M oto Pdboc twv 6 M

amoteAel To 1.5% tov apyikov deiypatoc.

o threshold selected

0 45 90 135 180 225 270 315 360
mean wave direction

il

Ewéva 25 Istoypappata kon didypappa dracropds Tov Hs kot 0, Tov oidcoiov KaTacTdcemv
611 0£01 TOV pETPNTIKOD 6TAONOY [35]

3TN GUYKEKPIUEVT] EQUPLOYT], YXPNOLOTOMONKE €va PUc TPIOV POV TOV aeOpd TNV
aVamOpAcTUCT TOV B0AGCCIOV KOTAGTAGE®Y 6TV 0SI0TTIOTIO TOV TOPAKTIOV KAUTOGKELMY,
£101 ®oTE 01 BUAACGT1EG KATAGTACELS VAL OVTIGTOL(O0UV 6 TTEPLocdTeEPO 0mtd 1000 KupaTIGHOVG
avé Boidocio Kotaotdon. Xtn cuvéyela, emiéyetal to péyioto Hs oe pio ogpd tpuov
LOVOpP®V UeETpNoe®Vv Tov Hs evtdg piog katatyidag yuo vo ovamopaotioel ) Oaidooia

KOTAGTACT).

Epapudloviog tdpa 1o 610 poviého xopotikng diddoong [33] omo¢ pe Tig Kororyideg -
YEYOVOTO, TO VTOGHVOAO TV BaAdooIOV Kataotdoemv Letapépdnke and to fabog tov 15 m
ota 6 M. Ta wtoypdupate Kot To didypappe decmopds Tov Hs kot O, mov petapépbnkav
o010 Pdbog twv 6 M amewkoviCovion oty Ewova 26. Kpivovtoag amd v Ewdva 26, to O,
avTdV TV OoAdCCl®V  KOTOOTACE®V €IvOl  GULYKEVIPOUEVO ©€ £€va OTEVO  €0POg
KatevBivoemv, OO0 UE aVTO TOV KOTUYidmV. ZVVERMOC, 6TO GNUEI0 0TO UTOPEL va yivel 1)
amAoToinon 0Tl OAEg aVTEC 01 BaAdoo1EC KATAGTAGELS £Y0oVV KON O, OV oTNV TEpimTOON

™™g Mdalaya €xovv KGO TPOGTTM®GN GTO €PYO.
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mean wave direction (° from North)

e

Ewéva 26 Istoypappata ko didypappa drasmopds Tov Hs kar 6, Tov vrocuvorov Tov
00L0001OV KOTOOTACE®V 0T B£01 TG KATAGKEVG

Epappolovrag, oto onpeio avtod, 1o poviéro deopevpévng mbavotnrag yuo d0o petafAntés,
nrot Hg ko T, mpokdztel ) deopevpévn amd Kowvov mukvotnta mbavotntag tov Hy kot Ty,
dedopévou 0Tt o1 AneBeiceg BoAAGGIEC KOTAGTAGELS OVIIKOVV GTO EMAEYUEVO VTTOGVUVOAO GTN
0éon tov perpnTikod otabpod kot Tov €pyov. Omwg ¢aivetar otnv Ewova 27, 6mov
TOPOLGIALETOL QLT 1 GUYKPLON, 1 OEGUELUEVT amd Kooy TukvoTnTa mBavotnTos TV Hs
kot Ty ot Béom ™G KATOOKELNG OPEPEL OO QLTI TOL UETPNTIKOD oTafUov, Topd TO

YEYOVOC OTL KL 01 dVO AVTEG BEGELS AVIIKOLY GTO EVOLAIEST VEPQ.

+ 7 . . .
6 \ 6
/ o
5+ §Q<9 - 5 waQQ r
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Ewévo 27 Agopgopévn 0wé kowvod mokvotnta mBavotntos Tov Hy kat T, dedopévov 6TL 01
MoOeioes Buhdooleg KOTAGTAGELS AVIIKOVY 6TO EMAEYREVO VTTOGUVOLO, 6T 001 TOV peTpnTIKOD
6100pov (oprotepd) Kot 6t O<on TG KaTackeVS (88€1d) (Kopmohes ioNg TVKVOTNTAG
mBavotnTag pe pripa 0.05 1/s/m)

3.4.3 Extipwovtog v mbavotnta actoyiog péow g DIM ko MCM

E@pocov évav amd tovg 61d)0VG NG Topovcag STPIPNG amotelel Kot 1 SlepELVNON NG
eMdpaong S10POPOV TOHT®V TOUPUUETPOV O GTOXUCTIKDY UETAPANTOV OTNV EKTIUDUEVT

mBavotnTo. aotoyiag TG KOTOoKELNG, &Eetdomkay ot €ENG TPEIC MEPMTMGELS. ApyIKA,



eetdotnioy PHOVO Ol KUUATIKES TOPAUETPOL, GTI] GLVEXELD Ol KUUOTIKEG TOPAUETPOL KOl Ol
TOPAUETPOL BUAAGT10G GTAOUNG Kol TELOG O1 TPOTYOVLEVEG GE GUVIVLAGUO LE Uio. OTOYXOOTIKN
TOPAUETPO OVTIOTAONG TNG KOTACKELNG. XZNUEWOVETAL OTL OTNV TPOTN TEPIMTOON Ol

mopapetpol SL kol TL OempnOnkav ioeg pe 1o undév.

2mv 1pitn mepinTmon, ™G 6ToYacTIKY LeTafANT ANEOnke 1 TKVOTNTA HAlHS TOV PLGIKOV
oykoAiBwv. Emeldn n katavoun g glvar dyvootn, ypnoyomomonke yo v TavoTiki g
ovomapaoTooT piol KOvoviKY Katavopr, Thg omoiag 1 puéon tiun sivon {on pe 2650 kg/m?®, kat

1 Tomeh ™ omdichion {om pe 10 kg/m®.

Inuewdvetor 6Tt dedopévou Ot ) tepintoon e Makaya apopd o€ LUKPEG SLAKVUAVOELS TNG
UETEMPOAOYIKNG KOl OOTPOVOUIKNG TOMPPOLAG, M OXECN OAANAETIOPAONS TOV KLUOTIKOV
TOPOUETP®V UE TIG TAPaUETPOVS oTabung TL, SL ot 0éom ¢ Kotackevng dev €xel Anedel
vdym.

Ocov agopd omv gpapuoyn g e&icwong 28 péow g uebddov DIM ot cuykekpiuévn
nepintmon, ta Ppoata oAokAnpwong dtl kou dsl einednoav ico pe 0.05 m, kot to, dHs ko

dT,, ica pe 0.10 m ko 0.10 s, avriotoya, To omoia BempHBNKAY IKAVOTOMTIKA KA.

2 pébodo MCM, mapdyBnie éva toyaio delypa yro kKGbe petafinty, To omoio axorlovBovce
TNV KOTOVOUN NG, OAAG TapUAANAC SlTNPOVTIOG TN OTOTICTIKY GLOYETION UETOED TOV
UETAPANTOV LLE GNUAVTIKT CLGYETION, T.Y. TOV Ty kot Hs. Xtnv Ewkdva 28, ameucoviletal to
Suypoppa doomopdg tov T, kot Hg ot 0éom tov épyov, m ouvdpmon omd kowvov
mokvotTag whovotntog tov 000 UeToPAnTOV, kot To Ogiypa g uebddov MCM,

TapoLGIALoVToG KO COUPMOVIA.

H emioyn o0 Guvolkol aplfpod mTPocoUoIHoE®DY Yio TV Kabe pio mapduetpo eEaptdron
a6 T petafAntomra kou tov TANBuopd . o mopddetypa, otn cvykekpyévn HeEAETN O
GLVOMKOG aplOLOG TPOCOUOIDCEMY Y10, TOVG KLUATIGHOVS Nty icog pe 1500, evd yuo to SL
kon TL 50, kot 20 yia TIC TApOpETpoue avticTacng, To omoio cvvemdyston 7.5%107
EMOVOANYELS. ATO TO TOPOTAV®, GUUTEPAIVETOL OTL Ol VIOAOYIOTIKEG amortnoelg g MCM

umopel va yivouv onpovTIKd VYnAES.



1 2 3 4 5 6 7 8 9 10

Ewova 28 Loykpien tov Tuyaiov deiyportog g MCM (KOKKvo) pe T0 VTOGHVOLO TOV dEiypoTog
611 0£om TG KaTAcKEVNS (TPaovo) (kKapmddeg iong TukvoTyTog mbavoTnTag pe frpa 0.05
1/s/m)

3.4.4 Anoteléopata kot culnnon

Ot mpotevoueVEG ADGELS GYEIAGLOD OV TPOEKLYOV OO TNV OPYIKN TPOGEYYIOT| GYESAUGLOD
Bacel Tov akpaiov yeyovotwv otn 0Eom TN KATAGKEVNG YIVOVTOL 01 0pyIKEG ADGELS YioL TNV
DIM vy v wpod™) mEpintwon. Xt ovykekpuévn mepintoon, 1 DIM Oswpei udévo tig
KOUOTIKEG TTOPOUETPOVG G 6TOYaoTIKEG petapAntég (PA. Iivaxa 15). Onwg mopotnpeital
otov Ilivaxa 13, ta amoteléopata g uebddov DIM agpopovv ot decuevpévn mibavotnta
0oTOYI0G TNG KOTOOKEVNG OEOOUEVNG TNG VIEPPAONEC KOTMPAOL KOl TNG UN OEGUEUEDVIG
mOavotTag g ota 8 £t petpnocwv. Ta amoteléopata e DIM dwaepépouvv oe onuovtikd
Babuod amd avtd g apykng Tpociyyiong oxedlocuov Paoel akpainv yeyovotwv. Avtd Oa
umopovee vo, amodobel 6to OTL 01 300 aVTEG TPpocEYYicelg viroAoyilovy ThavoTNTES acTOYioG

SLpOPETIKOD TOTOV.

Mivaxkag 15 Agopgopévn kor pun dgopevpévi mOaveTNTO 0.0TOYI0S TOV CLOTHNOTOS KATUCKEVNG
oto. Y=8 £t péoo g DIM ywe tqv mporty mepinTtoon

[epiodog emavapopdg yio To Agopeopévn Mn deopevpévn
Hs, (o€ étn) (TTepintwon 1) (TTepintwon 1)

10 2.42%10” 3.97*10"

100 6.99*10°® 1.15*10™




Eniong, ta amoteléopata g DIM ya 11g tpeig mepumrtmdoelg mopovcsialovtor otov [livaxa
16. Kpivovtag omd tov Ilivaxa 16, n mbavoétra actoyiog g KATaokeLNG eivat vynAdtepn
oTN 0e0TEPN Ao OTL GTNV TPAOTN MEPinT®on. [Ipopavmdg, avtd Bo uropodce vo amopevydet,
€qv M katackevn eixe oyxedlaucbel omv mpdTNn MEPinTOON Yoo pio VYNAGTEPN T TNG
O0CTPOVOMIKNG KOl LETEMPOAOYIKNG TTadippotac. H Peltictomoinon ovtr cuvietdtot Yo tov

OYEOLOGLO TNG KOTAGKEVTG.

YyxeTikd pe TN OUYKPION TOV OTOTEAECGUATOV TOV OO TEAELTOI®V TEPIMTOCEWDV, TO
amoteléopata glvarl mepimov ica. Avtd Oa pmopovce va e€nynbel and 1o yeyovog 6Tl 6N
dgbtepn mepintoon M ToPAPETPog OvTicTAoNG €L TNV 10100 TIUA HE TN HEOT T TNG
TOPAUETPOV OTNV TPitn TEPIMTOON, KOl 1 KOTAVOUN 1TNng otnv Tpitn mepintwon sivar

GUULETPIKN YOP® 0mtd ovTh TN PEST TIUN.

ivoxog 16 Mn dgopevpévy mBavotTnTo 06T0)i0S GvoTipaTog Yo Y=8 £t péom s DIM e tig
TPEIG TEPIMTMOOES

Iepiodog
EMAVOPOPAS Y10, TO (Mepintwon 1) (Mepintwon 2) (Mepintwon 3)
Hsp (o€ €tn)
10 3.97*10" 4.03*10* 4.05%10°
100 1.15*10* 1.22*10* 1.20*10*

Ytov Ilivaxa 17, mapovcidleton pio ovykpion tov puefddwv DIM ko MCM yuo v tpity
nepintwon. Ewdwodtepa, kKot ta anoteléopata tav dvo nedddmv mincidlovv apketd, oAl g
MCM egivar Ayo vyniotepa. To yeyovog avtd Ba prmopovce va anodobel ot duvokoiio Tov
TpoOEKLYE OTN OOYKAION Tov amoteAecpdtov s MCM wc¢ mpog tov aplbud tov
npocopolncemy. Ilapd 1o yeyovog ott 1 DIM kpiveton o KatdAANAN 6TV TPOKEIEVT
nepintoon extiumong a&lomoTiog e ev AOY® KATOOKELNG, 6€ Mo oLVOETH TPOoPAIaTa
uébodotl Paciopévec oe mpocopownacels, ommg 1 MCM, Ba pmopovoav va Bempnbodv o

EVENIKTEG KO ATOTEAEGLOTIKEG.

Hivoxog 16 Mn dgopeopévy mOavotTnTo 06T0)i0g cvoTipatog Yo Y=8 £t péom s DIM kmn
s MCM yw v Tpitn mepinTmon

ITepiodoc emava@opag yio To
p o popagy DIM MCM
Hs, (o€ étn)

10 4.05*10™ 4.79%10"




100 1.20*10* 1.45%10™*

Téhog, exkpepetl to Prpa g Pertiotonoinong Pdoet g aE0TOTIOG «GTOYOV», OIKOVOUK®OV
KOl KOW®OVIKOV Kputnpiov, To onoio emPAALETOL Yioo TNV TEMKN EMAOYN TNG GYEOIGTIKNG

Abong ¢ katackevnc. To Pripa avtod dev Bo TopOLGLOCTEL.

4. Yvopmepaopata

4.1 Tlepiinyn

Ymv mapovoa datpiPn, mopovcialetar pio kaboAkn pebodoroyia yio TNV exTiUMon ™G
0&10ToTioG TOPAKTIOV KOTOOKEV®OY VIO KLUOTIKT @OPTIoT, 1 omwoin EEKvVAEL omd T GLALOYN
KOUUOTIKOV dedOUEVOV TToL givar dabéoiua ouvnbog ota Pabdid vepd, Kol KOUTOANYEL GTNV
EKTIUMON T™E TOUVOTNTOG 0OTOYI0G TOV KATUCKELMY VTMOV 6T1| d1dpKela TG (NG TOVG. Zav
dg0TEPO Pripa, avamTOYONKE Kol EQAPUOGTNKE £V GTOTIOTIKO HOVTEAD YPOUUIKNG KOMOTIKNG
dudoons, 10 omoio OAOKANPOVEL TIG Ppayvmpdbecpeg pe TG HOKPOTPODEGUEG KUUOTIKES
oToTIoTIKEG amd To. Pobid ota evddpesa vepd. H kavotnto tov oTOTIGTIKOD HOVTEAOL
YPOUUIKNG KOUATIKNG S1dd000mG Vo Topdyel pe dOKIHO TPOTO TIS Bpoyvmpdbecies KOROTUEG
oTOTIOTIKEG oTa Pabdid kol evddpeso vepd Olepeuvninke UHEC® OULYKPICEOV TOV
arotelecudtov pe petpnoelg ota Padid vepd Kot He To AMOTEAEGUOTO EVOG EUTOPLKOD Kot
a&omotov povtéhov tomov Boussinesq oto evdiduesa vepd. Ocov apopd v avaivon
a&lomoTiog TOV MOPAKTIOV KOTUCKEV®V, TOPOLCLAleTal pio AETTOUEPEIOKT TOOVOTIKY|
avdAvon, 1 omoio €0TAlEl OTNV TMEPIMTOON TOV CLUPATIKOY KLUOTOOPAVGT®V LE TPOVY.
Téhog, egetdomray mapadsiypato ovéivong aflomotiog evdg kvpatofpadotn amd dHo
otafpovg otn Mecdyeto digvkpivilovtag kdmota amd To. GNUAVTIKG 0épato Tov apopohy TV

extipmon a&lomioTiog TV ToPAKTIOV KATUCKELMV.

4.2 Zouvovalovtag Tig PpayvmpoOecies Le Tig LokpoTPOOEGEG KUUATIKES GTATIOTIKES OO TO

Babud ota eviidpeca vepd

‘Eva amd 1o kupiotepa Bépata tov mhavoTikoh GYESCUOD TV TOPAKTIOV KOTOCKEL®OV
amoTeLel M OKPIPNG TEPLYPAPT TOV UAKPOTPOHEGLOV KLUOTIKOD KAIHOTOG OTO €VOLAUESH
vepd, 0mov cuviog katackevalovtal Ta £pya avtd. AVTo €ival Kot €vo atd TO KLUPLOTEPQ
avTikeipeva tng Tapovcag otpipng. H meptypaen tov pokpompdhecov Kopotikod KAILOTog

OTO EVOLIUESH VEPA EMTLYYAVETOL £0® UEC® TNG EPOPUOYNG MIOG TEYVIKNG HeEl®ONG TOL
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OYKOL TV dedopEVeV ota Babid vepd Kol EVOG GTATIGTIKOD YPOUUIKOD HOVTEAOD KUHOTIKNAG
dudoong, to omoio cvvdvalel Tic Ppayumpdbecueg pe TIC HOKPOTPODECUES KVUOTIKES

OTOTIOTIKEG OO T, fobld oTo eVOLAUESH VEPE KOl avaTOYOTKE Y10 TO GKOTTO OVTO.

Onwg mapatmpnnke and to amoteAécpato Tov povtéAov ota Pabdid kot evdtbpeca vepd, ot
GULVOPTNOELS OO KOWOL TLKVOTNTAG ThavoTnTag TV Ty kot Hs ota fabdid dwupépovv ot
évav Pabud amd ekeiveg mov exkTiundnkav ywo To evoldueca vepd. Avtd o@eileTon OTIC
dlepyooieg Tov AaUPAvVoLV YOPO GTOVG KUUOTIGUODS TOL d1adidovTaLl TPOG TNV aKTH, OTMG M
px®on, N ddbraom, n Opadon, kKAn. Qotdc0, TopaTPHONKE OTL 0 TOTOG TNG TEPODPLOG
Katavoung tov Hs mov avomapiotovoe kaAdtepa to dedopéva Mtav idtog pe avtdv ota

evoldpeca vepd Kot Yo Toug TPELS oTafovg, mov eEeTACTNKAY.

Eniong, 10 povtého mov ovamtoydnke [33], exktiud ) péon ototioTikh KotevBuven tov
KOHOTIOU®V O, eKTOg TV Hy ko Ty, ot evdtdpesa vepd, Yp1OILOTOIOVTAS GOV OEQOUEVA TA
Hs, T, Om ota Pabid vepd. Avtd emtedybn péoo plog egicwong evoopdtoong tng
KaTeLBLVTIKOTNTA TOV KVUATIGUAV GE P OTATIOTIKY oviAvon kopa mpog kopa. H e&icwon
vt avartoydnke ota mAaica g mapovcag dwTpiPnc. H ev Aoym mpocéyyion Pacileton
otV vrobeon 0Tt petalhd TV KLPOTIGU®V 1010 KAAoNS meptddov, avtol Tov cuvdvalovtaon
pe peyadvtepa Hym kopatog H teivouv va éyovv katevBivoelg mo kovtd ot Oy oe oyéon pe
exelva. mov cvvovalovror pe youniotepo H, vmodeikvoovtag 6tt too H ko 6 dev givan

ave&dpnto. Avth n vobeon cvpeovei ue tov Tucker [37].

EmnpocOeta, 1o poviého [33] mopéyer mAnpogopion oxeTIKG pe TN MaKpompOOesun
ouvaptnon and kool wukvotntag mbavomtag tov H, T, 0, 6mwg kot ™ pokporpodeoun
ouvaptnon and kool Tukvotrag Tlavotntag Twv Hs, Th, Om, oT0 EVOldpueca vepd pécw
Tpomonoinong ¢ oxéong tov Battjes [36], n omoia enektdbnke dote va Bewpel, emmAéov Tov
H, a1 ta T xou 0. H mAnpogopia avt sivoar onuavtikny yio ToAAég eQapuoyEe, Onmg sivorl 1

avAALGT KOTMGEMS, KOl 1] AVAAVOT EKTIUNONG 0EI0TIOTIOG TOV TUPAKTIOV KATAGKEV@MV.

4.3 Aepedvnon g mEPLOYNS £YKVPNG EQOPLOYNG TOV LOVTEAOL

Yyetikd e T Ppayvmpoecpec KOpOTIKEG OTATIOTIKEG oTo Pabid vepd mov Aappdvovton
oy omd to poviého tov Malliouri et al. [33], amodeiybnke 611  cvvdptnon ¢ ond
Kowo¥ mukvotntog wlhavotnrag tov T kot H plag mpayupoatikig Oaridootog koatdotaong Oa
UITOpOVGE KA vo. avamapactadel amd Ti¢ adidotaoteg mbovoTtikég eikdveg v Memos and
Tzanis ([29]; [30]). O €1k6VeC OWTEC AVOPEPOVTOL GE U YPOUULKOVE KOUATIGHOVE oTa Pabid

vepl. Xyetkd pe TG Ppoyumpdbecpeg KUUOTIKEG OTATIOTIKEG OTO EVOLAUECSH VEPH TOL
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AopPavovtor voyn and to poviédho twv Malliouri et al. [33], ot cvykpicelg Tov v Aoy®
HOVTEAOL UE TO Un YpopuKod povtédo tomov Boussinesq édeiov kol cvpeovia tov 600
povtédov ot Pabdid kot pecaio {dvn TOV EVOIAUEC®V VEPDVY, KOOIGTOVTIOS OVTO TKOVO VO,

YPNOoToNnOel Yo To GYESIAGHO TANODPOC TAPAKTIOV KUTOUGKEVDV.

EmumAéov, éva yevikdtepo ocvumépacpo eEdyetor amd TNV Topovod ovdAvcn. Avto
OVOQEPETAL OTL EVTOG TNG TPOCEYYIOTIKNG TEPLOYNG EPOPUOYNG TNG YPOUUKNG Bewpiag (BA.
wy. [64]), fror yio Ur<40 ot $;,<0.04, 10 ypoupkd poviélo kouatikig dddoonsg tov
Malliouri et al. [33] dOvatoar vo mpoceyyicel KOVOTOMTIKG TO OTOTEAEGUOTO €VOG N
YPOLUKOD HOVTEAOL TOTTOV BOUSSINESq, 6mmg avTd OV EUTEPLEXETOL GTO TAKETO AOYIGUIKOD
MIKE 21 BW. Qot600, 10 ypoppkd avtd poviélo pmopei va ypnotpomomdei (m.y. yio to
OYEJOOUO TOPAKTIOV KATACKEVOV) G pia evpOTEPT TEPLOYN, N OTOia APOpd ot PabiTepn

Kot pecaio {ovn tov evolduecwv vepav, avavin g {dvng Bpavong.

4.4 E&etalovtag Kot cuykpivovtag TNV avaivor 6Tl B0Adoo1eg KOTOOTAGELG IE TNV AVAALOT
aKpaioV TIHAOV Gg YeyovoTa

Yvveyifovtag, avomtuybnke plo mAnpog mlavotiky pebodoroyio aflomotiog cupPfotikov
KOUHOTOOpadoTH TOV apopd TOGO GTNV AVAALGT aKpai®V TIHOV, Tov otnpiletal o€ yeyovota,
060 Kol otV oviivon otig BoAACClES KOTOOTAGELS. ZMUEWOVETOL OTL 1) GLYKEKPIUEVN
peBodoroyia dupopomoteitanr og éva Pabud v Tic dV0 OVTEG TEPTMGES. AVTO €)Xl MG
OTOTELECLO OTNV TPMTN TMEPIMTOON v eKTIHdTOl 1 TOAVOTNTA 0GTOYING TNG KATAGKELNG
Katd TN dbpkela TG CONG TNG EKTILOVUEVT] GTO GUVOAO TV aKPoi®mV YeYovoTmv. otdoo,
ot dgbtepn mepinT®on vVToAoYileTol TO TOGOGTO TNG MEPLOSOV AVAPOPAS (). OLApKELNG

LETPNCEMV) GTO O0TO10 1 KaTaokevy Ba aotoyel.

Emumpdcbeta, onpeimvetor 611 Ko ot 000 mpoceyyiocelg pmopovy vo, evoouatmbovv og pia
avédivon oéomotiog Kot TOAVOTIKOD GYESINGHOD TOV TOPAKTIOV KOTOOKELMV. XTO
mheovektnpata g peBodov aflomortiag Pdoet akpaiov yeyovoTtOv cuyKaToAEyeTol Kupimg
TO YEYOVOG OTL Umopel va emitevyBel exTipunon g mBavOTNTOS 0GTOYING TG KATAGKELNG OTN
Lon Tov €pyov, 610 GHVOAD TV OKPAiY YeEYOVOTOV. Q0TOCO, GTN] GUYKEKPLUEVT] TPOGEYYIoN
YOVETOL OLGLOCTIKN TANpoPopio oV &ivar Kpiown Yo Tov oyeduoud, Kabmng e&etdlovron
HOVO Ol EKTPOCHOTOL T®V YEYOVOTOV, A T Hyp, Ko dev pmopel vo vroloyiotel 10 m0606To

¢ Long Tov épyov 610 omoio M Kataokevn Ba actoyet.

AvtiBétog, n pébodog a&lomiotiog, mov epapudletar oe Oleg Tic Boldooleg cuvOnKeg,
a&lomolel OAN TNV KPIGIUN TANPOPOPIC. TOV QPOPTICEMV OTIS TOPAKTIEG KOTOOKEVEG KOl

dvvaTal Vo, EKTIUNCEL TO TOGOGTO HIOG XPOVIKNG TEPLOSOV OVAPOPAS GTO OTTOI0 1) KOTOOKELN
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0o oaotoxel. To efayduevo avtd Tocootd eivol 1Wdwitepa ypnolno, Kabmg pmopel va
evoouatmbel goioyo oe pio OAOKANPOUEVT OVAALGT EMKVOILVOTNTOG TOV TAPAKTIOV
KOTOOKEL®V, DempOdVTAG EMIONG OIKOVOLUIKE Kot Kowvovikd kprtipa. [Tapora ovtd to Oetikd
oToyeio TG v AOy® mpocéyyiong, 1 MéEBodog aélomioTiog Tov eQApUOlETOL GE OAEG TIG
BoAdooleg cLVONKEG dEV UTMOPEL VO LETOPEPEL TO OTOTEAECUA TNG 00TOYi0G amd o Tepiodo

avapopdg o€ pia aAAn, nA. otn {1 ToL £pyov.

YoumepacpoTikd, n avdivon aflomortiag mov eppapdleTar oe OAeG TIg Boddooieg cuvONKeC
ouvioTtdtal yio TNV avaAivon a&lomotiog Kol Tov oYedloUd TOPAKTIOV £pymVv, OTaV M
mePiodog TV UeTprioemVy givol mepimov ion 1 peyaddtepn tng (oNg tov épynv. e GAAEG
MEPMTOOEL;, 1 ovdivon oalomotiog Pdoel okpaiov yeyovotov 6Oo  pmopovce va
¥pNoomToindel yio Tov oedOoUO TOV TOPAKTIOV KOTOCKEVQOVY, AUUBAVOVTIG ®GTOGO LITOY
TO, PEOVEKTNUATO NG, Kot M GAAN TPOGEYYIoN YO TNV GVAALGT AEITOLPYIKOTNTAG TMOV

KOTOOKEVMV VTAOV.

4.5 Extipnomn a&lomotiog mopdKTiov KOTUCKEVDY

Aé&iler va onuelwbel 6T1 oty mApwg mBavotiky] pebodoroyio, mov viobBetnOnke otnv
nopovoa doTpPr], N mbavoéTTO acTo)iog TG KoTaokeung (N TeAevTaio avoeépeTan MG
obonua) umopel va extiundel péom g Bedpnong g Evmong Tov evOEXOUEVOV 0GTOYING
TOV GTOWEI®V TNG KOTAGKEVTG GE TEPITTMOOT GEPLUKOV dlaypdappotoc aotoyov. Exiong, 600
dtapopeTikég TANP®S mlavotikég pébodot, Ntor 1 MéBodog Apeong OlokApwong Kot M
MéBodog Monte Carlo, epappocinkoy kat cuykpiOnkav petacd Tovg, ¥PNoIUOTOLDVTAG EVAV
oLuvOLOCHO  peTAfANTOV  pE  UNdEVIKO KOl  pn-undevikd  Pobud emukvovvomrag. O
GLVOLOGHOC AVTOC AVAPEPETAL E0D OC Hi0t CLVOVAGUEVT] OVAALGT XPOVIKE UETARBAAAOUEVOV
Kot xpovikd apetdfintov uetafintov. EmmAiéov, diepeuvnOnke to KatdAANAo xpovikd Brua
opIopov NG BOAACO10G KOTAGTAGTC 6TV 0VAALGT TV BOAACCIOV KOTAGTAGE®V, BE®POVTOG
LE TOV TPOTO QVTO TNV 1GTOPIN KUl T LOPPN TOV KVUOTIKGOV Kotaryidmv-yeyovotmv. TEéhog,
dlepeovnnke mn emidpoon g Oedpnong mMEPICCOTEPOV  CTOYOCTIKMOV  UETOPANTOV

SLOPOPETIKOV TOTOV GTNV EKTILOVUEVT THOVOTITO AGTOYIOG TG KOTACKEVTG.

Ev ocuvtouio, kdmowo omd to onuoviikd Oépata oty extipnon ¢ aflomotiog Tov
TOPAKTIOV KOTOOKEVMV OIEVKPIVIGTIKAY LE TIV TOPOVGINGT TOPUSEYUATOV, O10yPAUUATOY
pPONG Kol HoONUATIKOV €E10DCEMY, TOV TTEPLYPAPOLY TN dtdikacio. Qot060, TEPIocdTEPQ
axoun Oéuata ¥peldleTol Vo AVTILETOTIGTOVY MGTE Ol UNYOVIKOl vo dhvovTol vo oyedtalovy
TIG &V AOY® KOTOOKEVEG MOTE VO, IKOVOTOOUV CLYKEKPIUEVA Kol TpoKaboplopéva emimeda

a&lomortiag.
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Abstract

Probabilistic Design of Coastal Structures

Dimitra I. Malliouri

National Technical University of Athens
School of Civil Engineering
Department of Water Resources and Environmental Engineering

Laboratory of Harbour Works

Nowadays, more and more researchers and engineers have realized that coastal structures
should be designed to meet predefined safety and performance levels, i.e. the reliability level.
This can be accomplished by implementing a thorough methodology able to assess accurately
the reliability level of a coastal structure, i.e. the probability of failure during its design
operating lifetime. The latter should be equal or lower than a predefined allowable failure

probability that depends on the consequence class of the structure’s failure.

However, due to the lack of long-term environmental data (i.e. measurements, observations,
etc.) at the coastal structures’ location (commonly in intermediate waters), there is a difficulty
in estimating the long-term probabilistic representation of environmental parameters at this
location, which is vital for the design of these structures. Besides, since more than one
parameter play a significant role in coastal structure’s stability, the necessity to develop a
multivariate methodology, able to assess accurately a coastal structure’s failure probability
within its design lifetime via the use of the environmental parameters’ joint probability

distribution, is derived.

Therefore, the research in the present thesis has been motivated by the abovementioned needs
of reliability analysis of coastal structures. Particularly, an overall probabilistic methodology
for reliability assessment of coastal structures under wave action is described, which starts
from the step of wave data collection referring usually to deep waters, and ends to the

estimation of failure probability of coastal structures during their design Lifetime.
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In an intermediate step, a statistical linear wave propagation model that integrates short- with
long-term wave statistics from deep to intermediate waters has been developed and applied.
This is a wave model that uses the long-term wave statistics in deep waters as input data, and
via the use of the short-term wave statistics for each sea state in deep waters, estimates the
long-term wave statistics in shallower waters. Specifically, by using i) data/measurements of
significant wave height H, mean wave period T, and mean wave direction 0, e.g. obtained
from an oceanographic buoy in deep waters, ii) the dimensionless short-term images by
Memos and Tzanis in deep waters, iii) a theoretical expression for wave directionality
adjusted in a statistical individual wave analysis, and iv) a modification of Battjes approach,
the short-term joint distribution of individual wave height H, period T, and direction 6 for
every sea state or storm event could be produced in deep waters. Then, the short- and the
long-term joint distribution of H, T, 6 could be estimated in intermediate waters, as well as
the long-term joint probability density function (pdf) of Hs, T, 6, by considering linear
wave transformations of each individual wave, as waves propagate from the open sea towards

shallower waters.

The capability of the statistical linear wave propagation model to produce properly the short-
term wave statistics in deep and intermediate waters has been investigated via comparisons of
its results with measurements in deep waters and the results of a commercial, and well-known
for its accuracy, Boussinesq wave propagation model from deep to intermediate waters,
respectively. As for the deep water short-term wave statistics considered by the model, it was
shown that the joint pdf of individual wave period T and wave height H of a real sea state
could be well represented by using the dimensionless probabilistic images by Memos and
Tzanis. The latter refer to nonlinear deep water sea waves. Referring to intermediate waters’
short-term wave statistics considered by the model, comparisons between the linear wave
propagation model and the nonlinear Boussinesqg-type model showed good agreement in most
of the intermediate water depths examined for both normal and oblique incidence. At the
shallower intermediate water depth tested, the results of the two models differed more
significantly than in deeper intermediate water depths. Therefore, as it was expected and has
been already mentioned, the linear model adopted could cover the deeper and medium zone of

intermediate waters and thus could be used for many engineering design purposes.

Also, it is noteworthy that a thorough probabilistic methodology is presented, aiming at
estimating the reliability of coastal structures, such as rubble mound breakwaters during their
lifetime, based on the probabilistic representation of load environmental and resistance
variables. One of the innovative points and main objectives of this study is the estimation of

the failure probability of a coastal structure based on the long-term wave climate at the
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structure’s location, usually met in intermediate waters, using wave observations or
measurements in deeper waters. This task is accomplished by applying the abovementioned
wave propagation statistical model in order that the joint probability density function of all

random load variables be estimated at the structure’s location.

Moreover, two thorough probabilistic methodologies, i.e. the event-based extreme value
analysis and the reliability analysis applied on all sea conditions, are presented, aiming at
estimating the reliability of coastal structures, such as rubble mound breakwaters during their
lifetime, based on the probabilistic representation of load environmental and resistance
variables. Also, their pros and cons with respect to their outputs and constraints are discussed.
The main differences between the two approaches are focused on the fact that the two
methods estimate different types of failure probabilities. The first method estimates the failure
probability in the sample of exreme events, and the second one the failure probability in the
total sample of data. The latter can be translated as the percentage of the structure’s lifetime
that the structure will be in a failure situation, which can be efficiently incorporated into a risk

analysis with consideration of social and economic costs.

The fully probabilistic reliability analysis, applied on all sea conditions, is recommended for
reliability and design purposes of coastal structures, when the period of measurements or of
data used is close to the lifetime of the structure. In other cases, the extreme event-based
method could be used for the design of a coastal structure (e.g. ULS), considering however its
cons, and the second method for the operation of the structure (e.g. SLS).

In short, the problem of assessing failure probability of coastal structures was presented and
attempted to be solved by giving application examples, flowcharts, and mathematical

equations that describe the procedure, focusing on the case of rubble mound breakwaters.
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CHAPTER 1 Introduction

1 Introduction

1.1 Background, motivation, and research objectives

Nowadays, more and more researchers and engineers have realized that coastal structures
should be designed to meet predefined safety and performance levels, i.e. the reliability level,
with due consideration of all uncertainties related to actions, resistance, and design tools. This
can be accomplished by implementing a thorough methodology able to assess accurately the
reliability level of a coastal structure, i.e. the probability of failure during its operating
lifetime. The latter should be equal or lower than a predefined allowable failure probability
that depends on the extent of consequences of the structure’s failure. Therefore, reliability
based design methods should be adopted for coastal structures.

These reliability based design methods for coastal structures are divided into four categories,
related to the accuracy in determining the reliability of their elements and the consideration of

uncertainties, cited below [1]:

. Deterministic Method (Level 0)

. Semi-Probabilistic Method (Level I)

. Probabilistic Methods with Approximations (Level 1)
. Fully Probabilistic Methods (Level 1)

It is noted that another category of methods has been also developed. This Level IV method is
a risk-based reliability method, which examines the consequences of a coastal structure’s
failure and the resulting risk. However, this Level IV method is not a part of this PhD

research.

Conventional design practice for coastal structures is often deterministic in nature (Level 0),
and its reliability is based on the exceedance probability of the design wave load. Specifically,
the notion of design wave parameters and especially that of wave height associated with a

certain return period is adopted [2].

In addition to the deterministic method, partial factors can be implemented for resistance and
load parameters, based on standards [3]. This calculation is classified as a semi-probabilistic
(Level 1) method. However, this approach does not allow an accurate determination of the
reliability of the design. In order to overcome this problem, more advanced probabilistic
methods should be applied that consider the uncertainties of all stochastic variables of load

and strength of the structure.
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Fully probabilistic methods (Level I11) belong in this category of advanced probabilistic
methods, which consider the joint probability density function of all stochastic variables
involved. There are two main methods classified as Level Ill methods, i.e. the Direct
Integration Method (DIM) and Monte Carlo Method (MCM). Another possibility, though less
accurate regarding the estimation of the reliability of the design, are methods with

approximations (Level II).

It is noted that the probabilistic representation of environmental parameters at the location of
the design coastal structures is vital for the reliability based design of these structures.
However, there is a lack of long-term environmental data at the location of coastal structures
under design making thus difficult to estimate their joint probabilistic density function at this

location.

Such data could be measurements of wave parameters, sea level, current velocity etc., which
should be collected at the project site. This can be implemented by:

(i) Measurements at the structure’s location for a period of many years. Obviously, such
requirement can be rarely met.

(ii) Measurements of the same type but in deep water if the location of the structure was in
shallower water, during a time span ideally of the order of the structure’s design operating
life. Then, either linear (e.g. [4]) or non-linear ([5]; [6]; [7]) models may be applied to transfer
each sea state from deep towards shallower waters.

(iii) Hindcasting methods for a period of several years ([8]; [1]). Particularly, regarding the
long-term wave climate at the structure’s location, wind data in the wave generation area (e.g.

[9]) can be used to provide this information under a probabilistic framework.

The target of the aforementioned input data collection is to gain a thorough probabilistic
representation of the long-term wave climate, sea level conditions, and other environmental
parameters, at the structure’s location. Referring to the case where measurements are
available but in deep waters, it is worth mentioning that non-linear models might be more
accurate than linear models, as they account for wave-wave interactions that may play a
considerable role in the final outcome depending on water depth; however, non-linear models
are quite demanding in terms of computing resources, especially when they have to account

for reliability analysis based on fully probabilistic methods.

Information on sea severity is inevitably significant for the design of coastal and marine
structures. Specifically, information is necessary not only on the severest sea state expected to
occur during the structures’ lifetime, but also on the frequency of occurrence of all sea states,
the latter being necessary for evaluating more accurately the probability of damage levels and

failure of these structures and for ensuring their resilience.
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The most commonly available information on sea severity is the probability distribution of
significant wave height H;, which can be estimated from the statistical analysis of data
accumulated over several years. "Of course, the greater the number of accumulations, the
more reliable the data" [10]. However, nowadays, the role of other wave parameters except
for significant wave height in the stability of coastal and marine structures has been also
realized (e.g. [11]; [12]). Thus, the information on long-term wave statistics is broadened to a
great extent by including, in addition to Hs, wave period, usually the average zero-crossing
value of wave periods in a specific sea state T, and principal wave direction 6y,.

Furthermore, all core environmental parameters and their statistical correlation should be
taken into consideration in a proper manner. An illustrative example of statistical correlation
between environmental parameters is that often observed between mean (or peak) wave
period and significant wave height, and between wave period and wave height within a sea
state, when referring to long- and short-term wave statistics, respectively. Besides, directional
effects have been also noticed to long-term wave statistics [13]. Additionally, storm surge and
significant wave height are often correlated to some extent.

In order to estimate the joint probability density function (pdf) of Hs and T, the study of
bivariate distribution models and correlation between the variables is required. One of the
first approaches was proposed by Ochi [14], who adopted the bivariate lognormal distribution
to represent Hy and Ty, resulting from an exponential transformation of the bivariate normal
distribution. This approach although simple to apply, is based on the assumption that the
logarithms of the data are normally distributed, and although this may happen for low and
moderate values of H, it is not applicable for extreme H,. A bivariate lognormal curve with
correction for skewness [15] was an attempt to improve the bivariate lognormal model.
Furthermore, a model, based on the marginal distribution of Hs; and the conditional
distribution of T, for given Hs, could increase its flexibility and accuracy, and was adopted by
Haver [16], and Bitner-Gregersen and Haver [17]. Guedes Soares et al. [18], Lucas and
Guedes Soares [19], and Papanikolaou et al. [20] have used a similar model based on the
marginal distribution of Hy and the conditional distribution of T, referred hereinafter as the
conditional model. Other approaches have also been developed for the same purpose (e.g.
[21] etc.). However, in the cases examined by Lucas and Guedes Soares [19] and
Papanikolaou et al. [20], it was showed that the conditional model represented more
accurately Hs and T, data than the other models tested. Thus, in this thesis the conditional

model is used to fit bivariate distributions of Hs and T, to the available data sets.

Except for the long-term wave statistics, the short-term wave statistics are also necessary for

the complete description of individual sea waves. This is due to the significant role that the
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joint pdf of wave height (H) and period (T) plays in predicting statistical properties of

individual wave characteristics within each sea state.

As far as the short-term joint distribution of wave height H and period T is concerned,
Longuet-Higgins [22] was the first to introduce a probabilistic representation of sea waves, by
extending the work of Rice [23] on electronic noise, and was able to calculate the joint pdf of
H and T for narrow band spectrum. However, a disadvantage of that model was the symmetry
of the joint pdf of H and T around some characteristic period, suggesting in this way a zero
statistical correlation between the two parameters. Thus, Longuet-Higgins [24] considered the
tendency that short-period waves have low heights, whereas high waves tend to be associated
to longer periods, as it is observed in real sea states. Other researchers who studied the joint
pdf of H and T by considering narrow band spectra were Cavanie et al. [25], Lindgren and
Rychlik [26], and Shum and Melville [27].

Furthermore, Memos [28] reviewed the existing results and proposed theoretical
approximations valid also for narrow and broad band spectra, known to be a better
representation of real sea states than those assuming only narrow band spectra. Besides,
Memos and Tzanis [29], based on the theoretical approach by Memos [28], produced
numerical results of the short-term joint distribution of H and T for deep water waves of any
spectral bandwidth. The joint pdf was deduced for various correlation coefficients of H and T,
denoted by r(H,T), providing characteristic probabilistic estimates in deep waters. Memos and
Tzanis [30] extended their previous work by excluding swell from sea waves and the
application of a wave breaking criterion in deep waters. The parameters that describe the
methodology were the correlation coefficient between H and T, or the standard deviation of

free surface elevation, and the representative wave steepness factor.

More recently, Chondros and Memos [32] extended the work of Memos and Tzanis [30]
concerning the joint pdf of H and T, by taking into account the nonlinear wave-wave
interactions, and produced characteristic images of joint pdf of H and T in shallow waters for
various storm intensities, wave incidence, and bed slopes, by using a Boussinesq wave
propagation model. It is noted that in their method [32], wave directionality in deep waters
was considered via the use of a theoretical expression of wave directional spreading, and the
joint pdf of H, T, and wave direction 8 in deep waters were transformed into time series of

surface elevation, in order that the Boussinesq wave propagation model be implemented.

From all the above, it is extracted that due to the lack of long-term environmental data (i.e.
measurements, observations, etc.) at the costal structures’ location (commonly in intermediate
waters or even in shallow waters in some cases), there is a difficulty in estimating the long-

term probabilistic representation of environmental parameters at this location, which is vital
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for the design of these structures. Besides, the necessity to develop a multivariate

methodology able to assess accurately a coastal structure’s failure probability within its

design lifetime via the use of the environmental parameters joint probability distribution is

derived.

Thus, the prime objective of this research study is to develop a statistical wave propagation

model in order that the long-term environmental statistics are transformed from deeper

towards shallower waters, i.e. the location of a coastal structure, and then to use those data to

apply a multivariate probabilistic design methodology of the structure. The specific research

objectives are:

1.2

To apply a statistical technique in order that a considerable data reduction could be
made to long-term wave data in deep waters without loss of accuracy, e.g. in
determination of the joint distribution of Hg, T, and 6.

To extend the short-term joint distribution of wave height H and period T in deep
waters to incorporate wave directionality via the use of an energy spreading function
dependent on wave period.

To transfer the short-term wave statistics, i.e. of each sea state, from deep to
shallower waters.

To integrate short- with long-term wave statistics in shallower waters in order that the
long-term joint pdf of H, T, 6 and of H, T,,, 0., be estimated at this location.

To use a total data sample analysis and an event-based extreme value analysis in a
reliability analysis of a coastal structure.

To develop a combined multivariate structural reliability analysis using variables with
zero and nonzero hazard rate, referred here as a combined time-invariant and time-
variant analysis.

To incorporate this reliability analysis into the design of coastal structures, e.g. of
rubble mound breakwaters.

Innovative points and highlights

Some of the most significant innovative points and worth mentioning topics of the present

thesis are listed below:

» One of the main issues with probabilistic design of coastal structures is how to

properly and correctly describe the intermediate water long-term wave climate. Thus,
in this PhD thesis, failure probability of coastal structures is attempted to be estimated

based on the long-term wave climate at the structure’s location.
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» This is accomplished by applying a data reduction technique in deep waters and a
statistical linear wave propagation model that integrates short- with long-term wave
statistics from deep to intermediate waters, developed for this purpose.

> Itis a common practice to consider wave directionality in a spectral wave analysis, as
this is in accordance with the definition of wave directionality. However, the need to
consider wave directional spreading in a probabilistic wave analysis often arises. The
incorporation of wave directionality into a probabilistic wave analysis has been
adopted in this study.

» A combined structural reliability analysis, using variables with zero and nonzero
hazard rate, has been developed based on the general formulation of a fully
probabilistic method.

» A total sample analysis and an event-based extreme value analysis are used in the
reliability analysis of a coastal structure, aiming at discussing the differences, and the
pros and cons of the two approaches.

» These two approaches have been also incorporated in the probabilistic design of
coastal structures.

Additionally, it is noted that comparisons have been made between the statistical model of
wave propagation from deep to shallow waters, referring to short-term sea conditions, with
wave measurements in deep waters and results in intermediate waters extracted from a
Boussinesq wave propagation model (Mike by DHI). These comparisons showed the domain

of validity and the limitations of the statistical wave propagation model developed.

1.3 Structure of the dissertation

Referring to the structure of the present thesis, the introductive Chapter 1 is followed by
Chapter 2 that presents the existing knowledge background of the reliability analysis of
coastal structures, the reliability of a coastal structure’s element, and the probabilistic design
of coastal structures. Also, in Chapter 2, the hydraulic boundary conditions that need to be
determined for the design of a coastal structure are discussed, focusing on the wave action
and marine water level change. Besides, a literature review for long-term wave statistics

derived from analysis of sea states, and extreme value analysis has been covered.

Chapter 3 presents the methodology adopted and the results derived from the application
cases. Specifically, a linear wave propagation statistical model that integrates short- with
long-term wave statistics from deep to intermediate water depths will be described. This
model could be utilized for estimating long-term wave climate at a coastal structure’s

location, which is frequently met in intermediate water depths. Secondly, the capability of this
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linear model, to transfer the probabilistic information concerning short-term wave statistics,
has been investigated by comparing its results with wave measurements in deep waters and
the results of the well-known and commercial phase-resolving Boussinesq wave model
(MIKE 21 BW/ Mike powered by DHI). The results produced by the latter refer to
intermediate water depths. The next section in this chapter refers to the reliability analysis of
a coastal structure, focusing on the case of rubble mound breakwaters, and wave loadings.
Finally, two illustrative examples of reliability analysis and probabilistic design of rubble
mound breakwaters are presented, which are followed by discussion of the results produced.
In short, this chapter deals with the existing gap in current practice for the probabilistic
representation of long-term wave climate at the structure’s location, the use of a total sample
analysis and an event-based extreme value analysis in the reliability assessment of a coastal
structure, aiming at discussing the differences, the constraints, and the pros and cons of the
two approaches.

In Chapter 4, the conclusions drawn from this research work are summarized. Also, some
important remarks and results are highlighted, and suggestions for further investigation are

displayed.
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2 Existing knowledge background

2.1 Reliability analysis of coastal structures

The objective of the reliability analysis of coastal structures is to estimate the probability
of a structure to meet predefined safety and performance levels, with due consideration of all
uncertainties related to actions, resistance, and design tools. This means that the estimated
probability of failure of a coastal structure within its design lifetime should be lower than a

predefined allowable failure probability, i.e. the target reliability of the structure.

In this chapter, the reliability analysis of a coastal structure, e.g. a breakwater, is briefly
described. Firstly, the different types of breakwaters and an indicative fault tree concerning
the case of a rubble mound breakwater will be presented. Then, the parameters that affect the
selection of the allowable failure probability or else the target reliability of a coastal structure

will be presented.

2.1.1 Breakwater types

Breakwaters are built either for coastal defense or to protect a harbour basin from attack by
waves or currents. In the second case, breakwaters generally serve the purpose of providing
guiet water conditions for anchorage and mooring of vessels. Rubble mound breakwaters are
defined as structures built of quarried rock, usually protected by a cover layer of heavy

armour stones or concrete armour units [55].

The different types of breakwaters are presented in Figure 2.1. A conventional rubble mound
breakwater is the most commonly used form of a breakwater and has a trapezoidal cross-
section. Conventional rubble mound breakwaters with crown wall are mainly used for port
protection, and the crown wall often incorporates a roadway, allowing thus access along the
breakwater. Regarding the berm breakwater, rock armor units form the seaward slope of the
structure. Continuously, three types of a berm breakwater exist, based on the stability of its
rock armor units, i.e. the non-reshaping statically shape berm breakwater, the reshaped
statically stable berm breakwater, and the dynamically stable reshaping berm breakwater.
Besides, low-crested (submerged) breakwaters usually serve the purpose of protection in
areas where wave overtopping is acceptable, but wave conditions need to be modified, where
horizontal visibility is required, e.g. for aesthetic reasons. Caisson type or vertically

composite breakwater is a rubble mound breakwater combined with a caisson placed on top
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of the mound. Finally, a horizontally composite breakwater is a combination of a rubble

mound with a caisson placed behind the rubble mound seaward protection.

e\

5a Caisson type on rock foundaticn

N

AN

AAAAN

5b Vertically composite breakwater

—

Z NN
NNNNN

4 Low-crested (submerged) breakwater 6 Horizontally composite breakwater

Figure 2.1 Cross-sections of various types of rubble mound breakwaters [55]

2.1.2 Components of a conventional rubble mound breakwater

A typical cross-section of a conventional rubble mound breakwater is shown in Figure 2.2,
which indicates its various components. The core of the rubble-mound breakwater is placed
on the subsoil and on top of it usually a filter layer is placed, whose properties depend on the
grading of the layer on top of it and the governing filter rules [55]. The top layer is the armour
layer which is exposed severely to wave action. Besides, a toe is placed to increase the
stability of the breakwater and the armour layer. At last, a crest height and width is properly
selected, or often a crest element is placed on top of the breakwater, to reduce wave

overtopping and increase the stability of the rear-side of the breakwater.
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Figure 2.2 Cross-section of a typical rubble mound breakwater [55]

2.1.3 Individual failure mechanisms

To make a proper design of a coastal structure, all the possible failure mechanism should be
known and considered. In figure 2.3, an overview is given of the failure mechanisms which
can occur in the case of a rubble-mound breakwater with a crest element according to
Burcharth [65].
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»7  Venting Shp faiiure
~
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- -’ Siip failure 7
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Figure 2.3 Failure modes of a rubble mound breakwater with a crest element [65]

2.1.4 System analysis

To calculate a coastal structure’s reliability level, a system analysis is required. The failure
probability of a system, e.g. a coastal structure, depends on the failure probability of its
individual components, i.e. single failure modes, and on their correlations and inter-linking. A

fault tree is often constructed that describes the aforementioned relations. A system can be
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split into two types of fundamental systems depending on its fault tree connections, namely

series systems and parallel systems.

2.1.4.1 Faulttree

A coastal structure can be regarded as a system of components that can either function or fail

under certain conditions. Failure of one component (one mode of failure) may cause the

failure of another component and even lead to failure of the system, i.e. the ULS of a rubble

mound breakwater, e.g. protecting a harbour. A fault tree describes the interactions, i.e.

correlations and linking between the modes of failure and their relation between the failure of

a system (e.g. excessive wave transmission over the aforementioned breakwater) and the

individual events that lead to this failure [1]. A simplified example of a fault tree of this

breakwater is presented in Figure 2.4.

Excessive wave transmission
(failure of system)

=

2.1.4.2 Series and parallel failure systems

14

OR
Instability of Breakage of parapet
superstructure wall (@
OR
Sliding/tilting of Instability of R | .
superstructure (1) main armour SR SRR ESRS g
OR ‘
Displacement of main _ AND
armour @
Sroslon o8 foo () Sea bed scour
berm 3 @)

Figure 2.4 Simplified fault tree of a breakwater [1]
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A system can split into two types of fundamental systems, namely series and parallel systems,
as illustrated in Figures 2.5 and 2.6 respectively.

Figure 2.5 Series system [1]

rF===
| I —

Figure 2.6 Parallel systems [1]

In a series system, failure occurs if any of the elements i=1,2,..., n fails and the system failure
probability is equal to the probability of the union of the elements’ failures. The upper and

lower bounds of the failure probability of the series system are:

Upper bound: P’s=1-(1-P;)(1-P;,)..(1-P,) (2.1)

Lower bound: Prs=max[P;] (2.2)
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where: max[P;], is the largest failure probability among all elements. The upper bound

corresponds to no correlation between the failure modes, while the lower bound to full

correlation. Equation (1) is sometimes approximated by PfUSZZPﬁ , which is applicable
i=1

only for small P, because PfUS should not be greater than 1.

It is noted that the OR-gates in a fault tree correspond to series components, which are
dominant in breakwater fault trees. In fact, the AND-gate, shown in Figure 2.4, is included for
illustration purposes, and in reality it should be an OR-gate [1].

In parallel systems failure occurs only if all components fail, thus the system failure
probability is equal to the probability of the intersection of the elements failures. The upper
bound corresponds to full correlation between the failure elements, and the lower bound to no
correlation. The AND-gates in a fault tree represent parallel components.

Upper bound: P’s =min[P;] (2.3)

Lower bound: Prs=P,P,,..P, (2.4)

To calculate the upper and lower failure probability bounds for a system, it is practical to

decompose the overall system into series and parallel subsystems.

The influence of correlation between two individual failure mechanisms on system failure

probability is illustrated in thefollowing diagram referring to the case of a series system.

Case Mutually exclusive Independent Dependent

Correlation

coefficient. p,, ,, = -1 0 1

System failure : DT D
S . P(F)+ P(F,) P(E)+ P(F,) - P(F,)- P(E,)
probability P(F) 2

Max(P(F,,P(F,))

Figure 2.7 The influence of correlation between two failure mechanisms on system failure
probability [66]
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2.1.5 Target Reliability

The target reliability of a coastal structure is the basis of design for the structure under
consideration. The parameters that play a significant role in the selection of the structure’s
target reliability are its potential consequences of damage or failure, the design service life,
the limit states/ design situations and the basic variables, which take place in the design
formulas of the structure’s elements. Therefore, the chosen level of reliability for coastal
structures is a function of the consequences of damage or failure, design service life, and

return period sea conditions for each limit state.

2.1.5.1 Consequences of damage or failure

The potential consequences of damage and/ or failure of the coastal structure under
consideration should be assessed before the design process of the structure. These
consequences could be indicatively qualified considering loss of human life or personal
injury and also economic, social or environmental impact of the structure’s damage or

failure.

Furthermore, structures with huge potential consequences of damage or failure should be
designed to meet an extremely high target reliability level in order that the exceedance
probability of the design actions of the structure be extremely low. This is commonly the
case of national scale flood protection structures or structures providing a critical role at a
nuclear facility, the damage consequences of which could belong to the highest class if an
analogous classification was made. Continuously, normal potential consequences of damage
or failure could be attributed to flood protection structures protecting small areas/
populations, e.g. embankments or breakwaters, whilst the lowest class could be attributed to

structures with no significant economic, social or environmental protection role.

From the above, it is concluded that the higher the potential consequences of a coastal
structure’s damage or failure, the higher its target reliability level or the lower allowable

probability of failure, and vice versa.

2.1.5.2 Design service life

The design service life, or design lifetime of a coastal structure should be selected at the

beginning of the design process.
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Port infrastructure including breakwaters for ports of nationally significant strategic or
economic value or infrastructure for regional flood defense or coast protection are considered
the most permanent of coastal structures. A common design lifetime attributed to this
category could be 100 years. However the most commonly used design lifetime is that of 50
years, which refers to port infrastructure for commercial and industrial ports including
reclamation, shore protection, breakwaters or infrastructure for local flood defenses or coast
protection.

Lower design lifetimes than those associated to the aforementioned categories could be

selected for more temporary or replaceable structures.

2.1.5.3 Limit states/design situations

As far as the unacceptable wave action is concerned, four different states of coastal structures
can be distinguished. Specifically, limit states used for breakwater design are states, beyond
which the structures no longer satisfy the requirements, and can be distinguished in ULS
(Ultimate Limit States), FLS (Fatigue Limit States), PLS (Progressive collapse Limit States)
and SLS (Serviceability Limit States). Ultimate limit states are concerned with safety for
people (to prevent human loss or injury) and structural collapse (or states immediately prior to
collapse). Serviceability limit states are associated with damage that is likely to adversely
affect the durability or functioning of the structure or comfort of users and are distinguished

as reversible or irreversible.

A breakwater can have several functions, the most common of which is the protection of a
certain coastal area against severe wave attack that can cause beach erosion or harbor basin
protection against wave attack. The first case refers to detached breakwaters, while in the
second case the main objective of the breakwater is to maintain the downtown of the harbor

due to unacceptable wave attack to a requested minimum.

In the present thesis, only the ULS and the SLS are presented. The former is assumed to
happen under extreme marine conditions and is a state where the breakwater is damaged and
loses its structural integrity, while the latter is a state where the breakwater is not seriously
damaged but leads to port downtime Considering the Ultimate Limit State of a coastal
structure, extrapolation of the marine variables to high enough return periods has to be

performed.
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An overview of these two limit states of a breakwater in relating to the port downtime is

presented in Figure 2.8.

Unacceptable port
downtime during
design lifetime

OR
A Y A
ULS SLS SLS/ULS

Other events

Figure 2.8. Fault tree of a breakwater protecting a harbor’s basin [67]

2.1.5.4 Return period of design sea conditions and encounter/exceedance probability

Based on the potential consequences of damage and/ or failure of a coastal structure under
consideration and its predefined design service life, the appropriate return period should be
used for estimating environmental sea conditions associated with design events for the
design limit state. As it is expected, the higher the consequences of damage or failure and the
design lifetime of a coastal structure, the higher the return period that should be selected.
The three parameters (i.e. consequences of failure, design lifetime, and return period)
determine the exceedance probability of the design sea conditions within the structure’s
lifetime, which is directly related to the system’s failure probability especially in

deterministic design.

Return values of environmental sea conditions associated to certain return periods are
extracted from an extreme data value analysis applied to observations or measurements of
environmental parameters. Assuming time-dependent environmental parameters (e.g. wave
parameters, sea level, currents etc.) and stationary long-term conditions, a time-variant
analysis should be performed in order that the exceedance probability of the design sea

conditions be estimated within the design lifetime, denoted by L.
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In such an analysis, if we had Y years of observations/ measurements, the encounter
probability of a design sea condition extracted from the dataset, i.e. the probability that this
condition will be exceeded once in the mean within Y years, is equal to the average

encounter probability of this condition within 1 year. In deterministic design, the latter is

usually considered as the average failure probability of 1 year denoted by P; _,, referred to

ely
the sample of extreme events. This may be extrapolated to larger time periods such as the
design lifetime of the structure L by assuming independent failure events from one year to

another [1], [2]. The latter means that P; ,, is dependent on Y, but its value does not depend

ely
on the particular years that are included in the dataset. The aforementioned extrapolation can

be accomplished by the following expressions, concerning the extreme sample:

Prou=1-(1-Pl,y, ) (2.5)

f.ely

This expression is based on the following relation [2] written in a more illustrative form here

([35]):

Feo (%) =P (x <%, xeextreme) =(F,(x, ))N“ (2.6)

0

where: Fy,(x,) and F¢%(x,) are the average conditional cumulative probabilities of an

extreme event x_* within L, and 1 year, respectively, estimated in the sample of extreme

events, extracted from Y years of observations, and N, ; is the independent trials within L,

i.e. the independent extreme events during L.

Therefore, by considering Eq. 2.6, it is concluded that Eqg. 2.5 implies that the number of
extreme events considered per year is only one, which is commonly the maximum
observation of each year, i.e. N,;, = L. However, Eq. 2.5 can be written in its general

expression as follows:

! As an extreme event is considered the annual maximum observation or one that exceeds a relatively
high threshold.
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l:)f*,e,L =1_(1_ Pf*,e,ly )ZEL (27)

where: A, is the number of extreme observations considered per year of observations, i.e.
Ne,L = AeL

By using the notion of return periods, Eq. 2.6 and Eqg. 2.8 can be written respectively as

follows:
1 L
P =1-|1-— 2.8
ex,e,L ( Tr j ( )
1 )"
P =1-[1-— 2.9
ex,e, L ( /IeTr ] ( )
where: P, is the exceedance probability of the return sea conditions that correspond to

return period T, .

Continuously, by applying Eq. 2.9, the exceedance probabilities of different return periods
associated to different design lifetimes are presented in Table 2.1. For example, if the return
period of 100 years is selected for the design of a coastal structure, whose design lifetime is
50 years, then the exceedance probability of the return sea conditions is expected to be 0.39.
This exceedance probability is high enough given that a considerably extreme sea condition,
that of 100 years, is selected for the design. This contradiction could be attributed to the fact
that this probability is extracted from the average failure probability of 1 year estimated from

the extreme sample of observations/measurements.

Also, it is recommended that regarding the extrapolation of data, aiming at getting the best
possible estimates of extreme conditions at desired return periods, often the data must be
extrapolated to probabilities beyond the record length Y to match design return periods.
Extrapolation beyond 2-3 times the data record length should be avoided if possible [1], e.g.

30 years of data should be used for estimating return values of 60-90 years or less.
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Table 2.1 Exceedance probability of design return values associated to design lifetime L

Return period
T:
(years)
2
5
10
25
50
100
200

Design lifetime L

(years)

2 5 10 25 50 100
0.75 0.97 1.00 1.00 1.00 1.00
0.36 0.67 0.89 1.00 1.00 1.00
0.19 0.41 0.65 0.93 0.99 1.00
0.08 0.18 0.34 0.64 0.87 0.98
0.04 0.10 0.18 0.40 0.64 0.87
0.02 0.05 0.10 0.22 0.39 0.63
0.01 0.02 0.05 0.12 0.22 0.39

It is noted that, theoretically, the return period used in deterministic design refers to
dependent (joint probability) sea conditions, e.g. of waves and water-levels and/or currents,
where clear evidence exists that a modest or a significant degree of correlation is expected.
However, when no correlation is expected, or in some cases where the structure response is

not to be sensitive to combined sea actions, the independent sea action may be used, e.g. wave

action only.
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2.2 Reliability of an element

The reliability based design methods for coastal structures are divided into four categories,
related to the accuracy in determining the reliability (or failure probability) of the element

design and the consideration of all involved uncertainties (see section 1.1).

Conventional design practice for coastal structures, such as breakwaters, is often deterministic
in nature, and its reliability is based on the exceedance probability of the design sea condition,
defined by the wave load. In this approach, the notion of design wave parameters and
especially that of significant wave height (Hs) associated with a certain return period, e.g. the
expectation (mean) value of the 100-year return period extreme event, is adopted. The
resistance of the structure is treated in a deterministic manner, and the exceedance probability
of the design load is identical with the exceedance probability of the damage associated to this
design load. This is attributed to the fact that most of the available design formulas give the
relationship between wave characteristics and some structural response, i.e. armour damage,
wave overtopping, run-up etc. [1]. Thereafter, it is noted that the deterministic design
approach, classified as Level O, is based on an extreme value analysis. However, all the

uncertainties involved in the element design are not taken into consideration.

Moreover, all coastal structure design formulas are semi-empirical, since they have derived
from experiments and the estimation of the formulas’ parameters is based mainly on central
fitting to model test results. Thus, the often considerable scatter in test results is not taken into
account in general. This leads to the fact that the mean or a characteristic value is applied in
the design formulas for the resistance parameters, and not a lower fractile, as is usually used
in other engineering problems [1]. Therefore, the only contribution to a safety margin in the
design process is the selection of a certain return period for the design load, which is a

considerable step towards a fully probabilistic design.

In addition to the deterministic method, partial safety factors can be implemented for
resistance and load, based on standards [3]. This calculation is classified as semi-probabilistic
(Level 1) method. However, this approach often results in overdesign of the structure and does
not allow accurate determination of the reliability of the design. In order to overcome this
problem, more advanced probabilistic methods must be applied that consider the uncertainties

of all stochastic variables of load and strength of the structure.

Fully probabilistic methods or Level Il methods belong in this category of the advanced
probabilistic methods, which consider the actual probabilistic distribution of all stochastic

variables involved. When statistical correlation between the stochastic variables does exist, it
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can be considered by these methods. Another possibility, though less accurate regarding the
estimation of the reliability of the design, are methods with approximations or Level Il
methods. They generally transform correlated and non-normally distributed variables into
uncorrelated and standard normal distributed variables, and reliability indices are used as
measures of the reliability of the structure [1].

2.2.1 Limit state function

The reliability of an element depends on the safety margin between the strength (i.e.
resistance R) and the load (or action A). The limit state function describes the relation

between resistance and load of an element.

In general, the reliability function of an element is formulated as follows:

g=R-A (2.10)

where: as it has been aforementioned, R stands for strength and A for action. Both are

functions of several stochastic variables:

R=R(X;,X,,..X,) (2.11)

A= A(X i Xigres X1) (2.12)

Therefore, the limit state function describes the state of the element, as presented in the

following relation:

<0, failure
g:g(xl,xz,...,xn)zg(i)z -0, limit state (2.13)
>0,no failure(safe region)
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Thus, the probability of failure of the element (P, ) is defined by Eq. 2.14 and the reliability

of the element (R, ) by Eq. 2.15.

P, =Prob(g <0)=Prob(A>R) (2.14)

R, =1-P, (2.15)

2.2.2 Reliability methods

The four categories of the reliability methods, based on the accuracy of the structural

reliability estimation, are described in the following paragraphs.

2.2.2.1 Deterministic Methods (Level 0)

A deterministic calculation method uses nominal values of the basic variables. Often a global
safety factor is applied to deal with the unknown uncertainties in the basic variables and to
provide a safety margin between strength and load. Thus, the reliability inequality is

formulated as:

Ruom 27 A (2.16)

The formula by Van der Meer [57] for surging waves and deep waters can be used as an

example to describe a global safety factor, presented in the following equation:

0.2
AD,,,P % (%) Jeota EF > H_ /c, (2.17)
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where: H. is the significant wave height of the design storm of a certain return period or
probability of exceedance within the structure lifetime, A the relative buoyant density, Dy,

the nominal stone diameter, P the notional permeability of the structure, Sd the damage

level factor, N the number of waves, a the armor slope, &, the surf similarity parameter

based on the mean wave period, and c; is a constant for surging waves.

To ensure the structure’s reliability, a global safety factor is included in the Van der Meer
[57] formula via the parameter cg, which is often a mean value with 95% confidence interval.
Thus, the limit state function is not close to zero, but has a safety margin between strength
and load.

2.2.2.2  Semi-probabilistic Methods (Level I)

This section presents the partial safety factors developed by PIANC [3], Burcharth [68] and
Burcharth and Serensen [69]. This calculation is based on standards and partial safety factors

are implemented for strength (y, ) as well for load (y, ) via the following relation, creating by

this way a safety margin for the reliability of the element:

R
o 2 yAAmm (218)

The partial safety factors (y;) are related to characteristic values of the stochastic variables
(X ch), and are usually larger than or equal to 1. The magnitude of y; reflects the uncertainty
of the parameter X; and the relative importance of the latter in the limit state function [1]. A
large value of y;, e.g. yy,= 1.4, indicates a relatively large sensitivity of the element’s
reliability or the corresponding failure probability to significant wave height, Hg, while a y;

close to 1 indicates negligible sensitivity, and thus the partial safety factor should be omitted.

An illustrative example of this method will be presented considering the Hudson formula [70]
for rock armor layer. Specifically, the partial safety factors can be applied to each parameter
(load or resistance) or to a combination of parameters, i.e. overall coefficients. The limit state
function, determined by Hudson design formula, which must be greater than or equal to 1,

referring to the case of partial safety factors applied to each parameter involved is given by:
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A, D cot a
G:%Y_Ch y”'Ch(KD : “] ~Yy Hyen 20 (2.19)
A A D coto

Continuously, if the partial safety factors are applied to a combination of parameters, there
might be only y_, and y related to the first term on the right part of Eq. 2.20. Therefore, the

design equation leading to a safety domain of the element would become:

1
G=— AhAch Dn,ch ( KD COta)lls - 7HS Hs,ch 20 (220)

Z

Equations 2.19 and 2.20 are equivalent. However, Eqg. 2.20 is simpler than Eq. 2.19. The
values of these partial safety factors are different for each design formula and are determined

according to PIANC [3] via the following equations:

T i
H Pt {l—{ i —l]k/}Pf} k
=—+0o% " + == (2.21)
ST PN
¥, =1—(k, Ink,P; ) (2.22)

where: HZL is the central estimate for Hs with a return period equal to the lifetime of the

structure T, (which in average is exceeded once every T, years, H:Pf is the central estimate
for H, with a return period based on the allowable probability of failure during the structure’s
lifetime, and HiTL stands for the central estimate for H, associated with a return period equal to

three times the lifetime of the structure. Continuously, Py is the allowable probability of
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failure during the structure’s lifetime TL, N is the number of wave data on which the

extreme value wave analysis is based. Besides, the coefficient |<s depends on the type of the

mechanism of failure and is found by optimization [3], C'e, declares the quality of measured
wave data, i.e. high quality and low quality wave data could be represented by G'e, equal to

0.05 and 0.20, corresponding to accelerometer buoy and Fetch diagram estimates
respectively. The middle term of the right-hand side of Equation 2.21 takes into account the

model uncertainty related to the quality of wave measurements. This is accomplished by

implying a multiplicative stochastic variable FHS assumed to be normally distributed with a

mean value of 1.0 and a standard deviation of o', .

Finally, the coefficients ka and kB have been derived by optimization for each failure

mechanism and design formula by PIANC [3].

The partial safety factor for the load variable given in Equation 2.21 consists of three terms.
The first term estimates the partial safety coefficient given that no statistical uncertainty and
measurements errors are present in Hs. This term signifies the encounter probability of the
design significant wave height during the structure’s lifetime, caused by the nature’s vagaries.
This is expressed by the central estimate of Hs for a certain return period, given a certain
extreme value distribution for storms, e.g. a Weibull probability distribution [71].

The last term stands for the statistical uncertainty of the estimated extreme probability
distribution of Hs. The latter depends on the number of wave data considered. In case that H;
has not derived from wave statistics, then the last term is omitted and the second term

accounts for the inherent uncertainty.

In short, according to PIANC [3], partial safety factors are calibrated with the following

input:
- Design Lifetime T, (=20, 50 or 100 years)

- Acceptable probability of failure pf (=0.01, 0.05, 0.10, 0.20, or 0.40)

- Coefficient of variation ' (=0.05 or 0.20)

- Deep or shallow water conditions

Wave loads determined with or without hydraulic model tests
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Besides, the partial safety factors are as follows:
- A load partial safety factor y,;_to be appliedto H J t

- A partial safety factor y, to be used to the combination of the mean values of the resistance

parameters in the design equation.

It is noted that the element’s probability of failure cannot be calculated precisely via this
design process, since it is selected a priori, and is defined as the allowable probability of
failure of the element during the structure’s Lifetime P This drawback can lead to

underestimation or overestimation of the design structure’s elements characteristics.

2.2.2.3 Probabilistic Methods with Approximations (Level I1)

Another possibility of estimating the reliability of an element is to use a level Il method
which is a probabilistic method with approximations. In the present thesis, only the concept of
this method will be presented, since its calculation is based on a rather iterative and complex
process, making thus Level Il methods difficult to apply, especially if the random variables
are non-normal and statistical correlated. Besides, only the first-order reliability methods
(FORM) will be briefly described here. In these methods, the failure surface is approximated
by a tangent hyperplane at the design point (see Figure 2.9). However, the second-order
reliability methods (SORM) are considered more precise, but calculations are more complex
than in FORM. Specifically, a quadratic approximation to the failure surface is used in
SORM.

Mapping info normalized coordinate system

‘Xz Az
Failure region Lineqrized---,__H\ : i
fuilure ) Failure region
surface p ~Design point
Failure surface
) g(X)=0 -
Safe region x Safe region
- B Z2
'
o~
Failure_surface
g9(z)=0

Figure 2.9 Linearization and approximation of the failure surface by a tangent hyperplane at the
design point [1]
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Regarding the type of the failure function and the distributions of random variables three
different cases of FORM methods can be distinguished, which are listed below in order of
increasing complexity:

o Linear failure functions of normally-distributed random variables

¢ Nonlinear failure functions of normally-distributed random variables

e Nonlinear failure functions of non-normal random variables

It is noted that for correlated random variables, the transformation into non-correlated random
variables should be performed before normalization.

In the first case, which is the simplest one compared against the other two cases, the failure

function for a single mode of failure, given by Equation 2.11, is estimated using only the

mean values and standard deviations of the loading A(X) and resistance R(x). If A(x)

and R(X) are assumed to be independent normally distributed random variables with known

means and standard deviations, the linear failure function is also normally distributed with

mean value:

Hy = Hg — Ha (2.23)

and standard deviation:

o, = (aé +0i) (2.24)

The quantity (g—,ug)/O'g will be unit standard normal, and consequently the failure

probability of the element is estimated as follows:

P, =Prob(g<0)= T f, (x)dx:CD(o_—ﬂgJ:CD(—ﬁ) (2.25)
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where:

p=tl (2.26)
O

is referred to as the reliability index [72], since it is a measure of the failure probability and
consequently of the reliability of the element. The reliability index is the inverse of the

coefficient of variation, and can be defined as the distance (in terms of standard deviation)

from the most probable value of g (in this case the mean value) to the failure surface, g=0

(see Figure 2.10).

g<0
Failure

Area = Py,

K 0

fq(x)

A

g>0

Safe domaine

“—F—>

Sog

-l
-

Figure 2.10 Illustration of the reliability index for a linear failure function of normally-
distributed random variables [1]

It is noted that if A(X) and R(x) are normally distributed and correlated, then Equation still

holds, but the standard deviation of the linear failure function is given by

2 2
Oy = \/(GR +0, + ZpRAGRGA)
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where g, is the linear correlation coefficient between A(X) and R(x):

B Cov(R, A)

ORO

Lra (2.28)

where Cov(R, A) is the covariance between A(x) and R(X).

As it is has been aforemenetioned, the calculation of the reliability of an element becomes
rather complex in the other cases listed above, and consists of a number of transformations,
e.g of nonlinear failure functions to equivalent linearized ones, of uncorrelated non-normal
random variables to equivalent normal ones, etc. However, due to the difficulties that may
arise during the reliability calculation process and to the probable loss of accuracy during
these transformations, Level Il methods will not be adopted in the present thesis and thus will

not be further analysed here.

2.2.2.4  Fully Probabilistic Methods (Level 111)

When a fully probabilistic method is applied, the failure probability of an element can be
calculated accurately and is directly linked to the reliability of the element. There are two
main methods classified as Level Il methods, the Direct Integration Method (DIM) and
Monte Carlo Method (MCM), which will be described below.

Direct Integration Method (DIM)

The core problem of DIM is the exact estimation of the joint pdf of all stochastic variables
involved. Given that the marginal pdfs of the variables considered are known, the calculation
of the joint pdf of the variables is necessary, only if these variables are correlated, otherwise

the joint pdf is equal to the multiplication product of the marginal pdfs of the variables.

In case of correlated variables, an efficient way to capture their correlation is to apply the
conditional probability model in order to calculate the jpdf. The said model can be illustrated

by the following probability law applied indicatively to two variables, e.g. two wave load
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variables that are correlated, and can be also applied to more than two correlated variables as
well:

fxl,x2 (X1’ Xz) = f><l|x2 (X1 | Xz) fx2 (Xz) (2.29)

where f, , (X,X,) is the jodf of the stochastic variables X;, X,, f, . (X |X,) is the

conditional pdf of X, given X,,and f, (X,) is the marginal pdf of X,.

Given that f. is the joint pdf of all stochastic variables involved, i.e. of the vector

X =(X,, X,,.... X, ), Equation 2.14 can be expressed by:

Po= [ fe(xpx (2:30)

Note that if only two variables R(r)and A(a)are taken into consideration, the above

Equation reduces to:

P, = ” fos(r,a)drda (2.31)
R<A

which is illustrated in Figure 2.11.
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A s
frs Failure surface
g=r5>s=0
Alahhinlinnnununnnnaaae
Unsafe region

Safe region

Ll g \ — Design point

/7 Contours of
constant frs

> I

Figure 2.11 Illustration of the two dimensional jpdf for loading s and resistance r [1]

If more than two variables are involved, the joint pdf of the stochastic variables cannot be
described as a surface, and the problem becomes multidimensional. Thus, Eq. 2.31 is given by
the n-fold integral:

P, :ﬂj Fr o, (X0 Xpreee X, ) AX, A, . 0X (2.32)

If all variables can be assumed independent, their jpdf is equal to the product of all marginal
probability density functions (pdfs) and then Equation 2.32 can be simplified to:

Pf :J‘J. J. fxl (Xl) fxz (Xz)"'fxn (Xn)dxldXZ"'an (233)

R<A

If only two independent variables are considered, Equation 2.33 reduces to:

P, = J'J' fo(r) f,(a)drda (2.34)

R<A
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which by partial integration can be written as a single integral:
P, :_[FR (x) f(x)dx (2.35)
0

where F is the cumulative distribution for resistance/strength R. Since negative resistance is

not meaningful, -co has been replaced by 0 in the above equation.

It should be noted that the computational requirements of DIM are very demanding especially

if the number of stochastic variables, n, is greater than 5 [1].

Monte Carlo Method (MCM)

This method is based on a large number of simulations N , a part of which (N ) leads to

element’s failure. Thus, it is assumed that provided N is a high enough number,

P =l (2.36)

NOTE: N should be sufficiently large for P; to attain acceptable convergence.

One way (e.g. inverse CDF method) to generate the random sample for each variable is
described here. Specifically, each simulation starts by drawing a random number from a

uniform probability density function U(0,1). Through this number (x,), a sample of the
variable ( X ) can be produced by the latter’s inverse cumulative distribution function

F;l (x) as follows:

X =F(X,) (2.37)

35



CHAPTER 2 Existing knowledge background

The cumulative distribution function of X is calculated from its probability density function

f (x) as follows:

X

Fe (x)= [ fy (u)du (2.38)

—00

Function F, (x) is linked to P; of Equation 2.36 by letting f, (Xx) become

—

multidimensional to represent the joint probability density function f;(X) of Eq. 2.30.

Evaluation of function g(X) should then be performed to assess the failure domain

Q(}) - {g (}) < o} in order to apply Equation 2.36.

In Figure 2.12, the random sample generation process of the variable X, and the inverse

cumulative distribution of which is denoted by F, (), is depicted.

0.6

0.4 X

0.2}

Figure 2.12 Random sample generation step for one variable in MCM [66]

The procedure of Monte Carlo simulation after the random sample generation for each

variable is presented in the following diagram (see Figure 2.13).
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Figure 2.13 MC simulation (according to Schiereck [73])

Despite the fact that MC simulation is relatively simple, its computational demands increase,
when more stochastic variables are involved and the total number of simulations N is very
large. Besides, MC procedure becomes more complex and difficult to apply when correlation

between variables is considered.

37



CHAPTER 2 Existing knowledge background

2.3 Probabilistic design process

In this section, an overview is given of the probabilistic design of coastal structures. Firstly, a

simplified flow chart of the design process and then a more detailed one are presented.

2.3.1 Simplified flow chart of the design process

In Figure 2.14, a simplified diagram for the probabilistic design process of marine coastal
structures is presented. Firstly, the design requirements and the environmental boundary
conditions are defined; secondly the design parameters are determined for preliminary
(deterministic) and fully probabilistic design method. It is noted that the preliminary, i.e.
deterministic, design is important for the beginning of the probabilistic design method, since
the first one provides the latter with the initial solution, which will then be used for the more
accurate calculation of the system reliability.

Design parameters

Design requirements > for —>» Preliminary design
Preliminary design
: Design parameters . - -
Hydraulic boundary 3 et G | Calculation of the Checking design
conditions 1o Probabilistic design system reliability requirements

Probabilistic design

* | |

Figure 2.14 Simplified flow chart of the design process (according to Everts [56])

As it can be observed in the above Figure (Figure 2.14), the three final steps develop an

iterative procedure which ends only if the predefined design requirements are met.

2.3.2 Detailed flow chart of the design process

In Figure 2.15, a more detailed diagram of the design process is presented. Firstly, the design
requirements need to be specified for the limit state, e.g. Ultimate Limit State (ULS) and the
Serviceable Limit State (SLS), e.g. the structure’s Lifetime and the allowable probability of
failure during the design lifetime, of a coastal structure. Then, the fault tree that describes the

linking of failure mechanisms has to be constructed in a proper manner. The boundary

38



CHAPTER 2 Existing knowledge background

conditions, determined next, can be subdivided in hydraulic, geotechnical and geometric, etc.
The mean or characteristic values of the structure’s resistance/strength parameters, or their
probability distributions, should also be specified in order that both boundary conditions and
the structural properties be used for preliminary or probabilistic design, respectively.

Preliminary (deterministic) design uses deterministic input variables and a deterministic or a
semi-probabilistic design method. Then, the preliminary design is subjected to a fully
probabilistic reliability method, like Monte Carlo and Direct Integration Method. As noted in
Figure 2.15, preliminary (deterministic) design is the basis for the fully probabilistic method,
since the first uses the same variables as the latter, and can provide an initial solution, which
will be checked via the probabilistic design method. However, instead of the deterministic
input variables of the preliminary design, a fully reliability method uses the joint probability
distribution of all these variables, now being stochastic ones. Thus, their marginal pdfs and
the correlation between variables are taken into consideration in a fully probabilistic design

process.
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Define design requirements
for Limit State

¥

Determine fault tree with relevant failure
mechanisms

v
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Determine boundary conditions
return values of environmental parameters

Determine boundary conditions
joint pdf of enviromental stochastic variables

v v
Determine the structure's resistance Determine pdfs
parameters of structure's resistance parameters
v v
Deterministic design J Probabilistic design
for each failure mechanism for each failure mechanism
v
Calculate probability of failure for the
whole system
Fault tree analysis
5 > Checking design requirements
Y
Optimization —

Figure 2.15 Detailed flowchart of the design process for a coastal structure [35] (based on Everts

[56])

Before the total reliability of the system can be determined, the correlation and linking
between the failure mechanisms should be considered. Then, after the reliability of whole
system is calculated, the estimated reliability level is subjected to control over the design
requirements. If the design requirements are met, further optimization can be made

considering economic cost aspects.
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2.4 Hydraulic boundary conditions

In this section, all the necessary environmental boundary conditions that need to be
determined for the design of a coastal structure will be discussed. Apart from the
environmental boundary conditions, there are also other boundary conditions like the

geometric limitations that are imposed on the design structure.

The category of environmental boundary conditions consists of hydraulic and geotechnical

boundary conditions. The latter are not within the scope of the present thesis.

The hydraulic boundary conditions define the load actions upon a coastal structure which are
the sea conditions (i.e. wave actions and sea level). Some main load parameters associated to

their units in SI system are presented in Table 2.2.

Table 2.2 Main parameters representative of hydraulic boundary conditions

Load parameters Symbol Units
Significant water height Ha3, Hs m
2% wave height Hay, m
Mean wave period Tm S
Principal wave direction relative to o oN
North "
Spectral significant wave height Hmo m
Spectral peak wave period T, S
Energy period Te S
Water depth d m
Water level variation due to tide TL m
Water level variation due to storm

SL m

surge

Usually, coastal structures are built in intermediate water depths, i.e. 0.05<d/L,<0.5, where d
is the water depth and L., the mean wave length of a sea state at the structure’s location. This
means that the hydraulic parameters, presented in the Table 2.2, must be determined at the

structure’s location.
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Hydraulic boundary conditions are caused either by meteorological forcing (winds, waves,
storms surges etc.) or by astronomical forcing (tides), or by seismic forcing (tsunamis). The
principal relationships between the above forces are shown in the Figure 2.16.

} Global climatological conditions

Matsorological conditions
Rough indication for storm (galel
depression with horizn tal press ure
gradients reaching magnitudes of the
order 10 mibar 100 kmn
y )
Astronomical forces Wind Precipit ation in Salermnic forces
. Deterministic and site- Parameters: — catchment area of Earth eg exp
specific water movements with speed, direction, duration river system on Richter scale
fied periods and amplitedes |
Curments | Y
Water levals * R Wind waves
m —3-| Generated on deepwater
Surface and circulation BEE
~ o soaom | aress e v
! Tide Deep-water waves:
; : ;I breaking due 10 wave
Tide {mcan | Tide n[hvu:zomah |-:— e
. ¥
- [ somum [ ] e o oo
3 SLO SFE8 Sner gy
trams fer to lower
[ wimisecn == e
Y v A ¥
Wawve set-up -—I C (secondary) | Shallow water waves:
- wave shoaling,
T wav e refra ction,
Salches — Teunami depthin duced e
wave-breaking,
local wave generation
it due bo wind
/ Y L]

Water level boundary conditions Currents boundary condltions Wava boundary conditions
Design param sters: Design parameters: Design parameters:
joint water level with excesdance current velocities at structure with helght, period with excesdance
probabi lity eceedance probabil ites probabilities, angle of incldence

L] Y L]

Joint probability deslgn conditions.

Figure 2.16 Hydraulic boundary conditions for coastal structures [55]

An example of combined loading includes water level and wave conditions determining the

required armor units and the required crest level of an emerged breakwater or a seawall.

Two main categories of hydraulic boundary conditions (i.e. wave and water level boundary
conditions) are considered in the present thesis and will be described in the following
sections.

2.4.1 Wave action
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Wind-generated ocean waves change randomly with time, i.e. both wave height and period
vary randomly from one cycle to another. Their period ranges from 1 s to 30 s. Waves tend to
break when the wave steepness exceeds a certain limit. Besides, it is often observed that
during propagation of wind-generated waves from one location in the ocean to another in
deep waters, far away from the wind field that generated the waves, swell waves propagate
not necessarily at the local wind direction and are longcrested and their frequency spectrum is

very narrow-banded.

As waves move inshore, depth-induced wave transformations take place and a more distinct
difference in the wave profile can be observed. Referring to severe seas, as shown in Figure
2.17, the wave profile in deep water the wave profile in deep water is somewhat symmetrical
relative to the mean water level, while in shallow waters peaks are much sharper than troughs,

and the order of magnitude of the peaks is higher than that of the troughs.

(a) (b)

Figure 2.17 Wave profile in severe seas (a) in deep waters and (b) in shallow waters [10]

In probabilistic approach, wave profile in deep waters is characterized as a Gaussian random
process, since the sea surface displacement from its mean value can be represented by a
normal probability distribution (see Figure 2.18a). This was first found by Rudnick [74] who
analyzed measured data obtained in the Pacific Ocean. Furthermore, Pierson et al. [75],based
on the central limit theorem, presented an illustrative sketch (shown in Figure 2.19), which
indicates that ocean waves consist of an infinite number of monochromatic, or else sinusoidal,

waves having the same height but different frequencies and directions.

On the other hand, depth-limited waves follow a non-Gaussian random process, as seen in
Figure 2.18b. However, waves in relatively shallow waters may be considered as a Gaussian

random process if the sea severity is very mild [10].
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Figure 2.18 Wave profile histogram and the theoretical distribution (a) in deep waters and (b) in
shallow waters [10]
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Figure 2.19 Structure of random sea [75]
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Wave parameters can be determined either from a frequency-domain or a time-domain

analysis of a wave record. These two categories of the analysis will be described next.

2.4.1.1 Wave parameters from frequency-domain analysis of a wave record

A detailed structure of wind waves and swell can be extracted from the frequency-domain
analysis of a wave record. In this analysis, wave spectra are used to represent the total wave
(potential and kinetic) energy at a certain location in the ocean, which is an accumulation of
the energy of all waves propagating from various directions.

Waves as a Gaussian random process

In reality, only the major part of wind-generated wave energy does propagate in the wind
direction [10]. Continuously, there is a directional spread of the energy which should be taken
into consideration in the frequency-domain analysis of a wave record. Therefore, the notion of

the directional spectral density function has been adopted denoted by S ( f ,49). Continuously,
if the time average of wave energy at any frequency interval df and directional interval d&

is equal to 1/ 2,090(].2, where ¢; is a positive random variable, and by ignoring pg, it can

be written:

S(f,0)dfdo=1/2a] (2.39)

The time average of the total energy of waves of all frequencies and propagating from various

directions is given by:

> ai- [[s(t.0)dfdo (2.40)

Af AG 70
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Wave spectral formulations

There are many formulations of wave spectra proposed (e.g. [76]; [77]; [78]; [79]; [80]; [81]
etc.) used in engineering applications, which are based on wind speed, significant wave
height, wave period, etc. Some of them will be briefly presented below:

Referring to the case of fully developed seas, a widely used spectrum for wave hindcasting

and forecasting is developed by Pierson and Moskowitz [82] given by:

-4
0.0081g? 27U f
Sp ()= ——m9_exp| —0.74 Z=u 241

where: U, is the wind speed at 19.5 m above mean sea level. As seen in Eq. 2.41, the

Pierson-Moskowitz spectral formulation is based on a single parameter, the wind speed.

Another spectral formulation is the JONSWAP spectrum, which is based on an extensive
wave measurement program known as the Joint North Sea Wave Project carried out in the
North Sea Sylt Island in 1968 and 1969 [83]. The spectrum represents fetch-limited wind-

generated seas, thus wind speed and fetch length are input variables to this formulation:

ag’® £
S Jonswap ( f ) = (272_)—4f5,exp -1.25 f_p v (2.42)
2': -0.33
where: f = 3.5{ g } , (2.43)
UlO
F -0.22
a= 0.076{9—} (2.44)
UlO
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1<y <7, called the peak-shape parameter (with the mean value of 3.3), and

o=0.07, for f< fp 245
oc=0.09, for f > fp (2.45)

The TMA spectral formulation has been proposed by Bouws et al. [84] as an extension of the
JONSWAP spectrum so that it can be applied to wind generated seas in finite water depths,

based on the similarity law shown by Kitaigorodskii et al. [85]. The TMA spectral formulation
is given by:

Stma (a)1 d ) = S jonswap (a)) @ (a)*’ d ) (2.46)

-1
where q;(a)*, d ) __1 - [1+ . E K} is the Kitaigorodoskii depth function and
sin

f ()

o :a)\/g, f (o) =tanh [k()d ],k =2(o7 )} £ (o) @7
where: k is the wave number.

Directional spectra

Wave spectrum represents energy distributed not only in the range of frequency, but also in
the range of direction. This type of spectrum is called the directional wave spectrum S(f,0)
and can be expressed as the product of the frequency wave spectrum S(f) and the directional
spreading function D(f|6), where f is the frequency in Hz. The directional spectrum S(f,0) is

the general form of a wave spectrum, while the frequency spectrum S(f) is the integral of
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S(f,0) with respect to 6. The term f denotes the frequency and 0 is the azimuth measured from

some fixed axis of direction. Next, it can be written:

S(f,0)=S(f)D(0]|f) (2.48)
and
TD(¢9| f)ydo=1 (2.49)

Regarding the units of wave spectra, the frequency wave spectrum S(f) has the dimension of
m?s or equivalent units, since it expresses the wave energy density (being divided by the unit
weight of water) in the frequency domain. The directional spreading function D(f|8) expresses
the wave energy density in the directional domain at a specific frequency f, dependent on the
wave energy density at that frequency. Thus, the directional spreading function has no
dimensions and its integration over the full range of azimuth is set at unity for every

frequency.

Estimation of wave directional spreading from data

In order to obtain information on wave directionality, different types of instruments are
currently available for measuring the directional characteristics of wave energy in the ocean
or in laboratory basins. They can be divided into the following groups, depending on the
number and the type of their signals [86]:

(1) gauge arrays: In principle, these probes can be set up at any location of the wave field and
may be identical, e.g. surface elevation probes or of various types. However, there are
limitations to deploying such arrays in deep water depths, since when instruments are
mounted on an offshore fixed structure they should be placed outside the area of influence of
the supporting structures. Such a requirement is difficult to achieve, making deployment

costly.
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(2) single-point devices: They measure simultaneously several wave properties at a single
location. The most widely known such device is the heave-pitch-roll buoy, which measures
the sea surface elevation (heave) and two orthogonal slopes of sea-surface that produce pitch
and roll [87]. An even more sophisticated single-point system is the cloverleaf buoy, which
records the sea surface elevation, its slopes in two orthogonal directions and the curvature of
the sea surface in these two directions [88].

(3) subsurface instruments: The simplest instruments in this category are high resolution
pressure transducers which measure the pressure fluctuations due to the surface waves.
Acoustic Doppler current profilers (ADCPs) are used for measurements of ocean currents and
waves in coastal environments and can resolve the directional properties of ocean surface
waves ([89]; [90]).

(4) remote-sensing systems: These techniques include aerial stereo-photography techniques
and microwave radars [91] and allow the measurement of ocean wave fields with both high
resolution and large coverage. Topography of the surface has been retrieved, using stereo-
photographic data, by observing scenes perpendicular to the still surface, by Shemdin et al.
[92], but in their case the observed scales are of limited extent, while those considered in
airborne stereoscopy used by Holthuijsen [93] are rather large. Digital photography is now an
opportunity to collect quantitative sea surface data more easily. As for the radar wave
measurements, their main advantage is that the acquisition of active radar data is independent
of daylight and cloud conditions. They are therefore believed to be most suited for operational

use, as well as for many ongoing scientific investigations [94].

There have been developed many methods for estimating the wave directional spreading from
data. The most commonly acknowledged methods for practical use are the maximum

likelihood method, the maximum entropy method and the Bayesian approach method.

Maximum likelihood method (MLM)

This method, introduced by Capon et al. [95] in seismic wave detection and then extended by
several authors (e.g. [96]; [97]), is based on the assumption that the estimate of directional

spreading function D,, ,, ( f,8)may be expressed as a linear combination of the cross spectra:

Dy (f,0)=——+— Zamn(f 0)G, (T) (2.50)

MLM(f

49



CHAPTER 2 Existing knowledge background

where: E,, ., (f)is the frequency spectrum estimated by MLM, which is equal to the average
of the auto-spectra at each pole, a,, (f,8) is a coefficient as a function of frequency and
angle of propagation, and G, () is the cross power spectrum between the wave properties

of the m-th and the n-th probe.

The MLM estimate D,,,,(f,0) may be seen as the convolution product of the actual
directional spreading function D( f,@) by a window function w(6,0"), as described by the

following relationship:

Dyuw ( £.6) :TD( f,0)w(0,0)do (2.51)

0

where: w(8,6)=>"a,.(f.0)H,(f.0)H,(f.0) (2.52)

with H_(f,0)=H;(f,6)=1 for probes of free surface elevation, as in this case, where
H, (f,0), is the transfer function from water surface elevation to the m-th wave property
and H; (f,o) is the conjugate of the transfer function from water surface elevation to the n-

th wave property.

The D,,,, ( f.0) will best approach the actual directional spreading function D( f,@), as the

window function tends towards a Dirac function §(6,6).

The estimate that best satisfies the previous condition is found to be ([96]):

Dy (,6)= a (2.53)
D HL(£,0)-Go(/)H.(/.6)

In the above expressionG . ( f ), stands for the elements of the inverse of the cross spectral

matrix and « is determined from the condition that the integral of the MLM estimate over [0,

27| should be equal to 1.

50



CHAPTER 2 Existing knowledge background

Finally, the estimate of the directional wave spectrum is then given by the basic relationship:

Suui (£.6) =Dyt (£16)Eppmt () (2.54)

wheres,, , ( f,0)is the estimate of the directional spectrum.

Maximum entropy method (MEM)

This method is based on the definition of Shannon [98] for entropy y :

2z

;(:—j D(f,0)In(D(f,0))do (2.55)

0

Entropy y is maximized under certain constraints given by the cross-spectra. The
application to single-point systems or gauge arrays was described by Kobune and Hashimoto
[99], Nwogu et al. [100] and Nwogu [101]. This entropy definition is different from the one
used by other authors (e.g. [102]) which generally appears to be less powerful.

Kobune and Hashimoto [99] applied the MEM for estimating directional wave energy
spreading from a heave-pitch-roll buoy. In this case, the input data are three timeseries, one
corresponding to surface elevation and the other two to orthogonal surface slopes at the probe
location. By maximizing the entropy in Equation 2.55, the following estimated spreading
function by MEM was derived [10]:

Dy (1.0 = exp{—ﬂo i, (9)} (2.56)

where:
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j=1

Ay = In_[;”exp{—iijaj (9)} (2.57)

and the Lagrangian multipliers 2, dependent on f and 6, are determined from a Fourier series

expansion of the energy spreading function and a; (9) coefficients.

By expressing D, (f,®) in terms of Fourier series and applying some constraints in its

coefficients the following expression is arrived at:

2z 4

[[8-a(6)] xexp[—Zﬁ,jaj (9)}19 =0 (2.58)
0 =t

For i=1,2,3,4, where the coefficients g, are written in the form:

2

B, = [ Dypui (.0)a;(6)d0 (2.59)

0

The unknown Lagrangian multipliers /Ij in Equation 2.56 can then be obtained after solving

Equation 2.57.

Note that if we consider only j=1 and 2, the estimated spreading function coincides with the
formula proposed by Borgman [103] and Equation 2.56 becomes then:

Dyen ( F,0) =exp[-4, —4,€0s6 — 4,sin 0] (2.60)

Hence, from here on, the MEM corresponding to j=1, 2, 3 and 4 will be denoted as MEM —
4, while the MEM corresponding to only j=1 and 2, as MEM — 2.

-The approximate technique [86]
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At this point, the proposed approximate technique will be described, based on a simple
alternative calculation of two orthogonal slopes of surface elevation, which was involved in
the MEM [86]. Actually, the whole concept was to estimate the wave properties that a heave-
pitch-roll buoy records, using data measured by three surface elevation probes set up at an
appropriate location.

It is known that the motion of a rigid body, such as a floating buoy in sea water, has six
degrees of freedom: three translations and three rotations. However for this analysis only
three of them are required, i.e. heave, pitch and roll (see e.g. [104]). Assume that the curved
surface, in Figure 2.20, represents the free sea surface and points (1), (2), (3) are three points

that belong to it and form a right angle on a horizontal projection. Therefore, when plane

01'3' coincides with the still water surface, then

z() =n(),
2(2)=n(2),

2(3)=n(@3),

where: 77(1) is the measurement of free sea surface displacement at point (1), etc.

Continuously, the free surface elevation and its two slopes in orthogonal directions, at point

(2), can be calculated at any time through the following relations, provided Ax and Ay are

small enough quantities:

Heave : 1(2)

. An
Pitch :—(2)=
itc Ay( )

An
Roll —(2)=
0 o2

n(3)-1(2) _n(3)-n(2)
y(3)-y(2) Ay
n(1)-n2) _ n(1)-n()
x(1)-x(2) X
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The above relations calculate approximately the wave properties that a heave-pitch-roll buoy
delivers, if the distances Ax and Ay are adequately small for the estimation of sea surface’s

slopes.

~ sea surface

,‘—:—f, — = T
(1) Forty |37 /;

pitch

Figure 2.20 An approximate instant depiction of free sea surface [86]

The approximate technique, by using an array of three probes, is close to the concept
employed by Benoit and Teisson [105], who, however, used an array of four probes. The said
technique employs probes of the same type, i.e. of surface elevation, and requires the
minimum number of gauges. Besides, the measurement of the surface elevation is available at
the triangle vertex, where the directional spectrum is finally estimated, in contrast to the
method with four probes, in which the surface elevation at the point of the final estimation is

calculated as an average of the four probes’ measurements.

Formulation of the wave energy directional spreading function

A first approach was performed by Pierson et al. [106] who introduced the following
directional spreading function, which has often been used for design of marine structures due

to its simplicity:

D(6) =2 cos? 6, -%<9<% (2.63)

T
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Borgman [103] proposed the following formula which is called the circular normal
probability distribution:

D(B)zﬁ(a)exp[acos(e—%)} (2.64)

where a is a positive constant, 6, is the angle of propagation of the predominant wave
energy, and 1,( ) is the modified Bessel function of zero order. This formula agrees with the

first approximation of the directional spreading function by Kobune and Hashimoto [99]

estimated via Maximum Entropy Method.

Longuet-Higgins et al. [107] proposed that D(@| f) is proportional to an even-numbered

power of half of the directional angle. That is,

G(s) (2.65)

where @ is the mean direction of energy spreading estimated via the following relation:

S(f)singdo

f=tan™

(2.66)
S(f)cosg do

L] =

and G(s)is a normalizing factor determined from the condition that the integration of

D( f,8) from - to = with respect to 6 is unity. This yields:
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2 (I(s +1))’
T F(ZS +l)

G(s)

(2.67)

where T'(-) represents the Gamma function.

Thus, Longuet-Higgins et al. [107] showed that the D(6|f) can be presented as follows:

2t (s +1))

D(@17)= 7 T(25+1)

cos(%(@—é)j

(2.68)

where the parameter s is a positive integer which controls the degree of concentration of
energy around the mean value 6. In reality, s depends on frequency, wind speed, and fetch
length. Mitsuyasu et al. [88] carried out further analysis for evaluating the value of s and

proposed the frequency dependency of the spread parameter s as follows:

Sou (FIF,) 1 F<f
s= " g (2.69)
Smac (116,) 1 1,

where f_ is the peak spectral frequency.

Mitsuyasu et al. [88] formulated the maximum value of spreading parameter s . as a
function of the state of wind-wave growth. Goda and Suzuki [108] proposed values of s,
equal to 10, 25 and 75 for wind waves, swell with short decay distance, and swell with long
decay distance, respectively. The proposed s, Vvalues are still employed in many case

studies.

From analysis of measured data, Hasselmann et al. [109] propose the same formula given in

Eq. 2.69, but the s value in this equation is substituted by s;-value written as below:
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s, = (2.70)

4.06+0.22

(9.77+0.43) (f / f, YO AEODOLIN - “gor y>¢ and f > f,
(6.97+£0.83)(f/ f) : forU>c, andf > f,

where: U is the wind speed, c,, is the wave celerity at the modal frequency f . The s;-value

by Hasselmann et al. [109] derived from an extensive analysis of directional data obtained in
the North Sea (JONSWAP site).

Wave spectrum parameters

By assuming that a wave spectrum is narrow-banded, and therefore obeys the Rayleigh
probability distribution (Longuet-Higgins [110], [111], [24]), its n-th moment is estimated as
the integral over frequency of the spectral density function multiplied by the n-th power of the

frequency, either expressed in hertz (cycles per second) as:
my(f) = J, fS(Hdf (2.71)
or expressed in circular frequency (radians/second) as:

my(w) = fooo w"S(w)dw (2.72)
where n=0, 1, 2, 3, ...

Since w = 2 x £, the relationship between the two moment expressions is:

my(w) = (2m)"m,(f) (2.73)

Using this definition, the spectral significant wave height for a Rayleigh distribution [110]

57



CHAPTER 2 Existing knowledge background

may be approximated by:

Hp, = 4\/mg (2.74)

The period associated to the largest energy per frequency is known as the spectral peak wave

period T, and the mean period T,,, and energy period T, can be approximated by:

T, = o (2.75)
7;:1%§ (2.76)
An approximation of zero-crossing mean wave period is estimated by:

T, = %f (2.77)

Two parameters are frequently used concerning the spectral bandwidth, v and ¢. Both of them
range from 0 to 1. When these parameters tend to zero, i.e. v<<1 and £<<1, the wave spectra
are narrow-banded, while if they tend to unity, the spectra are broad-banded. The spectral

band width parameters can be approximated by spectral moments by:

m m
v= [252-1 (2.78)
m,
mZ
£= [1-—2 (2.79)
m,m,

2.4.1.2 Wave parameters from time-domain analysis of a wave record

Wind-generated sea waves are essentially random in time and space. Heights and periods of

individual waves in a short time span, which can represent a sea state, vary randomly over
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wide ranges. It is necessary to define individual waves with some criterion and calculate
characteristic individual wave heights and periods in a statistical manner in the time domain
analysis. The zero-upcrossing or zero-downcrossing method is the standard technique to
define individual waves, in which the two successive upcrossing or downcrossing points of
the wave surface profile with the mean water level (zero-level) mark the start and the end of
one individual wave, respectively. The significant wave height determined from this analysis
is the mean value of the highest one-third waves denoted by H,/;. Besides, other characteristic
wave heights can be determined from the same analysis, e.g. Hy1o and Hay, etc.

Except for characteristic wave height, other characteristic wave parameters are also used to
describe a sea state. These parameters are usually the mean wave period T, and the principal
wave direction 0, defined as the mean value of individual wave periods and azimuths

measured from some fixed axis of direction within a sea state, respectively.

It is noted that there is not a unique definition of wave period; it can be defined as the time
interval between either two neighboring wave crests or throughs. Another common definition
of wave period is the time interval between successive upcrossing points, or downcrossing
points, of the wave surface profile with mean water level, called as zero up-crossing period,

or zero down-crossing period, respectively.

Both zero-upcrossing and zero-downcrossing methods yield similar mean values of wave
parameters [1]. There seems to be some preference for zero-downcrossing method [112],
since it has been suggested that its definition of wave height, as the vertical distance from a

wave trough to wave crest, may be better suited for extreme waves.

As it is aforementioned, the analysis of individual waves from a wave record is generally
made for a short time span of twenty minutes or so. Furthermore, the length of the time span
is also determined by the Fourier transforms which will then be made on the raw recordings
for the production of the spectrum. Also, it is chosen in order that the requirement of a short
duration, to guarantee the constancy of sea state during the recording time period, and that of
a long duration, to have a sufficient number of waves necessary for reliable estimates of

significant wave height and other characteristic wave parameters, be met at the same time.

The statistical analysis of individual waves within a sea state provides information on short-
term wave statistics, while the statistical analysis of sea states covering a period of some
decades yields the long-term description of wave conditions at a particular site, called the

long-term wave climate.
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As for short-term wave statistics, since the individual waves within a sea state are extracted
from the time-domain analysis of a wave record, the probability distribution or probability

density function (pdf) of wave parameters can be estimated. The pdf f, of a random variable

X is most commonly associated with an absolutely continuous univariate distribution, and it

applies:

b
Pr(a<X <b) = f, (x)dx (2.80)
Hence, if F, is the cumulative distribution of X (cdf), then
F (X)= J' f, (u)du (2.81)
and if f, is continuous at x:

fy (X)= (2.82)

In simple words, the term f, (X) dx can be considered as the probability of X within this

interval of dx.

The most commonly used probability distribution in the study of random ocean waves are the
Gaussian (see Figure 2.21) and Rayleigh (see Figure 2.22) distributions suited for describing
the short-term statistics of surface elevation and wave height, respectively, mainly in deep
waters. It is noted that the Rayleigh distribution satisfies the condition of narrow band spectra,
but seems to represent wave height satisfactory also for non narrow spectra. The Gaussian pdf

is defined as:

60



CHAPTER 2 Existing knowledge background

= 2.83
p(x) - Nh (2.83)

where g, is the mean of x and o, the standard deviation. As it is aforementioned, the

Gaussian cumulative distribution P(x) is the integral of p(x). Since a closed form of this

interval is not possible, Gaussian distribution is often considered as the normal distribution
(e.g. [113]) written as:

p(x)=N(x,0,) (2.84)
and

_ X_lux
P(x)= ‘D(—GX j (2.85)

For zero mean and unit standard deviation, the Gaussian pdf and cdf reduces to standard

normal pdf p(x) and cdf @ (x), respectively, written as below:

p(x)= %e_u (2.86)
@ (x) :_[ p(y)dy (2.87)

where the last integral is the error function.
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- Wave height distribution

In engineering practice, the main interest is attracted by the wave height distribution rather
than the surface elevation. Continuously, if wave energy is concentrated in a very narrow
range of wave frequencies (or periods), and therefore the maxima of the wave profile coincide
with wave crests and the minima with the troughs (this is termed a narrow-band condition),
wave heights could be represented by the following Rayleigh distribution ([110]; [22]; [24]).
The Rayleigh pdf and cdf are presented in Eqs 2.88 and 2.89:

2H i)
P(H)=r7e ™ (2.89)
)
P(H)=1-¢ "™ (2.89)
where:
1 N
Hrms: _zHiZ (2.90)
N =

in which H; is the ordered individual wave heights in a wave record.

Various estimates of characteristic wave heights may then be obtained [1]:

H,, ~4.00,/m, =1.416H
Hy =1.27H,,, =1.80H, . =5.091,/m,

Hyo =1.67H,,=2.36H, = 6.672Jm0
H,. =1.86H,, (for 1000 wave cycles in the record)

(2.91)
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where: m, is the zero moment of wave spectrum.

The most probable maximum wave height related to H, assuming N waves in a wave

record is estimated [110] by:

H - m+ 0.2886 0.247 H (2.92)

ylog N - (Iog N )3/2 rms

It has been observed that deep wave height measurements from different oceans closely
follow a Rayleigh distribution ([114]; [115]; [116]; [117]). However, studies of shallow-water
wave records indicate the wave height histograms at these depths deviate from the Rayleigh,
and other distributions seem to follow them better [118]; [119]; [120]. This is attributed to the
bathymetric effects combined with non-linear wave-wave interactions that play a significant

role in shallow-water depths.
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Figure 2.21 The Gaussian probability density function and cumulative distribution [1]
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Figure 2.22 The Rayleigh probability density function and cumulative distribution [1]

- Wave period distribution

Longuet-Higgins [121] and Bretschneider [122] derived the probabilistic distribution of wave
period assuming that the wave period squared follows a Rayleigh distribution. This
distribution is very similar to the normal distribution with a mean period by:

mo

TO,l = — (293)

where the moments are defined in terms of cyclic frequency.

The probability density function of wave period according to Longuet-Higgins [121] is given
by:

p(r)=—"37 (2.94)
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“loa

where 7 = and v is the spectral width parameter, which will be defined later. This

vl
pdf is symmetric about its maximum value at = =0, and is similar to the normal distribution
with a mean value equal to Ty, . In general, the distribution for wave period is narrower than

that of wave height and its spread lies mainly in the range of 0.5 to 2.0 times the mean wave
period [1].

According to Bretschneider [122], the pdf of wave period is given by:

L 4
p(T) — 2.7T_e(—0.675r ) (295)

m

T
where: 7 =— and T is the mean wave period.
T

m

- Joint distribution of wave height and period

Since wave height H and period T are somehow correlated, the following relation that
estimates their joint pdf using only the marginal pdfs of H and T is inappropriate for ocean

waves:

p(H,T)=p(H)p(T) (2.96)

Specifically, as far as the short-term joint distribution of wave height H and period T is
concerned, Longuet-Higgins [22] was the first to introduce a probabilistic representation of
sea waves, by extending the work of Rice [23] on electronic noise, and was able to calculate
the joint pdf of H and T for narrow band spectrum. However, a disadvantage of that model
was the symmetry of the joint pdf of H and T around some characteristic period, suggesting in
this way a zero statistical correlation between the two parameters. Thus, Longuet-Higgins
[24] considered the tendency that short-period waves have low heights, whereas high waves

tend to be associated to longer periods, as it is observed in real sea states.
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Particularly, assuming waves to be a Gaussian and a narrow-band random process, whose
spectrum is concentrated in the vicinity of the mean frequency, the dimensionless joint pdf of

wave amplitude and period is written by:

f (&)= Lﬁ(%)z exp{%z{H(l%Jz V—lzﬂ (2.97)

where:

E= ,o/\/m_0 is the dimensionless amplitude
n=T /T, is the dimensionless wave period
T, =27/ w=2xm,/ m, is the mean wave period
MeM, _

0

and L =1+VZ is a normalization required so that the integration of joint pdf over the entire
sample becomes unity.

Thus, the previous expression can be rewritten by:

f(&n)=[1+%}v %(%} exp{—%{ﬂ[l—%f H} (2.98)

where 0 <& <o and O<np <o,

It is noted that the original expression differs slightly from the above expression. The first is

given below by defining the dimensionless wave amplitude as r = p/ , /2m0 :
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where 0<r<ooand O<7 <.

} (2.99)

In Figure 2.23, the contours of dimensionless joint probability density function of wave

amplitude and period for v=0.3 and v=0.4. The results by Longuet-Higgins [24] showed good

agreement with field data provided the spectrum is narrow banded and has a single peak

[123]. Other researchers who studied the joint pdf of H and T by considering also narrow

band spectra were Cavanie et al. [25], Lindgren and Rychlik [26], and Shum and Melville

[27]. Besides, most of the researchers make the definition of wave period by the successive

maxima and not on the basis of zero up- or down-crossing of surface elevation. The latter has

broad application in engineering practice.
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Figure 2.23 Contours of dimensionless joint probability density function of wave amplitude and
period for (a) v=0.3 and (b) v=0.4 [24]

However, Memos [28] reviewed the existing results and proposed theoretical approximations,

valid also for narrow and broad band spectra, known to be a better representation of real sea

states than those assuming only narrow band spectra, and used the definition of wave period
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based on zero-crossing of surface elevation. Particularly, Memos and Tzanis [29], based on
the theoretical approach by Memos [28], produced numerical results of the short-term joint
distribution of H and T for deep water waves of any spectral bandwidth, based on the
assumptions of ergodicity and normal distribution of free surface elevation. Their joint pdf
was deduced for various correlation coefficients of H and T, denoted by r(H,T), providing
characteristic probabilistic estimates in deep waters. Memos and Tzanis [30] extended their
previous work by excluding swell from sea waves and the application of a wave breaking
criterion in deep waters. The parameters that describe their methodology were the correlation
coefficient between H and T, or the standard deviation of free surface elevation, and the

representative wave steepness factor.

Table 2.3 contains indicative values of mean wave height H,,, associated with the standard
deviation of sea surface elevation, o,, and the linear correlation coefficient r(H,T) [31].
Moreover, indicatively, three graphs derived from the methodology by Memos and Tzanis
[30] and Tzanis [31] are presented in Figure 2.24.

Table 2.3 Various sea states associated with specific values of o,, r(H,T) and Hp, [31]

Standard Deviation o, Correlation Coefficient Mean Wave Height Hy,
r(H,T)
0.5m 0.266 1.020m
0.6m 0.383 1.103m
0.7m 0.485 1.266m
1.0m 0.495 2.187m
1.5m 0.570 3.755m
3 o =0.5m 35 0,=0.7m 3 0,=1.5m
0z 52 e o ety

0+ T T T T T T
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Figure 2.24 Joint pdfs of H/H,, and T/T,, in deep waters associated with specific values of
standard deviation ¢, or correlation coefficient r(H,T) ([31]; [30])
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A detailed review concerning the wave parameters probabilistic distributions was made by
Soares [124]. Improvement of Longuet-Higgins [24] Gaussian models was made by Stansell
et al. [125] by proposing some new marginal and joint pdfs of wave envelope and local wave
period. Furthermore, Zhang et al. [126] investigated the differences between marginal and
joint pdf of wave parameters produced by the linear theoretical model by Longuet-Higgins
[24] and the empirical ones, derived from waves produced in wave basins.

- Probabilistic wave parameters in shallow waters

In shallow waters, the solid boundary of the sea bottom plays a significant role in wave
transformations, such as wave refraction, shoaling, breaking, and wave-wave interactions that
make the estimation of wave parameters probabilistic distributions more complicated than in
deep waters.

As far as the probabilistic distribution of wave height in shallow waters is concerned, Collins
[127], Mase and Iwagaki [128], and Dally and Dean [129] proposed a method for estimating
this distribution by applying a monochromatic individual wave model for shoaling and
breaking. Dally [130]; [131] and Kuriyama [132] also contributed to this approach.
Glukhovskiy [133] and Klopman [134] proposed a pdf for wave heights that considers the
impact of depth-limited wave breaking on the distribution, by making the exponent of the
Rayleigh distribution an increasing function of the ratio of wave height towards the water
depth.

Battjes and Groenendijk [135] derived wave probabilistic distributions on shallow foreshores
by analyzing laboratory data and proposed generalized empirical parameterizations as a
function of local energy, water depth and bottom slope. Myrhaug and Fouques [136] provided
a joint distribution of wave height and surf similarity parameter (or else Iribarren number) for
individual waves within a sea state via the use of the joint pdf of wave height and wave

steepness by Myrhaug and Kjeldsen [137] representing Norwegian continental shelf data.

Regarding the joint pdf of wave height and period in intermediate and shallow waters,
Chondros and Memos [32] extended the work of Memos and Tzanis [30] concerning the joint
pdf of H and T, by taking into account the nonlinear wave-wave interactions, and produced
characteristic images of joint pdf of H and T in shallow waters for various storm intensities,

wave incidence, and bed slopes, by using a Boussinesq wave propagation model [7]. It is
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noted that in their method [32], wave directionality in deep waters was also considered [138]
via the use of a theoretical expression of wave directional spreading, and the joint pdf of H, T,
and wave direction 0 in deep waters were transformed into time series of surface elevation, in

order that the Boussinesq wave propagation model be implemented.

2.4.2 Marine water level

Marine water level is important since:

e most instances of coastal flooding and/or coastal structures’ damage occur during
high water levels

e wave transmission and wave overtopping on marine and coastal structures depend on
the Still Water Level (SWL)

e a coastal area or a structure may be exposed to different risks of vulnerability
depending on SWL

e wave conditions also depend on SWL since wave height is limited in a different way
by different water depths.

o wave forces upon coastal structures are usually affected by SWL

o the overall water level regime affects coastal structures’ construction and

maintenance.

The existing water level consists of different components, which should be considered during
a structure’s design process. Apart from the astronomical forcing (i.e. tide), rare seismic
forcing (i.e. tsunami), there are also several meteorological effects, causing water level

variations to be considered. The latter consist of storm surge, wind set-up, wave set-up etc.

Besides, sea level rise due to climate change affects SWL at a long-term level, and should

also be considered especially when a coastal structure lifetime is significantly large.

Usually, the most important components of water level at any moment are the astronomical
tide and the storm surge [55]. The former is cyclical with a period that depends on the relative
significance of astronomical forces at a particular location (e.g. along the Atlantic European
coasts tide lasts 12 hr and 26 min on average) and the latter occurs randomly, as an individual

event with duration of approximately half a day to one day, peaking about mid-way [55].

The variation with time of water level due to astronomical tide and storm surge is depicted in
Figure 2.25.
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Figure 2.25 Variation with time of water level due to astronomical tide and storm surge [55]

2.4.2.1 Mean sea level

For coastal waters open to the open sea, the mean water level can be taken as a site-specific
constant related to the mean sea level (MSL) of the oceans. For example, in some areas, like
the eastern Mediterranean Sea, the MSL varies slightly, according to the time of the year, in a
more or less predictable manner. Specifically, sea level changes vary between 0.05 m and
0.15 m, whereas in the rest of the Mediterranean Sea differences up to 0.30 m may be
observed in some locations [55].

2.4.2.2 Tidal sea level variations

Tides are mainly generated by the gravitational attractions of the Moon and Sun, which are
proportional to their masses and the inverse square of their distances from the Earth. Despite
that the mass of the moon is much smaller than the Sun, the moon is closer to the earth;
consequently it has a greater impact on tides compared against the Sun. Besides, near full
moon and new moon, the Sun and Moon act in the same direction giving thus higher tides, i.e.

spring tides.

The orbits of the Moon around the Earth and of the Earth around the Sun are not circular.
Therefore, tides appear seasonal variations, and obtain their maximum amplitude of the year
at the spring and autumn equinoxes, i.e. when the Sun crosses the equator and night and day
are everywhere of equal duration [55]. Minor variations also occur during an 18.6 year

period due to the variable angular disposition of the Sun and the Moon. This time period is, in
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the vast majority of coastal structures, well below the design service life of the structures.
Hence, this variable is not included in the environmental factors that influence the

modification of the failure occurrence with time.

As it is aforementioned, the driving forces of tides are astronomical. This means that tide is
entirely predictable, or otherwise that the tidal ranges and currents prediction is deterministic.
Continuously, it must be noted that tides belong to long waves and they are amplified in
shallow waters and estuaries due to resonance phenomena and shoaling effects. Specifically,
the tidal range, which is equal to twice the tidal amplitude, is generally less than a meter in
the open ocean and may increase considerably in shallow water areas, i.e. the continental
shelf. Large tidal amplifications are observed, e.g. in bays along the coasts of England and
Wales (spring tidal range of up to 12 m), in the bay of Fundy, Canada (spring tidal range of
up to 13 m), and around Saint-Malo in Normandy, France (spring tidal range of up to 14 m),

whereas a 3-4 m spring tidal range is common in the southern North Sea [55].

Besides, Coriolis’ force plays a significant role in explaining the large tidal ranges differences
between different locations. Particularly tide amplitude is zero at amphidromic points (i.e. the
further away from the amphidromic point, the higher the tide will be) and tidal wave
propagates around amphidromic points counter-clockwise in the northern hemisphere, while

the tidal circulation in the southern hemispheres of the oceanic basins occurs clockwise.

2.4.2.3 Storm surge

Meteorological forces, namely atmospheric pressure and wind, may also affect sea level
during storms. This section focuses on atmospheric pressure effects, because the wind driven

effects on sea level (i.e. wind set-up) are described in the following section.

Sea level varies depending also on the weather conditions. Pressure and wind effects are often
combined during storms generating long waves, called storm surges, with a characteristic
time-scale of several hours to one day and a wavelength that varies between 150 and 800 km
[55]. In practice, the storm tide level term is used to include the astronomical tide (see Figures

2.26, 2.27) and often and other meteorological effects.

Continuously, atmospheric pressure has a direct influence on the sea level. Specifically, high
atmospheric pressure exerts a force on the surroundings and results in water movement, i.e.

high atmospheric pressure over a sea area corresponds to low sea level and conversely low
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atmospheric pressure (a depression) results in higher sea levels. This is called the inverse
barometer effect [139].

The atmospheric pressure is 1013.25 hPa in normal conditions. Since atmospheric pressure
normally varies between 950 hPa and 1050 hPa during a year and a deviation of 1 hPa in
atmospheric pressure results in change in water level by approximately 1cm, the expected
variation in sea level due to air pressure is between +63 cm and -37 cm around mean sea

level. This atmospheric pressure effect on sea level is described by the following formula:

AP = Ahpg (2.100)

where: AP represents atmospheric pressure difference from normal conditions (i.e. 1013.25
hPa), 4h is the corresponding change of seawater level due to pressure, 0 is the density of

seawater, and { is the gravity acceleration.

In accordance to tidal long waves, the height of long waves caused by storm surges may

increase considerably as a result of amplifications due to shoaling in the nearshore zones.

STORM TIDE

STORM SURGE

PREDICTED TIDE

. ANOMALY

Figure 2.26 Water level differences for storm surge, storm tide, and a normal (predicted) high
tide compared to mean sea level

(https://www.al.com/news/index.ssf/2018/09/hurricane florence storm surge.html)
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17#. Storm tide

2. Normal high tide

Mean sea level

Figure 2.27 Storm tide and its components

(https://en.wiktionary.org/wiki/storm_tide)

2.4.2.4 Wind set-up

Shear stress exerted by wind on seawater surface causes a slope in the water surface (see
Figure 2.28) and consequently wind set-up and set-down occur at downwind and upwind
boundaries [55].

T/ 171117 10012107 177 107770 7070707

Figure 2.28 Wind set-up [55]

The long wave equations can be used to describe the change in seawater level induced by
wind blowing over bodies of water such as a continental shelf [140] or a lake. Although the
wind stress is usually very small, its effect, when integrated over a large body of water, can be

significantly increased.

The wind stress acting on the water surface is represented as:
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7, = PKW W | (2.101)

where: P is the mass density of water, W the wind speed vector at a reference elevation of

10 m, and K is a friction of order 10°. Numerous studies have been made for K (see [141])
and one of the more widely used sets of results is that of Van Dorn [142]:

1.2x10°,  |W|<W,
k= 2.102
1.2x10° +2.25x10° [1—%} W|>Ww, 2102

Wi

where W, =5.6 m/s.

For a bottom profile with straight and parallel bottom contours, and the wind blows at an

angle 06 to the coast normal (see Figure 2.29), then the offshore wind shear stress is
T, = |rW|cosﬁ. The wind-induced gradient of the still water surface, along the x-axis (taken

normal to the shoreline) can be computed via the following Equation:

on n
on _ - (2.103)
ox  pg(h+n) ™

The factor n lumps the effect of the bottom friction in the wind shear stress. This factor is
greater than 1, and typical values are 1.15to 1.30 [118] .
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0 Coast

Shelf
break

Figure 2.29 Plan (left) and cross-sectional view of the coast [143]

Two examples of bottom profiles are presented below aiming at calculating the wind set-up

due to a constant and uniform wind (7, is not a function of x) blowing over a continental

shelf of width |. The first case (a) is that of a constant depth, h, and the second one (b) is that
his a linear function of x: h=h, (1—?).

() The governing equation (Eg. 2.104) can be written as:

0
(h+np)=—L=—= (2.104)
Since h is not a function of x, solving of Eq. 2.105 through integration gives:

» 2nt, X
(h+n7) =—=+C (2.105)
P9

To evaluate the constant C of the integration, the wind set-up is assumed to be zero in deep

waters, i.e. at x=0. Thus, after substitution for C, Eq. 2.106 is written as:
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h+7) = =% +h?
oy =2y
or
2
n(x)=+ m-W*X+h02—h0
r9

and in dimensionless form:

TWx

where A=

2

pgh,

a ratio of shear to hydrostatic forces [143].

(2.106)

(2.107)

(2.108)

(b) For a plane sloping bottom, the governing Eq. 2.104 can be rewritten as:

(h+n)M—(h+n)%=ﬂ

OX dx

Separation of variables and evaluating C as before leads to:

h+n

x=I|[1=DH ) g e
h 1-A

0

7

(2.109)

(2.110)
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or in dimensionless form:

5:( —M]—Aln L (2.112)

These two solutions (Equations 2.109 & 2.112) are plotted in Figure 2.30 showing the effect
of the bottom to the wind set-up. It is clear from both equations and Figure 2.33 that the
sloping bottom causes an increase in the wind set-up compared against the flat bottom.
Particularly, the governing Eq. 2.104 indicates that for a given wind stress, the water surface
slope depends on the local water depth in such a way that the water surface slope is greater in

shallower waters.
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Figure 2.30 Dimensionless wind set-up surge versus dimensionless distance of a continental shelf
for two cases of dimensionless wind shear stress [143]

2.4.25 Wave set-up

Wave set-up is mainly caused by energy dissipation caused by water depth-induced breaking
of incoming waves (see Figure 2.31) and is localized near the shoreline. For a plane sloping
bottom (straight and parallel contours), regarding 1D situation, the gradient of the wave set-up
n (m) along the x axis (taken normal to the shoreline) can be computed via the following

equation:

on 1 es,
a__ (2.112)
ox  pg(h+n) ox
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where SXX (N/m) is the component of the radiation stress tensor normal to the coast which is

estimated considering the linear wave theory as below:

1 1. 2k
S, == pgH?| =+ —0__ 213
" ghs {2+sinh(2kd)} (2119

where H is the wave height, K is the corresponding wave number (rad/m), and d =h +7is

the actual water depth.

Still water line |

'y A Wave set-dow}?‘_-‘f’
‘ 7
| 5 .

"imin

Figure 2.31 Wave set-up [55]

Using linear wave theory for normally incident regular waves, Battjes [144] derived a first

estimate of wave set-up at the shoreline. The following equation estimates the wave set-up:

Mhex = 0375, Hy (2.114)
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where 7, is the breaker index or maximum wave height to water depth ratio, and Hb is the

wave height at the breaker line for regular waves.

For the case of a planar beach, Bowen et al. [145] used the shallow water linear wave theory
for the radiation stress, used the approximate relation H =y, (h+n) in the surf zone and

derived the following relation for the wave set-up:

1

n-n, :E(hb —h) (2.115)
8

where K =1+— (2.116)
3’Ybr

Besides, Goda [4] proposed a chart, according to which the shoreline set-up can be estimated
for uniformly beaches (slope varying from 1/100 to 1/10) as a function of H, /L., where H, " is
the equivalent deep water significant wave height obtained from the actual deep water

significant wave height corrected for refraction effects.

2.4.2.6 Seiches

Seiches are standing wave oscillations caused by some excitation mechanism and trapped by
the general geometry and bathymetry of a water domain like a harbour basin or a lake.
Harbour oscillations are long period waves, since their periods vary between 2 min and 40
min. Vertical motions are generally small in contrast to horizontal motions. Oscillations are

most damaging when their period coincide with a natural resonant period of the basin.

Seiches are normally observed in completely enclosed water bodies, e.g. lakes and closed
seas. Regarding the simplest case, which corresponds to a rectangular closed basin of width, I,
and constant water depth, h, the standing wave oscillations occur when the ratio of | to half of

the wavelength L is an integer, as written below:

| =nL/2 with n=12,3,... (2.117)
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If the shallow water approximation is used in the dispersion relationship, the periods of

seiches T,, can be estimated by the following equation [55]:

with n=12,3,... (2.118)

yA
n nﬁ

In a similar way, for a semi-enclosed basin, the periods of seiches T, are obtained by the

system of the following two equations:

I:%+n% with n=0,12,3.... (2.119)

41
T =—— withn=0,123,... 2.120
" (2n+1)gh - (2120

2.4.3 Assumptions in predicting wind-driven waves from offshore wind data

The process of wave generation by wind can be explained by combining the resonance model
developed by Phillips [146] and the shear flow model developed by Miles [147]. This topic

will not be further analyzed here, since is not within the scope of the present thesis.

There are three wave conditions that can be estimated by using simplified wave predictions
[148]. The first occurs when the wind blows with a constant velocity and direction over a
certain fetch length for sufficient time for the waves to travel the entire fetch length. In this
situation, wave characteristics will only depend on the fetch length and wind velocity. These
wave conditions are known as fetch-limited, and it is assumed that steady state wave
conditions are achieved for that fetch length [1]. If the wind duration is less than the required
time for the waves to travel the fetch length, the wave conditions will depend on duration, and
such wave conditions are described as duration-limited. Wind blowing for an unlimited

duration over an unlimited distance will have a limited fetch length, beyond which the waves
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do not continue to grow. This limiting condition is called a fully developed sea, and the rate
of energy input to the waves from the wind is balanced with dissipation by wave breaking and
turbulence [1].

It is noted that in the followings sections, Sl units will be used in all equations presented.

The general equation for fetch-limited wave development for short fetches can be derived by
combining the JONSWAP growth law for the peak frequency, an equation for the fully
developed frequency, and an assumption that the group velocity of a local wave field is
approximately equal to 0.85 times the spectral peak’s group velocity [1]. Consequently, the
duration required for waves crossing a fetch length of X under a wind speed U to become

fetch-limited is given by:

X 0.67
t,, =77.23—3—5 (2.121)

u 0.34 g 0.33

Referring to the case of wave growth with fetch, the following equations provide estimations

of the energy - based significant wave height H and peak period Tp , based on wind

mo !

speed, and fetch:

1/2

gH,, o 9X

¥ 0=413-10 2(—2] (2.122)
and

13
gT X
—2= 0.651(9—2] (2.123)
u?

C,= 2.124

>~z (2.124)
C, =0.001(1.1+0.035U,,) (2.125)
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where:
X is a straight line fetch distance under the wind blows

C, isthe drag coefficient
U,, isthe average wind speed at 10 m above the mean water level, and
u. is the friction velocity

Assuming fully developed wave conditions, the following equations can be used to provide

estimates of H_,,and T,:

9 _ 5 115.10° (2.126)
u
T

9% _ 5308102 (2.127)
U,

Equations governing duration limited wave conditions can be obtained by converting duration

t into an equivalent fetch given by:

3/2
% =5.23.10°° gt (2.128)
u? .

The equivalent fetch X estimated from Eq. 2.129 can then be substituted into the equations
(Egs 2.123 and 2.124) referring to fetch-limited wave conditions in order that duration-limited

estimates of H_, and T, be obtained.

Indicatively, in Figure 2.32 an example of wind data for the Station of XIOS island in Aegean
(Greece) is presented, as provided by the Hellenic National Meteorological Service. Figure
2.33 depicts the wind rose diagram extracted from the wind data, presented in Figure 2.32.

These data could be used for wind-driven wave predictions in deep waters.
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Figure 2.32 Wind data for the Station of HIOS island in Aegean (Greece)
(Hellenic National Meteorological Service)
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Figure 2.33 Wind rose diagram for Station of Hios in the Aegean (Greece) estimated from the
wind data for the Station of Hios island

85



CHAPTER 2 Existing knowledge background

2.5 Estimating long-term wave statistics from analysis of sea states

2.5.1 Probability definition and the perspective of statistics

It is noted that the statistical method adopted in the present thesis is the classical perspective
of statistics, i.e. the Frequentist. Frequentist statistics calculates the probability of an event as
its proportion in the long run of an experiment (i.e. the experiment is theoretically repeated
infinite number of times under the same conditions to obtain the outcome). An alternative
approach to the problem of statistics is the Bayesian inherence, which use Bayes theorem to
combine the prior probabilities and the likelihood from the data to get the posterior
probability of an event. Bayesian probability is an interpretation of the concept of probability,
in which, instead of frequency of some phenomenon, probability is interpreted as reasonable
expectation [149] representing a state of knowledge [150] or as quantification of a personal
belief [151].

2.5.2 Univariate analysis

Information on the statistical representation of sea severity is vital for the design of marine
systems and coastal structures. Referring to sea severity, all sea conditions are taken into
consideration and not only the severest storm expected to occur during a marine
system/coastal structure’s lifetime [10]. The statistical analysis of all sea conditions is

especially necessary for evaluating fatigue loadings and the cumulative damage of the system.

The most commonly available information on sea severity is the probability distribution of
one variable, the significant wave height H,, which can be estimated from the statistical

analysis of data accumulated over several years [33].

In fact, there is no scientific basis for selecting a specific distribution for Hs. This is because,
wave measurements are site specific and sea severity depends on the geographical location
where the data are obtained, the water depth, wind direction, frequency of occurrence of
storms, etc., [10]. Thus, various probability distribution functions (pdfs) have been proposed
which appear to best fit various observed datasets. These include the lognormal distribution
[14], the three-parameter Weibull distribution ([152]; [58]), the Gamma distribution [153] etc.
In general, the lognormal distribution represents well the greater part of data, but diverges
from the data for extreme H; which are critical for the design of marine and coastal structures.
Specifically, the lognormal cumulative distribution often diverges to unity much slower than

the data of Hs. Another general trend observed on the statistical distribution of Hs is that large
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significant wave heights can well be represented by the Weibull distribution, but

approximately 30 percent of the lower part of the dataset fails to follow [10].

Another attempt to find an appropriate distribution for the total range of H, data was made by
Ochi [154], who found from the statistical analysis of H; data that the cumulative distribution
of the standardized generalized gamma distribution is nearly equal to the lognormal
distribution up to 0.90, but the former converges to unity much faster than the latter. Thus the
generalized gamma distribution seemed to represent the total dataset much better than the
lognormal distribution in his study.

The parameters of these distributions are selected so that the likelihood function or the log-

likelihood function is maximized.

The lognormal pdf is defined as follows:

G-X 27 2.6°

f(x;no)= 1 exp {—M}, x>0 (2.129)

where: 1 is a location parameter and o is a scale parameter, i.e. the mean value and the

standard deviation of In(x).

The 3-parameter Weibull pdf is defined as follows:
p-1 B
f(xoBy) = E(ﬂj epoﬂj } (2.130)
o o o

where: o, B, and y are the scale, shape, and location parameter respectively. For y=0, Eq.

2.131 simplifies to Eq. 2.132, i.e. the 2-paremeter Weibull pdf:

B(x a p
f(x;a,B)za(;j exp[—(x/oc)] (2.131)
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The vy parameter of the 3-parameter Weibull distribution is regarded as a constant and known

beforehand.

Another candidate pdf for Hs is the 2-parameter Gamma distribution defined as follows:

f(x;0,B) = x*“exp(—x/B), x>0, 0>0, B>0 (2.132)

1
BT (at)

where: o is a shape parameter, B is a scale parameter, and I' is the Gamma function.

The pdf of the generalized gamma distribution (non-standardized form) is as follows:

F(xi,6m) = — A% exp (1)’ | (2.133)

r(m)
where: I' is the Gamma function.

2.5.3 Multivariate analysis

Nowadays, the role of other variables except for Hs in the stability of coastal and marine
structures has been realized, necessitating a multivariate analysis that involves a number of
variables. In particular, the joint effect of Hs and T, on those structures’ stability has been
realized (e.g. [11]; [155]). Thus, the information on long-term wave statistics is broadened to
a great extent by including, in addition to wave height, wave period, usually the average zero-

crossing value of wave periods in a specified sea state, denoted by T...

In order to estimate the joint pdf of H and T, the study of bivariate distribution models and
correlation between the variables is required. One of the first approaches was proposed by
Ochi [14], who adopted the bivariate lognormal distribution to represent significant wave

heights and average zero-crossing periods, resulting from an exponential transformation of
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the bivariate normal distribution. This approach although simple to apply, is based on the
assumption that the logarithms of the data are normally distributed, and although this may
happen for low and moderate values of Hs, it is not applicable for extreme sea states. The joint
pdf of this model can be written as:

0.5 05 | (logT, 2, )
He, T )= - LR
(Hs:Tm) H,T, 78, 8, J1-p® e 8%
2 (2.134)
_Zp(long—kTm)(IogHS—XHS)+(IogHS—kHS)
8.8, 5%,

in which 4, , 4, ,8, ,6, are the location and scale parameters of the marginal pdfs of
Hg, Ty respectively [156] and p is their linear correlation coefficient. All of the parameters

mentioned here are estimated using the Maximum Likelihood estimation procedure.

A bivariate lognormal curve with correction for skewness [15] was an attempt to improve the
bivariate lognormal model, when there is clear evidence of skewness in the log transformed

data of H,. The pdf of the bivariate log-normal model with correction of skewness is:

2

0.5 05 |(logT, —%, )
—expy——— -

H, T, 7, 8; 1-p 1-p o1

f(Hs, Tm)=

m

2p(logT,, =2, )(logH, -, ) N (log Hsz‘ M) (2.135)
8,01 O

s

k
exp{l—%[3(log H, -3, )—(logH, —3,, )1}

where: k,, is the skewness coefficient for logH, [156].

Furthermore, a model, based on the marginal distribution of H; and the conditional

distribution of T, for given Hs, could increase its flexibility and accuracy, and was adopted by
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Haver [16], and Bitner-Gregersen and Haver [17]. Guedes Soares et al. [18], Lucas and
Guedes Soares [19], Papanikolaou et al. [20], and Malliouri et al. [33] have used a similar
model based on the marginal distribution of Hs and the conditional distribution of T, referred
hereinafter as the conditional model. Other approaches have also been developed for the same
purpose (e.g. [21] etc.). However, in the cases examined by Lucas and Guedes Soares [19]
and Papanikolaou et al. [20], it was showed that the conditional model represented more
accurately Hs and T, data than the other models tested. Thus, in the present thesis the
conditional model is used to fit bivariate distributions of Hs and T, to the available data sets,

written as below:

f(Hs, Tm)=Ff (TmIHs)f (Hs) (2.136)

where f (Tp|Hs) is the conditional pdf of T, given H,, and f(Hg) is the marginal

distribution of H,. Moreover, it was shown by Mathisen and Bitner-Gregersen [58], Guedes

Soares et al. [18], and Lucas and Guedes Soares [19], that f (T;;|Hg) can be modeled by a

lognormal probability distribution, i.e.,

i H0 =, -m‘EXp{[In(zT-E()f(:fg:)] } o

where, according to Mathisen and Bitner-Gregersen [58], the parameters of the conditional

lognormal pdf can be written as functions of Hs as below:

y(Hs):a1+a2H:3

o(H,) =D, +b,exp(,H,) (2.138)

90



CHAPTER 2 Existing knowledge background

where a,,a,,a;,b;,b,, and b, are constants determined from fitting of the curves described

by Eqg. 2.139 to the data.

Furthermore, information on wave directionality is also important in representing accurately
wave fields, since wind wave energy spreads over various directions, though the major part of
the energy may propagate in the wind direction. Also, it is known that wave forces on
maritime structures, computed assuming that the wave system is unidirectional, are not only
overestimated but the associated coupled responses induced by waves propagating from other
directions are also disregarded [10]. Besides, according to Laface et al. [13], it is important,
for several marine applications, to consider directionality during storms in order to determine

the long-term statistics for any directional sector.

2.5.4 Integration of short- with long-term wave statistics

The statistical properties of waves accumulated over a long period of time are of great interest
and importance e.g. for the design of coastal and marine structures. The knowledge on the
joint distribution of individual wave height H and period T of each short-term sea state over a
long period of time provides vital information for the evaluation of the wave loads on these
structures. In this way, information can be provided on the direct loadings towards the
structures and not only on the representative loadings which come from the statistical analysis
of the first, as in the case of the joint distribution of Hs and T, [33]. This information can be
very useful for the design of these structures. The long-term statistics of individual wave
height or the long-term pdf of H was developed by Battjes [36], as an accumulation of the
statistics for all short-term sea conditions, considering the frequency of occurrence of each

short-term sea state. According to his approach, the long-term pdf of H is defined as:

[[ o (H) - Fing (T, H,) - N dH, dT,
[N Fiong (T, H) dH, dT,,

flong(H) = (2139)

where f, . (H) is the short-term pdf for H, N is the number of waves in each short-term sea
state that is considered constant, and f,, (T, H,) corresponds to the long-term pdf of H;

and T,
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2.6 Estimating extreme sea conditions

Preliminary or deterministic design of coastal structures is based on the extreme value
analysis of their environmental loadings. In this approach, appropriate return periods of the
environmental parameters need to be specified, typically of 100 years or sometimes of 1000
years or even more, in order to meet the reliability requirements. However the uncertainties
associated with long return period criteria are usually large, as the available data (from

measurements and/or hindcasts) usually cover a relatively small period [157].

2.6.1 Univariate extreme value analysis

Univariate extreme value analysis theory includes models for block maxima (Block Maxima
Method) and models for exceedances over an appropriately selected high threshold (Peak
over Threshold — POT method). In the following paragraphs, the two methods will be
described.

2.6.1.1 Block maxima method

Block Maxima Method uses the Generalized Extreme Value (GEV) distribution, which
combines the Gumbel, Fréchet, and Weibull families into its one family. The cumulative
distribution function (cdf) of GEV is written as below ([54]; [158]):

-1E
G(x):exp|:—(1+ gX?Tﬂj } (2.140)

defined on the set: {x A+ & X“u 0} , for location parameter z; e (—oo,+o0), scale parameter
o

o >0, and shape parameter & e(—oo,+w). The subset of the GEV family when & — 0 leads

to the Gumbel family, with cumulative distribution:

G(x)= exp{—exp(—%ﬂ, ~00<X<+00 (2.141)
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The parameters of the GEV can be estimated using different techniques, i.e. the maximum

likelihood estimation procedure, and the method of L-moments [159].

As far as the return periods and the corresponding return values are concerned, if the annual

maxima are GEV distributed with parameters o, and &, the return period 7, =1/p,

where p is the annual exceedance probability is defined by:

{es)”
1-p=exp —(1+§ j , for £#0

o

(2.142)
1- p:exp[—exp(—x_—yﬂ, for £=0
o
so that the corresponding return value is:
1 -¢
xp_,u—{l{log[lT—H } for £#0
' (2.143)

xpzy—alog{—log[l—%ﬂ, for £=0

It is noted that in order to extrapolate the annual exceedance probability p, estimated in the
sample of annual maximum observations, to longer reference period than one year, Eq. 2.6

could be used by substituting P;,,, with p.

2.6.1.2 Peak over threshold method

Referring to modeling from the perspective of peaks over threshold, Pickands [160] showed

that the conditional cumulative distribution F,(X) of a random variable X , of a continuous
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cumulative distribution F , given exceedances X >u of a sufficiently high threshold U, can
be approximated by a Generalized Pareto distribution, which is written as below (see also

[54]):

F,(x)= ng) ) _pr(x <x|x >u)

‘ F(u)
e (2.144)
=1- 1+£ x—u} , for&=0
(o
and
F(x)-F(u)
F,(X)=————7=Pr(X<x|X>u
. 1-F(u) ( | (2.145)

ﬂ-exp(—ﬁj, for§=0
o

where: threshold u e (—oo, +o0), scale parameter o >0, and shape parameter & e (—oo,+w),

1+ 52 >0. When &>0, the distribution has a heavy and unbounded tail and belongs to
O

Fréchet domain, which means that its tail is not exponentially bounded, and extreme values
have a higher probability than in distributions with exponential or higher tails. Continuously,

when £<0, the distribution implies a finite upper bound on the right (extreme area) by
X =U+0 /& [52] and belongs to the Weibull domain of attraction. Finally, when& =0, the

distribution is the exponential one.

Since the GP distribution is an asymptotic law, its threshold must be high enough. However,
the higher the threshold, the greater the uncertainties, because the amount of data left is
smaller [52].

We have now considered that the exceedances of a sufficiently high threshold follow the GP
distribution. Also, it is noted that the storm occurrence follows a Poisson distribution with
parameter A, which is equal to the mean number of storms per year. Therefore, the GP-

Poisson model is adopted, and thus a Poisson distribution should be fitted to the data.
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Poisson distribution

It is noted that the Poisson distribution is a discrete probability distribution that expresses the
probability of a given number of occurrence of events in a fixed interval of time or space, if
these events occur with a known constant mean rate and independently of the time since the
last event [161]. The probability mass function of the variable X that follows the Poisson
distribution [162]:

Ake™
kl

f(k,A)=Pr(X =k)= (2.146)

where:
€ is the Euler’s number (e=2.71828...)
k! is the factorial of k

The positive real number A is equal to the expected value of X, i.e. the mean value, and its

variance:

A=E(X)=Var(X) (2.147)

Steps of POT Analysis

(1) The first step is to extract homogenous data from buoy measurements or hindcast data,
etc. Such homogenization could be the separation of data/sea states into independent wave
systems, the separation in directional sectors or the seasonal analysis of those data [52].
According to Mathiesen et al. [163], homogenization may be the most important step in the

extreme value theory analysis.

(2) The second step is the extraction of storm peaks from the homogenous sea states (selected
at step 1). To do this, we take into account that the POT assumptions of independent and

identically distributed data should be satisfied. Firstly, a threshold u; for Hs is selected to
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select weak and strong storms from the dataset extracted at step 1. Besides, a minimum calm
period between two consecutive storms should be selected to ensure that their storm peaks are
independent (see Figure 2.34). For example, according to Li et al. [164], the minimum time
interval between two successive storms was set at 6 hours, i.e. any two storms with time
interval less than 6 hours were considered as one storm event. Therefore, the dataset of the
maximum significant wave heights H;, is derived from this procedure. Referring to the
selection of uy, it should be high enough to distinguish and separates two consecutive storms,
but also low enough to be below the extreme area [52].

. b1 ] . D D2 |
Hsl (Tpl, 01)|==== ‘ ---------
Hs2 (Tp2, 82) ----T ------------------------------
I A, e A___Hsthreshold ___/______ N _____
Hs time series
ﬂNTaz (r]AZ) ______________________________________
Nurel (Na1)[

Nutr tiMe series

A\

Figure 2.34 Definition of independent storm events [165]

(3) The third step is the selection of another threshold u, higher than u;. The selection of u,
needs to be more precise than that of uy, since the storm peaks above u, should follow the
same extreme probability distribution. Using the properties of GP distribution (if storm peaks
follow a GP distribution) to determine u,, two different methodologies are commonly used.
Precisely, an appropriate threshold u, value could be selected by examining the domain of

stability of the shape parameter &£ , and the stability of modified scale parameter
o =o—£&u, or the linearity of the scale parameter o of the GP distribution with respect to
u, (see e.g. [61]). The domain of stability is the interval of u, where the shape and modified

shape parameters remain roughly constant, or the interval of u, where the shape parameter
remains constant and the scale parameter a linear function of u,. The second procedure for
threshold selection is to search for the domain of threshold u, where the mean residual life
plot is approximately linear in u, [62]. The mean residual life plot is defined as the locus of

points:
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{uz,nii(xi —U,):U, <xmax} (2.148)

where: X; is i-th observation that exceeds u, and X, is the largest of X >u,.

In both methods, the interest is focused on the highest domain of stability (firstly mentioned
method) or of linearity (secondly mentioned method), since this belongs to the extreme
area/asymptotic domain. Moreover, the lowest value of this highest domain is the most
appropriate, as does not limit the amount of data that is needed to be kept as large as possible
to ensure reliable estimates of return values, extracted from the GP-distribution fitting to the

dataset.

Thus, if n, is number of observations (e.g. of H;,) that exceed u, and Y is the number of

years of observations, then the mean value of the Poisson distribution A is equal to:

a="e (2.149)

Y
Furthermore, Mazas and Hamm [52] recommend that A should stand approximately between
2and 5, i.e. if Y is low a value around 5 is more appropriate, whilst if Y is relatively large

(around 40-50 years) a value close to 2 is more advisable.

The second and third steps of over-threshold modelling of environmental time series, which
were introduced by Bernardara et al. [50], provide a relevant event-based framework that
stems from the standard practice that the analyst generally deals with a time series of discrete
observations of a variable at a given time step, while the conventional tools provided by the
extreme value theory assume that the dataset is independent and identically distributed [63]).
Each event or else storm extracted from the dataset has a duration and other characteristic
parameters such as Hs, mentioned above, or average mean wave period T, of storm, average

significant wave height H;, of storm, etc.

It is noted that this event-based framework for over-threshold modelling of environmental

time series has been also used for multivariate analysis by Mazas and Hamm [63].
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Alternative distributions

There are also some other models for describing exceedances x of a threshold U, e.g. fitting

the conditional distribution F,(x), i.e. the conditional cumulative distribution of a random
variable X given exceedances X >u of a sufficiently high threshold U, with F, (x) given

by the Weibull cumulative distribution, written as below.
F, (x)zl—exp{—[%] } (2.150)

where: U e(—0,+0),a,>0,x>U and the Gumbel cumulative distribution;

Fu(x)zexp{—exp{—[%ﬂ} (2.151)

for u e(—oo,+oo),ﬂ>0.

For example, fitting using the Weibull distribution implies that the distribution is unbounded
on the right hand side, whilst the use of the GP distribution avoids this constraint. For this
reason, fitting using Weibull and GP distributions is expected to give similar estimates for
return values associated with return periods of the order of that of the sample, but different

estimates for longer return periods [157].

However, some researchers recommend the GP form for F, (x) based on the goodness of fit

alone (e.g. [166]) and many others based on theoretical considerations (e.g. [160]; [62]).

Unconditional POT distribution

The unconditional cumulative distribution F of peaks over threshold is written as:
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F(x)=(1-p, )+ p,F, () (2.152)

where, p, is the exceedance probability of the threshold u, .

Return values of Hs and encounter probabilities

It is a standard practice to interpret extreme value models in terms of quantiles or return

levels. Thus, suppose a GP distribution with parameters o and & is a suitable model for

exceedances of a threshold u by a variable X, then for X >u it applies [62]:

1
Pr(X >x|X >u) =[1+£(x—u)} , for&=0 (2.153)
(o2
which follows that:
1
Pr(X >x) =¢, [1+£(x—u)} , for=0 (2.154)
o

where: ¢, =Pr(X >u). Hence, the level x that is exceeded on average once every m

observations is the following equation:

—1eE

L, {Hé(xm—U)} =% (2.155)
(e

and thus,
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X, :u+§[(m§u ) -1] (2.156)

If £=0, we have:
X, =u+olog(ms,) (2.157)

To provide return values on an annual scale, the T, -return level x, , where T, is the return

period in years, is expressed as follows:

X, =U +§[(Tr/1§u ) —1}, for =0
X =u+aolog(T,A¢,), for £=0

(2.158)

where A is the number of extreme observations per year, defined by Eq. 2.160.

To connect with the previous theory, the threshold mentioned in this section denotes the

threshold u, , thus u=u, here.

2.6.1.3 Parameters estimation

Mathiesen et al. [163] mentioned three methods for the estimation of the extreme
distributions’ parameters: least squares methods, the method of moments, and the Maximum
Likelihood Estimator (MLE). The most efficient and handy method is to use the MLE, which

maximizes the likelihood function of the fit, defined by:

L( Xy Xy 16) =Hf0 (2.159)

100



CHAPTER 2 Existing knowledge background

where, f, is the joint density function (with parameter 6) at the sample observations X, .

Also, the log-likelihood function is usually used, since it is much easier to be estimated:

=z

1( Xy Xy 10) =D In(f,(X;;0)) (2.160)

i=1

2.6.1.4 Best fit selection

Once several candidate distributions are fitted to the data, the best fit should be determined.
For this purpose, objective Bayesian criteria are used. The first one is the Bayesian
Information Criterion (BIC), also known as the Schwarz Criterion [167], which minimizes the
bias between the unknown “real” model and the fitted model. Assuming that the sample size

N is large enough, BIC is given by:

BIC=-2InL+k,InN (2.161)

where: L is the likelihood of the fit, and k  is the number of the parameters of the

distribution tested.

The second criterion is the closely related Akaike Information Criterion (AIC) that provides
the best compromise between bias and variance [168]. Therefore it can be interpreted as the

sum of two terms (the first term is the bias and the second one is the variance) given below:

AIC=-2InL+2k, (2.162)

For both BIC and AIC, it is recommended to select the distribution that provides the lowest
criteria. Most of the time, both criteria give the same result. If not, it is recommended to select

the distribution that provides the most conservative return values [52].
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2.6.2 Multivariate extreme value analysis

In accordance with long-term wave statistics of all sea conditions (sea severity), extreme sea
conditions should also be specified jointly by adopting a joint extremal analysis. For example,
wave climate can be described in terms of sea state variables, such as significant wave height
Hs, spectral peak wave period T, or mean zero-crossing wave period Tp, and/or wave
direction, and thus a multivariate analysis should be adopted. Due to the statistical correlation
between those variables, e.g. between Hg and T,,, and the fact that physical arguments apply,
we are interested in extreme values of Hs, and associated values for T, at the extreme value of
Hs. In this case, the conditional model by Haver [16] could be applied, but when no such

physical arguments apply, other more complex models should be applied.

Besides, availability of met-ocean data allows the effect of heterogeneity of extremes with
respect to direction and location to be considered in estimation of design criteria [169].
Jonathan and Evans [170] review statistical modelling of extremes for the design of marine
structures, capturing covariate effects in extreme sea states developing design criteria. There
is a large body of statistical literature incorporating modelling of covariate effects in extreme
value analysis (e.g. see [171]; [172]).

Furthermore, in a multivariate extreme value analysis the asymptotic form of the multivariate
distribution cannot be derived directly or theoretically in contrast to univariate EV theory
using the Block Maxima or Peak over Threshold methods. Therefore there is a need to
estimate the tail behavior of the multivariate distribution of the sample, based on the sample
alone ([157]). For this purpose, there have been developed four possible approaches: the
extremal dependence models, parametric models, conditional extremes models, and max-

stable models.

The extremal dependence models introduce the different forms of extremal dependence,
which are the asymptotic dependence, asymptotic independence and perfect asymptotic
independence. Besides, a large number of parametric models have been developed based on
the form of their extremal dependence (e.g. [173]; [174]; [175]; [176]; [177]). Furthermore,
conditional models (e.g. [16]; [178]) provide the basis for modeling for all forms of extremal
dependence. Multivariate max-stable models are also attractive, since they provide the basis

for spatial extremes models.

Referring at this point to the two different classes of joint tail behaviour that have very
different implications: i.e. asymptotic independence suggesting that extreme events are
unlikely to occur together, and asymptotic dependence implying that extreme events can

occur simultaneously, Kereszturi et al. [179] developed good diagnostics to identify the
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appropriate dependence class. It is vital to have such diagnostics of good quality, since if
variables are asymptotically independent, incorrectly assuming their asymptotically
dependentce can lead to overestimation of the joint risk of extreme events, and hence to
overdesign of offshore structures [179].

Modeling dependence using Copula models

The joint cumulative distribution F of random variables x,x,,...,x, may be written as

[180]:

F (X X000 X,) = C(F (%), Fy (%), Fy (X)) (2.163)

where F.F,,..F, are univariate marginal cumulative distributions and C is a p-

dimensional cumulative distribution, known as copula, defined in the domain [0,1]". The

copula C is uniquely determined from well-behaved distributions F , and in this case it can

be written that:

C(Uy,Uy,nrUy) = F (R (U), K (U,), -, Fy (u,,) ) (2.164)

for {ul,uz,...,up} €[0,1]° and F is the inverse cumulative distribution of the i-th variable.

Referring to the case of two dimensional copulas, three one-parameter Archimedean copulas
could be used, namely the Clayton, the Frank, and the Gumbel, characterized by lower tail
dependence, no tail dependence, and strong upper tail dependence, respectively. The copula

function for each case is defined by [181]:

~(Ua)
) (2.165)

Cclayton (ul7 uz) = (ul_a + uz_a -1
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frank (ul’ uz) - In [1+ (eialh _];l)J(eauz _1):l (2166)
e -1
Cgumbel (ul’ u2) =€exp {_[(_ In U )a + (_ In u, )a i|1/a} (2167)

where a is the dependence parameter, which ranges in (0,00) for the Calyton, in

—In(—o0,00)/{0} for the Frank, and in [1,00) for the Gumbel copula.

Except for the Archimedean copulas, the bivariate Student’s t copula could be utilized, which
is an Elliptical copula [182], written as follows:

Co(uy,u,) =t , (6 (w). 5,1 (u,)) (2.168)

where, t, ., with a ranging in [0,1], and v is the degrees of freedom, is the bivariate

1 Yya

distribution that corresponds to the univariate t Student distribution t  [182]:

v+2

2 _ 2
=] ( A faStj dsdt (2.169)
% 0027r 1—a? v(l-a”)

X X

The dependence parameter a of the copula functions could be estimated by the method by
Joe and Xu [183].

As in the univariate extreme value analysis the most appropriate marginal distribution is
selected that represents the data better than all other candidate marginal distributions, also in
the multivariate extremal analysis the most appropriate copula function is selected among the
aforementioned copula functions. To do this, Galiatsatou and Prinos [184] implemented the

parametric boostrap procedure by Genest et al. [185].

Selection of design events
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In multivariate extreme value theory, the joint return period can be estimated from the joint

exceedance probability of a pair of events e.g. given by Bender et al [181]:

1 1
T — =
W pr(X,>x X, >%) 1-F(x)-F(x)+C(u,u,)

(2.170)

It is noted that an infinite number of combinations of the variables u,,u, corresponds to each

joint return period [184]. Thus, to overcome the problem of selecting a design event
represented by two variables, Salvadory et al. [186] proposed the most likely design event
method, i.e. with the highest probability density among others of the same iso-probability
contour [187]:

(up,u,) =argmax f, , (F™*(u), R (u,)) (2.171)

Txy.xz

where f, . is the joint probability density function of the two variables X, X, and F'is

the inverse cumulative distribution.

Therefore, the design values x,x, can then be estimated using the inverse marginal

cumulative distributions:

x =F*(u).x,=F"(u,) (2.172)

2.6.3 Combining statistics of extreme sea conditions by the the short-term distribution
of the maximum wave height

Good estimation of extremes of individual wave height H and of maximum wave height Hyax

on some spatio-temporal domain, are essential for the design and assessment of marine and

coastal structures [188]. There is a large literature related to this subject. A part of this

literature consists of a variety of research studies motivated by observations and laboratory

measurements. As noted in section 2.4.1.2, the distribution of H in deep waters has been
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modelled using the Rayleigh distribution [110] and the Weibull distribution [189]. Also,
Tayfun [114] generalised the asymptotic model of Boccotti [190] to include the effects of
higher order non-linearities. Other studies are focused on the intermediate and shallow water
short-term distribution of H and Hy,.x. Some of them are indicatively cited here, see e.g. [135];
[191]; [119]; [120]; [188].

Thus, by combining statistics of individual waves during storm events with the statistics of
extreme events, information on the maximum loadings upon marine and coastal structures can
be obtained. This information is vital for the reliability assessment and design of those

structures.
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3 Methodology and results

In this chapter, the methodology developed and adopted in the present PhD thesis is presented
and described. Firstly, a linear wave propagation model that integrates short- with long-term
wave statistics from deep to intermediate water depths will be described. This model could be
utilized for estimating the long-term wave climate at a coastal structure’s location, which is
frequently met in intermediate water depths. Secondly, the capability of this linear model, to
transfer the probabilistic information concerning short-term wave statistics, will be
investigated by comparing its results with wave measurements in deep waters and the results
of the well-known and commercial phase-resolving Boussinesq wave model (MIKE 21 BW /
Mike powered by DHI). The results produced by the latter refer to intermediate water depths.
The next section deals with the reliability analysis of a coastal structure, focusing on the case
of rubble mound breakwaters, and wave loadings. Finally, two illustrative examples of
reliability analysis and probabilistic design of a rubble mound breakwater are presented,

followed by discussion of the results produced.

3.1 Integrating short- with long-term wave statistics from deep to

intermediate waters

The model that will be described here has been developed by Malliouri et al. [33]. This is a
wave model that uses long-term wave statistics in deep waters as input data, and via the use of
the short-term wave statistics for each sea state in deep waters, estimates the long-term wave
statistics in shallower waters. Specifically, by using i) data/measurements of significant wave
height Hs, mean wave period T., and mean wave direction 6, e.g. obtained from an
oceanographic buoy in deep waters, ii) the dimensionless short-term images by Memos and
Tzanis [29], and Tzanis [31] in deep waters, iii) a theoretical expression for wave
directionality adjusted in an individual wave statistical analysis, and iv) a modification of
Battjes approach [36], the short-term joint distribution of individual wave height H, period T,
and direction 0 for every sea state or storm event could be produced in deep waters. Then, the
short- and the long-term joint distribution of H, T, 6 could be estimated in intermediate
waters, as well as the long-term joint probability density function of H, T., 6y by
considering linear wave transformation of each individual wave, as waves propagate from the

open sea towards shallower waters.
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The analysis refers to short-crested waves, thus wave directionality was accounted for in deep
water wave input. It is noted that if there is not a wave probe array or an appropriate buoy
(e.g. heave-pitch-roll buoy [107]), cloverleaf buoy [192], etc.), to evaluate wave
directionality, and only the mean wave direction is available, an established theoretical
spreading function could be applied. Besides, the nonlinear wave-wave interactions’ effects
have not been taken into account in the present analysis. However, the effect of non-linear
wave-wave interactions to wave transformations as waves move inshore has been investigated
in section 3.2, by comparing the linear wave propagation model developed with a nonlinear

one.

A quite similar attempt was made by Chondros [193], and Chondros and Memos [32], but
there are some significant differences between the approach by Malliouri et al. [33] and the
approach adopted by them. As for the similarities, both approaches utilized the short-term
dimensionless probabilistic images by Memos and Tzanis [30] and Tzanis [31], incorporated
wave directionality in deep waters in a probabilistic manner via the use of a theoretical
expression, and used a wave propagation model to transfer the short-term probabilistic
information from deep to shallower waters. However, the main differences between these two
approaches are focused on:

e the theoretical expression implemented for the incorporation of wave directionality:
Chondros [193], and Chondros and Memos [32] used the expression by Pierson et al.
[106] that was not dependent on wave period and assumed independence of wave and
period from direction, whilst in Malliouri et al. [33] approach the directional
spreading function [107], used in a probabilistic expression derived by Malliouri et al.
[33], is a function of wave frequency/period. Besides, in their approach, Malliouri et
al. assumed dependence of wave height, period and direction.

e the wave propagation model applied: Chondros [193] and Chondros and Memaos [32]
developed a 2DH highly non-linear Boussineng-type wave model to propagate sea
surface timeseries generated by the probabilistic images by Memos and Tzanis [30] in
deep waters, thus considering non-linear wave-wave interactions, and hence
estimating short-term wave statistics of H/H,,, T/T,, in intermediate and shallow
waters. However, Malliouri et al. [33] developed an easier and faster statistical linear
wave propagation model to transfer the same probabilistic images from deep to
intermediate only waters but neglecting non-linearities in intermediate water depths.

e the output of the analysis: The main interest of the study by Chondros [193] and
Chondros and Memaos [32] was focused on short-term wave statistics in intermediate

and shallow waters, while in the study by Malliouri et al. [33] the accumulation of all
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short-term wave statistics for each sea condition considered leads to the long-term

wave statistics in intermediate waters.

Therefore, the need to use a linear wave propagation model stemmed from the constraint of
non-linear wave propagation models, like Boussinesg-type models, that are significantly more
time-consuming than linear models, and also from the fact that the model used should be
implemented for a large number of sea sates that represent the long-term wave climate. The
latter is vital for applying fully probabilistic, reliability or design, methods for coastal

structures.

In Figure 3.1 the flowchart of the model by Malliouri et al. [33] applied in the present thesis is
depicted consisting of five steps. The first step is optional and could be applied when the
computational requirements exceed computer capacities. Continuously, step 1 contains the
data reduction technique and the generation of a representative reduced sample of offshore

long-term data.

In step 2, the appropriate offshore dimensionless probabilistic image by Memos and Tzanis
[30] is selected that corresponds to each sea state, based on the value of mean wave height H,,
or the standard deviation of surface elevation o, etc. Moreover, the multiplication of the
coordinates of the offshore dimensionless probabilistic image by T, and H,, leads to the

dimensionalization of the image.

In step 3, for every sea state of the long-term wave data sample, a sample of H and T pairs
can be estimated, by randomly generating an integer number of groups of H and T between
the limits of each joint class, equal to the new frequency of each class. Then wave
directionality is taken into consideration, with the mean wave direction 6,, known a priori, and

groups of H, T and 6 are obtained.

Then, for every sea state a linear wave propagation model is applied for each individual wave
of the dataset characterized by offshore H, T and 6 parameters. Therefore, these individual
wave parameters are estimated in intermediate waters, and statistical analysis of all individual
waves within the sea state can lead to the characteristic statistical parameters of the sea state,

i.e. T, and Hy, Hs, 01, in intermediate waters.

In the final step, the accumulation and statistical analysis of all transferred individual waves
and sea states in intermediate waters enables the estimation of the long-term joint probability

density function of Hy,, Hs, 6, and also of H, T, and 6.

These five steps will be further analyzed in the next paragraphs.
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Start
Long-term offshore wave data

/Sea states

Step 1
Data reduction technique if it is necessary
Generate the new reduced sample of long-term offshore wave data

Y
Step 2
For every sea sate:

1. Selection of the appropriate offshore probabilistic image
2. Dimensionalize the probabilistic image using H, and Ty,

A
Step 3
For every sea state:
1. Generate pairsof Hand T
2. Incorporation of wave directionality
3. Generate individual short-crested waves represented by H,T,0

A

Step 4
For every sea state:
1. Application of the linear wave propagation model considering transformation of
individual waves from deep to intermediate waters
2. Estimate H, T, 6 in intermediate waters
3. Estimate characteristic wave parameters, i.e Hg, Hy,, Ty, 61y in intermediate waters

Y

Step 5
1. Accumulate all transferred sea states of the reduced sample
2. Estimate joint pdf of Hg and T, for every sector of 6, in intermediate waters

3. Estimate long-term joint pdf of H,T,6 in intermediate waters

End

plot of the results

Figure 3.1 Flowchart of the model applied by Malliouri et al. [33]

3.1.1 Data reduction technique

The aim of the data reduction technique is to reduce that long-term wave data and could be

applied if the computational requirements by using the total dataset exceed the existing
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computer capacities, as noted above. This technique can be summarized in the following five

steps:

(1) Calculation of the total number of sea sates in the dataset (denoted by N,;) in deep
waters.

(2) Grouping of the initial data into joint classes of 0,,, H, T,,, and estimation of the
number of occurrence (frequency) of each joint class.

(3) Selection of the reduced sum of data of the new dataset (denoted by M) to optimize
computational demands.

(4) Calculation of the new frequencies of the joint classes of the new dataset by rounding
to the nearest integer the product of the initial frequencies of each joint class by My,
divided by Ny.

(5) To obtain the new dataset of H, T,,, and 6,,, a sample of M, sea states can be
estimated, by generating an integer number of groups of Hy, T,,,, and 8,, between the

limits of each joint class, equal to the new frequency of each class (step 4).

The accuracy of the artificial sample depends on the bin size of the joint classes, which should
be adequately small, and the total sum of the reduced sample M, that should be adequately
large. These two conditions make the probabilistic distribution, fitted to the random sample
generated, able to represent the real population and also avoid elimination of the most
extreme and rare events in the artificial sample. Also, it is recommended that the reduced
sample M, should not contain less than 10-15% of the population of the initial sample N,.

3.1.2 Wauve statistics in deep waters

When referring to short- and long-term wave statistics, the joint probability density function
of H, T, 0 of individual waves within a sea state, which is representative of a time period (e.g.
of 3hrs), and the joint probability density function of Hs, T, 6, which covers a time period

of some decades (e.g. of 40 years), are meant respectively.

As it has been mentioned above, the dimensionless short-term probabilistic images by Memos
and Tzanis [30] and Tzanis [31] have been used in the present thesis. Table 3.1 has been
derived from Table 2.3, and presents the classes of mean wave height H,, assumed to be
associated with the same standard deviation of the free surface excursion g, and the Pearson
correlation coefficient between H and T r(H,T). It is noted that Table 3.1 has been constructed
by Malliouri et al. [33] in order that an existing dimensionless probabilistic image in deep

waters developed by Memos and Tzanis [30] be attributed to every sea state, represented by
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these parameters. More extreme sea states than the last line of the table could also be included

but have not been presented here, since they are rarely met in the Mediterranean Sea.

Table 3.1 Classes of H,, assumed to be associated with the same standard deviation of the free
surface excursion and correlation coefficient between H and T [33]

Standard Deviation Correlation Coefficient Mean Wave Height
oy (M) r(H,T) Hp (M)
0.5 0.266 [0.1-1.062)
0.6 0.383 [1.062 - 1.185)
0.7 0.485 [1.185-1.727)
1.0 0.495 [1.727 - 2.971)
15 0.570 [2.971 — 4.368)

Similarly to Chondros [193], digitization of iso-probability density curves yields the
coordinates of each pair of H/H,, and T/T,, along with their respective probability density
function. A sufficiently low discretization step d(T/T,,)=d(H/H,)=0.1 is then chosen in order

. T H .
that relative frequency fr[T_'H_] be calculated at each node (Figure 3.2):

m m

O LI I S I I VT L T (3.1)
Tm Hm ﬂ?m Tm Hm Tm Hm

where f is the joint pdf of

[

H
myHm

—
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0 0.5 1 1.5 2 2.5 3
T/Tm
Figure 3.2 Grid of probabilistic calculation (step d(T/T,,))=d(H/H,,)=0.1) [193]

Then, an appropriate selection of an adequately large number N (of the order of a few
thousands) of individual waves is selected to represent a probabilistic image by Memos and
Tzanis [30], and the number of occurrence attributed to the (i,j) cell of the Figure 3.2 is
estimated by rounding to the nearest integer the multiplication product as of the cell’s

frequency f,; by N, as follows:

n,; =round(f;;N) (3.2)

To obtain the sample of individual waves within a sea state, n, ; pairs of H and T can be
estimated for every cell (i,j), by generating n, ; uniformly distributed random numbers
between the limits of i-th class for T, and n, ; uniformly distributed random numbers between

the limits of j-th class for H.

3.1.3 Consideration of wave directionality in deep waters
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In this section, the methodology by Malliouri et al. [33] is presented aiming at associating
each individual wave within a sea state with a certain azimuth angle of propagation. As it is

aforementioned, the mean wave direction for each sea state is known.

It is a common practice to consider wave directionality in a spectral wave analysis, as this is
in accordance with the definition of wave directionality. However, the need to consider wave
directional spreading in an individual wave analysis often arises. To proceed with this
consideration, the following assumptions should be made with respect to every sea state:

- The classes of higher values of H tend to have directions closer to 6 ; that is, they show less
directional spread, suggesting that H and 6 are not independent. This assumption is in
agreement with Tucker [37], who proved that the larger values of the magnitude of the
resultant water particle velocity under directional waves show less directional spread around

0,,, compared with lower values.
-Since the integration of D(f,0) from —x to © with respect to 0 is unity, D(f,0) could be

used for the estimation of the conditional probability distribution of 6 for given f, or
equivalently T. This also suggests that the number of waves should be large enough in order
that all waves within a certain T-rank would cover the whole range of wave directions
determined by the directional spreading function D(f,0), associated to the T-rank.
-Specifically, this can be accomplished by estimating the range of 6 that corresponds to each
class of H for a given T. This range can be computed, by, firstly, arranging all classes of H for
a given T in decreasing order of H, and, then, via the following equation [33]:

Om+X; i

[ D(f,,6)d6=>"freq(T,,H;)/N, (3.3)

O —X;

where freq('l’i ) Hj) is the frequency (number of occurrence) of the bivariate class of the i-th T

and j-th H and N; is the total number of waves of the i-th class of T for every H. Besides, in

the above equation, in which the unknown variable is x, , the j-th class of H is associated with

a certain range of 0, i.e. [0, —X;,0, +X;], when the i-th class of f, or equivalently of T, is

considered fixed. It is noted that the right part of the above equation determines the

cumulative probability of the j-th class of H based on the ranking position of the H classes in
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decreasing order from the H class central value, and the left part determines the probability

referred to this unique range of 0.

-Therefore, for a fixed class of T, each class of H is combined with a certain range of 6.
Then, each pair of T and H of an individual wave in this specific sea state corresponds to a

random value of 6 within this range.

The validity of the above assumptions can be concluded by checking whether the histogram

of 0 in a sea state is symmetric around 6, and by comparing the measured 6, with the
estimated 6,,, computed as the statistical mean direction of all individual waves considered.
As can be noticed in Figure 3.3, the histogram of 6 is approximately symmetric around 6,
and the estimated 6, is satisfactorily close to the measured 6, in both sea states with

different measured 6, in deep waters.

0.03 T T T T T

Measured mean wave direction=19.29 degrees
0.025 |- Estimated mean wave direction=19.21 degrees -

0.02 -

0.015 -
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Figure 3.3 Estimated histograms of wave direction in two sea sates in deep waters with different
[33]
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3.1.4 Transforming wave statistics from deep to intermediate waters

The height of each individual wave is modified as the latter propagates from deep into
shallower waters, while the wave period is assumed to be constant according to linear wave
theory. In the present study, four wave processes have been taken into account; wave
shoaling, wave refraction, wave breaking, and wave reforming after breaking. These
processes are considered for all individual waves, since H, T, and 6 of each individual wave
within a sea state are known in deep waters, derived from the aforementioned methodology.
Moreover, the coastal slope is considered uniform and equal to a representative mean bed
slope. In this step, an individual wave shoaling and a refraction process were applied, and a
wave breaking criterion was adopted. Hence, Snell’s law was used here concerning the
refraction process, the shoaling process selected is described in terms of Stokes first order
wave theory, while the breaking wave height associated to each individual wave height H is
determined by the semi-empirical expression by Komar and Gaughan [38] derived from linear

wave theory:

H H -1/5
b =056 —° (3.4)
H, L

0o

where H, is the individual wave height in deep waters, H, is the individual breaking wave
height, and L, is the individual wave length in deep waters. Regarding the depth of each

individual wave breaking, this is estimated by the expression of Weggel [39] for the breaker

index vy, , based on laboratory data on monochromatic wave breaking on smooth, plane

slopes, i.e.:

H, 3 i
=g =b(m)-a(m) @)
where
a(m)=43.8[1—exp(-19m)] (3.6)
b(m 1.56 37)

" 1+exp(-19.5m)
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where: d, is the depth at breaking, m is the bed slope, and g is the gravitational

acceleration. Referring to H, and d,, it is noted that a number of expressions (e.g. [194];

[195]; [196]) have been proposed for their estimation, but most of these equations are
hampered by two obstacles. First, the breaker depth is usually required to compute its wave
breaking height, and vice versa, and second, the equations consider either the deep water
wave height to wavelength ratio or the sea bed slope, but not both [197].

The concept of individual wave breaking and evolution before, in, and after the surf zone,
adopted here, is described in the flowchart presented in Figure 3.4. According to this, when
wave breaking occurs, waves are then examined whether they are plunging or spilling
breaking waves. This distinction between plunging and spilling breakers is made by
considering the surf similarity parameter &, based on the offshore wave height and deep
water wave length [40]. In the case of plunging breakers, waves lose their wave forms totally
after breaking, thus waves are then excluded from the total set of H and T data. Regarding the
spilling breakers, the concept of wave evolution in the surf zone is based on the decay of the
wave energy in the surf zone and the equivalence between the energy decay in a spilling
breaking wave and that of a hydraulic jump [41]. In particular, Horikawa and Kuo [42]
conducted laboratory tests on breaking waves and determined the existence of a stable energy
flux, which defines a state at which waves no longer break. Using linear wave theory and

assuming that the stable wave height H is a linear function of water depth d, i.e.

stable

H...=Id (3.8)

stable

where I' is a dimensionless coefficient, Dally et al. [43] determined that I" is 0.4 for

achieving minimum error to the data of Horikawa and Kuo [42]. Therefore, the wave

evolution in the surf zone after an incipient spilling breaking is based on H As for wave

stable *

period, it remains equal to the corresponding one in deep waters.
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Ho,Tin deep waters

NO H(d)=H after refraction and
shoaling, T(d)=T
YES
NO Plunging breaking waves:
H(d)=0, T(d)=0
YES

Spilling breaking waves:
H(d)=0.4d,, T(d)=T

Figure 3.4 Description of individual wave evolution through the surf zone adopted [33]

3.1.5 Derivation of long-term wave statistics in intermediate waters

Long-term wave statistics could be defined those described by the characteristic wave
parameters, i.e. Tr,, Hs, 8, and also by the direct loading parameters H, T, 6, derived from the
statistical analysis of wave data accumulated over several years. In case of lack of those data
at the location of interest (this is often in intermediate waters, when referring to coastal
structures), wave data observed in deep waters could be used and transferred at this location

using linear or non-linear wave propagation models.

As for the long-term joint distribution of the characteristic parameters, i.e. T, Hs, 0, in
intermediate waters, a simple and proper manner to derive this three-parameters’ joint
distribution is to apply the conditional model described previously, using the transferred long-

term wave data of T, Hs, 0, at this location.

As far as the calculation of the long-term joint distribution of the direct loading parameters H

and T is concerned, the main concept is that the short-term pdf f .(H) in Eq. 2.140 by

Battjes [36] can be replaced by the joint short-term pdf f, . (T,H), presented in the following

sho

equation:

[ o (TH) Fug (T H) N dH, T,
JTN-forg (T H,) H, T,

flong (T' H) = (39)
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where f, . (T,H) is the short-term joint probability density function of T and H, N is the

shor

average number of waves in each short-term sea state, which is assumed to be constant, and

Frong (Trns HS) corresponds to the long-term joint pdf of T, and Hs. This can be proved via the

following process:

The number of occurrence of the cell (i,j) of the short-term wave statistics associated to the i-

th class of wave period, T;, and the j-th class of the wave height, H; in the k-th sea state, for

adequately small AT and AH is approximately calculated as:

nijk(Ti’Hj)z fshort (Tiij)‘AT'AH'Nk (3.10)

where N, represents the total number of waves in the k-th sea state, AT and AH are the bin

widths of the classes of T and H respectively.

The number of occurrences of the k-th sea state, for adequately small AT, and AH_, is

estimated as:

m, (Tm'Hs):fklong (Tm’Hs)'ATm AHS ‘M (311)

where M is the total number of sea states, f,,..(T,,,H,) represents the long-term joint pdf of

klong

T, and Hs at the k-th sea state, and AH,, AT, are the bin widths of the classes of Hy and T,

respectively.

The total number of occurrences of T, and H,, taking into consideration the number of

occurrences of the k-th sea state in the long-term wave statistics, is computed as:

Nijk(Ti!Hj): nijk(Ti!Hj) -my (Tm’ Hs)
(3.12)

number of occurence of Ti and Hj in the sea state k number of occurence of sea state k

kahO” (Ti’HJ')'AT'AH'Nk * fklong (TmaHs)'ATm -AH,-M
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Subsequently, the total number of occurrences of T, and H; taking into consideration the

total number of sea states, M , is computed as:

flShOI’t (Tl ’H]) -AT-AH- N]_ . f1|0ng (Tm ’HS) . ATm . AHS -M
* fZShO” (T' ’Hi) AT-AH-N, - leong (Tm H, ) “AT, -AH;-M

Nijow = (3.13)

+ fMShOft (Ti’Hj) AT-AH-N - fMlong (Tm ’Hs)'ATm -AH,-M

The total number of individual waves that comprise the total number of sea states M, is given
by the following equation:

(T, H,)-AT, -AH,-M

+ N, Foong (Tos H, )- AT, - AH, -M

m

total = (3 14)

The long-term relative frequency of T, and H; is given by the following equation:

N..
frlong (T| ’Hj):NILOtaI (315)

total

and the long-term joint pdf of T, and H; is then expressed as:

f T H _ frIong (Tl’Hj) _ Nijtotal
ooy (T 1) = AT-AH N, -AT-AH' (3.16)

total
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By substituting Eqgs 3.13 and 3.14 in Eq. 3.16 and deleting the short- and long-term spatial
and time steps, i.e. AH, AHs and AT, ATy, (since they all appear in the numerator and the
denominator of the fraction in the second part of Eq. 3.16), the following relation is derived:

|Ong (TI,H )_ 1sh0rt ( H ) N fllong( H )+"'+sthor‘r ( H ) N Mlong (Tm’Hs)

(3.17)
N fllong( H )+"'+NM 'fMIong (Tm’Hs)
Eq. 3.17 can also be written as:
M
T.H.) N, -f0 (T, H
|Ong(T,yH ) ZK 1 kshort ( i ) kl g( ) (318)

Zklek'fklong m1 s)

which is similar to the modified equation of Battjes, i.e. Eq. 3.9. However, in Eqg. 3.18, the
total number of waves in each sea state N, is not assumed to be constant. If the latter is

regarded as constant, as in our case, Eqs 3.9 and 3.18 are equivalent.

In a similar way, regarding the long-term joint distribution of H, T, and 6, Eq. 3.9 can be
replaced by:

1] Far (T, H, ) £y (T, H,., 6,) N dH, dT, o,

ong (T, H, 0) =
I ’ J:[ Nflong( m? s’ em)dI—Is dTm dem

(3.19)
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where fg . (T, H, 0) is the short-term joint probability density function of T, H, and 6, N is
the average number of waves in each short-term sea state, assumed to be given, and

f,ong (T.,, H,, 6,,) corresponds to the long-term joint pdf of T, Hs, and 9, .

3.1.6 Examples of application

3.1.6.1 Inputdata

The aforementioned methodology that will be presented has been applied [33] to measured
data of relative frequencies of T, H,, and 6, obtained from 3 oceanographic buoys that
belong to the POSEIDON Marine Monitoring Network operating under the responsibility of
the Hellenic Centre of Marine Research (HCMR), see Soukissian and Chronis [44],
Soukissian et al. [45]. These buoys were located at three locations in deep waters, i.e.: (37.51
°N, 25.46 °E) in the central Aegean off Mykonos island; (39.96 °N, 24.72 °E) in the northern
Aegean off Athos; and (36.25 °N, 25.49 °E) in the southern Aegean off Santorini island. These
locations referred to hereinafter as Station M, Station A, and Station S, respectively, are

depicted in Figure 3.5.

‘S:amn A

‘StaI‘O'v M

‘S(SIJO" S

Figure 3.5 The locations of the three oceanographic stations in the Aegean Sea, Greece

Furthermore, the interval between successive measurements is 3 h and the wave
measurements cover the period from 1.1.2000 to 12.31.2011. It is noted that, in principle, a

long-term analysis requires longer time series that must cover more than few decades.
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However, often the data are extrapolated to probabilities beyond the record length, i.e. 2-3

times the record length [1].

Regarding the wave measurements at M station, each pair of T,, and H represents a sea state,
while the total number of sea states is 24946. The scatter diagram of T,, and H; is presented in
Figure 3.6.
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Figure 3.6 Measured Hy and T, at M station (2000-2011) [44]; [45]; [33]

The correlation coefficient r (T, ,H,) between T, and Hs is equal to 0.9023, suggesting a

strong correlation. This was expected, since only wind waves and not swell have been
considered. The exclusion of swell was made directly by the buoy. Therefore, there was no

need to apply another swell exclusion criterion to this set of data.

3.1.6.2 Data reduction based on a statistical technique

It is noted that the dataset was organized in classes of equal width (i.e. AH:=0.25m,

AT,=0.25s, AB,,=20°), and then the class frequencies were modified in order that the total

sum of the data be reduced from 24,946 to 1500 sea states, by maintaining, though, as much

as possible the relative frequency of each class. The methodology developed here, in
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compliance with the statistical method named “Stratified random Sampling” [198], for

producing the reduced dataset of 1500 sea states, is summarised in the following steps:

1) Calculation of the total sum of sea sates of the initial data set (e.g. 24,946 sea states for
Station M);

2) Grouping of the initial data set into joint classes of T, Hs, and6,,, and estimation of the

frequency of each joint class;

3) Selection of the reduced sum of sea states of the new dataset;

4) Calculation of the new frequencies of the joint classes of the new dataset by rounding to
the nearest integer the product of the initial frequencies of each joint class by the reduced sum
of data (i.e. 1500) divided by the initial sum of sea states (i.e. 24,946);

5) To obtain the new dataset of T, Hs, and 6, , a sample of 1500 sea states was estimated, by
generating a number of groups of Ty, Hs, and@,,, between the limits of each class, linearly

related to the frequency of each joint class.

It is noted that the reduced total sum of sea states of the new dataset, selected in step 3 should
be satisfactorily high. However, due to the rounding process, described in step 4, the low
initial frequencies of the higher, and therefore, rare H; may get zero values in the new dataset.
Nevertheless, this shortcoming may be overlooked, if the fitted Hs pdf to the new dataset is
representative of the initial data set. Therefore, this requirement should be checked before the
selection of the reduced sum of sea states of the new dataset in step 3. This process has been
adopted here and in Figure 3.7 the best fitted distribution of Hs to the new dataset is compared
against the one derived from the initial dataset, estimated in deep waters and at the depth of
6m. As it can be seen from Figure 3.7, the dataset reduced by the technique described

previously can form a solid framework where best-fit exercises can be credibly developed.

In Table 3.2, the Euclidean distance between the best fitted pdf of Hs derived from the
original dataset and the initial data, as well as the Euclidean distance between the best fitted
pdf of Hs derived from the new dataset and the initial data, have been estimated and
compared. From the last column of Table 2, it is observed that the best fitted pdf of H; derived
from the new dataset can satisfactorily represent the initial data, since in deep waters its
Euclidean distance from the initial dataset is improved, and at the depth of 6m the Euclidean

distance is slightly higher compared against the best fitted pdf to the initial dataset.
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Figure 3.7 Comparison of the best fitted distribution of H;to the new data set against the one
derived from the initial dataset, estimated in deep waters (up) and at a depth of 6m (below) at
Station M [33]

Table 3.2 Comparison of the Euclidean distances between the best fitted pdf of Hs derived from
both the reduced data and the initial data at Station M [33]

Depth (m) Euclidean distance D? Euclidean distance D* Relative difference
Initial data Reduced data
1) ) [(2)-(D1/()
140 0.00186 0.00169 -0.091
6 0.00091 0.00098 0.077

In this way, the reduced dataset can satisfactorily substitute the extensive raw data. The new
sample generated is depicted in Figure 3.8. The correlation coefficient r (T, ,H,) in the new
dataset, is equal to 0.8999, i.e. very close to that of the raw data. This new data set in deep
waters has been used as input data in the present methodology. Therefore, the computational
demands have been significantly reduced (by almost 17 times) without altering to a great

extent the information on the relative frequencies of the grouped raw data.
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(T, H,)=0.8999

Figure 3.8 Sample of the new dataset of 1500 sea states (T, and Hs) for Station M [33]

It is highly recommended that when such a data reduction technique has to be applied for a
reliability analysis of coastal structures to reduce computational cost, a relatively high
threshold should be applied to filter the most significant sea states that should be transferred

to the structure’s location (see section 3.3.5.2).

3.1.6.3 Results and discussion
Deep waters

Regarding the most appropriate marginal distribution for H in deep waters, three candidate
distributions, namely the Weibull, the Lognormal, and the Gamma pdfs, have been examined
aiming at selecting the one that best represents the histogram of H,. These candidate
distributions for Hy along with the corresponding histogram are depicted in Figure 3.9. In
order to select the most appropriate marginal distribution for H, two goodness of fit measures
have been estimated, the Euclidean distance between each marginal distribution for Hs and H;
data, and the Euclidean distance between the joint probability distribution of T,, and Hs and
Tmand H, joint data. As it has been already mentioned, the joint probability distribution of T,
and Hs is associated with the marginal distribution for Hs and the conditional distribution for
Tm|Hs, which follows a Lognormal distribution. These two measures of goodness of fit are
presented in Table 3.3. The parameters of the best fitted pdf to Hs data for each Station are
presented in Table 3.4.
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Figure 3.9 Fitting of the candidate marginal distributions to the histogram of H, data in deep
waters for Station M (1), Station A (2), and Station S (3) [33]

Table 3.3 Measures of goodness of fit of the candidate marginal distributions for Hs and the
corresponding conditional model in deep waters using data from stations M, A, and S [33]

Data Source

Candidate pdf for

Euclidean

Conditional pdf

Total Euclidean

Hs distance D° of for Tp|Hs distance
f(H;)
Station M Weibull 0.0019 Lognormal 0.0013
Lognormal 0.0056 Lognormal 0.0021
Gamma 0.0020 Lognormal 0.0013
Station A Weibull 0.0018 Lognormal 0.0008
Lognormal 0.0046 Lognormal 0.0014
Gamma 0.0012 Lognormal 0.0007
Station S Weibull 0.0039 Lognormal 0.0022
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Lognormal 0.0033 Lognormal 0.0020
Gamma 0.0022 Lognormal 0.0015

Table 3.4 Estimated parameters of the best fitted marginal distribution for Hs in deep waters
using data from stations M, A, and S [33]

Data Source Best fitted marginal Shape parameter Scale parameter
distribution for H,
Station M Weibull pdf 1.3517 1.0122
Station A Gamma pdf 1.4243 0.4957
Station S Gamma pdf 3.0138 0.2789

As it is shown in Figure 3.9 and Table 3.3, the joint distributions of T, and Hs that best
represent the T,, and Hs data are derived from the conditional model associated with
combinations of a Weibull pdf for Hs for Station M and a Gamma distribution for H, for the
other two Stations and a Lognormal conditional distribution for T|Hs, since they have the
lowest Euclidean distance compared to the other distributions tested. The joint pdfs of T, and

H; are presented in Figure 3.10.
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Figure 3.10 Joint pdf of Tm and Hs in deep waters estimated by applying the Conditional model
for Station M (up left), Station A (up right), and Station S (below) - 0.1 m™s™ contour step [33]

By applying the modified Battjes approach, the long-term joint distribution of T and H in
deep waters is obtained for each Station; see Figure 3.11. The correlation coefficient between
T and H is smaller than that of T, and H, at the same location for the three Stations. This
indicates that the correlation between T, and Hs is greater than the correlation between H and
T.
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Figure 3.11 Long-term joint pdf of T and H in deep waters for Station M (up left), Station A (up
right), and Station S (below) - 0.1m™s™ contour step [33]

Intermediate waters

As it has been noted above, the long-term and short-term wave statistics in deep waters have
been used in order that the long-term wave statistics be estimated in intermediate waters. In
this section, the long-term wave statistics are estimated at the depth of 6m following the
aforementioned methodology. This water depth corresponds to intermediate waters with

respect to the wave length associated to the statistically mean T,.

Regarding the most appropriate marginal distribution for H; at the depth of 6m, the same three
candidate marginal distributions presented above have been examined, in similarity to deep
waters. The candidate marginal distributions for Hs and the corresponding histogram at the
depth of 6m are depicted in Figure 3.12. The two measures of goodness of fit for each

marginal and bivariate model are presented in Table 3.5.
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Figure 3.12 Fitting of the candidate marginal distributions to the histogram of Hs data at the
depth of 6m for Station M (1), Station A (2), and Station S (3) [33]

Table 3.5 Measures of goodness of fit of the candidate marginal distributions for Hs and the
corresponding conditional model at the depth of 6m using data from Stations M, A, and S [33]

Data Source Candidate pdf for Euclidean Conditional pdf Total Euclidean
H, distance D? of for Trm|Hs distance
f(Hs)
Station M Weibull 0.0009 Lognormal 0.0016
Lognormal 0.0068 Lognormal 0.0026
Gamma 0.0013 Lognormal 0.0017
Station A Weibull 0.0033 Lognormal 0.0021
Lognormal 0.0127 Lognormal 0.0035
Gamma 0.0022 Lognormal 0.0020
Station S Weibull 0.0026 Lognormal 0.0017
Lognormal 0.0066 Lognormal 0.0023
Gamma 0.0007 Lognormal 0.0014

133



CHAPTER 3 Methodology and results

As it is shown in Figure 3.12 and Table 3.5, the joint distributions of T, and H, that best
represent the T, and Hs data for all three Stations are derived from the conditional model
associated with combinations of a Weibull pdf for H, for Station M and a Gamma pdf for H
for the other two Stations and a Lognormal conditional distribution for Ty|Hs, in similarity
with the best fitted pdfs for H in deep waters. The parameters of the best fitted pdf to H data
for each Station are presented in Table 3.6. The joint pdfs of T, and Hs for each Station are
presented in Figure 3.13.

Table 3.6 Estimated parameters of the best fitted marginal distribution for Hs at the depth of 6m
using data from Stations M, A, and S [33]

Data Source Best fitted marginal Shape parameter Scale parameter
distribution for Hg
Station M Weibull pdf 1.4150 0.8159
Station A Gamma pdf 1.7476 0.2857
Station S Gamma pdf 2.9828 0.2321
° D2=0.0016,‘r(Tm,I-|‘S)=O.8‘582 i D?=0.0020, (T, ,H,)=0.8228
4 L 4 L

6 7 8 9 10
Tm(s)

Figure 3.13 Joint pdf of T,, and H, at the depth of 6m estimated by applying the Conditional
model for Station M (up left), Station A (up right), and Station S (below) - 0.1 m™s™ contour step
[33]
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The joint long-term distribution of T and H at 6m depth for each Station, computed by
applying the modified Battjes approach, is depicted in Figure 3.14. The correlation coefficient
between T and H is again smaller than that of T, and H; at the same location for the three
Stations in accordance with deep waters.
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Figure 3.14 Long-term joint pdf of T and H at the depth of 6m for Station M (up left), Station A
(up right), and Station S (below) - 0.1 m™s™ contour step [33]

It is noted that the long-term joint pdfs of T, and H; and those of T and H presented in the
above diagrams are of great significance for the calculation of coastal structures. Firstly, they
are the basis for the computation of extreme sea conditions at desired return periods and the
extrapolation of the data to probabilities beyond the record length to match desired return
periods. The design of coastal structures based on the extreme conditions at design return
periods is deterministic. However, nowadays, it is widely accepted that the fully probabilistic
design gives more thorough insight in the relations and correlations between the variables, the
failure behaviour and the probability of damage of these structures than deterministic and
lower probabilistic design methods, by using the total joint distribution of T, and H; of all sea
states. Moreover, the long-term joint distribution of T and H can be used in order that direct
wave loadings of the structures and their probabilities of occurrence be estimated within the

structures’ lifetime. This information is important for the design of coastal structures to
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ensure their stability and resilience. Thus, via this methodology, the necessary tools can be

provided for the deterministic and probabilistic calculation of coastal structures.

In table 3.7, some statistics concerning the wave breaking and its type are presented at each
depth, where it is observed that the number of breaking waves towards the total number of
individual waves is increased as wave propagate from deep towards intermediate waters.
Besides, in this case of 0.07 uniform bed slope, only spilling breakers appear at the depth of

6m for all Stations.

Table 3.7 Relative Frequency and type of wave breaking in deep waters and at the water depth of
6m, for each Station [33]

Data Depth Number of Number of Number of spilling
Source (m) breaking waves plunging breakers breakers
towards towards towards

total number of waves  total number of waves  total number of waves

Station M 140 - - -

6 4.69x10° - 4.69x10°
Station A 220 - - -

6 1.03x10° - 1.03x10°
Station S 320 - - -

6 5.07x10° - 5.07x10°

In Table 3.8 the correlation coefficients between i) T, and Hs and ii) T and H in deep waters
and at the water depth of 6m, for each Station are presented. r(Tm,,Hs) and r(T,H) vary
significantly between deep and intermediate waters. In general, r(T,,Hs) reduces from deep to
intermediate waters for all Stations. Similarly, r(T,H) seems to reduce from deep to
intermediate waters for Stations M and A in contrast to Station S. Besides, both correlation

coefficients are higher in the case of Station M and A than those of Station S for all depths.

Table 3.8 Correlation coefficient between Tm and Hs and between T and H in deep waters and at
the water depth of 6m, for each Station [33]

Data Source Depth (m) (T, Hs) r(T, H)
Station M 140 0.90 0.59
6 0.86 0.50
Station A 220 0.87 0.58
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6 0.82 0.47
Station S 320 0.81 0.32
6 0.76 0.37

Indicatively, the wave direction pdf is presented at various water depths for one of the sea
states. The angular pdf in deep waters has been estimated via the methodology presented in
section 3.1.3, while the corresponding pdf in shallower waters has been estimated by applying
the refraction process to each individual wave. This has been applied for all considered sea
states in deep waters within the analyzed datasets. From Figure 3.15, it can be seen that as
waves propagate from deep to shallower waters, the pdf becomes narrower, and the mean
wave direction tends to come closer to the perpendicular to the iso-depths, as expected [32].
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Figure 3.15 Probability density of wave direction in a certain sea state propagating from deep to
intermediate waters [33]

In this way, significant information can be provided for the design of marine and coastal
structures. As mentioned before, the consideration of directional waves is more realistic and,
also, results in lower extreme forces upon the structures when compared against the uni-
directional case. The latter is very important since it can lead to a more economical but not

less safe design of these structures.
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3.2 Investigating the capability of the linear model

As far as the short-term wave statistics considered by the model by Malliouri et al. [33] is
concerned, this consists of two parts. The first part refers to the decomposition of every sea
state in deep waters to individual random waves using the probabilistic information of the sea
state, and the second one concerns the linear wave propagation of each individual wave from
deep towards shallower waters, thus without considering non-linearities like the non-linear
wave-wave interactions. In the next sections, the capability of the model to produce properly
the short-term wave statistics in deep and intermediate waters will be investigated via
comparisons of its results with measurements in deep waters and the results of a commercial
and well-known for its accuracy wave propagation model from deep to intermediate waters,

respectively.

3.2.1 Comparisons concerning deep waters

Referring to the probabilistic information of a sea state in deep waters, a joint probability
density function (pdf) of wave height H and period T should be used, e.g. a theoretical one by
Longuet-Higgins [24] or alternatively by Memos and Tzanis ([29]; [30]), in which a
directional spreading function should be incorporated. Both of these approaches refer to
nonlinear wind-generated sea waves in deep waters. In both approaches, wave height is
considered as a peak-to-trough excursion and wave period as the zero-crossing period. As for
the joint pdf of T and H according to Longuet-Higgins [24], which has been described in
section 2.4.1.2 and is appropriate for narrow band spectrum, the input data for its formation
are the zeroth moment of the wave spectrum, the spectral bandwidth and the spectral mean
wave period. Thus, the input data are the spectral wave parameters. However, the joint pdf of
H and T by Memos and Tzanis ([29]; [30]) uses the standard deviation of sea surface
elevation or the mean wave height from time-domain analysis and produces numerical results
for deep water waves of any spectral bandwidth. Therefore, there are some differences

between the two approaches concerning their input data and their domain of validity.

Since both methods can produce dimensionalized joint pdfs of H and T of the the same type,
the two methods can be compared with each other and with wave measurements in deep
waters obtained from an oceanographic buoy located at Station S (see Figure 3.5). The buoy
belongs to the POSEIDON Marine Monitoring Network operating under the responsibility of
the Hellenic Centre of Marine Research (HCMR) (see [44], [45]), and measures the sea

surface elevation for 17 min with a recording interval of 1Hz every 3 hr.
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Then, a zero-upcrossing analysis method was applied to the sea surface elevation’s
measurements in order that the period and height of each individual wave occurred within
each 17 min recording period be derived. Besides, a spectral wave analysis was applied to the

same signal and the spectral wave energy parameters were estimated.

In the present thesis, three sea states were examined and presented in order of increasing sea
severity. Specifically, the comparisons of the scatter plot of wave heights and periods in deep
waters at Station S for these sea states, as derived from zero-up crossing analysis applied to
the signals, with the numerical results (joint pdf of H and T) produced according to Longuet-
Higgins [24] and Memos and Tzanis [29] are depicted in Figures 3.16 - 3.18.

Besides, a large number, of random samples of H and T that correspond to each joint pdf
estimated by each method, was then produced. The statistical wave parameters that represent
the results of the two approaches (actually the mean values of the samples) and those derived
from wave measurements are presented in Table 3.9. Also, in Table 3.10, the mean relative
difference of the two methods’ results from those extracted directly from measurements is
presented. It is noted that the spectral bandwidth parameters v and ¢ for the three sea states

ranges between 0.33 and 0.40, and between 0.53 and 0.72, respectively.

0.8

—~06
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0.2

Figure 3.16 Comparisons in deep waters between wave measurements (blue points) and the
results derived by Longuet-Higgins [24] (dotted lines) and by Memos and Tzanis [29] (solid lines)
for a sea state with Hy3=0.55 m, H,,=0.40 m and T,,=3.67 s (contour step 0.05 1/m/s)
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Figure 3.17 Comparisons in deep waters between wave measurements (blue points) and the
results derived by Longuet-Higgins [24] (dotted lines) and by Memos and Tzanis [29] (solid lines)
for a sea state with Hy;3=1.56 m, H,,=1.01 m and T,=4.62 s (contour step 0.05 1/m/s)

T(s)

Figure 3.18 Comparisons in deep waters between wave measurements (blue points) and the
results derived by Longuet-Higgins [24] (dotted lines) and by Memos and Tzanis [29] (solid lines)
for a sea state with Hy3=2.89 m, H,,=1.80 m and T,=5.96 s (contour step 0.05 1/m/s)

Table 3.9 Spectral bandwidth parameters of the three sea states tested and comparisons of the
statistical wave parameters between wave measurements and those estimated by the two

approaches
Statistical wave parameters Spectral bandwidth parameters
Sea state Data/Results
Hys (M)  Hp(m) T (S) v €

Wave measurements 0.66 0.40 3.54 0.33 0.53
1 L-H (1983) 0.76 0.53 3.08
M & T (1994) 0.57 0.38 3.90

Wave measurements 1.56 1.01 4.62 0.37 0.65
2 L-H (1983) 1.76 1.17 4.19
M & T (1994) 1.49 1.04 5.32

Wave measurements 2.89 1.80 5.96 0.40 0.72
3 L-H (1983) 2.98 1.96 5.44
M & T (1994) 2.86 1.72 6.50
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Table 3.10 Relative difference of the two methods’ results from those extracted directly from

measurements
Sea state Data/Results Statistical wave parameters Spectral bandwidth parameters
Hyz (M) Hm(m) T (5) v g
1 L-H (1983) 15% 33% -13% 0.33 0.53
M & T (1994) -14% -5% 10%
5 L-H (1983) 13% 16% -9% 0.37 0.65
M & T (1994) -4% 3% 15%
3 L-H (1983) 3% 9% -9% 0.40 0.72
M & T (1994) -1% -4% 9%

As noticed from Figures 3.16 to 3.18 and Tables 3.9 and 3.10, the two approaches’ results
have some differences with each other and with wave measurements for the three sea states
considered, which are non-narrow banded. Specifically, the statistical wave parameters
corresponding to Memos and Tzanis ([29]; [30]) results approximate more accurately the
wave measurements for most of the cases considered, compared against to Longuet-Higgins
results [24]. A clear difference between the two approaches was noticed to mean wave period
referring to the concentration of the joint pdf of H and T by Longuet-Higgins [24] in the
vicinity around a characteristic wave period (this could be related to the assumption of narrow
band spectra), while in the method of Memos and Tzanis ([29]; [30]) waves with large heights
tend to a greater degree to have large periods than in the method of Longuet-Higgins.

3.2.2 Comparisons concerning intermediate waters

The range of validity of linear theory is wide, covering all intermediate water depths for most
wave steepnesses encountered in engineering practice. In this section, the linear theory will be
applied in and outside its range of validity (according to Figure A.2 - Appendix) and
compared to a phase-resolving Boussinesg-type module, namely MIKE 21 BW by DHI. The
comparisons will be carried out with respect to the estimated time-domain characteristic wave
parameters as well as the scatter plot of individual wave height and period within a wave

train.

MIKE 21 BW module by DHI is based on the numerical solution of the time-domain
formulations of Boussinesg-type equations according to Madsen et al. ([46]; [5]; [47]; [48])

and Serensen and Serensen [49] and Serensen et al. [6]. These enhanced Boussinesg-type
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equations make the models suitable for simulation of propagation of non-linear directional

waves from deep to shallow waters.

The methodology adopted in order that the results of the linear wave propagation model be
compared with those by MIKE 21 BW module (DHI) is described below. Firstly, it is noted
that the input data of this module are time series of surface elevation, while the input data of
the model by Malliouri et al. [33] are individual waves as produced from the probabilistic
image. The order of the individual waves in a wave train does not play any role in the linear
model by Malliouri et al. [33]. Since the two models should be compared under the same
hydraulic and boundary conditions, the same bathymetry and scatter plot of wave height and
period at the same deep or intermediate water depth were used by both models. Also, the
same wave transformations are considered by both of them, i.e. wave shoaling, refraction,
breaking, and wave reforming after breaking. Then, the surface elevation and individual
waves were propagated at the same locations in shallower waters, referring to the case of
MIKE 21 BW module and the linear wave propagation model. Finally, by applying zero up-
crossing method to sea surface elevation obtained at a certain location, the scatter plot of H
and T was extracted and the characteristic time-domain wave parameters were estimated.
These results were then compared with those directly extracted by the linear wave

propagation model.

3.2.2.1 Normal incidence

A relatively extreme sea state with normal incidence is selected to be presented among 15
other sea conditions examined, since this is considered more useful for the design of coastal
structures. The coastal slope in both linear and non-linear models was considered equal to
0.10. The spatial computational grid was uniform with Ax = Ay = 1 m in the two horizontal

perpendicular axes.

In Figure 3.19, the scatter plot of T and H used by both models at the depth of 20.95 m is
presented, and in Figures 3.20 - 3.23, the results estimated by both models are depicted and
compared. In Table 3.10 the time-domain characteristic parameters estimated by MIKE 21
BW module’s results are compared with those by the model by Malliouri et al. [33] for this
sea state, and the relative difference between these two models’ parameters is presented in

Table 3.11.
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Figure 3.19 Scatter plot of T and H used by both models at the depth of 20.95 m (normal

incidence)
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Figure 3.20 Scatter plot of T and H obtained by non-linear module (Mike by DHI) compared to
the linear wave propagation model at the intermediate depth of 11.80 m (normal incidence)
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Figure 3.21 Scatter plot of T and H obtained by non-linear module (Mike by DHI) compared to
the linear wave propagation model at the intermediate depth of 7.60 m (normal incidence)
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Figure 3.22 Scatter plot of T and H obtained by non-linear module (Mike by DHI) compared to
the linear wave propagation model at the intermediate depth of 5.70 m (normal incidence)
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Figure 3.23 Scatter plot of T and H obtained by non-linear module (Mike by DHI) compared to
the linear wave propagation model at the intermediate depth of 3.80 m (normal incidence)

Judging by the scatter plots of T and H presented in the above Figures, the comparison
between the two models (linear v.s. nonlinear wave propagation) shows good agreement at
most intermediate water depths considered. Greater deviations are noticed between the two
models as waves propagate in shallower waters (i.e. at the intermediate depth of 3.80 m) due
to the nonlinear wave-wave interactions and the wave breaking, which are stronger especially

nearshore.

In Tables 3.11 and 3.12, the time-domain characteristic parameters estimated by MIKE 21
BW module’s results are compared with those by the model by Malliouri et al. [33]. In those
tables, expect for Hy, Hiys and T, the mean wave length L, estimated by the linear
dispersion equation (see Eg. A.2 - Appendix) in terms of T, the mean wave steepness s

estimated in terms of Hy3 and Ly, and the Ursell number Ur, are also presented.
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Table 3.11 Comparison of time-domain characteristic parameters estimated by MIKE 21 BW
module’s results with those by the model by Malliouri et al. [33] for normal incidence

Model depth(m) H,(mM) Hyi(m) Tn(s) Lin(m) Sm Ur
MIKE BW 20.95 2.99 4.63 8.40 96.61 4.79*10°  4.70
Malliouri et al. 2019 20.95 2.99 4.63 8.40 96.61 4.79*102  4.70
MIKE BW 11.80 3.05 4.69 8.62 82.83 5.66*10% 18.36
Malliouri et al. 2019 11.80 3.07 4.81 8.40 80.20 6.01*10%  18.83
MIKE BW 7.60 3.17 4.73 8.84 7133  6.63*10% 54.82
Malliouri et al. 2019 7.60 3.15 4.82 8.40 67.27 7.17*10%  49.68
MIKE BW 5.70 3.10 451 8.97 63.88  7.06*10%  99.37
Malliouri et al. 2019 5.70 3.07 4.60 8.39 59.35  7.75*10%  89.85
MIKE BW 3.80 2.59 3.96 8.36 49.18  8.05*102 174.52
Malliouri et al. 2019 3.80 2.39 3.68 7.81 4569  8.06*102 139.97

Table 3.12 Relative difference of Malliouri et al. [33] model’s results from those by MIKE 21 BW
module for normal incidence

d(m) d/L, Hn Hi;z Tm L Sm Ur
11.80 0.22 0.01 0.03 -0.03 -0.03 0.06 0.03
7.60 0.14 -0.01 0.02 -0.05 -0.06 0.08 -0.09
5.70 0.11 -0.01 0.06 -0.07 -0.07 0.10 -0.10
3.80 0.09 -0.08 -0.07 -0.07 -0.07 0.00 -0.20

As noticed from Tables 3.11 and 3.12, at the deeper intermediate water depths (i.e. 11.40 m,
7.60 m, 5.70 m) the mean wave height H,, estimated by the linear wave propagation model is
very close to the corresponding one extracted by the nonlinear wave propagation model. The
comparisons concerning the rest parameters are satisfactory, but larger deviations are
observed for Ty, and L,,, and even larger differences are noticed for s,, and Ursell number. As
it was expected, deviations between the two models’ parameters become greater as waves
propagate inshore, and especially when waves enter the shallower intermediate water depth
examined (i.e. at the depth of 3.80 m).

It is noted that the comparisons between the two models (linear v.s. nonlinear) are made
outside the approximate validity region of linear wave theory (see Figure A.2 - Appendix), in
order to investigate the capability of the linear statistical model in a wide range of sea sates

that are probable to occur during a coastal structure’s lifetime.
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3.2.2.2 Oblique incidence

In this section, two sea states with oblique incidence are examined, the first one with mean
wave direction 0, equal to 19.11 ° and the other one with 0, equal to 42.33 ° from the normal
direction (i.e. perpendicular to depth-contours and shoreline), at the depth of 20.95 m. To
estimate 0, at a certain depth by using timeseries extracted from MIKE 21 BW module, the
approximate technique, described in section 2.4.1.1, was applied. Specifically, the timeseries
of three spatial points that formed a right angle on the horizontal plane were used for this
purpose. It is noted that one of these three points was the point of interest and the distance
between this point and each one of the other two points were set equal to 1 m. Therefore, the
free surface timeseries at the point of interest and its slopes in orthogonal directions could be

estimated and then the Maximum Entropy Method could be applied.

By applying this methodology, the results by linear [33] and nonlinear (MIKE 21 BW by
DHI) wave propagation model were obtained and compared. Both models’ results are
presented in Tables 3.13 and 3.15, and the relative difference of linear wave propagation
model’s results from those by nonlinear model are presented in Tables 3.14 and 3.16, for 6,
equal to 19.11 ° and 42.33 °, respectively at the depth of 20.95 m.

Table 3.13 Comparison of MIKE BW module by DHI results with the corresponding ones by the
model by Malliouri et al. [33] for oblique incidence (0,,=19.11 ° from normal)

Model depth(m) H,(m) Hys (M) TG 0,() Ln(m) Sm Ur
MIKE BW 20.95 2.07 3.25 8.39 19.11 06.44  3.37*102 3.29
Mall. et al. 20.95 2.07 3.25 8.39 19.11 06.44  3.37*102 3.29
MIKE BW 11.40 2.25 3.43 8.99 15.08 86.04  3.99*1072 17.14
Mall. et al. 11.40 2.11 3.37 8.39 1595 79.05 4.26*%102 14.21

MIKE BW 7.60 2.37 3.62 9.16 13.31 7427  4.87*%107 45.49
Mall. et al. 7.60 2.20 3.56 8.39 13.78 67.18 5.30%1072 36.60
MIKE BW 5.70 2.46 3.68 9.33 1174 66.69 5.52*102 88.39
Mall. et al. 5.70 2.24 3.63 8.31 1250 58.67 6.19*102 67.51
MIKE BW 3.80 2.26 3.35 8.75 9.59 51.64  6.49*102%  162.81
Mall. et al. 3.80 1.89 2.99 7.46 9.89 43.45 6.88*1072 102.89
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Table 3.14 Relative difference of Malliouri et al. [33] model’s results from those by MIKE 21 BW

module for obligue incidence (0,,=19.11 ° from normal)

d (m) d/Lpy, Hm Hys T (i Lm Sm Ur

11.40 0.13 -0.06 -0.02 -0.07 0.06 -0.08 0.07 -0.17
7.60 0.10 -0.07 -0.02 -0.08 0.04 -0.10 0.09 -0.20
5.70 0.09 -0.09 -0.01 -0.11 0.06 -0.12 0.12 -0.24
3.80 0.07 -0.16 -0.11 -0.15 0.03 -0.16 0.06 -0.37

Table 3.15 Comparison of MIKE BW module by DHI results with the corresponding ones by the

model by Malliouri et al. [33] for obligue incidence (0,,=42.33 ° from normal)

Model depth(m) Hp (M) Hyz(m) Ty (S) 0, (") Ly, (m) Sm Ur
MIKE BW 20.95 1.87 2.94 8.81 42.33 103.52  2.84*10%  3.43
Mall. et al. 20.95 1.87 2.94 8.81 42.33 103.52  2.84*10°  3.43
MIKE BW 11.40 1.79 2.85 8.87 31.08 84.65  3.37*10° 13.78
Mall. et al. 11.40 1.82 2.89 8.81 34.19 83.95  3.44*10° 13.75
MIKE BW 7.60 1.82 2.88 9.09 23.62 7363  3.91*107 3556
Mall. et al. 7.60 1.86 3.00 8.81 28.97 71.05  4.22*10% 34.50
MIKE BW 5.70 1.86 2.99 9.06 20.48 6458  4.63*107 67.34
Mall. et al. 5.70 1.88 3.05 8.66 25.64 61.44  4.96*10° 62.18
MIKE BW 3.80 1.85 2.86 8.93 16.32 52.78  5.42*10% 145.17
Mall. et al. 3.80 1.65 2.59 8.04 21.63 4715  5.49*10% 104.92

Table 3.16 Relative difference of Malliouri et al. [33] model’s results from those by MIKE 21 BW

module for oblique incidence (0,,=42.33 ° from normal)

d (m) d/Ln Hp, Hys T 0, Lo Sm Ur
11.40 0.13 0.02 0.01 -0.01 0.10 -0.01 0.02 0.00
7.60 0.10 0.02 0.04 -0.03 0.23 -0.03 0.08 -0.03
5.70 0.09 0.01 0.02 -0.04 0.25 -0.05 0.07 -0.08
3.80 0.07 -0.11 -0.09 -0.10 0.33 -0.11 0.01 -0.28

Judging from Tables 3.11 — 3.16, similar observations to normal incidence could be made for

both cases of oblique incidence concerning Hy, Hys, Tm, L, Sm Ur. As for 6., in oblique

incidence, it was noticed that as the angle from the normal direction increases, mean wave

direction estimated by linear wave propagation model differ to a greater degree from that

estimated by MIKE 21 BW module, whilst the other characteristic wave parameters show

better agreement. Some differences of 6., between the two models could be attributed to the

fact that this refers to a statistical parameter in case of the model by Malliouri et al. [33],
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while in case of the MIKE 21 BW this parameter is a spectral wave parameter defined as the

mean direction of the directional spectrum.

3.2.3 Determination of the validity domain of the model

As for the deep water short-term wave statistics considered by Malliouri et al. [33], it was
shown that the joint pdf of T and H of a real sea state could be well represented by using the
dimensionless probabilistic images by Memos and Tzanis ([29]; [30]). The latter refer to
nonlinear deep water waves. Referring to intermediate water short-term wave statistics
considered by Malliouri et al. [33], comparisons between the linear wave propagation model
and the nonlinear Boussinesq-type model showed good agreement in most of the intermediate
water depths examined for both normal and oblique incidence. At the shallower intermediate
water depth tested, the results of the two models differed more significantly than in deeper
intermediate water depths. Therefore, as it was expected and has been already mentioned, the
linear model adopted could cover the deeper and medium zone of intermediate waters and

thus could be used for engineering design purposes.

Furthermore, a general conclusion could be extracted from the above analysis (see sections
3.2.2.1 and 3.2.2.2). This is that inside the approximate region of the linear theory (i.e. Ur<40
and s;<0.04) the linear model by Malliouri et al. [33] can satisfactorily approximate the
results of a nonlinear Boussinesq wave module such as MIKE 21 BW. However, this linear
model can be used for engineering purposes in a wider region, in the deeper and medium
intermediate water zone. It is recommended that the extension of the application area of the
model beyond the limits of the linear wave theory should simultaneously meet these two
conditions: Ur<80 and s,,<0.07. Further extension could lead to unsatisfactory estimation of
characteristic wave parameters with relative deviations beyond 10%, compared with nonlinear

wave propagation models.

3.2.4 Comparisons with respect to simulation time

In this section, the linear wave model by Malliouri et al. [33] is compared with the nonlinear
Boussinesq wave model (MIKE 21 by DHI) with respect to the simulation time. Comparisons
presented refer to the same wave scenaria, simulated by the same computer via a Matlab code

generated by the author for the linear model and the Mike 21 (2d) Boussinseq wave module.
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The computer had a processor of Intel(R) Core (TM) i7-2700 K CPU @ 3.50 GHz-3.80 GHz,
8.00 GB installed memory (RAM), and a 64-bit Operating System. As for the simulation time
by the nonlinear wave model, it was a little more than 9 hr, while the linear wave model runs
in about 1 s. It is noted, that the 2d area of the bathymetry, tested by the nonlinear wave
model, was 800 m by 600 m, and the grid step was set equal to 1m for the two horizontal
axes. As shown, the computational cost is significantly reduced in the case of the linear wave
propagation model enabling this to propagate the long-term wave climate information from
deep to intermediate waters in a faster manner compared with the nonlinear wave propagation

model.
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3.3 Reliability analysis of a rubble mound breakwater

In the present section, a thorough probabilistic methodology is presented, aiming at
estimating the reliability of coastal structures, such as rubble mound breakwaters during their
lifetime, based on the probabilistic representation of load environmental and resistance
parameters. One of the innovative points and main objectives of this study is the estimation of
failure probability of the structure based on the long-term wave climate at a coastal structure’s
location, usually met in intermediate waters, using wave observations or measurements in
deeper waters. This is accomplished by applying a wave propagation statistical model in order
that the joint probability density function of all stochastic load parameters be estimated at the
structure’s location. Moreover, a comparative evaluation of an event-based extreme value
analysis and an analysis on sea-state conditions within storm events is attempted with respect
to their outputs and their pros and cons. Besides, another specific issue of scientific originality
could be considered the investigation on the proper time step denoting the sea state in the sea
state analysis applied. In this manner, the actual history and shape of each storm event is
taken into consideration. Furthermore, it is shown that these two approaches could be
incorporated in the design of a coastal structure.

Besides, two different fully probabilistic methods, Direct Integration Method (DIM) and
Monte Carlo Method (MCM), were applied (and compared) by using a combination of
variables with zero and non-zero hazard rate, referred here as a combined time-invariant and
time-variant analysis. Another scientific contribution of this PhD thesis, related to the
reliability analysis, is the description of the assessment of the failure probability of a coastal
structure by DIM and MCM via clarifying mathematical equations developed within the
framework of this dissertation. These equations developed are different for the exreme event-

based method and all sea condtions-based method.

It is noted that mainly hydraulic uncertainties are considered in this PhD thesis. Nevertheless,
the methodology adopted could be expanded to consider also the effect of more and different
types of parameters as random variables on the assessed failure probability of the structure,
except for loading variables. Finally, it is shown that the methodology derived from this study
could be incorporated into a coastal structure’s design process to meet specific safety

requirements.

3.3.1 Asshort review of structural reliability assessment
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Structural reliability assessment, aiming at estimating the probability of a structure to meet
predefined safety and performance levels, with due consideration of all uncertainties related
to actions, resistance, and design tools, has been a topic of extensive research in many
different engineering application areas. The most versatile solution technique, available for
this purpose, is the Direct Integration Method (DIM) or the alternative Monte Carlo Method
(MCM). Although DIM approach is the most theoretically direct solution for structural
reliability problems, in practice reliabilities of many offshore structures are more likely to be
evaluated using simulation-based methods (e.g. direct MCM). Therefore, several advanced
approximate methods have been also developed so far for estimating the structural failure,
such as the first and second order reliability methods, environmental contour methods,

response surface methods and emulator-based analysis.

Referring to these approximate methods, a brief literature description will be provided below.
In the first-order reliability method (FORM) the failure surface is approximated by a tangent
hyperplane at the design point [199], while a more accurate and similar method is the second-
order reliability method (SORM) which uses a quadratic approximation to the failure surface
(see e.g. [200]). Moreover, the concept of environmental contours is a method developed for
estimating extreme conditions as basis for design, e.g. [201];[202], and is widely used in
marine structural design (see e.g. [203];[204];[205];[206];[207];[208]). This approach is close
to the first-order reliability method approximation. Moreover, whereas the response surface
method motivated by Box and Wilson in 1951 [209] was traditionally utilized for chemical or
industrial engineering, its application area has been expanded in structural engineering (see
e.g. [210]). Also, one way to address the computational cost incurred in the simulation of the
structural reliability assessment could be to apply a less demanding approximation, e.g. a

metamodel or emulator (see e.g. [211]).

Two main criteria for selecting one of the aforementioned methods for structural reliability
assessment could be the high degree of accuracy required in a very narrow region, i.e. the
small failure probability, and the computational cost incurred. The latter could become

significantly demanding, depending on the application case.

Focusing now on coastal structures, the reliability based design methods are divided into four
categories, related to the accuracy in determining the reliability of their elements and the
consideration of the involved uncertainties, cited below [1]:

o Deterministic method (Level 0)

e  Semi-Probabilistic Method (Level I)

o Probabilistic Methods with Approximations (Level I1)
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o Fully Probabilistic Methods (Level 111)

Conventional design practice for coastal structures is often deterministic in nature (Level 0),
and its reliability is based on the exceedance probability of the design wave load. Specifically,
the notion of design wave parameters and especially that of wave height associated with a
certain return period is adopted [2]. In addition to the deterministic method, partial factors can
be implemented for resistance and load, based on standards [3]. This calculation is classified
as a semi-probabilistic (Level 1) method. However, this approach does not allow accurate
determination of the reliability of the design. In order to overcome this problem, more
advanced probabilistic methods should be applied that consider the uncertainties of all

stochastic variables of load and strength of the structure.

Fully probabilistic methods (Level 11l) belong in the category of advanced probabilistic
methods, which consider the joint probability density function of all stochastic variables
involved. There are two main methods classified as Level Ill methods, i.e. the Direct
Integration Method (DIM) and Monte Carlo Method (MCM). Another possibility, though less
accurate regarding the estimation of the reliability of the design, are methods with
approximations (Level II).

Referring, at this point, to the general gap in current practice of reliability assessment of
coastal structures, despite that the probabilistic representation of environmental parameters at
the location of coastal structures is vital for the reliability based design of these structures,
there is a lack of long-term environmental data at the location of coastal structures under
design making thus difficult to estimate their joint probabilistic distribution at this location.
Therefore, one of the main objectives of this thesis is to deal with the issue of how to properly
describe the long-term wave climate at the coastal structures’ location, and then to use this

core information for the reliability assessment and design of coastal structures.

3.3.2 Significant issues in the reliability analysis

Currently, there are some significant issues that need to be solved during the reliability
assessment, and consequently the design process of coastal structures. Some of them, which
should be duly considered, are listed below, focusing on the case of a rubble mound
breakwater. However, the discussion and the methodology that will be presented below can

easily be adjusted to account for every coastal structure.
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(1) Input data of the coastal structure’s load parameters that affect the limit state function of
its elements should be collected before performing the reliability analysis. Input data on the
long-term wave climate and sea level should be collected at the project site. Such data should
include variables like significant wave height Hs, mean wave period T,, mean wave direction

Om, sea level or similar. This can be implemented by:

(i) Measurements at the structure’s location for a period of time, ideally of the order of the

structure’s design operating life. Obviously such requirement can be rarely met.

(ii) Measurements of the same type but in deep water if the location of the structure was in
shallower water, during a time span ideally of the order of the structure’s design operating
life. Then, either linear or non-linear models (e.g. [5]; [6];[7]) may be applied to transfer

each sea state from deep towards shallower waters.

(iii) Hindcasting methods for a period of several years ([8]; [1]). Particularly, regarding the
long-term wave climate at the structure’s location, wind data in the wave generation area

(e.g. [9]) can be used to provide this information under a probabilistic framework.

Furthermore, the target of the aforementioned input data collection is to gain a thorough
probabilistic representation of the long-term wave climate, sea level conditions, and other
environmental parameters, at the coastal structure’s location, usually met in intermediate
waters. In case (ii) of issue (1), it is worth mentioning that non-linear models might be more
accurate than linear models, as they account for wave-wave interactions that may play a
considerable role in the final outcome depending on water depth; however, non-linear
models are quite demanding in terms of computing resources, especially when they have to
account for reliability analysis based on fully probabilistic methods. In this case, a fast and
adequately accurate model could be applied that enables the integration of short- with long-
term wave statistics [33] and transfers the probabilistic information to the structure’s

location.

(2) A functional dependency may exist between certain environmental parameters involved in
the reliability analysis. Specifically, the total mean sea level (including tide, storm surge etc.)
often plays a role in modifying the wave climate at the structure’s location, since it forms the

water depth conditions affecting as a result the wave conditions at this location.

(3) Referring to wave parameters that affect the stability of a rubble mound breakwater,
oblique wave attack does play a significant role in the stability of a breakwater’s armor layer
(see e.g. [12]). In particular, it is accepted that the stability of armor layers can be

significantly higher for oblique waves compared against perpendicular wave attack ([212]),
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thus neglecting the effect of oblique waves on the structure’s stability leads to a conservative
assumption. According to [12], the consideration of this effect can be accomplished by using
the notion of the equivalent normal wave height. Therefore, the principal or mean wave
direction that characterizes each sea sate at the breakwater’s location has been included in the
analysis and this type of functional dependence, i.e. between wave direction and resistance of

an element is considered via the limit state equation.

(4) Another issue is related to the hazard rate of some of parameters considered in the
reliability analysis, referred here as time dependence. Then the random variables of a design
formula should be examined with relevance to their dependence on time, and a combination
of time-dependent and time-invariant reliability analysis may be applied when extrapolating
the failure probability from the reference period of one year to the lifetime of the structure.

(5) The exceedance probability of a design value of a time-dependent core load variable is
commonly regarded as the failure probability of the structure in the conventional design,
estimated in the sample of extreme values of the variable (e.g. values above a predefined high
threshold (Peak over Threshold- POT)). In a conventional POT analysis [50], the exceedance
probability of a storm event is considered as the ratio of the expected number of events
exceeding this specific storm event to the number of extreme events expected to occur in a
reference time period, i.e. annually. It is noted that all these (event-based) probabilities do not
provide direct information on the time period that the structure will fail during a reference
time period. The latter information can be provided by the methodology developed in the

present thesis (see section 3.3.5).

3.3.3 Preliminary design based on an event-based extreme value analysis applied to
wave data

A univariate extreme value analysis concerning POT modelling for peaks over threshold will
be used here for the predominant variable Hsp, i.e. the maximum Hs within a storm event,
following the relevant event-based framework for over-threshold modelling introduced by
Bernardara et al. [50], which will be then associated with the concurrent values T, and 0, of

that particular storm [51].

Firstly, homogenization is applied to the sequential wave data at a given time step enabling
the separation of data/sea states into independent wave systems or else events. This is
attempted by selecting an initial threshold u; for H distinguishing weak and intense storms
from the dataset. Besides, a minimum calm period, e.g. of 6 hr [51], (i.e., a time separation

interval) between two consecutive storms was selected to ensure that the two events are
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independent. Therefore, the dataset of the maximum significant wave heights H;, is derived
from this procedure. Referring to the selection of uy, it should be high enough to distinguish
and separates two consecutive storms, but also low enough to be below the extreme area [52].

The second step is the selection of another threshold u, higher than u;. The selection of u,
needs to be more precise than that of u;, since the storm peaks above u, should follow the
same extreme probability distribution. Referring to modeling from the perspective of peaks
over threshold, Pickands [53] showed that this extreme probability distribution can be

approximated by a Generalized Pareto distribution (see also [54]). That is, for H, ;> X,

given thatH, , >U,,

1é
X —U
Pr(H, , > %, [H;, >U,) =(1+ F———= 2) (3.20)
o

where: x, is a value higher than u, , &e(—o0,+0) and o >0 are the shape and scale

parameter, respectively, of GP distribution.

Using the properties of the GP distribution (if storm peaks follow a GP distribution) to
determine u,, two different methodologies are commonly used. Precisely, an appropriate
threshold u, value could be selected by examining the domain of stability of the shape

parameter & and the modified scale parameter " = o —£&u,, or the linearity of the scale
parameter o of the GP distribution with respect to u, (see e.g. [61]). The second procedure

for threshold selection is to search for the domain of threshold u, where the mean residual life

plot is approximately linear in u, [213].

The return value of Hs, from GP model is extracted as below:

o £
HS o =Uu, +— Trﬂe —1 ,fOI’ ¢O
e f[( ) J : (3.21)

H,,r =U, +olog(T4,), for £=0

s,p-T,
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Therefore, the design storm event corresponds to a return value of H, associated with the
most probable values of mean wave period T, and mean wave direction 8, estimated from

their scatter diagram.

To assess the exceedance of the design Hs, during the reference period of L years in the

sample of extreme events, i.e. of H,,,, considered here as an equivalent failure probability, Eq.

2.7 should be applied substituting Pf*,e,ly by P, ety -
However, there are some subjective steps and uncertainties involved in the design approach
based on the above extreme value analysis: specifically, as for the domain of stability of the
generalized Pareto parameters with respect to its threshold, although objective methods ([62];
[61]) have been developed for this purpose, the accurate selection of the generalized Pareto
threshold may still be difficult in some cases [52]. However, this threshold selection is

critical, since it determines the expected number of extreme events per year A, , and

consequently the exceedance probability of the design storm, leading thus to uncertainties of
the analysis results. Also, another issue in this approach is the difficulty in estimating the
exceedance probability of the design Hs, defined as the percentage of the structure’s lifetime
that the structure will fail. This is a drawback of the event-based extreme value analysis.
Nevertheless, this method enables assessment of the exceedance probability of the design Hs

in the sample of extreme events during the structure’s lifetime.

Also, as far as the multivariate extreme value analysis is concerned, according to the
classification proposed by Mazas and Hamm [63], whereby wave spectral parameters are
different physical quantities that belong to the same phenomenon, i.e. the wave storm, firstly
the choice of the event-defining variable should be made, i.e. of H,,, which should then be
associated to the concurrent values of the other covariate (spectral) parameters. Referring now
to different components of a single phenomenon, like waves and sea levels conditions, the
predominant component should be chosen firstly [165] that leads to the choice of the event-
describing variable (e.g. the event-describing variable is sea level in case of a macro-tidal
environment) with the concomitant H, value. Furthermore, in case of equivalent components,
two event-based describing variables should be considered [63] in combination with a

bivariate threshold by using multivariate generalized Pareto (GP) distributions (e.g. [214]).

3.3.4 Fully probabilistic event-based reliability analysis

The fully probabilistic analysis, to be presented in this section, could be applied to maximum

H; within storm events in a POT analysis, or maximum H; per years. Here, we proceed with a

156



CHAPTER 3 Methodology and results

POT analysis, applied thus to H;, associated to its concurrent values of the other covariate
variables. The joint pdf of those variables of extreme events could be estimated by a copula
multivariate analysis represented by their kernel joint pdf. The result of this approach is the
failure probability of the structure, estimated in the sample of extreme events. Therefore, this
output cannot be transformed to the percentage of a reference period that the structure will be
exposed to risk. However, this approach has a main advantage, which is that enables
extrapolation of the failure probability during 1 year to that during the structure’s lifetime,
since this method uses independent values of the variables involved. In the following section,
this issue will be tackled considering, also, the case when variables with zero and non zero

hazard rate are all considered.

3.3.4.1 Time extrapolation of an element’s failure probability using time-invariant and

time-variant random variables by Direct Integration Method (DIM)

In a reliability analysis, there may be time-variant but also time-invariant parameters, i.e.
parameters with nonzero and zero hazard rate, that all play a role in the reliability or the

average failure probability of the structure during its lifetime, estimated in the sample of

extreme events, denoted by P; ., . Time-invariant parameters, however, are independent of

the reference period L. In practice, such time-invariant parameters can usually be considered

those related to the resistance of the structure’s element. Thus, P; ., is estimated via the

following equation developed here to account for a combined time-variant and —invariant

analysis:

Pow= ] falr)fg (X)axdr=[e(v) | fe. (x)ax[ar (3.22)

Q(F,}) o(rx)

where hereinafter fﬁ(F) is the joint pdf of the time-invariant resistance parameters F,

fyeL(Q) is the joint pdf of time-variant random load variables x of extreme events during

design lifetime L, and .Q(F,Q) is the failure domain, which is equal to the union of the

definition domains of all random variables involved under the condition that the limit state

function is less than zero, i.e. g (F?(') < 0. Therefore, it is evident that;
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o7 x)= {g (r.x)< o} (3.23)

Poc=J T (r)[2-| 1= [ feop, (X)ax| |ar (3.24)

where fze 1y(§) is the average joint pdf of X referring to the reference period of one year,

extracted from Y years of observations. As it was aforementioned, the time-variant load

parameters x consist of sea-state parameters, such as Hs,, Tr, Or similar, sea level variation

due to storm surge, denoted by SL, current velocity, etc.

3.3.4.2 Inclusion of sea level variation due to astronomical tide

The most common environmental parameter, unrelated to the wave field, present around
coasts is the sea-level variation due to the astronomical tide (TL). This variable is
deterministic, and depends on the tidal cycle of the site. Nevertheless, it can combine
randomly with waves, and thus can be considered as a stochastic variable. However, it is not
statistically correlated with wave parameters, but the depth-limited wave parameters depend
on the sea level value which can be strongly affected by tide, storm surge etc.

The timing of tide is mainly associated with the relative position of the Moon to the Earth and
advances at about 50 minutes a day; tides also vary seasonally, while only minor variations
occur outside a period of about 19 years [55]. Therefore, given that the lifetime of most
coastal structures ranges between 20-50 years, the astronomical tide can be considered as a
time invariant parameter, and its pdf stable over the years. Thus, the incorporation of tide in

Eq. 3.24 is accomplished as follows:

AL
Pec =[] H(r) f(@)|a-[1= [t (X)ax| |drad (3.25)

Q(r,x,tl)

where: f; (tl) is the pdf of sea level due to tide and «(7xu) is the expanded failure domain.
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Eq. 3.25 could be estimated by defining each definite integral as the limit of a Riemann sum:

AL
P.. = mglfﬁ(r) J{igogfn(tl)[l—(l— lim ZQ(F’;’N)szJy(xpxj }ﬂl Sr (3.26)

Sx—0=
X

Eq. 3.26 implies that the increments of all random variables must be small enough in order

that B, ., be estimated properly.

3.3.4.3 Resistance parameters

Resistance parameters are considered those related to the strength/ resistance of the structure
and usually have some variability from their characteristic value. The density of stone or
artificial armor units, the density of water, geometric parameters or even empirical formulas’
parameters derived from calibration based on experimental studies belong in this category. In
the preliminary design of coastal structures, resistance parameters are replaced by their
characteristic or mean values in the design formula for every element. However, in
probabilistic design (see Figure 2.15), resistance parameters can follow probability
distributions. A straightforward way to model their variability is to consider them as normal

random variables.

3.3.4.4 Monte Carlo Method (MCM)

In MCM the frequency density of TL, and the joint pdfs of SL, 6, Tr, and Hs, are also used,
aiming at generating a random sample for each variable that should follow its pdf, but also at
maintaining the statistical correlation between correlated variables. Therefore, Eqs 3.25 and
3.26 still apply in this method. The generation of the artificial sample of 0, T, and Hs that
corresponds to a total sea level value at the structure’s location can be produced in the simple
way, by randomly generating an integer number of groups of T, H,,, and 6, between the

limits of each joint class, equal to the new frequency of each joint class.

It is worth mentioning that if the total number of the random sample of sea level data

components SL, TL and resistance parameters R produced by MCM are denoted by Ns, Ny, N,
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respectively, then the final result of P, by combining Eq. 2.36 and Eq. 3.25 is given

below:

L
Po=2> 1—(1—ZNI\‘I"/NS] INg |/N, (3.27)

where: N is the number of occurrence of the i-th element’s failure and N is the total

number of simulations/ extreme events.

3.3.4.5 Assessing failure probability of the system

A simple way to capture the union probability of the elements’ failure events is to check
whether all elements of the structure fail under the same loading and resistance conditions. An
illustrative example of this procedure concerning a series system of three elements of a rubble

mound breakwater is presented in Table 3.17 referring to the case of MCM.

Table 3.17 Estimation of a series system’s failure frequency via consideration of the frequency of
union of the elements’ failure events ([34]; [56]) for MCM

Sea state

Simulation Sea su_je Toe failure Rear 5|_de armor System failure
armor failure failure
number
1 1 0 1 1
2 0 0 0 0
3 0 1 1 1
N 1 0 0 1
Total Nf,s th Nfr Nf

In case of Direct Integration Method (DIM), Table 3.17 can be rewritten in the following
form (see Table 3.18):
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Table 3.18 Estimation of a series system’s failure probability via consideration of the probability
of union of the elements’ failure events for DIM

Load
parameters Sea side Toe failure  RE&r Side armor System failure
joint armor failure failure
probability
P1 P1 0 P1 P1
P, 0 0 0 0
Ps 0 Ps Ps Ps
P o 0 0 o
Total=1 pfs pf; pf; pf

Therefore, according to DIM, the failure probability of a series system P, which consists

eLls?

of three elements, is estimated as follows:

PieLs = .” iz (F) o (4 )lzl_ (1_ Igl(F,tl,§)<0ugz(F,t|,;)<0ugg(F,tl X)<0 f?,e,ly (;)d QJ&L }dF dtl (3.28)

where, the term (Q)d?( is equal to

J.gl(F,tI ,;)<0ugz(F,tl ,;)<Ougs(F,tl ,§)<O fzeyly

pf estimated in Table 3.18.

In similarity with DIM, in MCM, the failure probability of a series system P, which

els?

consists of three elements, is estimated as follows:

AL
Piets=2, Z{l—[l—Z%/NSJ ]/NlI IN, (3.29)

where N, is estimated according to Table 3.17.

3.3.5 Fully probabilistic reliability analysis using all sea conditions
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The fully probabilistic analysis, to be presented in this section, is applied to sequential wave
data within “weak” and “intense” storms by adopting a time step, enabling equally-discrete
representations of the temporal variation of sea-state conditions within storm events, denoted
from now on simply as sea states. The result of this approach is the failure probability of the
structure, estimated in the total sample of data, extracted directly from initial data in contrast
to the approach based on the extreme value analysis of section 3.3.3.

3.3.5.1 Sea state multivariate analysis

In this fully probabilistic analysis, the individual data used describing sea-state conditions, are
not required to be mutually independent. Besides, depending on the intended use of the
analysis, the time step applied on the initial sequence of sea states could be equal or higher
from that of the time interval between successive measurements, in which sea conditions are
considered stationary. It is noted that a short time interval between successive measurements,
e.g. of 1 hr, is preferable since such an interval enables avoidance of record loss of a fast
change or peak in sea conditions. Furthermore, the time step used for representation of sea-
state conditions for the design and operation of coastal structures, is desirable to range
between 1 hr and 3 hr depending on the type of the structure element to be assessed.
Specifically, regarding the reliability analysis of the main armor of coastal structures, the
minimum three hours interval is recommended to be used in order that the data correspond to
more than 1000 waves per loading event, as suggested by limit state function [57] associated
to the said design element. Obviously other limit state functions in the realm of coastal
engineering may require other time lengths for optimum data assimilation. It is underlined
that the issue of loading duration is directly linked with the notion of structural resilience, i.e.
the ability of a structure to withstand a storm containing several sea states, as defined above.
This ability is not warranted by the successful result over sea states contained in the storm,
when such result is based on a limit state assuming a small amount of damage as in the
armoring of mound breakwaters. The reason for this is that in reality small damages in such
structures cannot be repaired during storms, a fact commonly not accounted for in relevant

design formulae.

By adopting a proper time step denoting representations of sea-state conditions of equal
duration to be considering as loadings events upon the structure, e.g. of 3 hr, the maximum H;
within this duration associated with its concurrent covariate parameters, i.e. T,, and 6., should
be selected, in order to represent the corresponding loading of the structure. In this manner,

the actual history and shape of each storm event is taken into consideration. Therefore, in the
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fully probabilistic analysis examined, this vital information is not missed in contrast to the
event-based extreme value analysis mentioned in section 3.3.3. Besides, it is recommended
that first this fully probabilistic reliability analysis should be applied to the sample of sea
states of medium and extreme events and then the estimated conditional failure probability
should be multiplied by the probability of the threshold exceedance in order that the
unconditional one be derived. Thus, working on the basis of sea states of equal duration,
defined as above, enables the direct derivation of the percentage of time during which the

structure will be in a failure state, a useful metric in risk analysis.

In the analysis of sea conditions within storm events applied to the initial time series of wave
spectral parameters (wave data), the conditional model is used to fit bivariate distributions of
H, and Ty, to the available data set for each directional sector, written as below:

me,HS,Omi (Tm’ Hs’emi) = fem (emi ) fH5|9m (Hs | emi ) me|(HS,emi)(Tm | (Hs1emi )) (330)

where: f, (emi) is the probability density of the i-th directional sector with the central value

of ¢, and bin size of dg, , ie. eme(eml—d%,e +d§mj measured from North,

fr o, (H [6,,) is the conditional pdf of H_ given that 6, belongs to the i-th directional
sector, and f. ., o (T, [(H,,0,,)) is the conditional pdf of T, given that H has a certain
value and 6, belongs to the i-th directional sector.

The conditional bivariate pdf of T,, and Hs, given 8, belongs to the i-th directional sector,

st,Tmlem (T, H |6mi) was modeled according to Mathisen and Bitner-Gregersen [58]. The

pdf stlemi (H, |9mi) can well be represented by a Weibull pdf in many cases [16], while the

pdf melewmi (T, |(HS,9mi )) can be modeled by a lognormal probability distribution, and the

location and scale parameters of the conditional lognormal pdf can be written as functions of

H, |6, asbelow [58], adjusted here to consider also 0_:

u(H 16, )]=a +a,H*®
(H.16,)=2a +a, | gme(gm__%,g +d‘9mj (3.31)
a(HS|¢9mi)=b1+b2exp(b3Hs) '
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where, a,,a,,a,,b,,b,, and b, are constants determined from fitting of the curves described by

Eq. 3.31 to the data.

3.3.5.2 Data reduction technique for reliability analysis using all sea conditions

If the location of the structure is in shallower waters than that of wave measurements
collected for the design of the structure, which is a common case, an easy-to-use method is
recommended in order that the procedure, of transformation of the probabilistic information
of the long-term sea conditions from deep waters to the structure’s location, be adjusted to the
available computer capacities.

The proposed easy-for-application method [34] can be incorporated into the advanced fully
probabilistic methods DIM and MCM and generates an artificial sample of environmental
data, e.g. data of significant wave height Hs, mean wave period T.,, mean wave direction 0,
sea level SL, etc. at the structure’s location. These can be so selected to validly represent the
full dataset covering a certain time period. The method can be easily applied when wave data
in deep waters are available. In this case a wave propagation model has to be applied, e.g. a
fast and adequately accurate model via integration of short- and long-term wave statistics

[33], to transfer the probabilistic information to the structure’s location.

The steps of the methodology applied at correlated environmental parameters in deeper
waters than the structure’s location are listed below:

a) Application of a relatively high threshold (e.g. corresponding to 80 or 90% quantile of
H;) to H, data, which are available in deep waters, to filter the most significant sea
states that should be transferred to the structure’s location. In this way, not only the
most critical sea states are distinguished from the total sample, but also the amount of
data to be transferred to the structure location has been significantly reduced.

b) Grouping of the filtered (over threshold) data into joint classes of adequately small bin
size containing all correlated parameters and estimation of the frequency of each joint
class. The joint classes can be extracted from the scatter diagram of correlated
parameters.

c) Selection of the reduced sum of the filtered data of the new dataset to optimise
computational demands, and attain further data reduction. The size of the new dataset
can range at about 8-2% of the initial dataset but not less than 2% to avoid elimination

of rare and extreme events in the reduced sample.

164



CHAPTER 3 Methodology and results

d) Calculation of the new frequencies of the joint classes of the new dataset using
proportionate stratification to the size of the new dataset.

e) To obtain the new dataset, the reduced sample can be produced by randomly
generating an integer number of groups of parameters between the limits of each joint
class, matching the new frequency of each class, calculated previously.

f) Estimation of the sample’s parameters at the structure’s location by propagating the
new dataset (step (e)) from deep waters to the structure’s location.

g) Application of the conditional model of the above correlated parameters to the sample
of the previous step in order to estimate their joint pdf at the structure’s location.

h) Calculation of the new frequencies of each joint class, by rounding to the nearest
integer the product of the joint probability of each class (step (g)) by an adequately
large number N.

i) To obtain the artificial data set of parameters at the structure’s location, a sample of N
size can be provided by randomly generating an integer number of groups of
parameters within the range of each joint class, equal to the new frequency of each

joint class (step (h)).

Specifically, if the available data in deep waters covers a period of about 1 decade, only step
(a) should be applied and all filtered data should be transferred to the structure’s location.
Otherwise, the whole method could be applied. Also, the selection of the size of the reduced
sample depends on the size of the filtered data, which is related to the time period that the

initial data covers, and the time step between the sequential initial data.

It is noted that a part of the aforementioned data reduction technique has been already
presented in section 3.1.1. However, in the present section, the main interest is focused on
extreme sea conditions, which are critical for the reliability analysis of coastal structures, to a
greater degree than in section 3.1.1; the latter described the issue of data reduction in a more

general manner.

Returning again to the application example presented in 3.1.6.2, the new sample that could be
derived from application of steps (a) to (e) is depicted in the scatter diagram of Figure 3.24.
Referring to step (a), an initial threshold corresponding to 80 quantile of Hs has been applied
here and then the new dataset generated by this process is 3.8% of the initial dataset presented
in Figure 3.6. To check the quality of the new dataset compared with the initial sample of
data, the probability distributions selected to represent the two samples could be compared

(e.g. see this issue tackled in section 3.1.6.2).
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Figure 3.24 The new sample in deep waters derived from the data reduction technique
recommended for reliability analysis of coastal structures

3.3.5.3 Assessing an element’s failure probability using all sea conditions within storm
events by Direct Integration Method (DIM)

In the present reliability analysis, if we have Y years of wave measurements, the time-variant
variables, like the sequential spectral data of Hs, T, at a given time step, correspond to the
time period of Y years considering stationary conditions among years. Thus, in this analysis,
the unconditional and conditional failure probabilities of the element’s failure during Y years
can be estimated. The conditional one refers to the sample that exceeds a fixed threshold.
Further extrapolation cannot be permitted since the time-variant variables are not
independent, or else adequately time-distanced. The unconditional failure probability of the

element’s failure during Y years is then estimated as follows:
P = I a(r)fy (X)axar=J e (r)| [ £, (x)ax [ar (3.32)

where hereinafter fﬁ(F) is the joint pdf of the time-invariant resistance parameters F,

fs, (Q) is the joint pdf of time-variant random load variables X during the reference period
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Y, and Q(F,Q) is the failure domain, which is equal to the union of the definition domains of
all random variables involved under the condition that the limit state function is less than

zero,i.e. g (FQ) < 0. Therefore, it is evident that:
o(r.x)= {g (r.x)< o} (3.33)

The incorporation of tide in Eq. 3.32 is accomplished as follows:

Py = () () [ £, (X)dxdr au (3.34)

Q(F,;,tl)

3.3.5.4 Monte Carlo Method (MCM)

In MCM, the frequency density of TL, and the joint pdfs of SL, 0, T, and Hs are used,
aiming at generating a random sample for each variable that should follow its pdf, but also at
maintaining the statistical correlation between correlated variables. Eq. 2.36 could be used to
produce a MCM sample, firstly by generating 6., values that follow their pdf. Then, for every
O value depending on its class, i.e. its directional sector, a conditional inverse cumulative
distribution function (icdf) of H;|6,,; can be used to produce Hs values whose sum is an integer
linearly related to the frequency of 0y, class. Therefore, for every 0, value, there is an H; value
that subsequently determines the conditional icdf’s parameters of Tgy|Hs|0mi, Which are
functions of Hs. Thus, by using again Eq. 2.37, N groups of 6, Hs, Tr, are produced, where N

is a large enough integer to attain convergence of the solution of MCM.

It is worth mentioning that if the total number of the random sample of sea level data

components SL, TL and resistance parameters R produced by MCM are denoted by Ns, Ny, N,

respectively, then the final result of P; by combining Eq. 2.37 and Eq. 3.34 is given below:

N | Ng UN

s

P, = {Z[Z Nl\ffi /NSJ/ Nt,}/ N, (3.35)
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where: N is the number of occurrence of the i-th element’s failure and N is the total

number of simulations/ sea state events.

3.3.5.5 Assessing failure probability of the system

According to DIM, the failure probability of a series system P, , ., which consists of three

elements, is estimated as follows:
Prove = [T () ()] o7 :1) <0557 2o o oy (A XAT (3.36)

where, the term (§)d§ is equal to

-[gl(F,tl ,§)<Ougz(F,tl ,;)<Oug3<F,tl ,;)<0 sz

pf estimated in Table 3.18.

In similarity with DIM, in MCM, the failure probability of a series system P, , which

consists of three elements, is estimated as follows:

Py =Z{Z(Z%/ NSJ/ Nl,:ll N, (3.37)

Nr NII Ns

where, N, is estimated according to Table 3.17.

3.3.6 Comparative evaluation of the two fully probabilistic approaches

In this section, the pros and cons of the two probabilistic approaches for the reliability
assessment of coastal structures are presented and discussed. The main differences between
the two reliability methods with respect to five significant criteria relevant to coastal
structures are presented in Table 3.19.
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Table 3.19 The pros and cons of the event-based and all sea conditions-based reliability methods

Criterion

Extreme event-based
method

All sea conditions-method

1. Can accept as input a short
period of measurements or

observations Y

XX

2. Independent values -
Ability to extrapolate from
lytoL

3. Use of the information of
all critical sea conditions in

the reliability assessment

4. Assessment of the
percentage of a reference
period that the structure will
be in a given state, easily
incorporated into a risk

analysis

5. Incorporation of time, a
significant parameter in the
design and operation of

coastal structures.

6. Arrive at probability
values independent of any
limitations associated to

sampling methodology.

Referring to the first criterion, it is noted that both methods need a large period of

measurements, ideally higher than the lifetime of the structure. Specifically, the extreme

event-based method can estimate in a reliable manner return values whose return periods do

not exceed 2 - 2.5 times the years of measurements Y. Besides, this method wastes a large

amount of the available data that could be critical for the design or operation of a coastal

structure. Therefore, in POT method and to a greater degree in Block Maxima Method a large

amount of extreme data, and therefore a large period of data, is needed so as to be represented
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by an appropriate extremal probability distribution. The second method that uses all sea
conditions needs to a greater degree a large period of data/measurements, due to its inability

for extrapolation —see 2™ criterion.

In the second criterion, it is evident that in the second method the estimated failure probability
corresponds to the period of measurements Y and no extrapolation can be made from one
reference period to another. This is because the sequential data used in this method are not
independent in general. Contrariwise, in the first method, the peaks of storm events per year
or maximum values per year could be considered as independent, enabling thus a time
extrapolation of the failure probability, estimated in the sample of extreme events, from the

average one year to the lifetime of the structure.

As for the third criterion, since the event-based method wastes a large amount of data, some
of which are sea conditions within storm events that probably could be higher than peaks of
other storms, a part of critical information is lost. This is because storm events are represented
by storm peaks and therefore the storm’s profile and history is not taken into consideration.
Besides, each storm peak cannot be associated with the total storm duration, and thus the
information on storm duration might be also not used properly. On the contrary, the method
that uses all sea conditions, e.g. sequential wave spectral data at a given time step, can
consider all critical loadings upon a coastal structure with the same duration, equal to the
adopted time step.

In the fourth criterion the property mentioned above enables the assessment of the percentage
of a reference period, e.g. the lifetime that the structure will be in a failure state (ULS) by the
second method, which can be easily incorporated into a risk analysis. However, the first
method can estimate the failure probability of a coastal structure in the sample of storm peaks
that cannot easily be transformed to the percentage of the lifetime that the structure will be
exposed to risk. The same reasoning is applied even more in SLS conditions when risk-
informed approaches are used for design, e.g. in wave overtopping, coastal flooding, etc.
There, one should be able to assess the behaviour or serviceability of a coastal structure in

terms of running time under a predefined range of limit states.

The 5™ criterion relates to the fact that time plays a considerable role in the design of coastal
structures, especially of rubble mounds. Methods are currently available that require the
number of design waves impinging on the structure in one row. Advancements of this notion
lead to the concept of structural resilience, where a slightly damaged structure is examined

through a storm period and more. This concept is being applied in physical model studies so
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far, but it is a matter that credible numerical models will be able to tackle design under such

conditions.

The 6™ criterion is added to reveal the qualitative difference between the two methods
compared. Indeed, results from the extremes method should be accompanied by a statement
on the sampling method, denoting in this way what exactly the result means, e.g. “20%
probability that a given extreme value will be surpassed during the lifetime of the structure by
values in a sample of extremes obtained through the following method: ...”, whereas results
from the all sea conditions method could be simply expressed as “1% probability that a given

value will be surpassed during the lifetime of the structure”.

It is noted that a combination of the two methods could be applied as a third method so as to
gather the pros of both methods. This third method can be used in case of sufficiently
independent values above a satisfactorily high threshold. The timeseries independence is
possible to apply for a very high threshold but should be checked a priori to ensure validity of
the method. Since this is a POT method (independent values), even if this is not an event-
based one, could extrapolate its conditional failure probability given the threshold exceedance
from one reference period to another. Besides, the corresponding failure probability referred
to the total sample could be also estimated, but only under the condition that the whole
sample below the threshold belongs to the safe domain and thus has no contribution to the
outcome of failure probability. However, the latter becomes more difficult in case of a very
high threshold. An illustrative example is the case when lower significant wave heights than a
very high threshold can become critical, e.g. for overtopping of the structure or armor layer’s

erosion, when combined whit specific wave periods.

In short, it could be stated that if the period of measurements Y is much lower than the
lifetime of the structure L, the extreme event-based method could be used for the design of a
coastal structure (e.g. ULS), considering however its cons, and the second method for the
operation of the structure (e.g. SLS). However, if Y is close to or higher than L, then the

second method is preferable than the first one.

3.3.7 Incorporation of the reliability analysis into a design process

The steps of the methodology adopted in this study are described below and can formulate a
reliability analysis of a coastal structure under wave action, e.g. a rubble mound breakwater
considered as a system, with a known fault tree. This reliability analysis is indicatively

incorporated in a design process example below:

171



CHAPTER 3 Methodology and results

Step (a) Define design requirements for Limit State adopted (e.g. Serviceability Limit State
(SLS), Ultimate Limit State denoted by ULS), such as Design lifetime, and allowable failure
probability during the lifetime

Step (b) Split the fault tree into parallel and series subsystems that consist of individual modes
of failure

Step (c) For every subsystem, choose a robust design formula for every element of the
subsystem to examine the element’s reliability and formulate the limit state function g of each

element, e.g. the sea-side armor stability.

Step (d) For every element of a subsystem, apply a preliminary design, e.g. deterministic
design, which will provide an initial result (i.e. some structure’s characteristics, like mass of

armor units), for the fully probabilistic design.

Step (e) For every element of a subsystem, apply a fully probabilistic method to estimate the
failure probability of the element.

Step (f) Evaluate the subsystem’s reliability by estimating the subsystem’s probability of
failure. The latter can be calculated via consideration of the probability of union or of
intersection of the elements’ failure events referring to the case of series or parallel

subsystem, respectively.

Step (g) The total system’s probability of failure can then be estimated by considering the
failure probability of all subsystems and their linking to the total system.

Step (h) Optimize the structure’s characteristics according to the design requirements and

economic costs.

A flowchart of the aforementioned methodology has already been presented in Figure 2.15 of
section 2.3.2.

3.3.8 Individual failure modes

The type of structure studied in the present thesis is a conventional rubble mound with rock
armored slopes and with no crest element. However, the methodology can well be expanded

to cater for other types of coastal structures too.
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Three modes of failure are selected to be described here by the stability formulas of their
corresponding elements. These modes are the seaside armor instability, the rear-side armor
instability due to overtopping, and the toe instability. In the following subsections a well-
known, suitable stability formula that corresponds to each failure mode will be described and
rewritten to reliability formula for a rock armored rubble mound breakwater. For brevity, only
the formulas applied in section 3.4, and not all existing formulas, will be presented here.

3.3.8.1 Seaside armor stability

The seaside armor element is the core element of a rubble mound breakwater since this is
severely exposed to wave action. Therefore, a reliable design formula must be selected to
ensure the element’s stability. Besides, the water depth at the structure’s location should be a

criterion for the selection of the type of the formula applied.

To examine the deep water conditions, the formula by Van der Meer [57] is used. The rock
armor stability formulas by Van der Meer [57] were based on earlier work by Thompson and
Shuttler [215] and on a series of physical model tests performed in relatively deep-water wave
conditions at the structure’s toe. Besides, the formulas were dependent on the wave breaking
type upon the structure slope, thus a distinction was made between “plunging” and “surging”
waves, based on the value of the surf-similarity parameter. In the following stability formulas

the wave heights were assumed to be Rayleigh distributed:

For plunging waves (&, <&, ):

i_[i p-ois zos H—j (3.38)

For surging waves (&, 2¢&..):

s H, Y
o 013 g—P 05 s 3.39
N (P s fena Aomj 439
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where: H. is the incident significant wave height at the toe of the structure, A=(p,/p,)-1is
the relative buoyant density, p, is the rock density, p, is the water density, &, is the surf-
similarity parameter using the mean wave period T, from time domain analysis, a is the
angle of the structure slope, D, is the nominal diameter of the rock armor unit, P is a
permeability parameter of the structure, N is the number of incoming waves, and S is the

A

damage level as defined by Broderick [216]: S=—, in which A, is the erosion area in the
D

n50

cross-section profile of the structure around the still-water level (SWL). The transition from

"plunging” to "surging" waves occurs at the critical value of the surf-similarity parameter:

E = (6.2P°'31x/tan a)ﬁ (3.40)

The above formulas can be rewritten in the following form of limit state functions:

For plunging waves (&, <&, ):

g — 6.280.2 PO.lBN 70.15[;0.5 _ Hs (3.41)

AD

ns0

For surging waves (&, > &)

HS
AD

g =1.0S"?P®N " (cota)™” & — (3.42)

n50

Therefore, if g <0, the element’s state belongs to the failure domain.

As far as the damage level S is concerned, the Rock Manual [55] provides some guidance for
3 stages of damage depending on the seaside slope of the structure (see Table 3.20).
Furthermore, as for the number of the incoming waves N , equations are accurate for
1000 < N <7500. After this value, equilibrium damage is more or less reached [1]. Moreover,

equations are valid for a certain range for each parameter involved. The latter will not be
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displayed here due to lack of space. However, these constraints are considered in the

application examples presented in section 3.4.

Table 3.20 Guidelines for selection of damage parameter for armor stone in a double layer [55]

Stage of damage
Slope (cot(a)) _ . -
Initial damage Intermediate damage Failure
15 2 3-5 8
2 2 4-6 8
3 2 6-9 12
4 3 8-12 17

By modifying the above Van der Meer formulas, Van Gent et al. [217] extended their
applicability to include also shallow water conditions. Smith et al. [218] proposed to waive
the assumption on the Rayleigh distributed wave heights. Hence, in their modified form of

Van der Meer’s formulas, valid for both deep- and shallow-water wave conditions, include

the ratio % where H,, is the wave height exceeded by 2% of the waves in the sea state.

S

Moreover, in this approach, Van Gent et al. [217] proved that another wave period, which
considers the shape of the wave energy spectra, gives more reliable results for the stability

formulas, than the mean wave period T, from time-domain analysis does. This optimal
period is the spectral wave period T, ,, which is obtained from the measured wave energy

spectrum as follows:

m
Tos0= m_;l (343)
where:
mn:_[f”S(f)df,forn:—lorO, (3.44)
0
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in which, f is the frequency and S(f) the density of the wave energy spectrum. For a
standard Jonswap spectrum T, , can be approximately estimated based on the spectral peak

wave period via the following relation:

T,=11T, (3.45)

Besides, the coefficients of Van der Meer [57] formulas were recalibrated and the confidence

bounds were adapted. The modified formulas are as follows:

For plunging waves, (&, 1 <&):
5
S 1 H H
_~ P—O.lS 0.5 s ﬂ 3.46
'\m [Cplunging §SY71 ADn50 ( Hs jJ ( )

For surging waves, (&, 2¢):

5
S [ 1 pusgr gngos M (HZ%j (3.47)
\/W Csurging AD“50

The transition from "plunging" to "surging” waves is denoted by a critical value of &

according to:

1

c. P+05
gc _ plunging PO.Slm (348)

surging

where &, , is the surf similarity parameter usingthe T, ¢ =8.4, and c,,, =1.3.

plunging surging
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The above formulas can be rewritten in the following form of limit state functions:

For plunging waves, (& _; <&):

H H
0.20.18p\| 0.1 £-0.5 % s
g= CplungingS PN és,—l ( HZ/ j_ ADnso

S

For surging waves, (&1 2&,):

H
AD

S

H

S

9 = Carging g02p-013p 01 (COt a)o.s (::4 ( H,,, j B

n50

(3.49)

(3.50)

According to the Rock Manual [55] it is recommended that the original Van der Meer

formulas should be used for deep water, and the Van Gent et al [217] version in shallow

water, while caution should be taken in the transition zone between both formula-sets (see

Figure 3.25). However many structures have to be designed in the transition zone, or else in

intermediate waters, and it is not clear which is the contribution of the shallowness and slope

of the foreshore to the stability of the structure [219].

Water depth characterisation

ltem Very shallow water Shallow water Deep water
Parameter:

Relative water depth at the toe: h/Hg oo ~1.5 - =2 <3 >3
Wave height ratio, Ry = Hg pe/Heo <70% 70% < Ry < 90% > 90%

Stability formulae:
Van der Meer - deep water,
Equation nos 5.136 and 5.137

<

Van der Meer - shallow water
Equation nos 5.139 and 5.140

>

Figure 3.25 Recommendation on the use of the formulas by Van der Meer [57] and Van Gent et
al [217] version [55]
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As noticed in Figure 3.24, there are a number of parameters that affect results of armor stone
size related to definition of shallow water. According to Guler et al. [220], these parameters
could be regarded as “design constraints™ also including the parameter (h/Hs ) recommended
by The Rock Manual [55]. Definitions of design constraints are given as follows:

Constraint 1: Depth at the toe of the structure over significant wave height at the toe of the

structure should be less than 3, i.e. h/Hg e < 3.

Constraint 2: Wave height exceeded by 2% of the waves at the toe over significant wave
height at the toe of the structure should be less than 1.4, i.e. Hay/Hs 10e < 1.4.

Constraint 3: Significant wave height at the toe of the structure over deep water significant
wave height should be less than 0.9, i.e. Ry= Hse/Hso < 0.9.

According to The Rock Manual [55], Van Gent et al. [217] formula is recommended to be
used when Constraint 1 is smaller than 3. However, in many cases these three constraints are
not satisfied simultaneously, making thus not clear which formula is more appropriate

between the two formula-sets.

Guler et al. [220] declared that since Van der Meer [57] approach is tested in practice widely
in deep and intermediate or moderate shallow water, it seems more appropriate to use this
formulation in this range. Thus, Guler et al. derived the following design flowchart based on
this discussion (see Figure 3.26), according to which, when all the design constraints are
satisfied, Van Gent et al. [217] approach is recommended; otherwise, Van der Meer [57]

approach is recommended.

Constraint 1
VAN GENT ET
WH; e <3 < 63/' AL (2003)
. /
Constraint 2 ALL
— » | CONSTRAINTS

Hy/Ho <14 SATISFIED ?

. . \No
Constraint 3 ~u | VAN DER MEER

1988

Hy 0e/Hyo < 0.9 (189

Figure 3.26 Design flowchart providing recommendation on the use of the two formulas-sets
[220]
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The validity of the design flowchart presented in Figure 3.26 has been approved by Guler et
al. [220] within a number of physical model experiments, and therefore has been adopted in
this thesis.

3.3.8.2 Rear-side armor stability

For rubble mound structures, the rear-side armor instability and damage is related to wave
runup and overtopping that causes erosion at the rear side. The rear-side stability formula
used in the present thesis is the one by Van Gent and Pozueta [60] which refers to rubble

mound breakwaters without crest elements.

Van Gent and Pozueta [60] adopted a three step approach to predict erosion at the rear side
(see Figure 3.27). The three steps are described below:

Step 1: Estimation of fictitious wave run-up level based on wave conditions at the structure’s
toe.

Step 2: Estimate wave overtopping parameters from wave runup.

Step 3: Estimate the amount of erosion at the rear side from wave overtopping parameters.

fictitious wave run-up

wave overtopping position

\ e B\

Figure 3.27 The three-step approach for prediction of erosion at the rear side [60]

To estimate wave run-up levels the formula by Van Gent ([221], [222]) is used for situations
where the seaward slope is extended such as the breakwater is not overtopped, as given

below:
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Zigy 1 (YH,) = oS 4 for & ,<p

3.51
Zyg, | (7Hs) =G —G, /fs,—l for gs,*l 2p ( )

where H, is the significant wave height (i.e. H,;,) at the toe of the structure, and y =y, y, is
the reduction factor that considers the effects of angular wave attack () and roughness (,

). The parameters c,, p are determined as ¢, =0.25¢’/c, and p=0.5c,/c, and the surf

similarity parameter is defined as §S'_1=t2aL:. Table 3.21 provides the values for
T

S

9T 1

coefficients ¢, and c, for 3 exceedances levels (1%, 2%, and 10%).

Table 3.21 Coefficients for wave run-up predictions [221], [222]

Parameter Co C1
Z1% 1.45 5.1
Zoy 1.35 4.7
Z10% 1.10 4.0

In the situation where the fictitious wave run-up is higher than the crest level, the following
formula by Van Gent [223] can be used to estimate wave overtopping characterized by the

maximum velocity exceeded by 1% of the incident waves u,,

0.5
s g7y, ) 2R 1012 (352)
gH, 7iH, H,

where: B, is the crest width, y,  is a factor for the friction at the crest and y, is a parameter

for the friction at the seaward slope.
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The formula by Van Gent and Pozueta [60], aiming at predicting erosion at the rear side of
the structure, follows these two equations for run-up and overtopping and is written here in

the form of a reliability function:

S -1/6 u T R 1/6
g= o.oos[J_WJ (%j(cot B ) (l+lOexp(—%D -D,, (3.53)

where a__ is the angle of rear side slope, R is the crest free board relative to still water

rear C,rear

level (SWL) at rear side, while the rest parameters are defined, as previously, in section
3.3.8.1.

3.3.8.3 Toe stability

The stability of a toe berm formed by 2 layers of stone can be calculated by the formula by
Van der Meer et al. [59] written in the form of a limit state function as follows:

g =Dy - H,_ (3.54)

where h, is the water depth above the toe, h is the water depth just in front of the toe.

Based on Gerding [224] and the Rock Manual [55] damage to rock toe structures with a width
of three stone diameters or more can be classified as follows:

NOD= 0.5: start of damage

NOD= 2: intermediate damage and

NOD= 4: severe damage/failure.

For wider toe structures higher NOD values can be used [225].
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3.3.9 Considering the effect of oblique wave attack in the reliability analysis

Stability formulae for rubble mound breakwaters are usually being applied assuming
perpendicular wave attack. However, neglecting of the effect of oblique waves on the
structure’s stability leads to a conservative assumption. According to Galland [12], the
consideration of this effect can be accomplished by using the notion of the equivalent normal

wave height which is defined as follows:

H,. = H, cos #* (3.55)

where X is equal to 0.25, 0.60, and 1/3 for quarry stone corresponding to seaside armor, toe,
and rear-side armor stability, respectively, and g is the angle between the mean wave

direction and the perpendicular axis of the structure.
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3.4 Examples of reliability analysis of a rubble mound breakwater

In this section, two examples of reliability analysis of a rubble mound breakwater will be
examined and described. The presentation of these two examples has the following main and

significant objectives, which are listed below:

e The estimation of the long-term wave climate at a coastal structure’s location in
intermediate waters using wave observations or measurements in deeper waters

e The application of a preliminary event-based extreme value analysis and an analysis
on sea-state conditions within storm events in order that both of these two approaches
could be incorporated in the reliability assessment and design of a coastal structure

e The investigation of the effect, of considering more and different types of parameters

as random variables, on the assessed failure probability of the structure.

3.4.1 Define design requirements and structural characteristics

The coastal structure of interest is a rubble mound breakwater, whose characteristics,
presented in Table 3.22, are the same in both examples. Besides, a typical cross section of the
structure is depicted in Figure 3.28. The lifetime of the structure is considered equal to 10
years, a little higher than the period of measurements, in order that both reliability approaches
be appropriate for the design of the structure. Furthermore, the marginal return periods for
Hs, examined concerning the extreme value analysis are 10 years and 100 years in both
examples. The two examples refer to two different points in the Mediterranean Sea; the first
point is located off Malaga (Spain), and the second one in the central Aegean off Mykonos
(Greece). The wave data used in the first example were derived from a buoy located at the
intermediate water depth of 15 m and covered 8 years of measurements, while in the second
example from a buoy located at the depth of 140 m, i.e. in deep waters, and covered 12 years
of measurements. Therefore, the lifetime of the structure is considered equal to 15 years, a
little higher than the period of measurements, in order that both reliability approaches be
appropriate for the design of the structure. Moreover, long-term wave statistics are estimated
concerning these two locations, and then the long-term wave statistics are estimated at the
structure’s location Vvia a wave propagation model, i.e. from the depth of 15 m to 6 m and

from 140 m to the depth of 6 m, in the first and the second example, respectively.

The permeability parameter used in limit state functions was 0.40 according to VVan der Meer
[57], while the damage parameters S and Nop correspond to initial damage for both seaside

and rear-side armor, and toe stability, respectively [1].
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Table 3.22 Structural characteristics of a specific rubble mound breakwater

Parameter Value
Seaward slope 1:2
Freeboard at the seaward side (m) 2.0
Water depth above the structure’s toe / water depth 08
just in front of the toe

Crest width (m) 4.0
Rear side slope 1:2
Freeboard at the rear side (m) 2.0
Permeability parameter P 0.4
Damage level S 2
Damage level Nop 0.5

Figure 3.28 A typical cross section of the rubble mound breakwater [35]

In this step, the design requirements should be defined, as well as the fault tree that should
include all the fundamental individual failure modes. Since a rubble mound breakwater with
armor slopes commonly does not fail immediately after a storm, but the damage progresses
gradually during its lifetime, the design Limit State here is selected to be the Serviceability
Limit State considering limited damage (SLS-Id). Thus, the design rubble mound breakwater

in the present thesis will be checked for initial damage to its elements and to the total system.

As far as the fault tree is concerned, a series fault tree is used, as is usually the case for coastal
structures [1], that consists of three individual main failure modes, i.e. the sea side armor
failure, the toe instability, and the rear side armor failure due to overtopping. The formulas
used for the aforementioned structural elements have been developed by [57], [59], and [60],

respectively. Regarding the sea side rock armor stability, after conducting a comparative
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analysis on three stability formulas, i.e. [57]; [226]; [226], the former was selected based on

the design constraints recommended in the Rock Manual [55].

Besides, it is worth mentioning that the effect of oblique wave attack on these three elements’
stability has been also taken into consideration via the use of the equivalent normal H;
proposed by Galland [12].

3.4.2 Case study off Malaga (Spain)

3.4.2.1 Case study description

The methodology presented in this study is applied to measured long-term historical wave
data of H,, T, and 6, that cover the time period from 2010 to 2017 obtained from an
oceanographic buoy. The latter is located in intermediate water depth of about 15m (i.e.
36.69° N, 4.42° W) near the port of Malaga (Spain) in the Mediterranean Sea. The recording
interval is basically 1 h, while they are some missing values which have been excluded from
the analysis. Furthermore, long-term sea level measurements have also been used covering
the period from 1992 till 2019 obtained from a tide gauge located in the port of Malaga
(specifically: 36.71° N, 4.42° W). The recording interval is 1 h too and the sea level data is
divided by the gauge in two components, i.e. the astronomical (tide) TL and the
meteorological component SL (e.g. storm surge). The locations of these two stations (buoy
and tide gauge) are depicted in Figure 3.29.

Regarding the statistical correlation between wave parameters obtained from the buoy, the
Pearson correlation coefficient between T, and H, is estimated at 0.68, given as an initial
presentation of their correlation, while directional effects on the joint pdf of T;,, and H were

also noticed. The scatter diagram of T,,, and H; measurements is depicted in Fig. 3.30.

185



CHAPTER 3

Methodology and results

Hs (m)

Figure 3.29 Locations of the buoy (red point) and tide gauge (yellow point) near the port of
Malaga (Spain)
http://www.puertos.es/en-us/oceanografia/Pages/portus.aspx
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Figure 3.30 Scatter diagram of T, and Hy measurements obtained from the buoy [35]

The Pearson correlation coefficient between TL and SL in the case of Malaga is estimated at

0.001; thus they can be considered uncorrelated. Furthermore, the Pearson correlation

coefficient between TL and H; and between SL and H, are about 0.01 and 0.1, respectively.

Despite that SL and H, seem to be more correlated compared against the other two variables
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with Hg, this correlation is not considered significant and thus will not be considered in this
study. The frequency density polygons of TL and SL as measured by the tide gauge are
presented in Figure 3.31. As seen in Figure 3.31, the case of Malaga refers to a micro-tidal
and -storm surge sea, thus wave parameters are more critical than the sea level variations, for

the design of a coastal structure off Malaga.

0.2 T T T
—storm surge
—tide

0.15

0.1

frequency density

0.05 -

0 | | 1 I | !
06 0.4 0.2 0 0.2 0.4 0.6 0.8
sea |level variation from SWL (m)

Figure 3.31 Frequency density polygons of TL and SL as measured by the tide gauge [35]

3.4.2.2 ldentification of storm events at the buoy location (Malaga)

An initial threshold u; was selected for H, distinguishing weak and intense storms from the
dataset. Besides, a minimum calm period of 6 hr [51] between two consecutive storms was
selected to ensure that the two events are independent resulting in reducing storm events from
101 dependent to 82 independent events in this dataset. Then, the dataset of the maximum
significant wave heights Hs, throughout the storms is derived from this procedure. In this
study, the initial threshold u; is selected equal to 1.65 m, which corresponds to the 98.5-
quantile of Hs data. The histograms and the scatter diagram of duration and H, of
independent events exceeding this initial threshold 1.65 m are shown in Figure 3.32.
Furthermore, the histograms and the scatter diagram of mean wave period of storms and Hs
and that of storm mean wave direction and H,, are presented in Figures 3.33 and 3.34,
respectively. As shown from Figure 3.34, all storms mean wave direction fall within the
interval of 100 to 125 ° from North. The most severe storm has a mean wave direction of 113

° from North.
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Figure 3.32Histograms and scatter diagram of H, and storm duration at the buoy location

(Malaga)
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Figure 3.33 Histograms and scatter diagram of H, and storm T, at the buoy location (Malaga)
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Figure 3.34 Histograms and scatter diagram of Hs, and storm 0, at the buoy location (Malaga)

3.4.2.3 Transferring storm events from the buoy to the structure’s location (Malaga)
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The sea bottom is considered uniform with a mean slope of 5% in deep and intermediate
waters. Thus, sea level and wave data need to be transferred to the structure’s water depth. In
contrast to deep waters, where wave parameters are not affected by water depth and sea level
variations, in intermediate water depths the latter two do affect wave parameters. In Figure
3.35, a comparison is made between the scatter diagrams of storm duration and H;, at the
buoy (depth of 15 m) and structure (depth of 6 m) location, and in Figure 3.36 the histograms
and the scatter diagrams of storm mean wave direction and Hs, are presented. As shown in
Figure 3.36, the most severe storm has a mean wave direction of 113 ° from North, which is

normal to the shoreline, as in the buoy location.
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Figure 3.35 Scatter diagram of storm duration and H;, at the buoy (depth of 15 m) and structure
(depth of 6 m) location (Malaga)
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Figure 3.36 Histograms and scatter diagram of H,, and storm 0, at the structure location
(Malaga)

The next step is the selection of another threshold u, higher than u;. Judging from the two

methods (i.e. [61], [62]) results for the selection of the most appropriate GP parameters and
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threshold value, the value of 2.409 m is selected for threshold u,. The parameter A, that

corresponds to this value of u, is 3.125, i.e. approximately 3 extreme events per year.

The return periods and values for Hs, associated with the most probable values of their
covariate parameters at the structure’s location selected for the preliminary design are
presented in Table 3.23. The duration of Hs, is considered here equal to 3 hr in order that
more than 1000 waves correspond per loading event. The use of this duration will be
explained further in section 3.4.2.5.

Table 3.23 Return periods and values for Hs, associated with the most probable values of the
covariate parameters at the structure’s location (depth of 6 m) selected for the preliminary

design
Return Period T, | Return value - Tm duration Om
for Hs, (years) Hsp (M) (s) (hr) (deg)
10 4.03 6.25 3 113
100 4,54 6.58 3 113

It is noted that in this thesis, only a univariate event-based extreme value analysis has been
conducted, and the most probable values of the covariate variables have been selected
approximately from the scatter diagrams. Therefore, a multivariate event extreme value
analysis (e.g. [63]) is recommended for a more accurate estimation of those parameters. This
is not dealt with in the present thesis, since the statistical analysis of sea state conditions

within storm events is used for the probabilistic design of coastal structures.

3.4.2.4 Preliminary design based on the design storm events (Malaga)

Since the input data for the preliminary design have been estimated, the median mass of the
rock units of the structure’s elements (i.e. seaside armor, rear side armor and toe) will be
computed at this step. Median mass Ms is defined [55] as the mass of the theoretical block
for which half of the mass of the sample is lighter. Some other deterministic parameters that

have not been specified yet are the rock density p,, and the water density p,, which are

considered equal to 2.650 t/m* and 1.025 t/m? respectively.

As for the structure’s orientation, judging from Figure 3.35, the structure’s perpendicular axis
has been selected to have a direction of 113 ° from North so as to protect the shoreline from

the most severe storms.
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The results of the preliminary design after using the design formulas, i.e. by Van der Meer
[57]; Van der Meer [59]; Van Gent and Pozueta [60], for seaside armor, toe, and rear side
armor, for initial damage are shown in the following Table 3.24. The equivalent failure
probabilities per annum (estimated in the sample of Hsp) and during structure’s Lifetime
(estimated by Eq. 2.7), associated to the return periods of H, at the depth of 6 m, are
displayed in Table 3.25.

Table 3.24 Median mass of the elements’ units estimated by the preliminary design (Malaga)

T, for Hs, (years) Seaside armor units  Rear-side armor units Toe units
(kg) (kg) (kg)
10 5018 1241 379
100 6980 1915 542

Table 3.25 Equivalent failure probabilities per annum and over structure’s Lifetime (15 years),
associated to return period of H;, at the depth of 6 m (Malaga)

T, for Hs, (years) Pex,Hsp,e,ly PioL
10 3.20%10% 7.82%10"
100 3.20%10° 1.40*10"

However, in the above analysis, the variability of resistance parameters and of sea level
variation, and the statistical correlation of the individual failure modes have not been taken

into account, in contrast to fully probabilistic design methodologies that will follow next.

3.4.2,5 Statistical analysis of sea states at the buoy location (Malaga)

In this section, the statistical analysis of the sea state conditions within storm events was
carried out to be considered as wave loadings upon the structure. First, the same threshold as
in the event-based extreme value analysis was applied to Hs data at the buoy’s location to
filter the most significant sea states that will be transferred to the structure’s location. It is
noteworthy that the relative frequency of the threshold exceedance (Hs>1.65 m in this case)

was equal to 1.5%.
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It is noted that a lower threshold than the 98.5 quantile of Hs could be also applied
considering a larger part of sea conditions’ contribution to the final outcome of failure
probability of the structure. However, the same threshold is applied here to both the exreme
event-based method and all sea conditions-based method to attain compatibility between the
two methods in order that a comparative analysis be made.

Furthermore, as noticed in Figure 3.37, the threshold applied to H; data at the buoy location to
filter the most significant sea states that will be transferred to the structure location, was in
accordance with step (a) of data reduction technique described in section 3.3.5.2. Besides,
since the wave data collected in deeper waters than the structure’s location covers a period of
about one decade, only this step will be applied to attain data reduction. In this way, not only
the most critical sea states are distinguished from the total sample, but also the amount of data

to be transferred to the structure location has been significantly reduced.

In Figure 3.37, the histograms and scatter diagram of H; and mean wave direction of sea
states at the buoy location are depicted. Furthermore, by comparing Figures 3.34 and 3.37, the
directions of the most extreme storms and severe sea states both range between 100 and 125 °

from North at the buoy location.

_~threshold selected
e

0 45 90 135 180 225 270 315 360
mean wave direction

il

Figure 3.37 Histograms and scatter diagram of Hg and 0, of sea states at the buoy location
(Malaga) [35]

In this application, the three hour time step has been used concerning the representation of sea
state conditions in the reliability analysis of the rubble mound breakwater, in order that the
data correspond to more than 1000 waves per loading event. The maximum Hs in a sequence

of three hourly measurements of Hs within a storm is selected to represent the sea state.
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3.4.2.6 Transferring the reduced sample of sea states from the buoy to the structure

location (Malaga)

By applying the same wave propagation model [33] as with storm events, the subset of sea
states of a 3 hr time step is transferred to the structure location (at the depth of 6m) and long-
term wave statistics are extracted concerning this location. The histograms and scatter
diagram of Hs and mean wave direction of the propagated subset of sea states at the depth of 6
m are depicted in Figure 3.38.

130 140
mean wave direction (° from North)

D e

Figure 3.38 Histograms and scatter diagram of Hg and 0., of the subset sea states at the structure
location (Malaga)

Judging from Figure 3.38, the mean wave direction of subset of sea states selected for the
design is concentrated in a narrow range of directions, and actually the same with that of
storms, as it was expected. Therefore, in this case, a simplification could be made by
considering that all sea states of this subset have a mean wave direction that is perpendicular
to the structure, i.e. wave attack is considered normal for all them. It is noted that this
simplification should be avoided in cases of wide range of mean wave direction of sea states

and storms.

By applying, thus, the conditional model for only two variables, i.e. H; and T, the
conditional joint pdf of H; and T, given that sea states belong to the subset selected
previously are presented in Figure 3.39 concerning the buoy and the structure location. As
seen in Figure 3.39, the conditional joint pdf of H, and T, at the structure location differs
from that at the buoy location and is more depth-limited, despite that both locations belong in

intermediate water depths.
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Figure 3.39 Conditional joint pdf of Hg and T, given that sea states belong to the subset selected,
concerning the buoy (1) and the structure location (2) (iso-probability density contours step equal

3.4.2.7 Sea level parameters at the structure location (Malaga)

to 0.05 1/s/m) (Malaga)

As for the sea level data, they have been transferred to the buoy’s location by considering sea

level variations due to tide and storm surge as long waves, undergone only to shoaling effects.

The frequency density polygons of sea level variation from still water level (SWL due to

storm surge and tide estimated at the structure location are displayed in Figure 3.40.
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Figure 3.40 Frequency density polygons of sea level variation from SWL due to storm surge and

tide estimated at the structure location

As seen from Figure 3.40, storm surge total sample can well be represented by a normal pdf,

with a mean value of -0.0015 m and standard deviation of 0.0712 m.

3.4.2.8 Assessing failure probability via DIM and MCM (Malaga)
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Since one of the objectives was to investigate the effect of considering more and different
types of parameters as random variables on the assessed failure probability of the structure,
three cases were examined here; firstly only wave parameters, secondly wave and sea level
parameters, and finally wave, sea level parameters and one resistance parameter were
considered as random variables. It is noted that, in the first case, SL and TL were considered

equal to zero.

In the third case, the rock mass density was treated as stochastic parameter. Because its
distribution is not known, a normal distribution was used in order to predict its variability.
The mean value of this normal distribution is equal to the one used when this variable was
regarded as a deterministic one, i.e. 2650 kg/m®, while the standard deviation is considered
here equal to 10 kg/m?, which could be a reasonable variability of quarry stones density.

It is noted that in order to simplify the computations, and because the case of Malaga refers to
a micro tidal and storm surge sea, the functional dependence between wave parameters and
the two components of sea level TL, SL at the structure’s location has not been taken into

consideration in this study. To clarify this statement, this could be described by the following

equation:

fTL,SL,HS,Tm (“15" Hs’Tm) = fTL(tI) fSL(SI) st,TmlTL|SL(Hs’Tm | (tl .S )) (3.56)
where:

me,Hs|(TL,SL) (T H, |(t|15| )) = me,Hs (T Hy) (3.57)

The right hand of Eq. 3.57 has been estimated for tl = tl,sl = sl . The accurate estimation of
£ sy (Tmo Ho |(tl,sl)), for every tl and sl value, is preferable than its approximation
via Eq. 3.57, especially in seas with significant tide and storm surge variability.

As for the evaluation of EQ. 3.34 in this study via DIM, &tl and 8sl were kept equal to 0.05 m,

and 6H; and 8T, equal to 0.10 m and 0.10 s, respectively, which were considered

satisfactorily small.
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In MCM, a random sample was generated for each variable that followed its pdf, but also at
maintaining the statistical correlation between correlated variables, e.g. T, and Hs. In Figure
3.41, the scatter diagram of T, and Hs transferred at the structure location, their joint pdf,
estimated via the conditional model, and the MC sample, are depicted, showing good

comparison.

The selection of the total number of simulation for each variable depends on its variability
and its contribution to the structure’s failure. For example, in this study the total number of
simulations for waves was 1500, while for SL and TL 50, and 20 for resistance parameters,
which results in 7.5*%10" iterations. From the above, it is seen that the computational demands

of MCM simulation can become very high.

8 9 10

Figure 3.41 Comparison of the random sample generated by Monte Carlo simulation (red) with
the transferred reduced data sample (green) to the structure’s location (iso-probability density
contours step equal to 0.05 1/m/s)

3.4.2.9 Results and discussion (Malaga)

The estimated solution derived from the preliminary design based on the design storm events
at the structure’s location became the preliminary solution for DIM for the first case. In the
first case, DIM considers only wave parameters as random variables (see Table 3.26). As seen
in Table 3.26, the results produced by DIM for case 1 are the conditional (given exceedance
of 98.5 quantile of H) and the unconditional system’s failure probability in the period of

measurements. The results by DIM applied on all sea conditions differ to a siginifant degree
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from those by the preliminary event-based design. This could be attributed to the different

type of failure probabilities that are estimated by the two methods.

Moreover, it is noted that the event-based extreme value analysis was applied only to wave
data. To account for several phenomena that are possible not of the same kind, i.e. waves and
storm surge, a multivariate event-based extreme value analysis could be applied, and, then,

could be incorporated in the design of a coastal structure (see e.g.[63]).

Table 3.26 Conditional and Unconditional probability of failure of the system during Y=8 yr
derived from the fully probabilistic reliability method (Direct Integration) applied on all sea
conditions for the first case (Malaga)

Return Period (years) for Hs Conditional Unconditional
(years) (case 1) (case 1)
10 2.42%10” 3.97*10"
100 6.99*10°® 1.15*10™

Also, DIM results for the three cases examined are presented in Table 3.27. Judging from
Table 3.27, the probability of failure of the structure is higher in the second case, when the
sea level parameters have been considered as random variables, than in the first case.
Obviously, this could be avoided, if the structure had been designed for a higher tide and

storm surge value. This optimization is recommended for the design of the structure.

Furthermore, the failure probabilities estimated in case 3 are almost the same with those in
case 2. This could be explained by the fact that in the case 2 computations have been made
considering the mean value of the resistance parameter, and in case 3 considering a

symmetrical distribution, i.e. a normal pdf, with the same mean value.

Table 3.27 System’s unconditional probability of failure during Y=8 yr derived from fully
probabilistic reliability method (Direct Integration) applied on all sea conditions for the three
cases considered (Malaga)

Return Period (years) | Fully probabilistic Fully probabilistic Fully probabilistic
for H,,, (years) (Case 1) (Case 2) (Case 3)
10 3.97*10* 4.03*10 4.05*10*
100 1.15*10 1.22*10* 1.20*10
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In Table 3.28, a comparison between DIM and MCM results for case 3 is presented.
Particularly, both methods’ results are close to each other. However, a small difficulty in
MCM solution convergence arose by altering the total number of simulations. The latter
might lead to the conclusion that DIM is more appropriate for structural reliability assessment
than MCM. However, the problem examined here might be quite simple and simulation-based

methods could give more efficient solutions in more complex cases.

Table 3.28 System unconditional failure probability within during Y=8 yr estimated by DIM and
MCM (for case 3) (Malaga)

Return Period (years) for Hs DIM MCM
(years) (Case 3) (Case 3)
10 4.05*10 4.79%10"
100 1.20*10™ 1.45%10"

Finally, the step of optimization (see Figures 2.14 and 2.15) based on target reliability and
economic criteria can then be made by applying the fully probabilistic approach for different
solutions (i.e. by altering the nominal mass of the elements’ units, geometric parameters etc.).
This step is not included in the present thesis, but is necessary for the design of a coastal

structure in order to meet predefined safety and cost requirements.

3.4.2.10 Design of the structure (Malaga)

Regarding the design of the rubble mound breakwater (see Figure 2.15), the first step is to
define a target failure probability, considered in this case study equal to 10°. As we can see,
this is closer to the second solution that correspond to the return period of 100 years for Hsp,
compared against the first solution that corresponds to 10 years for H,,. The values of SL and
TL examined for the design are the return value corresponding to 10 years for SL (SL-10yr)
and the maximum TL (max TL) at the structure’s location. It is noted that the return period
selected for SL was lower than than of the dominant component of Hs,. This is mainly
because sea level variation due to storm surge is an accompanying component which is not of
such a high uncertainty as that of Hs,, due to the fact that this case study is a micro-tidal and
micro-storm surge sea. Therefore SL-10 yr is estimated at 0.28 m, via POT method, and max
TL is equal to 0.48 m, both above the Still Water Level (SWL) of 6 m.
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Therefore, by using SL-10 yr, max TL and Hs,-100 yr associated to the most probable values
of T, and 6y, presented in Table 3.23, the nominal mass of rock armor units of the elements
of the structure and the corresponding failure probability are presented in the first row of
Table 3.29, as extracted from DIM. In this case, wave, sea level parameters and the resistance

parameter rs were considered as stochastic variables.

In the second row of Table 3.29 the optimized solution selected for the design of the
structure’s elements is presented resulting in a failure probability P, a little lower than the
target P, , . The final solution has been derived from a simple iterative procedure regarding

the target reliability P

. v » 1.8. excluding any economic and social costs.

Table 3.29 Median mass of the elements units and system failure probability within Y=8 yr
estimated by DIM for the design of the structure (Malaga)

) Seaside armor  Rear-side armor Toe units
Solution ) _ Py
units (kg) units (kg) (kg)
Initial solution 6980 1915 542 7.01*10°
Final solution 10120 3064 812 9.89*10°
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3.4.3 Case study off Mykonos (Greece)

The input wave data for the reliability analysis in the case off Mykonos were measurements
of Tm, Hs, and 6, , obtained from Station M (see Figure 3.5). As it is aforementioned, the

recording interval is 3 hr and the wave measurements cover the period from 1.1.2000 to
12.31.2011, i.e. 12 years.

3.4.3.1 Identification of storm events at the buoy location (Mykonos)

A univariate extreme value analysis concerning POT modelling for peaks over threshold will
be used here for the predominant variable Hs, which will then be associated with the most
frequent value of Ty, and 6y,.

Firstly, homogenization will be applied to the sequential wave data at the given time step of 3
hr, i.e. the separation of data/sea states into independent wave systems or else events. This is
attempted by selecting an initial threshold u; equal to 95% quantile of H; (i.e. 2.42 m)
distinguishing weak and strong storms from the dataset. Besides, a minimum calm period of 6
hr [51] between two consecutive storms was selected to ensure that the two events are
independent resulting in reducing storm events from 300 dependent to 262 independent
events (see Figure 3.42) in this dataset. Furthermore, the histograms and the scatter diagram
of mean wave period of storms and Hs, and that of storm mean wave direction and Hs, are
presented in Figures 3.43 and 3.44, respectively. As shown from Figure 3.44, storms mean
wave direction has a wide range of spreading at the depth of 140 m. This range of spreading is

expected to be narrower at the structure’s location than in deep waters.
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Figure 3.42Histograms and scatter diagram of H;, and storm duration at the buoy’s location
(Mykonos)
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Figure 3.43 Histograms and scatter diagram of H;, and storm T, at the buoy’s location

(Mykonos)
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Figure 3.44 Histograms and scatter diagram of H;;, and storm 0,, at the buoy’s location
(Mykonos)

3.4.3.2 Transferring storm events from the buoy zo the structure’s location (Mykonos)

The sea bottom is considered uniform with a mean slope of 7% in deep and intermediate
waters. The perpendicular axis to the coastline has a direction of 45 ° from North. Thus, storm
events need to be transferred to the structure’s water depth. In contrast to deep waters, where
wave parameters are not affected by water depth, in intermediate water depths the latter does
affect wave parameters. In Figure 3.45, a comparison is made between the scatter diagrams of
storm duration and H;, at the buoy (depth of 140 m) and structure (depth of 6 m) location,
and in Figure 3.46 the histograms and the scatter diagrams of storm mean wave direction and

H;, are presented. As shown in Figure 3.46, the mean wave direction of the most severe
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storms ranges between 5 ° and 45 ° from North, with mean value of 25 ° form North, i.e.
normal to the shoreline. By comparing, Figures 3.44 and 3.46, one can notice that storms
mean wave direction has a wider range of spreading at the depth of 140 m than at the
structure location, as it was expected. However, the mean wave direction spreading of storms
at the depth of 6 m is not as narrow as in the case off Malaga, necessitating thus a directional
analysis. Also, in Figure 3.47, the histograms and the scatter diagrams of storm mean wave
period and Hs, are presented.
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Figure 3.45 Scatter diagram of storm duration and Hs, at the buoy’s (depth of 140 m) and
structure’s (depth of 6 m) location (Mykonos)
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Figure 3.46 Histograms and scatter diagram of Hs, and storm 0, at the structure’s location
(Mykonos)
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Figure 3.47 Histograms and scatter diagram of H,, and storm T, at the structure location
(Mykonos)
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The next step is the selection of another threshold u, higher than u;. Judging from the two
methods ([61]; [62]) results for the selection of the most appropriate GP parameters and
threshold value, the value of 2.205 m is selected for threshold u,. The parameter A, that

corresponds to this value of u, is 9.83, i.e. approximately 9-10 extreme events per year.

The return periods and values for Hs, associated with the most probable values of their

covariate variables at the structure’s location selected for the preliminary design are presented
in Table 3.30.

Table 3.30 Return periods and values for H;, associated with the most probable values of the
covariate parameters at the structure’s location (depth of 6 m) selected for the preliminary

design
Return Period T, | Return value - storm Tp, () storm duration storm O,
for Hs, (years) Hsp (M) (hr) (° from North)
10 351 6.65 3 25
100 3.75 6.90 3 25

3.4.3.3 Preliminary design based on the design storm events (Mykonos)

Since the input data for the preliminary design have been estimated, the median mass of the
rock units of the structure’s elements (i.e. seaside armor, rear side armor and toe) will be

computed at this step. Some other deterministic parameters are the rock density p,, and the

water density p, , which are considered equal to 2.650 t/m® and 1.025 t/m?, respectively.
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As for the structure’s orientation, the structure’s perpendicular axis has been selected to have

a direction of 25 ° from North so as to protect the shoreline from the most intense storm.

The results of the preliminary design after using the design formulas, i.e. by Van der Meer
[57]; Van der Meer [59]; Van Gent and Pozueta [60], for seaside armor, toe, and rear side
armor, for initial damage are shown in the following Table 3.31. The equivalent failure
probabilities per annum (estimated in the sample of Hsp) and during structure’s Lifetime
(estimated by Eq. 2.7), associated to the return periods of H, at the depth of 6 m, are
displayed in Table 3.32.

Table 3.31 Median mass of the elements’ units estimated by the preliminary design (Mykonos)

T, for Hs, (years) Seaside armor units  Rear-side armor units Toe units
(kg) (kg) (kg)
10 3962 1216 250
100 4806 1617 305

Table 3.32 Equivalent failure probabilities per annum and over structure’s Lifetime (15 years),
associated to return period of Hs, at the depth of 6 m (Mykonos)

T, for Hs, (years) Pex,HSp,e,ly PreL
10 1.02*107 7.79%10*
100 1.00%10° 1.39%10*

However, in the above analysis, the variability of resistance parameters the statistical
correlation of the individual failure modes have not been taken into account, in contrast to the

fully probabilistic design methodologies that will follow next.

3.4.3.4 Statistical analysis of sea states at the buoy’s location (Mykonos)

In this section, the statistical analysis of the sequential data of sea states within storm events
at the time step of 3 hr was carried out. Since the time interval between successive wave
measurements is 3 hr, the same interval is used as the time step adopted for representation of

sea state conditions within storm events as recommended in section 3.3.5.1. It is noted that in
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the case of Malaga the time interval between successive wave measurements was shorter than

in the case of Mykonos.

As noticed in Figure 3.48, the threshold that corresponds to 95% quantile of H; (i.e. 2.42 m)
was applied to Hs data at the buoy location to filter the most significant sea states that will be
transferred to the structure location, in accordance with step (a) of data reduction technique
presented in section 3.3.4.1. Besides, since the wave data collected in deeper waters than the
structure’s location covers a period of about one decade, only this step will be applied to
attain data reduction. In this case, the threshold used is the same as the threshold u; applied to
the dataset for the identification of storms. In this way, not only the most critical sea states are
distinguished from the total sample, but also the amount of data to be transferred to the
structure location has been significantly reduced. It is noteworthy that the relative frequency

of the threshold exceedance (Hs>2.42 m in this case) was equal to 5.04%.

In Figure 3.48, the histograms and scatter diagram of Hs; and mean wave direction of sea
states at the buoy location are depicted. Furthermore, by comparing Figures 3.44 and 3.48, the
directions of the most extreme storms and severe sea states both range between -50° and +50°

from North at the buoy location.
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Figure 3.48 Histograms and scatter diagram of H, and 0, of sea states at the buoy’s location
(Mykonos)

3.4.3.5 Transferring the reduced sample of sea states from the buoy to the structure

location (Mykonos)

By applying the same wave propagation model [33] as with storm events, the subset of sea
states is transferred to the structure location (at the depth of 6m) and long-term wave statistics

are extracted concerning this location. The histograms and scatter diagram of Hs and mean
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wave direction of the propagated subset of sea states at the depth of 6 m are depicted in
Figure 3.49.
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Figure 3.49 Histograms and scatter diagram of H, and 0,, of the subset sea states at the
structure’s location (Mykonos)

Judging from Figure 3.49, the spreading of the mean wave direction of the subset of sea states
selected for the design is not as narrow as in the case off Malaga, necessitating thus a
directional analysis. Therefore, the joint conditional probability distribution of T, and H;
given the threshold exceedance (i.e. Hs > 2.42 m) will be estimated for each directional sector
of 22.5 °, by applying the conditional probability model for the three variables, i.e. 8, Hs and
T, (see sector 3.3.5.1).

Indicatively, the conditional joint pdf of H, and T, for two directional sectors, given that sea
states belong to the subset selected previously, are presented in Figure 3.50 concerning the
buoy and the structure location. As seen in Figure 3.50, the conditional joint pdfs of H, and
T at the structure location differs from those at the buoy location since they are depth-

limited.
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Figure 3.50 Conditional joint pdf of Hs and T, for two directional sectors, given that sea states
belong to the subset selected, concerning the buoy’s (up) and the structure’s location (iso-
probability density contours step equal to 0.002) (Mykonos)

3.4.3.6  Assessing structure’s failure probability via DIM (Mykonos)

Since one of the objectives of the present thesis was to investigate the effect of considering
more and different types of parameters as random variables on the assessed failure probability
of the structure, two cases were examined here; first only wave parameters, and second wave

parameters and one resistance parameter were considered as stochastic variables.

In the second case, the rock mass density was treated as stochastic parameter similarly to the
case of Malaga. Because its distribution is not known, a normal distribution was used in order
to predict its variability. The mean value of this normal distribution is equal to the one used
when this variable was regarded as a deterministic one, i.e. 2650 kg/m®, while the standard
deviation is considered here equal to 10 kg/m®, which could be a reasonable variability of
quarry stones density.

Since, in the case of Malaga, DIM seemed to be applied more easily than MCM, in this case
of Mykonos only DIM will be applied. As for the evaluation of Eq. 3.30, 6Hs, and 6T\, were
equal to 0.10 m and 0.10 s, respectively, which were considered satisfactorily small. As for

80, it was kept 22.5 °, which is quite large in order that an adequate number of sea states
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belong to each directional sector, and, thus, the joint pdf of T, and Hs associated to every

directional sector could be estimated.

The estimated solutions derived from the preliminary design based on the design storm events
at the structure’s location became the preliminary solution for DIM for the two cases. As seen
in Table 3.33, the unconditional failure probabilities during the (Y=12 yr) time period of
measurements by DIM in case 2 are almost the same with those in case 1. This could be
explained by the fact that in the case 1 computations have been made considering the mean
value of the resistance parameter, and in case 2 by considering a symmetrical distribution, i.e.

a normal pdf, with the same mean value.

Table 3.33 Unconditional probability of failure during Y=12 yr derived from the fully
probabilistic reliability method (Direct Integration) applied on all sea conditions for the two cases

(Mykonos)
Return Period (years) for Hs DIM DIM
(years) (Case 1) (Case 2)
10 3.47*10™ 3.50*10™
100 8.70*10° 8.72*10°

3.4.3.7 Design of the structure (Mykonos)

Regarding the design of the rubble mound breakwater (see Figure 2.15), the first step is to
define a target failure probability, considered in the case study equal to 107, which is the
same with the case study of Malaga. As we can see, this is quite close to the second solution

that correspond to the return period of 100 years for H;,.

Therefore, by using the design solution corresponding to Hs,-100 yr extracted from the
preliminary design as an initial solution, an iterative process is applied in order that the target
(allowable) failure probability be met. In this case, wave and the resistance parameter r, were

considered as stochastic variables.

In the second row of Table 3.34 the final solution selected for the design of the structure’s

elements is presented resulting in a failure probability P, , a little lower than the targetp, , .
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Table 3.34 Median mass of the elements units and system failure probability within Y=12 yr

estimated by DIM for the design of the structure (Mykonos)

) Seaside armor  Rear-side armor Toe units
Solution ) _ Py
units (kg) units (kg) (kg)
Initial solution 4806 1617 305 8.72*10
Final solution 5766 2394 366 9.79*10°
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3.4.4 Remarks and recommendations on reliability analysis

Referring to the application examples of the reliability assessment of a rubble mound

breakwater, the following remarks and recommendations can be drawn:

e All sea conditions-based method is preferable to be used for the reliability analysis of
coastal structures compared with the extreme event-based method. This is due to the
fact that in the former analysis the useful information on all critical sea conditions is
utilized for the reliability assessment of coastal structures, in contrast to the extreme
event-based method whereby a large part of the critical information is wasted.

e In both approaches, an initial threshold should be applied to the initial dataset to filter
the most significant information used for the reliability analysis. In this PhD thesis
the same threshold was used in both approaches to attain compatibility between them.
However, a lower threshold could be also applied for the all sea conditions-based
method.

e Information of sea states or storm events’ direction is necessary for the accurate
assessment of their contribution to the final outcome of the coastal structure’s failure
probability. As noticed from the two application examples of the reliability analysis
presented above, a threshold of 95 quantile could support a directional analysis of
extreme sea conditions, while a 98.5 quantile an omnidirectional one. However, it is
noted that the reliability analysis should be based on a preliminary analysis of wave
data or measurements with consideration of directional effects [227].

e The frequency of occurrence of wave data that exceed the threshold is taken into
account also in the analysis of all sea conditions, since this frequency should be
multiplied with the conditional failure probability of the structure given the threshold
exceedance, in order that the unconditional failure probability be estimated.

e Working with sea states of equal duration facilitates the estimation of the failure
probability of the structure, defined here as the percentage of the structure’s lifetime
that the structure will be in a failure state, a useful metric in risk analysis. The latter is
easily estimated in this manner, since this is equal to frequency of failure in this case.
Ofcourse, this condition is not valid when working with sea states and events of
unequal duration.

e The methodology’s differences between the event-based extreme value analysis and
the reliability analysis applied on sea states within storm events are mainly attributed
to the fact the two methods estimate different types of failure probabilities. The first
method estimates the failure probability in the sample of exreme events, and the

second one the failure probability in the total sample of data.
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e Assignificant advantage of the event-based reliability method is that, despite that both
methods need a large period of measurements; the former analysis can extrapolate its
output to the lifetime of structure, whilst the second method cannot.

o Besides, it is recommended that if the event-based extreme value analysis has been
chosen to be solely applied for the reliability assessment of a coastal structure, a more
accurate multivariate extreme value analysis should be applied than the one applied
here in the application examples (e.g. derived from a copula analysis).

e In this thesis, the fully probabilistic reliability analysis applied on sea states within
storm events is recommended for reliability and design purposes of coastal structures,
especially when applying the risk-informed design format. In such cases, preliminary
results can be estimated by the extreme value analysis as applied in the present thesis.

o Nevertheless, it could be stated that if the period of measurements Y is much lower
than the lifetime of the structure L, the extreme event-based method could be used for
the design of a coastal structure (e.g. ULS), considering however its cons, and the
second method for the operation of the structure (e.g. SLS). However, if Y is close to
or higher than L, then the second method is more preferable for the design than the

first one.
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4 Conclusions and Future Research

4.1 Summary and concluding remarks

4.1.1 Summary

In this PhD thesis, an overall probabilistic methodology for reliability assessment of coastal
structures under wave action is described, which starts from the step of wave data collection
referring usually to deep waters, and ends to the estimation of failure probability of coastal
structures during their design Lifetime. In an intermediate step, a statistical linear wave
propagation model that integrates short- with long-term wave statistics from deep to
intermediate waters has been developed and applied. The capability of the statistical linear
wave propagation model to produce properly the short-term wave statistics in deep and
intermediate waters has been investigated via comparisons of its results with measurements in
deep waters and the results of a commercial, and well-known for its accuracy, Boussinesq
wave propagation model from deep to intermediate waters, respectively. As for the reliability
analysis of coastal structures, a thorough probabilistic methodology is presented, focusing on
the case of rubble mound breakwaters during their lifetime, based on the probabilistic
representation of load environmental parameters at the structure’s location (usually met in
intermediate water depths) and resistance parameters. Finally, two examples of reliability
analysis of a rubble mound breakwater using data from two stations in the Mediterranean Sea
are examined and described, elaborating on some of the significant current issues concerning

the reliability assessment of coastal structures.

4.1.2 Integrating short- with long-term wave statistics from deep to intermediate
waters

One of the main issues with probabilistic design of coastal structures is how to properly and
correctly describe the intermediate water long-term wave climate. Thus, in this Ph.D. thesis,
the failure probability of coastal structures is estimated based on the long-term wave climate
at the structure’s location. This is accomplished by applying a data reduction technique in
deep waters and a statistical linear wave propagation model that integrates short- with long-

term wave statistics from deep to intermediate waters, developed for this purpose.

As shown from the model’s results in deep and in intermediate waters, the long-term joint
pdfs of T, and Hs in deep waters differ to some degree from those in intermediate waters.

This is due to the wave transformations that take place as waves move inshore, such as wave
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shoaling, refraction, breaking etc. However, it was noticed that the type of the marginal pdf
that best represented H, data and the conditional pdf of T, given H, was the same in deep and
in intermediate waters for each one of the three Stations examined.

Besides, the model developed [33], aiming at integrating short- with long-term wave statistics
from deep to intermediate waters, estimates the mean wave direction 6, except for Hs, and
Tm, in intermediate waters, using Hs, Ty, 65, in deep waters as input data. This has been made
via incorporation of a theoretical expression for wave directional spreading into a statistical
wave by wave analysis. This approach is based on the assumption that, among waves that
belong to the same class of T, those with larger H tend to have directions closer to 6,,; that is,
they show less directional spread than waves with lower H, suggesting that H and 6 are not

independent. This assumption is in agreement with Tucker [37].

Moreover, the model [33] provides information on the long-term joint pdf of H, T, 0, as well
as the long-term joint probability density function of Hg, Ty, 0, estimated in intermediate
waters via modification of Battjes approach [36] extended to consider also T and 6, except for
H. In other words, information is provided not only on the time-integrated parameters that
describe a sea state or a storm event attacking a coastal structure, but also on the direct
loadings of the structure, i.e. the individual waves that are probable to occur during the
structure’s lifetime. This information is vital for many engineering applications, e.g. fatigue

analysis, and reliability assessment of coastal structures.

4.1.3 Investigating the capability of the model

As for the deep water short-term wave statistics and the validity domain of the statistical wave
propagation model by Malliouri et al. [33], it was shown that the joint pdf of individual wave
period T and wave height H of a real sea state could be well represented by using the
dimensionless probabilistic images by Memos and Tzanis ([29]; [30]). The latter refer to
nonlinear deep water sea waves. Referring to intermediate waters’ short-term wave statistics
considered by Malliouri et al. [33], comparisons between the linear wave propagation model
and the nonlinear Boussinesq-type model showed good agreement in most of the intermediate
water depths examined for both normal and oblique incidence. At the shallower intermediate
water depth tested, the results of the two models differed more significantly than in deeper
intermediate water depths. Therefore, as it was expected and has been already mentioned, the
linear model adopted could cover the deeper and medium zone of intermediate waters and

thus could be used for many engineering design purposes.
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Furthermore, a general conclusion could be extracted; this is that inside the approximate
region of the linear theory (i.e. Ur<40 and s,<0.04) the linear model by Malliouri et al. [33]
can satisfactorily approximate the results of a nonlinear Boussinesq wave module such as
MIKE 21 BW. However, this linear model can be used for engineering purposes in a wider
region, in the deeper and medium intermediate water zone. It is recommended that the
extension of the application area of the model beyond the limits of the linear wave theory
should reach up the surf zone. Further extension could lead to unsatisfactory estimation of
characteristic wave parameters with relative deviations beyond 10% compared with nonlinear

wave propagation models.

4.1.4 Using an event-based extreme value analysis and an analysis on all sea
conditions

Two thorough probabilistic methodologies are presented, aiming at estimating the reliability
of coastal structures, such as rubble mound breakwaters during their lifetime, based on the
probabilistic representation of load environmental and resistance parameters. Moreover, their
pros and cons with respect to their outputs and constraints are discussed. The main differences
between the event-based extreme value analysis and the reliability analysis applied on all sea
conditions are focused on the fact the two methods estimate different types of failure
probabilities. The first method estimates the failure probability in the sample of exreme
events, and the second one the failure probability in the total sample of data. The latter can be
translated as the percentage of the structure’s lifetime that the structure will be in a failure
situation, which can be efficiently incorporated into a risk analysis with consideration of

social and economic costs.

The fully probabilistic reliability analysis, applied on all sea conditions, is recommended for
reliability and design purposes of coastal structures, when the period of measurements or of
data used is close to the lifetime of the structure. In other cases, the extreme event-based
method could be used for the design of a coastal structure (e.g. ULS), considering however its
cons, and the second method for the operation of the structure (e.g. SLS).

4.1.5 Reliability assessment of coastal structures

It is noteworthy that in the fully probabilistic methodologies adopted in this thesis, the failure

probability of the structure, referred here as a system, can be estimated via consideration of
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the statistical correlation of the elements’ failure, i.e. the probability of the union of the

elements’ failure events in case of a series fault tree.

Besides, two different fully probabilistic methods, Direct Integration Method (DIM) and
Monte Carlo Method (MCM), were applied (and compared) by using a combination of
variables with zero and non-zero hazard rate, referred here as a combined time-invariant and
time-variant analysis. Finally, the effect of considering more and different types of parameters
as stochastic variables on the assessed failure probability of the structure was investigated.

Regarding the case of the ruble mound breakwater examined here, DIM was a more
straightforward method than MCM, since it was applied directly to the joint pdf of the
random variables. As for MCM simulations, some difficulty in MCM solution convergence
was met. Nevertheless DIM seemed to be more appropriate in the problem examined here,
this case might be considered quite simple, and simulation-based methods could give more

efficient solutions in more complex cases.

As far as the time step denoting the sea state within storm events, for reliability analysis of
rubble mound breakwaters, is concerned, numerical tests showed that the time step of 3hr
results are well balanced between statistical accuracy (low values) and resilience-type

requirements (high values).

In short, some of the significant current issues concerning the reliability assessment of coastal
structures were clarified, by giving application examples, flowchart and mathematical
equations that describe the procedure. However, there are more issues that need to be tackled
in order that engineers could be able to design those structures to meet certain predefined

reliability requirements.
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4.2 Future research

Referring to the wave propagation model, it is noted that wave transformations from deep to
shallower waters could also be performed in a more advanced way by taking into
consideration non-linearities, like non-linear wave shoaling, and nonlinear wave-wave
interactions. Such models have been developed till now but are not enabled to handle a large
amount of long-term data in such a fast and easy manner. Besides, regarding the bed
bathymetry, in all cases examined here the bed slope was considered uniform, but the same
methodology can also be applied to more complex bathymetries. These topics are suggested

for further research.

Another step along the line of research, adopted in this PhD thesis, would be the incorporation
of the equations, derived from the analysis of extreme events, aiming to combine variables
that present and do not present extremal probabilistic behavior, into a more thorough

multivariate event-based extreme value analysis.
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Appendix A. Water wave theories

This section explains briefly some theories of periodic progressive waves and their interaction
with sea bed, shorelines and coastal structures. Also, it focuses on wind waves providing a
descriptive overview of their characteristics, the processes which control their movement, and

transformation.
Wave generation

Ocean waves are mainly generated by the action of wind on water. Specifically, waves are
formed initially by a complex process of resonance and shearing action, in which waves of
differing wave height, length, and period are produced and travel in various directions. Once
formed, ocean waves can travel for vast distances, often out of the storm wave generation
area, thus spreading in area and reducing in height, but maintaining wavelength and period
(see Figure A.1).

swell wave crests

)

dispersion

wind

Figure A.1 Wave generation and dispersion [228]

In the storm zone generation area, waves with larger periods propagate at a higher speed than

waves of smaller periods, thus the wave energy of the latter is both dissipated and transferred
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to long-period wave components, which lead the wave train. When the above process results
in a swell sea condition, it is called as dispersion opposed to storms sea condition. Therefore,
wind waves contain a large range of frequencies and directions consist and may be
characterized as irregular, short crested, and steep. On the other hand, swell waves consist of
a small range of low frequencies and directions, and may be characterized as regular, long
crested, and not very steep.

Small amplitude wave theory

The earliest mathematical description of periodic progressive waves is that attributed to Airy
in 1845, and is strictly applicable to conditions in which the wave height is small compared to
the wavelength and the water depth, i.e. H<<L and H<<d. This theory is commonly referred
to as linear or first order wave theory, because of the simplifying assumptions made in its

derivation.

The Airy wave theory was derived using the concepts of two-dimensional ideal fluid flow,
which is a reasonable starting point for ocean waves that are not greatly influenced by
viscosity, surface tension or turbulence [228]. The derivation of the Airy wave equations
derives from the Laplace equation for irrotational flow of an ideal fluid. According to the

assumptions of this theory, the wave celerity C is given by:

c=(gT /2r)tanh(27zd / L) = (g / w)tanh (kh) (A1)

where the wave number is k =27/ L and the angular frequency is @ =27z/T .

By substituting that c=L/T into the above equation, the wave dispersion equation is

derived, given by:

o’ = gk tanh(kh) (A2)
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Referring to the influence of water depth on wave characteristics, three categories of water
depths are distinguished, i.e. deep waters, transitional or intermediate, and shallow waters. In
deep waters, waves are unaffected by depth, and the ratio of water depth towards wave length
is higher than 0.5, thus it applies:

d/L>0.5, tanh(kd) 1, ¢, = gT / 27 = (gL,/ 2x)"* (A.3)

where the subscript 0 corresponds to deep water.

In intermediate waters:

0.5>d / L > 0.04, tanh(kd)<1, c =gT / 2z tanh (kd) = c, tanh (kd) < c, (A.4)

and in shallow water:

d /L <0.04, tanh(kd) ~ 2nd/L, c=\/gd (A5)

Thus, wave celerity is determined by water depth in shallow water, whilst by wave period in

deep water.

Wave transformations

As wind-generated waves propagate from deep waters towards shallower waters, and sea bed
starts affecting them, various mechanisms take place simultaneously with temporal and
spatial variations, e.g. wave shoaling, refraction, diffraction, reflection, depth-induced wave

breaking, reflection, bottom friction, wave-current interactions and wave-wave interactions.
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As a first step, the theory of wave transformations, e.g. shoaling and refraction, were
restricted to considering only monochromatic waves. However, a real sea state is more
realistically represented as a system that consists of a large number of components of
differing periods, heights and directions (known as the directional spectrum). Therefore, one
way to determine an inshore sea state is to take into account the offshore directional spectrum.

This can be achieved in a relatively straightforward way, via application of the
aforementioned linear superposition, which however implies that non-linear processes such as
seabed friction and higher-order wave theories are excluded. The principle of the method is to
implement a refraction and shoaling analysis for each individual component of a certain wave
frequency and direction, and then to sum the resultant inshore energies at the new inshore
directions at each frequency, and hence assemble an inshore directional spectrum [4].
Numerical models simulating wave propagation in intermediate and shallow waters based on

spectral energy-balance equation are the well-known phase-averaged models.

Finite amplitude waves

As it has already been noted, the Airy wave equations strictly apply to waves of relatively
small height in comparison to their wavelength and water depth. For steep waves and shallow
water waves their celerity and wavelength are affected by wave height and are better
described by other wave theories. To categorize finite amplitude waves, three parameters are
required, i.e. the wave height (H), the water depth (d) and wavelength (L). Using these
parameters various non-dimensional parameters can be defined, namely relative depth (d/L),
wave steepness (H/L), wave height to water depth ratio (H/d) and another useful non-
dimensional parameter the Ursell number (Ur=HL?/d), first introduced in 1953 [228].

The first finite amplitude wave theory was developed by Stokes in 1847, and is applicable to
steep waves in deep and intermediate waters. Following Stokes, Korteweg and de Vries
developed a shallow-water finite amplitude wave theory in 1895, termed Cnoidal theory,
analogous to the sinusoidal Airy wave theory. Both of these theories relax the assumptions
made in Airy theory which linearize the kinematic and dynamic surface boundary conditions.
In Stokes' wave theory, H/L is assumed small, and d/L is allowed to assume a wide range of
values. Stokes also derived the second order solution. In Cnoidal theory, H/d is assumed
small, and Ur of the order of unity. More recently (1960's to 1980's), these two theories have
been extended to higher orders (third and fifth). The mathematics is complex and as a result

other researchers developed new methods, whereby solutions could be obtained to any
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arbitrary order, by numerical solution [228]. In Figure A.2, the approximate validity region of

various wave theories is depicted as a function of wave steepness and Ursell number.
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Figure A.2 Approximate validity region of various wave theories (h is the water depth) [64]

It is noted that the range of validity of linear theory is reassuringly wide, covering all of the
intermediate water depths for most wave steepnesses encountered in practice. However, for
engineering design purposes, the application of linear theory outside its range of validity
could lead to wave celerity and wavelength not being strictly correct, leading to (some)
inaccuracies in refraction and shoaling analysis (see e.g. [228]).
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