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#### Abstract

Auctions, are a big field of economics and a sector of research for many great economists and engineers. Auctions exist in simple forms in the world for thousands of years, but nowadays the are a very big part of economy as they "rule" exclusively some markets. Spectrum market is one of those markets. Since 1994 spectrum is allocated in most world countries via auctions. There has been many spectrum auctions throughout the world, of different formats and both of success and failure. Auction theory and mechanism design have contributed a lot when it comes to spectrum auctions, in order to allocate the spectrum in the "best" possible way. Vickrey (second-price) auctions have been the most common auctions when it comes to spectrum and in general in the past years. However, the state of the art Deferred Acceptance auctions seem to be more suitable for the spectrum auctions.

Because the spectrum space is finite, countries must find a way to "create" more space for the state of the art technologies. One obvious way is to take previously assigned to TV stations space and re-assign it to wireless services. This may sound easy in simple words, but it is the exact opposite in practice. As we mentioned above there has been many spectrum auctions in practice since 1994; but there has never been a spectrum auction to re-allocate the spectrum as we said, until 2016. The FCC's Incentive Auction of 2016, based on the deferred acceptance format, was the first and still only auction to achieve this difficult task. This auction's task was to first buy the rights from some TV stations who want to participate, then repack the remaining TV stations in a "smaller" space in spectrum, and finally sell new licences with the space that was made to wireless service businesses. To repack is the remaining TV stations in a "smaller" space in spectrum, is the Stations Repacking Problem, and it is NP-Hard as it generalizes the graph-coloring problem. So, in order for this auction to be implemented successfully, there was also a need for this problem to be solved "efficiently".

In this thesis, we will first establish some basic knowledge of auction theory and mechanism design. We do that in order to understand deeply the idea and the exact process of the Incentive Auction and also the connection of it with the station repacking problem. Our contribution in this thesis, is to try and create our own solver of the stations repacking problem using a google's framework - the OR-TOOLS. We will compare our solver with the original one that was used, as it is an open-source solver and observe the optimization and the importance of this solver in the whole auction's process.
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## Chapter 1

## 

 $\varepsilon \kappa \tau \varepsilon \tau \alpha \mu \varepsilon ́ v \eta \pi \varepsilon \rho i ́ \lambda \eta \psi \eta \sigma \tau \alpha$ Е $\lambda \lambda \eta \nu \kappa \alpha \alpha$.

## 1.1 То Про́ß $\boldsymbol{\eta} \mu \alpha$

 $\delta \eta \mu о \pi \rho \alpha \sigma \iota \omega ́ v$. To $\varepsilon v ~ \lambda o ́ \gamma \omega ~ \varphi \alpha ́ \sigma \mu \alpha ~ \varepsilon ́ ́ v \alpha ı ~ \pi \varepsilon \pi \varepsilon \rho \alpha \sigma \mu \varepsilon ́ v o ~ \kappa \alpha ı ~ o l ~ \sigma v \chi v o ́ \tau \eta \tau \varepsilon \varsigma ~ \mu \varepsilon ́ \sigma \alpha ~ \sigma \varepsilon ~ \alpha v \tau o ́ ~ \varepsilon \pi \varepsilon \mu \mu \alpha i ́ v o v v ~$
 о́ $\pi \omega \varsigma$ оı $\alpha \sigma ט ́ \rho \mu \alpha \tau \varepsilon \varsigma ~ v \pi \eta \rho \varepsilon \sigma i ́ \varepsilon \varsigma, ~ \alpha \pi \alpha ı \tau о v ́ v ~ o ́ \lambda о ~ к \alpha ı ~ \pi \varepsilon \rho ı \sigma \sigma o ́ \tau \varepsilon \rho о ~ \chi \omega ́ \rho о ~ \sigma \tau о ~ \varphi \alpha ́ \sigma \mu \alpha . ~$

Mí $\alpha$ к $\alpha \lambda \eta ́ ~ \lambda v ́ \sigma \eta ~ \gamma ı \alpha ~ \alpha v \tau o ́ ~ \varepsilon i ́ v \alpha ı ~ v \alpha ~ \pi \alpha \rho \theta \varepsilon i ́ ~ o ~ \delta о \sigma \mu \varepsilon ́ v о \varsigma ~ \chi \omega ́ \rho о \varsigma ~ \sigma \varepsilon ~ \tau \eta \lambda \varepsilon о \pi \tau ı к о v ́ \varsigma ~ \sigma \tau \alpha \theta \mu о v ́ \varsigma, ~ ஸ ́ \sigma \tau \varepsilon ~ v \alpha ~$


 $\pi \rho \alpha \sigma i ́ \alpha ~ \kappa ı v \eta ́ \tau \rho \omega v ~ \eta ́ ~ I n c e n t i v e ~ A u c t i o n ~ \pi о v ~ \pi \rho \alpha \gamma \mu \alpha \tau о \pi о ́ ́ \eta \sigma \varepsilon ~ \tau о ~ о \mu о \sigma \pi о v \delta ı \alpha \kappa \eta ́ ~ \varepsilon \pi ı \tau \rho о \pi \eta ́ ~ \varepsilon \pi ı \kappa о \imath v \omega v ı \omega ́ v$ (FCC) $\tau \omega v$ НПА. $\Sigma \kappa о \pi o ́ \varsigma ~ \tau \eta \varsigma ~ \delta i \pi \lambda \eta ́ \varsigma ~ \alpha v \tau \eta ́ \varsigma ~ \delta \eta \mu о \pi \rho \alpha \sigma i ́ \alpha \varsigma ~ \eta ́ \tau \alpha \nu ~ о ~ \pi \alpha \rho \alpha \pi \alpha ́ v \omega ~: ~ v \alpha ~ \alpha \gamma о \rho \alpha ́ \sigma \varepsilon 1 ~ " ~ \varphi \theta \eta v \alpha ́ " ~$
 vлпрєбíєц.





 $\kappa \alpha l$ cíval ह́v $\alpha$ NP-Complete $\pi \rho o ́ \beta \lambda \eta \mu \alpha, \gamma \varepsilon \nu ı \kappa \varepsilon v ́ o v \tau \alpha \varsigma ~ \tau o ~ g r a p h-c o l o r i n g ~ \pi \rho o ́ \beta \lambda \eta \mu \alpha$. To $\pi \rho o ́ \beta \lambda \eta \mu \alpha \tau \eta \varsigma$



## 1.2 इvvelopopó



 $\delta \eta \mu о \pi \rho \alpha \sigma \dot{\alpha} \alpha \varsigma, \kappa \alpha \downarrow \tau \eta \sigma v ́ v \delta \varepsilon \sigma \eta \tau \eta \varsigma \mu \varepsilon \tau о \pi \rho о ́ \beta \lambda \eta \mu \alpha \alpha v \alpha \kappa \alpha \tau \alpha v \circ \mu \eta ́ \varsigma \tau \omega v \sigma \tau \alpha \theta \mu \omega ́ v$. $\Sigma \tau \eta \sigma v v \varepsilon ́ \chi \varepsilon 1 \alpha \theta \alpha \varepsilon \xi \eta-$






 $\mu о \pi \rho \alpha \sigma i ́ \alpha, \omega \varsigma \pi \rho о \varsigma \tau \eta \nu \beta \varepsilon \lambda \tau \iota \sigma \tau о \pi о$ $\eta \sigma \eta \tau \circ v$.

## $1.3 \boldsymbol{\Theta \varepsilon \omega \rho \eta \tau \iota \kappa o ́ ~ Y \pi o ́ ß a \theta \rho o ~}$

### 1.3.1 $\Delta \eta \mu о \pi \rho \alpha \sigma i ́ \varepsilon \varsigma$







'Е $\chi о \cup \mu \varepsilon \tau \varepsilon ́ \sigma \sigma \varepsilon \rho ı \varsigma ~ \beta \alpha \sigma \iota \kappa \varepsilon ́ \varsigma ~ к \alpha \tau \eta \gamma о \rho i ́ \varepsilon \varsigma ~ \delta \eta \mu о \pi \rho \alpha \sigma \iota \omega ́ v . ~$

## 







## 


 $\sigma \tau \eta v$ О $\lambda \lambda \alpha \nu \delta$ ía, $\varepsilon v \omega ́ ~ \alpha \kappa o ́ \mu \alpha ~ \varepsilon ́ v \alpha ~ \chi \alpha \rho \alpha \kappa \tau \eta \rho ı \sigma \tau ı \kappa o ́ ~ \pi \alpha \rho \alpha ́ \delta \varepsilon \imath \gamma \mu \alpha ~ \varepsilon i ́ v \alpha ı ~ \alpha v \tau o ́ ~ \tau \eta \varsigma ~ \pi \omega ́ \lambda \eta \sigma \eta \varsigma ~ \kappa \alpha \pi v \circ v ́ ~$
 $\tau \mu \eta ́ ~ \pi \varepsilon ́ \varphi \tau \varepsilon 1 ~ \sigma v v \varepsilon \chi \omega ́ \varsigma ~ \kappa \alpha ı ~ о ~ \pi \rho \omega ́ \tau о \varsigma ~ \pi о v ~ \theta \alpha ~ \delta \eta \lambda \omega ́ \sigma \varepsilon ı ~ o ́ \tau ı ~ \theta \varepsilon ́ \lambda \varepsilon ı ~ \tau о ~ \pi \rho о і ̈ o ́ v, ~ \kappa \varepsilon \rho \delta i ́ \zeta \varepsilon ı ~ \kappa \alpha ı ~ \pi \rho \varepsilon ́ \pi \varepsilon ı ~ v \alpha ~$





 бто $\delta ı \alpha$ íктьо.

- К $\lambda \varepsilon \iota \sigma \tau \varepsilon ́ \varsigma ~ \delta \eta \mu о \pi \rho \alpha \sigma i ́ \varepsilon \varsigma ~ \delta \varepsilon v ́ \tau \varepsilon \rho \eta \varsigma \tau \mu \eta ́ \varsigma$
 $\tau \alpha v \tau о ́ \chi \rho о \nu \alpha$ к $\lambda \varepsilon ı \sigma \tau \varepsilon ́ \varsigma \pi \rho о \tau \alpha ́ \sigma \varepsilon ı \varsigma ~ \gamma ı \alpha ~ \tau о ~ \pi о \sigma o ́ ~ \pi о v ~ \delta ı \alpha \tau i ́ \theta \varepsilon v \tau \alpha ı ~ v \alpha ~ \pi \lambda \eta \rho \omega ́ \sigma o v v ~ \gamma ı \alpha ~ \tau о ~ \alpha \gamma \alpha \theta o ́ . ~ N ı к \eta-~$





### 1.3.2 Іборролí $\kappa \alpha \iota \Sigma \tau \rho \alpha \tau \eta \gamma \iota \kappa \varepsilon ́ \varsigma$








## 

- 'ЕХочиє $n \pi \alpha i ́ \kappa \tau \varepsilon \varsigma . ~$





 $S_{i+1} \times \ldots \times S_{n}$ 七ৈर́\&ı: $C_{i}\left(s^{\prime}, s_{-i}\right) \leq C_{i}\left(s, s_{-i}\right)$
 $C_{i}\left(s_{i}^{\prime}, s_{-i}\right)$


### 1.3.3 $\Sigma \chi \varepsilon \delta \iota \alpha \sigma \mu$ ¢́ৎ Мף $\chi \alpha \nu \imath \sigma \mu \omega ́ v$





 $\alpha v \alpha \varphi \varepsilon \rho \theta \eta ́ \kappa \alpha \mu \varepsilon \kappa \alpha \iota ~ v \omega \rho i ́ \tau \varepsilon \rho \alpha$.

### 1.3.4 $\Delta \eta \mu о \pi \rho \alpha \sigma i ́ \alpha ~ \Delta \varepsilon v ́ \tau \varepsilon \rho \eta \varsigma ~ Т ч \mu ŋ ́ \varsigma ~$


 $\gamma \alpha \lambda v ́ \tau \varepsilon \rho \eta \pi \rho о \sigma \varphi о \rho \alpha ́ ~ \kappa \alpha \iota ~ \kappa \alpha \tau о ́ \pi ı v ~ \tau о v ~ \chi \rho \varepsilon \omega ́ v о v \mu \varepsilon \tau \eta ~ \delta \varepsilon v ́ \tau \varepsilon \rho \eta ~ \mu \varepsilon \gamma \alpha \lambda v ́ \tau \varepsilon \rho \eta ~ \pi \rho о \sigma \varphi о \rho \alpha ́$.


 о $\pi \alpha i ́ \kappa \tau \eta \varsigma ~ \pi о v ~ \theta \alpha \pi \alpha ́ \rho \varepsilon ı ~ \tau о ~ \alpha \nu \tau ı к \varepsilon i ́ \mu \varepsilon v o . ~$

 $\pi о \sigma o ́ ~ \tau \eta \varsigma ~ \delta \varepsilon v ́ \tau \varepsilon \rho \eta \varsigma ~ \mu \varepsilon \gamma \alpha \lambda v ́ \tau \varepsilon \rho \eta \varsigma ~ \pi \rho o ́ \tau \alpha \sigma \eta \varsigma . ~ \Sigma \varepsilon ~ \alpha v \tau o ́ v ~ \tau о v ~ \tau v ́ \pi о ~ \delta \eta \mu о \pi \rho \alpha \sigma i ́ \alpha \varsigma ~ \beta \rho i ́ \sigma \kappa о \cup \mu \varepsilon ~ \omega \varsigma ~ к и \rho i ́ \alpha \rho \chi \eta$


 عíval ı $\delta \iota \alpha i ́ \tau \varepsilon \rho \alpha ~ \sigma \eta \mu \alpha \nu \tau ı \kappa \eta ́$.

### 1.3.5 $\Delta \eta \mu о \pi \rho \alpha \sigma i ́ \varepsilon \varsigma ~ A v \alpha \beta \alpha \lambda \lambda o ́ \mu \varepsilon v \eta \varsigma ~ А \pi о \delta о \chi \eta ́ \varsigma$

Av каı oı $\delta \eta \mu о \pi \rho \alpha \sigma i ́ \varepsilon \varsigma ~ \delta \varepsilon v ́ \tau \varepsilon \rho \eta \varsigma ~ \tau \mu \eta ́ \varsigma ~ \varepsilon ́ \chi о v v ~ \pi о \lambda v ́ ~ к \alpha \lambda \varepsilon ́ \varsigma ~ \theta \varepsilon \omega \rho \eta \tau \iota \kappa \varepsilon ́ \varsigma ~ \beta \alpha ́ \sigma \varepsilon ı \varsigma, ~ \sigma \tau \eta \nu \pi \rho \alpha ́ \xi \eta \eta \delta \varepsilon v \alpha \pi \varepsilon ́-$







 $\lambda o ́ \gamma \eta \sigma \eta \varsigma . ~ M ı \alpha ~ \tau \varepsilon ́ \tau o ı \alpha ~ \sigma v \vee \alpha ́ \rho \tau \eta \sigma \eta ~ \mu \pi о \rho \varepsilon i ́ ~ v \alpha ~ \delta \varepsilon \chi \theta \varepsilon i ́ ~ \omega \varsigma ~ \pi \alpha \rho \alpha \mu \varepsilon ́ \tau \rho о v \varsigma: ~ \tau \iota \varsigma ~ \pi \rho о \tau \alpha ́ \sigma \varepsilon \iota \varsigma ~ \tau \omega v \pi \alpha ル \tau \omega ́ v, \tau \iota \varsigma$


 $\pi о \mu \varepsilon i v \alpha \nu \tau \varepsilon \varsigma ~ \varepsilon ข \varepsilon \rho \gamma о і ́ ~ \pi \alpha i ́ к \tau \varepsilon \varsigma$.









## 1.4 Н $\Delta \eta \mu о \pi \rho \alpha \sigma^{\prime} \alpha$


 бода́рıа бто аиєрıкаvıко́ кра́тося.





### 1.4.1 $\Sigma \tau \alpha ́ \delta \iota \alpha$













### 1.4.2 Avтí $\sigma \tau \rho \varphi \eta \Delta \eta \mu о \pi \rho \alpha \sigma i ́ \alpha$











### 1.4.3 ПроюӨŋтьки́ $\Delta \eta \mu о \pi \rho \alpha \sigma i ́ \alpha$










## 





 $\gamma ı \sigma \eta$ бто $\pi \rho о ́ \beta \lambda \eta \mu \alpha \mu \pi о \rho \varepsilon i ́ v \alpha \mu \varepsilon \tau \alpha \varphi \rho \alpha \sigma \tau \varepsilon i ́ ~ \sigma \varepsilon ~ \varepsilon \kappa \alpha \tau о \mu \mu v ́ \rho ı \alpha \kappa \varepsilon ́ \rho \delta о v \varsigma$.


 $\sigma \tau \alpha \theta \mu \dot{\omega} v\left\{(s, c),\left(s^{\prime}, c^{\prime}\right)\right\}, \theta \dot{\varepsilon} \lambda$ оэ $\mu \varepsilon: \gamma(s)=c \Rightarrow \gamma\left(s^{\prime}\right) \neq c^{\prime} \forall\left\{(s, c),\left(s^{\prime} . c^{\prime}\right)\right\} \in I$.
 $\sigma \tau 0 \cup \varsigma$ Neil Newman, Alexandre Fréchette, каı Kevin Leyton-Brown, ot олоíoı ката甲 $¢ \rho \alpha v \varepsilon \kappa \pi \lambda \eta \kappa \tau \imath \kappa \alpha ́$






## 1.6 Алотє入غ́б $\mu \alpha \tau \alpha$



 vató $\varepsilon \rho \gamma \alpha \lambda \varepsilon i ́ o ~ \varepsilon \pi i ́ \lambda v \sigma \eta \varsigma ~ \pi \varepsilon \rho ю о р ı \sigma \mu ஸ ́ v . ~$




 $\pi \varepsilon \rho$ юорıбно́ $\gamma \downarrow \alpha$ тıऽ $\mu \varepsilon \tau \alpha \beta \lambda \eta \tau \varepsilon ́ \varsigma[s, c]+\left[s^{\prime}, c^{\prime}\right] \leq 1$



 $\lambda \dot{\tau} \tau \eta \mu \varepsilon \tau \alpha$ Or-Tools.

Káv $\alpha \mu \varepsilon \pi о \lambda \lambda \varepsilon ́ \varsigma ~ \sigma v \gamma к \rho i ́ \sigma \varepsilon ı \varsigma ~ \alpha v \alpha ́ \mu \varepsilon \sigma \alpha ~ \sigma \tau \alpha ~ \delta v ́ o ~ \pi \rho о \gamma \rho \alpha ́ \mu \mu \alpha \tau \alpha ~ \mu \varepsilon ~ \tau \alpha ~ i ́ \delta ı \alpha ~ \sigma \tau ү \gamma \mu о ́ \tau v \pi \alpha . ~ K v \rho i ́ \omega \varsigma ~ \delta ı \alpha \varphi о-~$


 $\sigma \tau \alpha \pi \rho \alpha \gamma \mu \alpha \tau \iota \kappa \alpha ́ \mu \varepsilon \gamma \varepsilon ์ \theta \eta$, ó $\sigma o \alpha v \tau o ́ ~ \alpha v \xi ̆ \alpha ́ v \varepsilon \tau \alpha ı . ~$








## Chapter 2

## Introduction

### 2.1 Motivation

We can say that the last 50 years technology have made huge steps, compared to the past. If we take a quick glance at the past decades, we will see that television was the main protagonist of technology during the 80 's and the 90 's. Every home in the "first world" countries had at least one TV and all the family was watching. It was we can say, the main protagonist of every day life technology at that time. After the new millennium and as we come closer to the present, we can see the "popularity" of TV declining little by little. Nowadays, the main protagonists of technology are the internet, mobile phones, and online streaming services (Netflix etc.). But what do all these have in common? They are services transmitted to us through the air. The same air. However, this air doesn't have infinite "space" for such transmission. Given that the air "space" is limited and that businesses related to these services are of multi million profits, allocating the rights for transmitting signals is not a trivial task.

What we call for simplicity "space in the air" is the so called spectrum; and the most common way to allocate the spectrum for almost 30 years now is through auctions. Welcome to Spectrum Auctions; mechanisms designed by governments to allocate spectrum rights to several broadcasting businesses, aiming to maximize revenues and social welfare. Spectrum auctions have been and still are the main object of research for a lot of economists and engineers.

### 2.2 Problem statement

In this thesis, we direct our focus into the Incentive Auction, that took place in the US five years ago. Why this particular auction? It carried through with a very difficult task; first of it's kind to succeed. As we said TV lost its place as the main "protagonist" in our houses, so naturally it should lose space in the spectrum as well. Nevertheless, rights are already allocated throughout the spectrum continuum. Thus, what is needed is a re-allocation. To shrink a little bit the "space" available for TV stations, in order to make some more for the wireless services (Internet etc.).

In order for this to be achieved, broadcasting stations $s \in S$ must be offered incentive prices, in return for giving up their broadcasting rights in the space $C$. This task is accomplished via an
auction. Nevertheless, even if some of the broadcasters sell their rights the "space" cleared will not be contiguous; and wireless businesses require contiguous spaces in order to transmit. Thus, we have to repack the remaining on air broadcasting stations $S^{\prime} \subseteq S$ to a smaller space $C^{\prime} \subseteq C$, and make a contiguous clear space $C-C^{\prime}$ for the new licences. Moreover, repacking the remaining on air broadcasting stations is an NP-Complete problem, generalizing the Graph-Coloring problem. What we described in simplicity, is what the incentive auction succeeded in the US territory, while at the same time making considerable profits.

The Incentive Auction started at 2016 in the US and concluded successfully in 2017. This 39 month process achieved the desired reallocation of spectrum and raised $\$ 19.8$ billion in gross revenues; close to $\$ 10$ billion profits for the US government. In this thesis, we are going to analyze in detail the mechanism of this auction and tackle with the difficult challenges that are billowing. One of these tasks we have great interest in, is the station repacking problem, and the need for optimization.

### 2.3 Related Work

Auction theory is a major field of economics. Auctions are very important in both theoretical and also piratical use. Practical, because especially nowadays some of the worlds most important markets are auction markets; and we have seen in the past that a good auction theory can make the difference between a successful auction and a disastrous one. We have many real examples of disastrous auctions, such as the New Zealand spectrum auction, several US auctions during the 90s and mane more[29]. Theoretical, because lessons learned through auction theory have led to important insights to other economic sectors.

Auctions exist in the world for many centuries. In fact, we can see in history books that in the ancient years, the Babylonians auctioned wives, later the Greeks auctioned mine concessions and held slave auctions; later the Romans began to auction everything from armor and weapons to debtors' property. And as the years passed auctions were becoming more and more popular. But when did auction theory started to make a change in the history of auctions?

We see a critical result of auction theory in the Revenue Equivalence Theorem, which subject to some reasonable-sounding conditions, states that the seller can expect equal profits on average from all the standard (and many non-standard) types of auctions, and that buyers are also indifferent among them all. William Vickrey's contribution through his papers [53,52] which developed some special cases of the theorem, awarded him the Nobel Prize. Myerson (1981)[37] and Riley and Samuelson (1981)[47] provide more general treatments. More on the early literature, we have Griesmer, Levitan, and Shubik (1967)[12] analyze the equilibrium of a firs price auction in which contestants' valuations are drawn from uniform distributions with different supports. Moreover, Wilson (1969)[55] introduced the (pure) common-value model and developed the first closed-form equilibrium analysis of the winner's curse ${ }^{1}$.

[^0]As we get closer to the recent literature of auction theory we have at the late 80 's the McAfee and McMillan (1987)[31] and a helpful introductory article by Maskin and Riley (1985)[30] which manages to convey many of the key ideas in a few pages by focusing on the case with just two possible types of each of just two bidders.

Regarding the Spectrum Auctions we see Ronald Coase (1959)[21] first proposing to auction the spectrum, yet it was until 1994 that the Federal Communications Commission (FCC) began to auction the spectrum. A great analysis of the history that led to spectrum auctions in the US is provided by Hazlett (1998)[54]. After 1994, when auctions were established as the common way for governments to allocate the spectrum; there has been a lot of work and research in this field. One of the major contributors in the theory of auction theory and especially spectrum auctions is Paul Milgrom, who was awarded the 2020 Nobel Memorial Prize in Economic Sciences, together with Robert B. Wilson, "for improvements to auction theory and inventions of new auction formats". Paul Milgrom led the team that designed the broadcast Incentive Auction, we can see his work designing the auction mechanism in $[45,46]$. Concerning the incentive auction, which is our subject in this thesis, we have the work of Neil Newman, Alexandre Fréchette and Kevin Leyton-Brown[41, 42] which analyzed and efficiently solved the station repacking problem, which emerges during the incentive auction.

### 2.4 Contribution

In this thesis first we try to understand the fundamentals of auction theory and mechanism design. Then we will direct our focus especially to spectrum auctions and the state of the art auction mechanisms that were used for the incentive auction; and are still utilized for same auctions. After we get a deep understanding on the theoretical context we will proceed into analyzing the Incentive Auction's process, as well as the station repacking problem.

The incentive auction of 2016 aimed to reallocate the spectrum. To put this in simple words, the government needed to buy back from TV participating in the auction their licences of transmission. After buying several of these licences and thus, had freed some "space" in the spectrum; new licences were going to be offered to wireless services. In the way the auctions work, in order to implement such a reverse auction, in which the government is acquiring licences from at the time broadcasting stations; a difficult problem requires to be solved. At any time during that auction, a TV station is able to walk out of the auction and continue transmitting. This means that, the auctioneer - the FCC - must at all times ensure that there is space available for the "walk out" station. The idea is that given that there is available space for a given station to go back on air, means that the FCC can keep lowering the offered price to it; but if there is not available space the FCC must not lower the price anymore, because if the station then rejects it there can not be a feasible way to go back on air. Weather there is "space" for a broadcasting station to go back on air is the Station Repacking Problem. This problem requires to be solved efficiently thousands of times during the Incentive Auction, as it has to be solved for each station many times. Due to interference of transmission between stations this problem has a huge amount of constraints that need to be satisfied. The stations repacking problem is NP-Hard, generalizing the graph-coloring problem[41].

Our main contribution with this thesis is regarding the station repacking problem. Once, we get familiar with the auction rules and the connection with the repacking problem, we try to implement our own solver for this problem. This solver will be implemented in order to run and interact with the auction process with the same exact way as the original one (the one that was actually used during the auction). We will utilize an open source software suite for optimization, which contains and uses many state of the art solvers; in order to create our own solver for the station repacking problem. This open source software is the Or-Tools created by Google. When we have created our solver, we can compare it with the original one, with real auction instances. Then we can observe the gap between the two and test the optimization done in practice. Moreover, we can try to see the impact that the two solvers, that solve the same problem but are optimized differently, have on the auction revenue's. How much money can a more efficient station repacking software can make?

### 2.5 Organization

- The first chapter is an Introduction. We provide a general overview of the problem domain that was investigated.
- In the second chapter Auctions and spectrum, we introduce to the reader some basic knowledge of auction theory. In addition we introduce, basic concepts of Mechanism Design, which aims to design systems that are to be used by strategic agents. We then focus on spectrum auctions, and the state of the art mechanisms that are used to implement them.
- In the third chapter we analyze the incentive auction's process in full detail. All of the context described in the previous chapter, being used in practice; we describe all of the rules and structure of the Incentive Auction.
- The fourth chapter is an analysis of the station repacking problem in theory but also in practice; as we introduce the solver of the FCC and it's usage.
- In the fifth chapter we introduce our own solver created for this thesis, utilizing the or-tools. Furthermore we present some comparisons between our solver and the FCC's solver.
- Finally, in the sixth chapter we discuss some further work that can be done after this thesis, and we take a glance at the Greece's spectrum auctions.


## Chapter 3

## Auctions and Spectrum

In this section we provide an introduction to auctions. Furthermore, we introduce basic auction sets and formats, and establish critical terminology, in respect of auction theory, that we will utilize throughout the paper.

### 3.1 What is an auction?

When referring to an auction, most people come up with a view that is formed by movies and television. They picture a hall, a crowded one, and one individual, who looks like a judge, that is presenting an item to be sold and announcing prices. People all over the room are bidding. They are shouting prices. Ascending prices. This goes on until nobody offers a bigger price, than the current one; the item is sold to the highest bidder who later pays the price that he announced. The auction continues with the next item on the list. This is not a misconception; it is actually how paintings of Picasso or Leonardo Da Vinci were sold in the past, or valuable antiques or books. If we go further in the past wives and slaves were also sold in auctions[49]. This indicates that people tend to use auction mechanisms because some products do not have standard values[27], such as artworks. Paintings and antiques were always common items to be sold in auctions over the years. That is because one cannot easily decide the price of an artifact, when it is unique. Interesting is the case of the American hip-hop group Wu-Tang-Clan. The group decided in 2014 to make a single copy of their album Once Upon A Time In Shaolin and sell it an online auction. Besides the fact that most music fans do not seem to purchase the music and that an album's price is significantly low, this album was sold at the record price of two million dollars. The winner of the auction had the right to keep the music for personal use or decide to release it to the world for free[20].

Nowadays auctions seem to drive the economy. Even in the past, auctions had many practical uses and the were different types of auctions. However, in the present years and due to the advance of the technology, auctions are thriving in the matter of selling goods and services. Worldwide their use is ranged for the allocation of radio spectrum necessary for mobile communication, to pollution permits and trading electricity, as well as internet advertising and many more.

An auction can be defined by its property, being a market clearing mechanism, and to equate demand
and supply. There are of course other market mechanisms, some including fixed price sales( as in retail sailing points), or bargaining(as in real estate, when the broker bargains the price of a house). The characteristic for which an auction stands out as a market mechanism that allocates scarce resources, is that the price formation process is explicit. That is, the rules that determine the final price are usually well-understood by all parties involved.[18]. Moreover, auctions are more flexible than a fixed price sale and often they demand less time than bargaining a price. For example, auctions are conducted for selling hundreds of goods such as used cars in a matter of several hours. Negotiating for each car independently and with each potential buyer would take days if not months. We must note however, that under certain conditions negotiation sale or even a fixed price can result in higher expected revenue for the seller. Otherwise these market sale techniques would not be used.

### 3.2 Auction Types

There are many criteria that can distinguish and classify an auction. We will present some features that can classify an auction according to the literature[50]. Auctions can be :

- Single dimensional, or multi-dimensional. In a single dimensional auction, the bid is only oriented by the price offered for a specific good. Whereas on a multi-dimensional auctions, other aspects affect the bid. Such aspects can be quality or delivery date.
- One sided or two sided (Forward, Reverse or Double) A Forward auction is an one sided auction, where buyers bid for the goods and the auctioneer has the job of deciding which is the winning bid. A Reverse auction is also an one sided auction, where sellers bid for the goods and the auctioneer has the job of deciding which is the winning bid. In a two sided auction both buyers and sellers submit bids and the job of the auctioneer is to match buyers to sellers.
- Open-cry or sealed bid. In open-cry auctions, all bids are publicly observable by all bidders. In a sealed bid auction, the bids are only known by the auctioneer.
- First price or kth price. In a first price auction the winning bidder pays the price of the winning bid, whereas in a kth price auction the winning bidder pays the price of the bid that is ranked kth. The most common kth price auction is the second price auction the bidder who bids highest pays the price bid by the second-highest bidder.
- Single-unit or Multi-unit. In a single unit auction, there can only be bids for a single good (although, a single good can be considered a bundle of items and not only a single item-for example, a pack of beers-). In a multi-unit auction, a bidder can bid for several units together. For example, in a multi-unit auction in which 100 pack of beers are being sold simultaneously, it is possible to bid for 10 packs only, at a price of $\$ 5$ per pack)
- Single-item or Multi-item. Unlike the previous category, when we use the term multi-item; we refer to different goods. In the case, were a bundle of different goods may have a certain value for a bidder, but each item in the bundle has no value if it is purchased without the others; we
call it a Combinatorial Auction. In that auction, multiple, heterogeneous goods are auctioned simultaneously and bidders may bid for arbitrary combinations of goods. For instance, and not to be confused with the previous category, here a bidder may offer $\$ 30$ for two packs of beer and a bottle of Gin; while another can bid $\$ 25$ for just two packs of beers. Moreover, if we get combinatorial constraints for example, the first bidder may not have any value at all for the beers or the bottle of gin separately. We should note that a bidder's preference over a bundle of goods signals that a bidder's valuation for the bundle need not equal the sum of her valuations of the individual goods in the bundle

The above is a zoological categorization of auctions[43], according to a number of different possible features. These properties are independent, meaning that an auction can fall into more than one of the above. For instance, a combinatorial auction can be open-cry, one-sided and single dimensional.

The figure below illustrates the categorization described above.


Now we will present the most common and widely known kinds of auctions and place them properly in the categorization that was described above.

There are four basic types of auctions that are widely used and analyzed. The English Auction, the Dutch Auction, the first-price sealed-bid auction and the second-price sealed-bid auction.

The English auction is the auction form which is most commonly used for the selling of goods. In the English auction, the price is successively raised until only one bidder remains. That is why it is also called ascending-bid auction. This auction is usually conducted with an auctioneer who announces prices, or by having the bidders calling the bids themselves, or submitting bids electronically while the current best bid is posted. The essential feature of the English auction is that, at any point in time, each bidder knows the level of the current best bid. This type of auction is often used over the years for selling antiques and artwork.The word auction in fact derives from the Latin word auctus-the past participle of the verb au-gere, which means to augment or to raise. If you mention the word auction to
someone, that person will probably think of an English auction; the whole idea that we described in the beginning of this section. It is an open-cry, one-sided and typically sell-side and it is first-price since the winner pays the winning price.

Second on the list is the Dutch auction, or descending-bid auction. It is probably the next most common format. The Dutch auction is the converse of the English Auction. This again is a singledimensional, one-sided, open-cry, first-price auction. The descending auction works in exactly the opposite way from the ascending: the auctioneer starts at a very high price, and then lowers the price continuously. The first bidder who calls out that she will accept the current price wins the object at that price. This auction is commonly used for selling cut flowers in the Netherlands, fish in Israel and tobacco in Canada. Every bidder gets a buzzer connected to an electronic clock. The interior of the clock has information about what is being sold and the price at which the auction starts. As the time passes the clock displays the percentage that the price of the item has fallen. The fist one to hit the buzzer gets the item and pays the respective price.[29]. Furthermore, Dutch auctions have been used to sell shares of companies. For example, when Google went public in the summer of 2004, it was reported to have sold its shares using the Dutch auction[25].

With the first-price sealed-bid auction, potential buyers submit sealed bids and the highest bidder is warded the item for the price he bid. The basic difference between this and the English auction is that, with the English auction, bidders are able to observe their rival's bids and pick their strategies accordingly (and can even revise their bids, if the chose to). It is a sealed bid in contrast with the open-cry English auction, where each participant submits one and only bid. First price sealed-bid auctions have been used in the auctioning of mineral rights to U.S government-owned land; they are also sometimes used in the sales of artwork and real estate. It is also commonly used for online advertisements in the internet along with other types of auctions.

The second-price sealed bid auction, also known as Vickrey auction after William Vickrey[53] is like the first-price sealed bid auction. The difference here is that the price that is paid by the winner is the second-highest bidder's bid. This auction has very useful theoretical properties, but in practice it is not that often used.

Many variations upon these four basic auction forms are used. A common one is the Japanese auction. This variation is like a patchwork of English and Dutch auction. In this auction, ascending prices are announced by the auctioneer and bidders indicate that they are dropping out when the price gets too high for them. As bidders drop out of the auction, the last one in, is the winner; he obtains the good at the price at which they become the last bidder. A Japanese auction implementation is described by Milgrom and Weber[35], where bidders hold an electronic button, similar to the buzzer in the Dutch auction, and they release the button whenever they wish to drop out of the auction. This particular format is very similar to the Reverse auction that we are going to analyze later in this thesis . However, in the reverse auction items (licences) are sold, thus it is called reverse.

### 3.3 Auctions as Games

Game theory is as a collection of techniques, that enable the analysis of strategic situation between agents, who act in a selfish way in order to maximize their own objectives, and there are interdependencies among those decision makers. In these situations the payoffs are determined by the collective choices of all the strategic agents involved. At an auction, the winner and at times even the price he is going to pay, depends not on his bid, but how his bid relates to the bids of his rivals. Thus, we can understand that an auction is indeed a "game". However, if we want to be formal auctions are not games. The idea of allocating scarce resources to different strategic agents is. Auctions are the mechanisms that are designed with the proper allocation and bidding rules, in order to achieve the "best" outcome, in terms of efficiency, revenues etc.

### 3.3.1 Equilibrium and strategies

One of the most important notion in game theory, if not the most important, is that of an equilibrium. Equilibrium is a state were, in such a game, the players have no reason to unilaterally deviate from their current strategies. Thus, euilibria are steady states, in a manner that, when players reach those states we believe that they will not change their strategies.

Dominant Strategy is a strategy that, when followed by a decision maker, he gets the most out of the game, regardless of what strategies are followed by his rivals. It is a very important state, because no matter what, the agents are going to to follow this strategy. Thus when a game, or an auction, provides the players with dominant strategies it is easy to predict the outcome.

Mechanism design is a field in game theory, which aims to create the rules that regulate the interaction of strategic agents. In our case design the rules and the auction process.

Let us now define formally an auction as a game $G$ :

- We have $n$ players-bidders. Let the set of the bidders be $I=\{1,2, . ., n\}$
- Let $X_{i}=[0, \bar{u}]$ denote the set of possible types of bidders $i, i=1,2, \ldots, n$ and $u_{i}$ the type that the bidder $i$ receives.
- The finite space possible strategies-bids $S_{i}$ for players $i, i=1, \ldots, n$. In the auctions setting, this strategy space consists of the different bids that each player is allowed to submit. We denote by $s=\left(s_{1}, \ldots, s_{n}\right)$ the strategy profile of the game.
- $C_{i}: S_{1} \times \ldots \times S_{n} \rightarrow R$ a cost function for each player i (We assume that each bidder wants to minimize his cost)

We define as Pure Nash Equilibrium-PNE a strategy profile $s$ if for every player $i$ and every unilateral deviation $s_{i}^{\prime} \in S_{i}$ we have that $C_{i}(s) \leq C_{i}\left(s_{i}^{\prime}, s_{-i}\right)$ [39]

We define a Dominant Strategy, a strategy $s^{\prime}$ for a player $i$ if $\forall s \in S_{i}, \forall s_{-i} \in S 1 \times \ldots \times S_{i-1} \times$ $S_{i+1} \times \ldots \times S_{n}$ we have that $C_{i}\left(s^{\prime}, s_{-i}\right) \leq C_{i}\left(s, s_{-i}\right)$

If a mechanisms achieves to provide dominant strategy for every player, it is easy for the player to participate in it and for the designer to predict its outcome. That makes dominant strategy a very important asset for an auction. In addition we should note that, a pure Nash Equilibrium is a weaker notion than a dominant strategy, since it only requires that each player best responds to some specific strategies that the others follow, and not that he should behave in a specific way, no matter what the others are doing.

### 3.3.2 Single Item Auctions

We will now formally define a single object auction model. We will create this model in order to analyze the bidding strategies and the equilibriums that occur when we are facing auctions as the ones we described in this section.

We have $n$ bidders, bidding for a single object. Each bidder $i, i=1, \ldots, n$ has a private valuation for the object $v_{i}$. Every bidder has a positive valuation for the object, which can also be interpreted as the maximum amount of money he is willing to pay for it. The mechanism - auction format - auctioneer is the one to allocate this object along with the price. To decide who gets the item and how much he is charged for it, based on the players bids. We denote the payment with $p$. We then define the utility of each participant $u_{i}$ when :

$$
u_{i}= \begin{cases}v_{i}-p & \text { if } i, \text { receives the item } \\ 0 & \text { otherwise }\end{cases}
$$

We see utility as the amount of "happiness" of a player $i$. He either gets the item and is "happy" of his private valuation of the object minus how much he actually paid for it, or he does not get the item at all.

We define the set $B$ as the set of all possible bids and note that it is the same for each player. We also have a bid profile, $b=\left(b_{1}, b_{2}, \ldots, b_{n}\right)$ which includes the bids that were made. An allocation rule $x(b): B^{n} \rightarrow\{0,1\}^{n}$ such that $\sum_{i=1}^{n} x_{i} \leq 1$, is a mapping from the bid profile to the winner of the item, namely

$$
x_{i}= \begin{cases}0 & \text { if } i, \text { receives the item } \\ 1 & \text { otherwise }\end{cases}
$$

Lastly, the payment rule, $p(b): B^{n} \rightarrow R$, is a a mapping from the bid profile to the real numbers, that allocates the bids of the players with the prices they are charged. In our case only the winner is charged so this mapping is 0 for every player except the one who gets the object.

We say that truthtelling is a dominant strategy for a player $i$, if bidding at his own valuation $v_{i}$ always maximizes his utility $u_{i}$, regardless of what the other agents bid. Mechanisms (auctions), that support as a dominant strategy telling the truth, are called truthful.

Two major indicators of how "good" a mechanism is, are the Social Welfare, and the Revenue; which measure the success of those designs. Revenue is $R(x)=\sum_{i=1}^{n} p * x_{i}$ and in simple terms is the money that the auctioneer made. And the Social Welfare of an allocation is $W(x)=\sum_{i=1}^{n} u_{i} * x_{i}$. We can view the Social Welfare as the total "happiness" of the players.

Despite the fact that we have the two above indicators of how good an auction is, typically the designers tend to maximize the Revenues and not care about the Social Welfare.

### 3.3.2.1 First-price Auctions

Now we will use the first-price sealed bid auction that was described earlier, as an lets say allocation rule for the game that was notated above. We give the item to the highest bidder and we charge him the amount that he decided to bid. Very simple rules, and can be very easily be implemented if we look from the auctioneer's perspective. However, it is not as easy to define the strategic that a player should adopt. Naturally, each player wishes to maximize his utility. To begin with, a player $i$ does not have a reason to bid his own true valuation $u_{i}$ for the object, because hit utility will always be 0 . Same as not participating at all in the auction. Thus, the bidder will come up with a bid always less than his valuation (bidding higher than his valuation would end up with negative utility), which always results in two possible outcomes. Either the player will get the item but pay more than needed, or bid way off of his valuation and risk not getting the item at all. In order for someone to decide his best strategy, he must make assumptions on his competition, namely to find out the number of bidders that participate in the auction, their valuations' distribution and how these are correlated between them.[14]. This proves that the first-price auction is not a truthful mechanism. We should note that it was proven by Vasilis Syrgkanis et al. $[17,51]$ that this mechanism gives an $\frac{e-1}{e}$ approximation of the optimal Welfare, which is tight when the valuations are correlated. Later it was improved by Hoy et al.[24], that assuming furthermore that valuation distributions are independent, the Welfare of the First Price Auction is at least an .743 approximation of the optimal Welfare. However in practice, in the worst known example (from Hartline et al.[22]), the first price auction achieves .869 -fraction of the optimal welfare, far better than the theoretical guarantee.

The first price auction is widely used but as we saw above, it is difficult for the participants to decide and pick their strategy. Furthermore, it is viable for a player to adopt "illegal" strategies metaphorically or literally, such as cooperate with other players etc. This is all because the mechanism lacks a dominant strategy.

### 3.3.2.2 Second Price Auction

In the second-price sealed-bid auction firstly introduced by Vickrey[53] and the named after him; that we have described in this section, players submit their bids simultaneously without observing the bids made by other players. It holds the same allocation rule as the first-price auction, but a different pricing rule. We will explain how in such auctions players always have a dominant strategy and in addition, this strategy is for a player to always bid his own private valuation. This is a remarkable property of the Vickrey auction, the also known as truth telling.

Lets say that bidder 1 has a valuation equal to $v_{1}$ for the object. And denote by $\hat{b}$ the highest bid among players $2, \ldots, n$. We assume that :

- Bidder 1 bids $b_{1}<v_{1}$. If $b_{1}>\hat{b}$ then bidder 1 wins the as he would have won with a bid equal to $v_{1}$. However, if $b_{1}<\hat{b}<v_{1}$ then bidder 1 loses the auction. By bidding his valuation he would have won the auction and would have earned expected profits equal to $v_{1}-\hat{b}$. Thus, bidder 1 does not gain by bidding less than his valuation and could possibly lose. That is, his expected profits decrease with a bid $b_{1}<v_{1}$
- Bidder 1 bids $b_{1}>v_{1}$. If $b_{1}<\hat{b}$ then bidder 1 loses the auction as he would have lost if he had bid his valuation. However, if $v_{1}<\hat{b}<b_{1}$, then Player 1 wins the object and pays more than his valuation. That is, he loses $\hat{b}-v_{1}$. Therefore, bidder 1 does not gain by bidding more than his valuation but could possibly lose. Thus, his expected profits decrease with a bid $b_{1}>v_{1}$

This proves the state that the Vickrey auction has a dominant strategy for each player to bid at his own true valuation; thus, it is a truthful auction. It is also proven that the second-price auction also maximizes the social welfare.

### 3.4 Spectrum Auctions

What is the spectrum? And why governments decide to use auction systems in order to sell it? Or better, to allocate it. Questions that we need to answer first before we jump into studying the famous spectrum auctions.

### 3.4.1 Electromagnetic Spectrum

Spectrum in general, is a chart or a graph that shows the intensity of light being emitted over a range of energies.[5] The most common example of such thing, is a rainbow, something most people have come across in their lives. However, when we talk about spectrum auctions we are referring on the Electromagnetic Spectrum. The electromagnetic spectrum is the range of frequencies (the spectrum) of electromagnetic radiation and their respective wavelengths and photon energies. These frequencies range from below one hertz, to above of $10^{25}$ hertz.


Figure taken from [3] displays the electromagnetic spectrum

Television and radio waves are the ones "sold" in auctions. They include the very well known FM, VHF and UHF bands.

When we refer to selling electromagnetic spectrum, we actually mean selling the rights to companies to transmit at these frequency bands. Economists, hold a substantial agreement that the best way to allocate scarce spectrum resources, is through auctions[26]. Ronald Coase proposed in 1959[21], that auctions were the way to assign spectrum; however, it was not until 1994 that spectrum auctions were first established in the US. Deep analysis of the history of what led to spectrum auctions is provided in[54]. Other options to assign spectrum has been tested and rejected in the past, such as administrative process or lotteries.

One can now imagine, the importance of choosing the "right" auction. To choose, design such a mechanism that maximizes revenue for the government and efficiency (getting the spectrum in the hands of those best able to use it). A mechanism able to "discover" the best allocation there can be. If we just take into account the fact that, spectrum auctions have, in the past been a multi-billion dollar source of revenue for the US government, we can then understand the magnitude of the research done to design such mechanisms.

Over the course of time several auction types have been proposed and tested; some achieved their goals and other failed badly. We are not going to analyze properties and rules that have been established in these auction. Peter Cramton give an analysis in[11].

### 3.4.2 Deferred-Acceptance Auctions

We are going to focus on a particular type of auction, introduced by Paul Milgrom and Ilya Segal[45], as it is the one implemented in the Incentive Auction of 2015.

In 2015 the US government conducted the Incentive Auction. The main goal of this auction was to reallocate channels that was at the time allocated for television broadcasting to use for wireless broadband services. In order for this to be achieved, television broadcast rights should be first purchased from some of the TV stations and reassign or repack the remaining on air stations into a smaller set of channels. Then use the channels-spectrum that is cleared to create licences able for use in wireless broadband and then allocate them properly. Active broadcasting stations on the US vicinity at the time exceeded 2500 . Repacking, say 2000 of those TV stations create a set of approximately 140000 interference constraints that must be satisfied. These constraints dictate which pairs of stations could not be assigned to the same or adjacent channels. Thus, a computationally challenging problem emerges, which is equivalent to the NP-hard graph coloring problem[9]. Therefore, the challenge for designing a strategy-proof auction was created. The idea as we view it is to make a double auction; that can reallocate the rights of TV broadcasting to the wireless services. At the same time it should repack the remaining on air TV stations to a smaller set of channels.

The Deferred-Acceptance auctions, generalize the idea of the matching algorithms which are introduced in [19] and [10], as well as related clock auction designs, such as the simultaneous multipleround auctions used for radio spectrum sales. These auctions are iterative processes in which the highest scoring (and hence least attractive) bids are rejected in each round and the bids left standing at the end are accepted. Briefly a DA algorithm, that is used for the implementation of a DA auction, hold these properties: At first ever bid is considered to be active. In every iteration, a non-negative "score" is assigned to each bid, according to a chosen scoring function. This scoring function can take as arguments the the bid amount, the bidder's identity, the remaining set of active bidders, and the amounts and identities of the previously rejected bids. Termination of the algorithm occurs when no active bid has a positive score and the remaining active bids become winning. Otherwise, the algorithm rejects the active bid with the highest non-zero score, removing it from the active set, and iterates. Different scoring rules lead to different DA algorithms. By selecting appropriately a scoring rule, for a DA auction one can achieve a variety of different goals and can make the DA auction to take the shape of previously studied auctions. For instance, by using the "standard" DA algorithm of Bikhchandani[16], where all active bids are scored by their bid values, an efficient allocation subject to constraints that have a matroid structure can be implemented. Another example, is the implementation for the "knapsack problem" by Dantzig[13], in which there is a constraint on the total "volume" of the rejected bids.

Deferred-acceptance auctions, are sealed-bid auctions. In these mechanisms the winning bids are selected with the use of DA algorithms and payments are made only to the winning bidders. A deferred acceptance threshold auctions which use a DA algorithm to select winners and pays each winner its threshold price is a strategy-proof, truthful auction[46].

Besides efficiency, there are other requirements for a design to have, that even some times are more important. For instance, as in the FCC's repacking problem, an auctioneer may face hard budget
problems constraints. With proper adjustments, DA threshold auctions can respect such constraints, nesting the budget-constrained mechanisms that were studied and analyzed by McAfee (1992)[32], Moulin (1999)[36], Mehta et al. (2007)[34] and Ensthaler and Giebe (2014)[15]. Furthermore, another target for a mechanism to achieve may be to minimize the procurement cost. If hypothetically the bidder valuations are drawn from known distributions independently, then the bids in DA auctions can be scored according to the corresponding virtual values of Mayerson[38]. In that case, and given that the constraints have a matroid structure, the upshot is an expected cost minimizing auction. On the other hand, id the bidders valuations are drawn i.i.d. from a single unknown distribution, then expected costs can be reduced by scoring the still-active bids using already-rejected bids[48].

We will provide a more formal definition of Deferred-Acceptance Auctions, in order to make more clear the rules and the scoring function.

Given a set of bidders $N$ and possible bid profiles $B$, a deferred-acceptance algorithm (DA) is specified by a collection of scoring functions $\left(s_{i}^{A}\right)_{A \subseteq N, i \in A}$, where for each $A \subseteq N$ and each $i \in A$, the function $s_{i}^{A}: B_{i} \times B_{N \backslash A} \rightarrow R_{+}$is non-decreasing in its first argument. The algorithm operates as follows. Let $A_{t} \subseteq N$ denote a set of "active bidders" at the beginning of iteration $t$. . We initialize the algorithm with $A_{1}=N$. In each iteration $t \geq 1$, if $s_{i}^{A_{t}}\left(b_{i}, b_{N \backslash A_{t}}\right)=0, \forall i \in A_{t}$ then stop and output $a(b)=A_{t}$. Else, let $A_{t+1}=A_{t} \backslash \arg \max _{i \in A_{t}} s_{i}^{A_{t}}\left(b_{i}, b_{N \backslash A_{t}}\right)$ and proceed. In simple terms as we previously said, the algorithm in each iteration is rejecting the least "attractive" (highest-scoring) bids until only zero scores remain. We say that the DA algorithm computes allocation rule $a$ if for every bid profile $b \in B$, B , when the algorithm stops the set of active bidders is exactly $a(b)$.

We can say that every DA algorithm is finite and computes a monotonic allocation rule. Therefore, we can define a DA threshold auction as a sealed-bid auction, in which the allocations are computed using a DA algorithm and the corresponding threshold payments are made to the winners. Like any threshold auction, each DA threshold auction is strategy-proof.

### 3.4.2.1 Descending Clock Auction

Finally, we arrive at the category of the Descending Clock Auction. It is actually the main auction format that was used for the FCC's incentive auction. This type of auctions are equivalent to the DA threshold auctions that we introduced before. Briefly, in a clock auction, same as in the DA threshold auction, iterative bids that are the least attractive to the auctioneer are rejected. Nevertheless, in the setting of the descending clock auctions the rejected bidders may remain active by improving their bids by some minimal bid increment; unlike the DA auction. It is shown by Milgrom[45] that for every sealed-bid DA threshold auction with finite bid spaces, there exists an equivalent descending clock auction that generates the same allocation and payments, and vice versa.

Such auctions are very efficient for many applications as they are themselves truthful and selfevident even for bidders who misunderstand or do not trust the auctioneers calculations[28]. In addition, they winning bidders are not required to reveal, not even to figure out their exact values. And lastly, these auction formats, permit information feedback so as to better aggregate common-
value information. We should also highlight the fact that DA threshold auctions and of course clock auctions, are weakly group strategy-proof. This means, that should a "group" of bidders be formed (a cooperation of bidders), there is no possible strategic that the group can have besides being truthful, that can be strictly profitable for all members of the coalition[34, 23]. We can understand that this is a very critical property in the real world auctions, were million dollar companies can cooperate "against" the auctioneer, who in our case (spectrum auctions) is the government.

### 3.4.2.2 An Example

Before we start introducing the actual format that was developed for the FCC Incentive Auction, we will illustrate a simple example of a DA threshold mechanism compared to a Vickrey auction. This way, the reader can get an idea of how these auctions work, and on top of that show it's advantages over other previously adopted mechanisms.

Let there be three television stations, 1,2 and 3 . For the simplicity of this example, we can imagine three stations in a straight line, were station 3 is the one in the middle so it interferes with both of the others standing in the edges.All three of the stations are bidding to stop broadcasting in a reverse auction; to sell their rights of transmission. Suppose the respective bids $b_{1}, b_{2}, b_{3}$ Also, we assume that only a single channel is available to be assigned to the losing bidders (bidders who do not sell the rights). There is no interference constraint between stations 1 and 2 ; meaning that they can be assigned to the same channel no matter what. However, both of them interfere with station 3, and cannot be assigned on the same channel. In the case that we just described, the auctioneers has two options ${ }^{1}$. Either to acquire the licence of station 3 and assign stations 1 and 2 to the available channel, or acquire the licences of both 1 and 2 and assign station 3 to the available channel.

- A Vickrey auction mechanism, given the setting above, would behave in two possible ways:

1. If $b_{1}+b_{2} \leq b_{3}$, licences of stations 1 and 2 are acquired, and the Vickrey payments for them are $b_{3}-b_{2}$ and $b_{3}-b_{1}$ respectively
2. If $b_{1}+b_{2}>b_{3}$, licence of station 3 is acquired.
(We assume that the ties are broken in favor of the lower-numbered bidders.)
The first thing that we can note here, is that in the first case, bidders 1 and 2 have control over each others payment. By reducing their bids they can raise each other's payments. Thus, we can see that the Vickrey auction is not group strategy-proof. On top of that, we observe the fact that the total payment made to the bidders 1 and 2 equals $2 * b_{3}-b_{2}-b_{1}$ which exceed station's 3 value $b_{3}$. These properties can turn out to be disastrous in a real time auction, and there are a few examples to prove this point. A real world example of the terrible outcomes that the Vickrey auction can produce, is the one of New Zealand's 1990 spectrum auctions. In that particular auction, occurred cases where the winning bidder had to pay to the government just $\mathrm{NZ} \$ 5.000$

[^1]while his original bid was $\mathrm{N} Z \$ 7$ million. In another case, a firm that bid $\$ 100.000$, ended up paying just $\$ 6$ since that was the second highest bid[33, 44].

- For the DA auction mechanism we first suppose that bidders 1 and 2 are given scores equal to their bids $b_{1}, b_{2}$, while station 3 is given score $b_{3} / w_{3}$, so long as they are feasible. The factor $w_{3} \leq 1$ is interpreted as the bidders "volume", to account for the greater interference it creates over the other two. With these scores, the DA algorithm, in the case were (i) $b_{1}, b_{2} \leq b_{3} / w_{3}$, first rejects the station 3 which has the highest score among the three. Then stations 1 and 2 are acquired. To ensure strategyprofness each of them is paid $b_{3} / w_{3}$, the station's threshold price, which is its maximal bid that would have still been accepted given the bids of the others. In the case were (ii) $b_{1}, b_{2}>b_{3} / w_{3}$, station 3 is acquired, it is paid its threshold price $w_{3} \max \left(b_{1}, b_{2}\right)$

In the case of DA threshold mechanism, implemented as a descending-price clock auction in the above setting would perform considerably better. Analytically, at first all the bidders are considered active and are given a high price $p$ given each volume respectively. This price will descend in every iteration, while the bidders are able to exit at any point in between iterations; if it is still feasible. Prices of bidders (who are still active) but not have a feasible exit, freeze. For instance, if station 3 (the center station) decides to exit the auction first, the others cannot be assigned to a channel, thus they do not have a feasible exit. Therefore, their prices are frozen at the "round" in which station 3 decided to drop out and they become winners. The process described achieves the optimality of truthful bidding self-evident. This means that a bidder can never benefit form not being truthful (stay at a price below his value or quit at a price above his value).

## Chapter 4

## The Incentive Auction

In this section we try to explain in detail the whole Incentive Auction of 2015 procedure. This multi-billion revenue spectrum auction had to accomplish the task of spectrum reallocation; which it actually did. This double auction is based on the Deferred-Acceptance Auctions format. It is critical to deeply understand the full structure of the auction first, in order to state the station repacking problem, which is also tackled by the auction mechanism with great success.

### 4.1 An Overview

Before we dig into the full incentive auction's process we will try to give an overview on in, and try to make some comments.

As the years pass and technology advances with them, we notice that television and radio tend to "fade away". Of course, they are still a big part of every day life in the first world countries. Nevertheless, if we compare their standings back in the 90 's with their standings after 2010 we can see this descending course. In contrast, we see wireless services, especially after 2010, having an ascending course. That created the need for a double auction. The government, in our case the US but it should be followed by other countries as well, needed to reallocate the spectrum. This reallocation, as we mentioned in the previous chapter, is enabled through a double auction. A process in which the auctioneer, is buying items from the sellers, that later allocates to the buyers. May sound simple, but is in reality a vary tricky process that demands high quality mechanism design. The 2016 Incentive Auction did actually manage to accomplish this challenging task and on top of that made revenues that came close to $\$ 10$ billion.

The idea for the double auction at first, is to implement it through two different auctions. A Reverse auction, in which the FCC buys licences back from broadcasting stations; and immediately after a Forward auction, where companies of the wireless industry are are asked to buy the licences acquired. Both of these auctions are based on the deferred acceptance threshold auction format, as clock auctions. So the reverse and the forward auctions, are a descending and an ascending clock auction respectively.

Next we have to ask; how do we know how much of "space" to clear for the wireless services? The answer to that is the more the merrier, but it should be decided before the start of the auction, in order
to know how much space is available for the remaining on air stations. To make it more clear, this so called "space" is the channels. Before the incentive auction, range of channels was $2-51$; so we ask how many channels can we wipe? To answer this question in the most efficient way, there was set the Clearing Target and the idea of Stages was created. Each stage with a specific clearing target, and as the stages go on this clearing target descends. For instance, we begin with trying to clear 20 channels in the first stage; if we are not "happy" with the result we proceed to stage 2 , were we aim to clear 15 channels and so forth.

Lastly, we must know when to stop. At which time during the process, are we "happy" with the result; and define that. That is the Final Stage Rule, a "rule" that when is satisfied, means the termination of the auction. It makes the at the time current stage be the final stage of the auction.


Next in this chapter we are going to present in detail the exact rules and procedures that were followed, in order to implement these exact processes which constitute the Incentive Auction

### 4.2 The Spectrum Clearing Target

The 600 MHz Band Plan that was adopted in the Incentive Auction consists of an uplink band that begins at channel 51 ( 698 MHz ), followed by a duplex gap, and then a downlink band. The Incentive Auction was conducted in stages. Each stage was to aim for a different "Spectrum Clearing Target". A set of band plan scenarios based on the number of television channels cleared was associated with a specific potential clearing target as shown below.












## Band Plan Scenarios : Figure 1 in[1]

The FCC had first, to determine an initial clearing target. The first stage of the forward auction would offer licenses corresponding to that target and any subsequent stages would offer licenses for scenarios corresponding to lower clearing targets-that is, moving down in the table shown above.

It is obvious that the FCC wanted to set the highest clearing target possible from among the available options given broadcaster participation in the reverse auction. We understand that if more broadcasters chose to participate, meant more space to be freed in the spectrum.

The auction system made use of mathematical optimization techniques to identify provisional TV channel assignments that protect the coverage area and population served of non-participating television stations as required by the Spectrum Act. Where necessary, non-participating stations were assigned to channels in the 600 MHz Band. In order to limit the extent of market variation in the provisional TV channel assignment plan, there was chosen to limit impairments on a nationwide aggregated basis to less than 20 percent of the total U.S. population (measured on a weighted basis). If a provisional channel plan did not exceed this limit, the auction system would apply any secondary objectives for TV channel assignments. If a provisional channel plan exceeded the less than 20 percent limit, the process was to start again with the next lower clearing target. We will not dig deeper on the Clearing Target Optimization Procedure, as it is not our mainly target on this paper.

As we have already quite indicated there was another challenge here for the FCC. There should be an initial channel assignment for all of the stations that did not chose to participate in the auction. That provisional assignment plan should satisfy a certain number of rules or constraints. Analytically, any assignment plan should include a permissible channel in its pre-auction band for every television station that is not participating in the reverse auction. Furthermore it should apply all of the repacking
constraints, which we are going to explain in detail later in the paper, taking into account any fixed constraints specific to an area or a channel that would prevent an assignment of a station to a channel, as well as all other stations that cannot be located on a co- or adjacent channel.

We should highlight that such an assignment was conducted before the beginning of each stage of the auction, and not just before the first stage, as each on of the stages was aiming for a different clearing target. The assignment became possible through a serious of mixed-integer programs.Unfortunately, for our research, these programs and their results were never made public by the FCC, and as a result it is nearly impossible to make an exact simulation of the auction. Here we should mention that the auction concluded in the forth stage, and its the initial clearing target for the first stage was set to 126 MHz . That translates to 29 eligible channels for the UHF stations.

### 4.3 Stages of the Auction

As indicated before, the auction design consists of several stages. Each stage with a unique clearing target which is descending as the stages proceed.

The Incentive Auction begins with a Reverse Auction -which is our main point of interest-, and followed by a Forward Auction after its termination. If bidding in the forward auction does not satisfy the final stage rule, additional stages will be run with progressively lower spectrum clearing targets in the reverse auction and fewer licenses available in the forward auction, until the final stage rule is satisfied. Reverse and Forward auction will be analyzed in detail in this section.

### 4.3.1 Final Stage Rule

There was a need to determine whether or not, each stage should be the final, which would mean the termination of the auction.

The final stage rule is a set of conditions that must be met in order to close the auction at the current clearing target; failure to satisfy the rule would result in running a new phase at the next lowest clearing target.

The final stage rule is a reserve price with two components, both of which must be satisfied. The first component requires that the average price for low impairment licenses in the forward auction meets or exceed $\$ 1.25$ per MHz-pop at a 70 MHz cleared benchmark. Alternatively, if the spectrum clearing target at a particular stage is greater than 70 MHz , then the first component will be met if the total proceeds of the forward auction exceed the product of $\$ 1.25$ per MHZ/pop x 70 MHz x the total number of pops for the high-demand Partial Economic Areas (PEAs) with at least one Category 1 block in this stage. This alternative formulation will allow the auction to close if the incentive auction repurposes a relatively large amount of spectrum for wireless uses, even if the price per-MHz-pop is less than the benchmark price.

The second component of the final stage rule requires that the proceeds of the forward auction be sufficient to meet mandatory expenses set forth in the Spectrum Act. If the requirements of both components of the reserve price are met, then the final stage rule is satisfied.

### 4.4 Stage Structure

### 4.4.1 Reverse Auction

The procedure begins with the Reverse Auction. Its goal is to identify broadcasters who are willing to give up some or all of their spectrum usage rights, as well as the incentive payments required. Those rights that are bought by the FCC in the reverse auction, aim to clear and achieve a clearing target.

The Reverse Auction is a descending clock reverse auction, conducted in multiple rounds, with prices for a hierarchy of relinquishment options. The opening prices are determined before the beginning of the auction for the stations that are needed and wish to participate. A station that will be eligible in its pre-auction band after the termination of the auction in any case, is marked NOT NEEDED and does not get to participate in the auction.

### 4.4.1.1 Relinquishment Options

There are three different auction bands that a station could reside in. The UHF (Ultra High Frequency) which corresponds to channels 14 to 51 (before the incentive auction). The High-VHF (High - Very High Frequency) band which corresponds to channels 7-13, and the Low-VHF (Low Very High Frequency) which corresponds to channels 2-6. Channel 37 is not eligible for any station as it is used for radio astronomy across the country.

For a UHF station (participating stations whose pre-auction band is UHF) there are three clock prices. First is the price that is associated with the option of going off-air which is the highest among the three. Then the price that corresponds to moving to the Low-VHF band. And the lowest is the price for the moving to the High-VHF band option. If the UHF station is not satisfied with any of the three prices for their respective option, it can choose to drop out of bidding and keep broadcasting in the UHF, after the spectrum reallocation.

For High-VHF stations ((participating stations whose pre-auction band is High-VHF), there are two clock prices. One for going of air, which is the the higher priced option and one to move to Low-VHF. Low-VHF stations (participating stations whose pre-auction band is Low-VHF) only have the option to go off air, which translates to only one clock price. High and Low VHF station also can drop out of bidding any time in the auction if they are not satisfied by the clock prices that are presented to.

The figure below shows the prices for each pre-auction band relative to the UHF prices.


### 4.4.1.2 The Auction Prices

As mentioned above each station that was to participate at the auction, is presented with an opening price for each of the bidding options available. Opening prices for Low-VHF and High-VHF are a specific fraction of the opening price for going off air. Opening prices for going off air are calculated using a base clock price, which is the same for all the UHF stations and the station volume, which is different for every station. More specifically:

$$
\begin{equation*}
\text { Opening Price }=(\text { Base Clock Price }) *(\text { Station Volume }) \tag{4.1}
\end{equation*}
$$

A station's volume is calculated using the number of people residing within the interference-free service area of station, and also the number and significance of co- and adjacent channel interference constraints that station would impose on repacking. That indicates in simple terms that the more interference a station causes, the higher the price it is going to be offered. Below we present the formula for the calculation of the volume as given by the FCC (Appendix D).

$$
\begin{equation*}
\text { Station volume }=(\text { Broadcast population })^{1} / 2 *(\text { Interference })^{1} / 2 \tag{4.2}
\end{equation*}
$$

Station volume is scaled so that it does not exceed million. Low-VHF have an opening price at approximately 75 percent of going off-air. High-VHF have an opening price at approximately 40 percent of going off-air.

For the calculation of the base clock price the FCC, set the opening bid for the station with the highest volume at $\$ 900$ million. Given that the highest volume could be 1 million, FCC ended up with an opening base clock price of $\$ 900$ per unit of volume.

### 4.4.1.3 The Bidding Rounds

After the auction system has decided for each station the prices for every relinquishment option available to it, the bidding round launches. The auction collects bids and after each round the auction system processes the bids in order to determine the current relinquishment option to which each station is assigned, update the bidding status of all stations, and set clock prices for the next round. Before updating the bidding status of every station the auction mechanism must solve the repacking problem. According to the solution of each problem a respective status is assigned. For instance, if a station according to the repacking problem solver cannot be placed in each pre-auction band; the mechanism can not further decrease its price. In any round, a station may be assigned one of the following statuses.

1. "BIDDING". When a stations holds that status, its bid at the clock prices is processed to determine its current relinquishment option, and its clock prices will be reduced for the next round.
2. "FROZEN". The station status becomes frozen, in the case where the auction system cannot currently assign it a channel in its pre-auction band. In that case, the station's assigned option at the time that the system determined that the station was frozen remains its current relinquishment option and its current price is "frozen".
(a) A frozen station can be "FROZEN - Currently Infeasible". That status applies only to the VHF stations. In that case the system has determined that there is no feasible channel assignment for the station at that time, but it may be able to find a feasible assignment in the future rounds. (Such a case could occur if a UHF station that was holding the option to move to VHF drops out of bidding.)
(b) A station can hold the status "FROZEN - Pending Catch Up", only on stages 2 and later. It means that it became frozen on a previous stage and it may become unfrozen and asked to resume bidding in later rounds of the stage if the base clock drops below the station's "catch-up point," or the base clock price at the time that the station became provisionally winning in the previous stage and the station has a feasible channel in its pre-auction band.
(c) "FROZEN - Provisionally Winning" is a station's status, once the auction system has determined that it cannot assign the station to its pre-auction band. As mentioned above that status can change in next stages.
3. "EXITED". A station is assigned the status inactive in every other possible case. These cases may occur:
(a) When a station has chosen to drop out of bidding, and is assigned with the status "EXITED - Voluntarily".
(b) When the system has determined that a feasible channel can always be found in a station's pre-auction band, the station will be designated to remain in its pre-auction band and be given the status "EXITED - Not Needed".

The bidding statuses assigned to a station can change from one round to the next.

### 4.4.1.4 Termination And Winners

With the progression of the Reverse Auction and as the rounds proceed, as described, the prices are lowered and fewer and fewer stations are going to have the status "BIDDING". The reverse auction of the first stage terminates when every participating station holds one of the following three statuses: "FROZEN - Provisionally Winning", "EXITED - Voluntarily", or "EXITED - Not Needed".

The forward auction of stage 1 is succeeding the reverse auction of the same stage. IF the final stage rule is met during the forward auction, then stage 1 is the concluding stage of the incentive auction. That means that the provisionally winners of the reverse auction are declared winning stations. If the final stage rule is not met the auction will naturally proceed to stage 2 with a lower clearing target.

The process of the reverse auction as described applies to all stages that are necessary, until the final stage rule is met.

Regarding the reverse auction process and the bidding statuses we present a flow chart below.


### 4.4.1.5 Reverse Auction Example

We are going to present an example below, in order to make clear the process of the auction that we described above. The example is given by the Federal Communications Commission in appendix D.

There are two locations: A and B. Stations 1, 2, and 3 are in location A. Stations 4, 5, and 6 are in location B. The pre-auction band of all six stations is UHF. The volume of each of these stations is equal to 1 .

The three stations of each location are interfering with each other in Low-VHF and High-VHF. Specifically, we assume that there is one channel available in Low-VHF in location A, and one in location B. That is, if one of the stations in location A is in Low-VHF, no other station in location A can be assigned there. We make the same assumption for the High-VHF band. All six stations are interfering in UHF. We assume that there is one available channel in UHF across both locations. That is, if one of the six stations is assigned in UHF, then no other station can be assigned there. The opening prices are: $\$ 1000$ for going off-air, $\$ 700$ for moving to Low-VHF and $\$ 400$ for moving to High-VHF. In the application process, every station indicates going off-air as its preferred option. For the purposes of this example, we assume that the decrement is $\mathrm{R}=5 \%, \mathrm{c}=0.5$, VAC_FLOOR $=0.1$, and that DRP is "OFF". In the calculations, we round prices to the nearest integer, and we round the values of $\Delta_{s}$ to two decimal points.

## Round 1

- Clock Price Calculation

In the initial assignment, the current relinquishment option of every station is to go off-air. For round 1, the vacancies are $V_{1, s, b}=1$ for all stations s and all bands b . This implies that the reduction coefficients are: $r_{1, s, H V}=0.4$ and $r_{1, s, L V}=0.7$ for all stations s. After computing the benchmark prices for round 1 , we conclude that the clock prices are: $P_{1, s, O F F}=\$ 950, P_{1, s, L V}$ $=\$ 665$, and $P_{1, s, H V}=\$ 380$ for all stations s.

## - Bidding

We assume that in round 1 , every station accepts the offer for going off-air at the clock price (that is, no station submits a bid to drop out of the auction), and no station submits a bid to switch to another option.

- Bid Processing
$\Delta_{s}=1$ for all stations s , since no station submitted a bid to drop out. The stations are placed in the queue in a pseudo-random order. The result of bid processing is that $b_{2, s}=$ OFF and $\bar{P}_{2, s}=$ $\$ 950$ for all stations s. That is, for every station the current relinquishment option is going off-air and the current compensation is $\$ 950$.

This is illustrated in the figure bellow, taken from [1] .

| Remain in <br> UHF | Location A |  | Location B |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \mathrm{p}_{1, \mathrm{UHF}} \\ \$ 0 \end{gathered}$ |  |  | $\begin{gathered} \mathrm{p}_{1, \mathrm{UHF}} \\ \$ 0 \end{gathered}$ |
| Move to <br> High-VHF | $\begin{aligned} & \mathrm{p}_{1, \mathrm{HV}} \\ & \$ 380 \end{aligned}$ |  |  | $\begin{aligned} & \mathrm{p}_{1, \mathrm{HV}} \\ & \$ 380 \end{aligned}$ |
| Move to Low-VHF | $\begin{aligned} & \mathrm{p}_{1, \mathrm{LV}} \\ & \$ 665 \end{aligned}$ |  |  | $\begin{aligned} & \mathrm{p}_{1, \mathrm{LV}} \\ & \$ 665 \end{aligned}$ |
| $\begin{gathered} \text { Go } \\ \text { Off-air } \end{gathered}$ | $\begin{aligned} & \mathrm{p}_{1,0 \mathrm{OFF}} \\ & \$ 950 \end{aligned}$ |  |  | $\begin{aligned} & \mathrm{p}_{1,0 \mathrm{FF}} \\ & \$ 950 \end{aligned}$ |

## Round 2

- Clock Price Calculation

Since all stations are currently off-air, the vacancies are $V_{2, s, b}=1$ for all stations s and all bands b. This implies that the reduction coefficients are: $r_{2, s, H V}=0.4$ and $r_{2, s, L V}=0.7$ for all stations s. After computing the benchmark prices for round 2, we conclude that the clock prices are: $P_{2, s, O F F}=\$ 903, P_{2, s, L V}=\$ 632$, and $P_{2, s, H V}=\$ 361$ for all stations s.

## - Bidding

We assume that in round 2, station 1 submits a bid to switch to move to Low-VHF, and no other station submits a bid to switch. Moreover, every station accepts the offer for going off-air at the clock price (that is, no station submits a bid to drop out of the auction).

## - Bid Processing

$\Delta_{s}=1$ for all stations s, since no station submitted a bid to drop out. The stations are placed in the queue in a pseudo-random order. The result of bid processing is that $b_{3,1}=\mathrm{LV}$ and $\bar{P}_{3,1}=$ $\$ 632$; and $b_{3, s}=\mathrm{OFF}$; and $\bar{P}_{3, s}=\$ 903$ for stations $s \in\{2,3,4,5,6\}$.

This is illustrated in the figure bellow, taken from [1].


## Round 3

## - Clock Price Calculation

In location A, one of the stations (station 1) is currently in Low-VHF and the other two stations are off-air. In location B , all stations are currently off-air. The vacancies are $V_{3, s, b}=1$ for all stations s and bands $b \in\{H V, U H F\}$. Moreover, $V_{3, s, L V}=0.5$ for $s \in\{1,2,3\}$ and $V_{3, s, L V}=$ 1 for $s \in\{4,5,6\}$. That is, in location A the vacancy in Low-VHF is smaller than in location B, because a station is currently assigned in Low-VHF in location A . This implies that the reduction coefficients are: $r_{3, s, H V}=0.4$ for all stations s; and $r_{3, s, L V}=0.8558$ for $s \in\{1,2,3\}$ and $r_{3, s, L V}$ $=0.7$ for $s \in\{4,5,6\}$. After computing the benchmark prices for round 3, we conclude that the clock prices are: $P_{3, s, O F F}=\$ 858$, and $P_{1, s, H V}=\$ 343$ for all stations s. Moreover, $P_{3, s, L V}=$ $\$ 593$ for $s \in\{1,2,3\}$ and $P_{3, s, L V}=\$ 600$ for $s \in\{4,5,6\}$.

## - Bidding

We assume that in round 3

- Station 1 accepts the clock price for Low-VHF. It submits neither a bid to switch nor a bid to drop out.
- Station 2 submits a bid to switch to move to High-VHF, and a bid to drop out of the auction when the price of off-air drops to $\$ 880$.
- Station 3 submits a bid to switch to move to High-VHF, and a bid to drop out of the auction when the price of off-air drops to $\$ 870$.
- Station 4 submits a bid to switch to move to Low-VHF, and a bid to drop out of the auction when the price of off-air drops to $\$ 890$.
- Station 5 submits a bid to drop out of the auction when the price of off-air drops to $\$ 860$.
- Station 6 accepts the clock price for going off-air. It submits neither a bid to switch nor a bid to drop out.


## - Bid Processing

Given the bids that were submitted in this round, the algorithm computes that $\Delta_{1}=1, \Delta_{2}=$ $0.51, \Delta_{3}=0.73, \Delta_{4}=0.29, \Delta_{5}=0.95$, and $\Delta_{6}=1$. The station's compensations are initialized to $\bar{P}_{4,1}=\$ 632$, and $\bar{P}_{4, s}=\$ 903$ for stations $s \in\{2,3,4,5,6\}$. The stations are placed in the queue in the following order: $4,2,3,5,1,6$ (where the tie between stations 1 and 6 was broken pseudo-randomly).

- In the first iteration, station 4 is considered and $\Delta_{4}=0.29$. Given that none of the stations are frozen, the current compensation of station 1 is updated to $\bar{P}_{4,1}=\min \left(\bar{P}_{3,1}(0.29), 632\right)$ $=\$ 621$ and the current compensation of every other station $s \in\{2,3,4,5,6\}$ is updated to $\bar{P}_{4, s}=\min \left(\bar{P}_{4, s}(0.29), 903\right)=\$ 890$. Station 4 is then switched to Low-VHF and removed from the queue, and its current compensation is set to $\bar{P}_{4, s}=\$ 600$.
- In the second iteration, the current compensations of stations in the queue are updated as a function of $\Delta_{2}=0.51$. Station 2 is then switched to High-VHF, it is removed from the queue, and its current compensation is updated.
- In the third iteration, station 3 is considered and the current compensations are updated as a function of $\Delta_{3}=0.73$. Station 3 is not feasible in High-VHF (because station 2 is currently assigned there), so station 3 drops out of the auction and is assigned a channel in UHF. This causes all other stations to be "frozen", since they are now infeasible in UHF. The current compensation of stations 2 and 4 is equal to the clock price of their current options, respectively. For stations 1,5 , and 6 , the current compensation is determined by $\Delta_{3}=0.73$.


## - Outcome

At this point, station 3 is inactive (because it has dropped out of the auction) and all other stations are provisionally winning. As a result, this stage of the reverse auction ends. The provisionally winning options are: Low-VHF for station 1, High-VHF for station 2, Low-VHF for station 4, and off-air for stations 5 and 6 . The provisionally winning prices are $\$ 604$ for station $1, \$ 343$ for station 2, $\$ 600$ for station 4 , and $\$ 870$ for stations 5 and 6.

This is illustrated in the figure below, taken from[1].


### 4.4.2 Forward Auction

The forward auction of the incentive auction that takes place immediately after the termination of the reverse auction, is a forward ascending clock auction. In this auction wireless service providers are bidding, in multiple rounds, for categories of generic license blocks in specific geographic areas. We will not analyze in depth the procedure of the forward auction as it is not our main point of interest in this paper.

### 4.4.2.1 Bidding Categories

In the forward auction there are two categories of generic blocks offered to the bidders.

- Category 1 includes any block with potential impairments that affect t zero to 15 percent population of a PEA ${ }^{1}$
- Category 2 includes any block with potential impairments that affect greater than 15 percent but less than or equal to 50 percent of the population of a PEA.

The FCC does not include in the forward auction any generic block that has potential impairments that affect more than 50 percent of the population.
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### 4.4.2.2 Bids

The FCC enables three types of bids that can be made by the participants in the forward auction. First there is the "simple" bids, the "switch bids" and the "all-or-nothing" bids.

1. Simple Bids A simple bid is placed by a participant and it indicates desired quantity of a product at a price. When there is not possible for the bid to be applied in its entirety the auction system may apply it partially.
2. All-or-Nothing Bids An all-or-Nothing bid, like the simple bid, also expresses desire for a quantity of blocks at a price. However, this type of bid can not be applied partially. That means that the bid will be applied fully if possible, or not at all.
3. Switch Bids The Switch Bid enables the bidder to be more flexible in range of a PEA. Specifically a bidder utilizing the switch bid, can bid for a desired quantity of blocks in a category at a given price point, and identify another category(in the same PEA) to switch the bid to, at a given price point.

### 4.4.2.3 Units

In order to calculate several needed quantities, the FCC came up with the bidding units. Each spectrum block available in the auction is applied with a specific number of bidding units.

Inside a particular PEA each block of spectrum has the same amount of bidding units, regardless of category. That enables the application of the switch bid that we discussed earlier.

### 4.4.2.4 Bidding Eligibility

To become a qualified bidder in the forward auction, each applicant was requested to make an upfront payment. The FCC established these upfront payments, in order to avoid any frivolous or insincere bidding and of course to raise funds for the execution of the Incentive Auction.

This rule ends up, with each bidder having a specific Bidding Eligibility. More precisely, the commission set the prices of upfront payments at $\$ 2,500$ per bidding unit. Moreover, the bidders could not increase their bidding eligibility during the time that the auction took place. The eligibility of a bidder could only stay the same or decrease as the auction proceeded.

### 4.4.2.5 Activity Rule

The activity rule is a very important mechanism for the forward auction. It controls the rhythm of the auction as well as the pricing discovery process. This rule obligates every bidder, to maintain a
minimum, high level of activity in each round of the auction. If bidder does not comply with the activity rule in a round, he is going to have reduced bidding eligibility in the net round. In concrete terms, the activity rule is satisfied when a bidder has bidding activity on blocks with bidding units that total at least 95 percent of its current eligibility in the round.

### 4.4.2.6 Rounds

1. Initial Round In the initial round, each bidder specifies the quantities it wants of each product at the minimum opening bid prices. All initial round bids are applied during bid processing, so a bidder's processed demand for a product is equal to the quantity specified in its bid. The posted prices for the initial round are the minimum opening bid prices of the forward auction.
2. Regular Clock Round In the regular clock rounds, participants bid to maintain processed demands at the clock price. One can also bid to change demand if possible.

Reductions in demand can only be applied during the bid processing if there is excess in demand for the specific product. Similarly, increase in demand can only be applied during bid processing if the resulting processed activity would not exceed the bidder's eligibility for the round.

After the demands have been determined, the posted prices of the products for a round are set as follows:

- The posted price is set equal to the clock price for the round if aggregate demand exceeds supply.
- The posted price is set at the highest price at which a reduction for the product was applied, when aggregate demand is exactly equal to supply.
- In any other case the posted price stays the same as in the previous round.

The auction system evaluates, after the termination of each round of the forward auction, if the final stage rule is met. If it indeed is met, it means that the incentive auction will end at the current stage and clearing target.
3. Extended Round In the case that the final stage rule is not yet met in the forward auction and the bidding activity has stopped for Category 1 blocks in the 40 high-demand markets ${ }^{2}$, an extended round is triggered.

The idea of the extended round is that the currently winning bidders are very likely to become winning bidders when the clock phase ends. That motivates those bidders to ensure that the final stage rules is met(these information are given to the bidders by the FCC), so they can be winners of the incentive auction.

If the final stage rule is not met in the extended round, the current stage of the incentive auction stops and a new stage with a decreased clearing target begins. We should note that, clock prices for the first round of a next stage will be bases on the extended round stopped prices.
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## Stopping Rule

Similar to the reverse auction, there is also a stopping rule for the forward auction. In spite of there being an extended round or not, if the final stage rule is met during the forward auction, the clock phase of bidding ends for all categories of licenses following the first round in which there is no excess demand in any category in any PEA. The bidders that are still expressing demand for a category of a PEA at the time the stopping rule is met become the winning bidders, and are assigned specific frequencies in the assignment phase.

We present a flow chart below that gives an overview of the flow of the forward auction during the clock phase.


### 4.4.3 Assignment Phase

The incentive auction concludes with the assignment phase. Unlike the forward and the reverse auction the assignment place take place only once during the whole auction. Moreover, it is not mandatory for the bidders to participate in this part of the auction. All of the clock phase winners are assigned contiguous licenses within a category and PEA in spite of their bid amounts and whether they bid. It's goal is to determine the optimal assignment of licenses within each PEA.

During the assignment phase, winners from the clock phase bid for frequency specific license assignments corresponding to the number of generic blocks they won in the clock phase for a category and PEA. The assignment phase progresses through a sequence of assignment rounds.In each one of these rounds, each clock phase winner have the opportunity to make sealed bids to one or more possible frequency assignments for which they wish to express a preference, that is conforming with the bids for generic blocks that were won in the clock phase.

This concludes a brief but complete summary of the whole process Incentive Auction. Out of the three parts the assignment phase is the one we have the less interest in. The reverse auction and the difficult tasks that had do be accomplished in order for it to take place, is our main point of interest.

## Chapter 5

## The Repacking Problem

In this section we analyze the repacking problem as it occurs in the incentive auction. There have been many studies considering the optimization of this particular problem. We are also introducing the tools that the FCC utilized in order to accomplish this challenging objective.

### 5.1 The challenge

The design of the reverse auction requires hundreds of thousands of repacking problems to be solved in a limited amount of time. The repacking problem is NP-complete, as it generalizes Graph Coloring, and it also falls in the category of frequency assignment problems[41, 9]; which makes it impossible to be solved deterministically in less than exponential time (Unless $\mathrm{P}=\mathrm{NP}$ ). Finding an algorithm that could solve this problem efficiently, was a great importance matter for the FCC. This is due to the fact that every failure to solve a single feasible repacking problem, correlate to a lost opportunity to lower a price offer. Given the enormous prices of the reverse auction and that there would be many such problems to be solved, even small differences on the performance of this algorithm could translate to millions of dollars for the US government. We understand that there is more than one way to approach this problem. It is shown that it can be solved with Integer Programming formulations, but the results are not that efficient[42]. In this section we will present the way that the FCC approached it; with SAT encoding, and we will introduce the open-source software SATFC, which was created as an official solver for the station repacking problem.

### 5.2 The problem in theory

Before the incentive auction took place in 2015, each television station $s \in S$ was assigned to a specific channel $c_{s} \in C \subseteq N$. This assignment was to ensure that there should be no interference between stations whatsoever. The FCC determined the harmful interference via a complex, grid-based physical simulation ("OET-69" (FCC 2013)). Furthermore, the commission processed the results of this simulation and obtained a CSP-style formulation listing all the forbidden pairs between the stations and channels. This formulation was made public by the FCC (FCC 2014e).

Let $I \subseteq(S \times C)^{2}$ denote the set of forbidden station-channel pairs $\left\{(s, c),\left(s^{\prime}, c^{\prime}\right)\right\}$, each representing the proposition that stations s and $s^{\prime}$ may not concurrently be assigned to channels c and $c^{\prime}$, respectively. The reverse auction moves some broadcasters (stations) completely off-air and at the same time reassigns to the remaining on-air stations, channels from a reduced channel set $c^{\prime}$. This reduced channel set will is defined accordingly by the clearing target that was introduced earlier in this paper.

| Clearing Target(MHz) | Channels | Stage |
| :---: | :---: | :---: |
| 84 | 29 | 1 |
| 108 | 31 | 2 |
| 114 | 32 | 3 |
| 126 | 36 | 4 |

This table shows the reduced channel set for each stage that took place in the incentive auction, related to the clearing target that was set for the stage.

Analytically, some channel $\bar{c} \in C$ such that all stations are only eligible to be assigned channels from $\bar{C}=\{c \in C: c<\bar{c}\}$. The sets of channels that a station can be assigned to, regardless of the constraints, are given by a domain function $D: S \rightarrow 2^{\bar{C}}$ that maps from stations to these reduced sets. The station repacking problem is the task of finding a repacking $\gamma: S \rightarrow \bar{C}$ such that all of the stations are assigned to a channel from their domain and one of these assignments satisfy the interference constraints as given by the FCC. In mathematical terms : for which $\gamma \in D(s) \forall s \in S$, and $\gamma(s)=c \Rightarrow \gamma\left(s^{\prime}\right) \neq c^{\prime} \forall\left\{(s, c),\left(s^{\prime} . c^{\prime}\right)\right\} \in I$.

There are three different classes of channels ,as mentioned before.

- LVHF : channels 1-6
- HVHF : channels 7-13
- UHF : channels $14-\bar{c}$ (where $\bar{c} \leq 51$ which was the highest UHF channel before the spectrum repacking). Furthermore channel 37 is excluded for every station.

The interference constraints are separated for each one of the three classes, which enables to decompose the problem in a straightforward way. An instance of the problem is to make an appropriate choice of stations $S \subset \mathbf{S}$ to pack into channels $C \subset \mathbf{C}$, with domains D and constraints I, being restricted to S and C ; The resulting restrictions are noted as $D$ and I.

The interference graph is defined as an undirected graph, which has the following properties: There is one vertex per station and an edge exists between two vertices s and $s^{\prime}$ if the corresponding stations participate together in any interference constraint: i.e., if there exist $c, c^{\prime} \in C$ such that $\left\{(s, c),\left(s^{\prime}, c^{\prime}\right)\right\} \in I$.

The figure below shows the Incentive Auction interference graph.


Figure taken from[42]

The domain file that was made public by the FCC includes more than 3000 stations and the amount of possible subsets is exponential on number. This makes it impractical, for an algorithm to exhaustively search over every possible subset.

There are two kinds of interference constraints:

- Co-channel Constraints, which specify that two stations cannot be assigned on the same channel.
- Adjacent-channel Constraints, which specify that two stations cannot be assigned to two nearby channels.

Thus, we come up with forbidden station-channel pairs that take the form $\left\{(s, c),\left(s^{\prime}, c^{\prime}\right)\right\}$ for some stations $s, s^{\prime} \in S$, channel $c \in C$, and $i \in\{0,1,2\}$. These interference constraints as described may not involve channels in more than one band(LVHF, HVHF, UHF).

Naturally, worst case instances were not expected to come up in the real time reverse auction, so the work that needed to be done, was to optimize the performance on the sort of instances generated by actual reverse auctions.

The reverse auction repeatedly generates station repacking problems. To lower a price of a bidding station at a specific round the system first, has to make sure that there is a feasible assignment for
that station in case it chooses to drop out of the auction. That is adding a single station s to a set S of provably repackable stations. This means that the problems that we are facing here, always come up with a partial assignment $\gamma^{-}: S^{-} \rightarrow C$ that we know is feasible on a restricted station set $S^{-}$. Each time we just want to add a single station $s^{+}$to that restricted set for a specific set of channels C. This property is very significant and useful for the optimization of the problem. Furthermore, it explains the initial assignment process, that was explained in the previous chapter, and need to be done before the beginning of each stage. The initial assignment creates this partial assignment $\gamma^{-}: S^{-} \rightarrow C$ on the set of stations that did not took part in the incentive auction before the beginning of the first stage.

### 5.2.1 The Initial Assignment

As we have mentioned earlier, unfortunately none of the initial assignments were made ever pubic by the FCC. Thus, we cannot test the same instances that came up during the reverse auction. Although, FCC published the mathematical optimization problem (APPENDIX C) that was solved in order to find the initial assignment, and the later assignments of the clearing target of the next stages. Bellow we are going to appose this optimization problem in short.

### 5.2.1.1 Feasible Assignment

A feasible assignment of TV stations needs to meet the following conditions :

- All stations must be assigned to a channel or to go off-air.
- A station is only eligible to be assigned to a channel that is stated by the domain.csv file ${ }^{3}$.
- Stations' assignments must not violate adjacent and co-channel pairwise interference restrictions as defined in the interference_paired.csv file.
- Every station that does not take part in the auction is assigned to a channel in its pre-auction band.
- All the stations participating in the reverse auction must be assigned either to a channel in a band associated the bidder's initial commitment(s) or to a channel in the bidder's pre-auction band or to go off-air.


## Set Definitions:

$S$ is the set of all stations (both participating and non-participating). $C_{s}$ is the set of allowable channels for station $s$

For non-participating stations, the set $C_{s}$ consists exclusively of allowable channels in their preauction band, which for UHF stations, includes their allowable channels in the 600 MHz Band. For

[^4]participating stations, the set $C_{s}$ consists of allowable channels in their pre-auction band as well as channels in the bands associated with their initial commitment(s) of relinquishment options. For participating stations that made an initial commitment to go off-air, the set $C_{s}$ also consists of channel 0 which indicates an assignment of going off-air.

## Variable Definitions:

$x_{s, c}$ is a binary decision variable which has a value of 1 if station $s$ is assigned to channel c and 0 otherwise. Note $c=0$ indicates the option to go off-air.

### 5.2.1.2 Constraints for Initial Commitments

The goal here is to assign as many participating stations as possible to their preferred relinquishment option, that they selected during the initial commitment process. However, there is limited capacity in the VHF bands, thus it is not possible to assign all of the stations to their preferred option. This optimization was made through a series of steps :

1. Determine the minimum number of UHF participating stations that must be assigned to their preauction band.
2. Add the outcome of (1) as a constraint on the optimization model, and then determine the minimum number of VHF participating stations that must be assigned to their pre-auction band.
3. Add the outcome of (2) as a constraint on the optimization model, and then determine the maximum number of participating stations that can be assigned to their preferred relinquishment option.
4. Add the outcome of (3) as a constraint on the optimization model, and then determine the maximum number of participating stations that can be assigned to go off the air.
5. Add the outcome of (4) as a constraint on the optimization model, and then minimize the sum of impaired weighted-pops across all licenses (i.e. solve the primary clearing target optimization model).

- For step (1) : Minimize the number of UHF stations assigned to their pre-auction band. We have:


## Subsets:

- $S_{p}$ is the set of participating stations
- $S P_{U}$ is the set of participating stations whose pre-auction band is UHF
- $C_{s}^{H}$ is the set of allowable pre-auction band channels for station $s$


## Model Formulation:

$$
\min Z_{1}=\sum_{s \in S_{P_{U}, c \in C_{s}^{H}}} x_{s, c}
$$

The objective function minimizes the number $Z_{1} 1$ of UHF participating bidders that are assigned to their pre-auction band. Thus, the optimization sums only the set of participating stations whose pre-auction band is UHF $\left(s \in S P_{U}\right)$ and determines the minimum number of such stations that must be assigned some channel in their pre-auction band $c \in C_{s}^{H}$ considering all stations and their allowable channels and relinquishment options. The value of $Z_{1}$ will be an integer greater than or equal to zero.

- For Step (2): Minimize VHF stations assigned to their pre-auction band. We have:


## Subsets:

- $S P_{V}$ is the set of participating stations whose pre-auction band is VHF.


## Model Formulation:

$$
\min Z_{2}=\sum_{s \in S_{P_{V}, c \in C_{s}^{H}}} x_{s, c}
$$

The objective function minimizes the number $Z_{2}$ of VHF participating stations that are assigned to their pre-auction band. Thus, the optimization sums only the set of participating stations whose pre-auction band is VHF $s \in S_{P_{V}}$ and determines the minimum number of such stations that must be assigned some channel in their pre-auction band $\left(c \in C_{s}^{H}\right)$ considering all stations and their allowable channels and relinquishment options and the minimum number $Z_{1}$ of UHF stations that must be assigned to their pre-auction band. The value of $Z_{2}$ will be an integer number greater than or equal to zero.

- For Step (3): Maximize the number of stations assigned to their preferred relinquishment option. We have:


## Subsets:

$-C_{s}^{p} r e f=$ the set of allowable channels for a participating station in its preferred option. While, For stations whose preferred option is to go off-air, the set $C_{s}^{p} r e f$ consists solely of 0 .

## Model Formulation:

$$
\max Z_{3}=\sum_{s \in S_{P}, c \in C_{s}^{\text {pref }}} x_{s, c}
$$

The objective function maximizes the total number $Z_{3}$ of participating stations that are assigned to their preferred option. The value of $Z_{3}$ will be an integer greater than or equal to zero.

- For Step (4): Maximize the number of stations assigned to their option of going off the air. We have:


## Model Formulation:

$$
\max Z_{4}=\sum_{s \in S_{P}} x_{s, 0}
$$

The objective function maximizes the number $Z_{4}$ of participating stations that are assigned to go off the air. The value of $Z_{4}$ will be an integer number greater than or equal to zero.

Following these four steps we get the 4 Z constraints of the model.

### 5.2.1.3 Solving the problem

We are not going to analyze further each of the steps and their implementation, as we just want to give a simple overview of the in initial assignment problem.

Finding an initial assignment of participating and non-participating stations is to solve the primary clearing target optimization, which is described by a linear constraint problem. The optimization model that we are going to present, as was made public by the FCC, determines a feasible assignment of stations such that the sum of impaired weighted-pops across all licenses is minimized. If the nearnationwide threshold for impairments is not satisfied by the result of the optimization, it runs again with a lower clearing target.
$\min \sum_{l \in L} w_{l} \rho_{l}$
s.t.

$$
\begin{align*}
& \sum_{c \in C_{s}} x_{s, c}=1 \quad \forall s \in S  \tag{5.1}\\
& x_{s, c}+x_{s^{\prime}, c} \leq 1 \quad \forall\left\{(s, c),\left(s^{\prime}, c\right)\right\} \in \text { CoPairs }  \tag{5.2}\\
& x_{s, c}+x_{s^{\prime}, c^{\prime}} \leq 1 \quad \forall\left\{(s, c),\left(s^{\prime}, c^{\prime}\right)\right\} \in \text { AdjPairs }  \tag{5.3}\\
& x_{s, c} \in\{0,1\} \quad \forall s \in S, \forall c \in C_{s}  \tag{5.4}\\
& \sum_{s \in S_{P_{U}}, c \in C_{s}^{H}} x_{s, c} \leq Z_{1}  \tag{5.5}\\
& \sum_{s \in S_{P_{V}}, c \in C_{s}^{H}} x_{s, c} \leq Z_{2}  \tag{5.6}\\
& \sum_{s \in S_{P}, c \in C_{s}^{\text {pref }}} x_{s, c} \geq Z_{3}  \tag{5.7}\\
& \sum_{s \in S_{P}} x_{s, 0} \geq Z_{4}  \tag{5.8}\\
& \sum_{a \in A_{l}} p c t_{a, l}^{D} y_{a, l}^{D}+\sum_{a \in A_{l}} p c t_{a, l}^{U} y_{a, l}^{U}=1 \quad \forall l \in L  \tag{5.9}\\
& x_{s, c} \leq y_{a, l}^{D}  \tag{5.10}\\
& x_{s, c} \leq y_{a, l}^{U}  \tag{5.11}\\
& x_{s, c} \leq y_{a, l}^{U}  \tag{5.12}\\
& 0 \leq y_{a, l}^{D} \leq 1  \tag{5.13}\\
& \forall(s, c) \in S C_{a, l}^{D}, a \in A_{l}, l \in L \\
& \forall(s, c) \in S C_{a, l}^{D}, a \in A_{l}, l \in L \\
& 0 \leq y_{a, l}^{U} \leq 1 \\
& \forall a \in A_{l}, l \in L \\
& 0 \leq \rho_{t} \leq 1 \quad l \in L  \tag{5.15}\\
& \forall a \in A_{l}, l \in L  \tag{5.14}\\
& \rho_{t} \leq z+(1-z) N_{l} \quad l \in L  \tag{5.16}\\
& \rho_{t} \geq N_{l} \quad l \in L  \tag{5.17}\\
& N_{l} \in\{0,1\} \quad l \in L \tag{5.18}
\end{align*}
$$

## Explanation of the Constraints:

- 1-4 : Feasibility Constraints
- (1): Each station must be assigned.
- (2): Station assignments must adhere to the co-channel interference restrictions.
- (3): Station assignments must adhere to the adjacent channel restrictions.
- (4): The decision variables can only take on the values zero or one.
- 5-8: Z Constraints

Constraints (5) - (8) are the constraints considering the Initial Commitment section.

- (5) : Constraint (5) states that the number of the UHF participating stations assigned to their pre-auction band must be less than or equal to the count obtained in the first optimization, namely the value $Z_{1}$.
- (6) : Constraint (6) states that the sum of the VHF participating stations assigned to their pre-auction band must be less than or equal to the result of the second optimization, namely the value $Z_{2}$.
- (7) : Constraint (7) requires that the number of participating stations assigned to their preferred option must be greater than or equal to the result of the third optimization, namely the value $Z_{3}$.
- (8) : The number of participating stations assigned off-air must be at least $Z_{4}$.


## - 9-18: ISIX Constraints

Constraints (9) through (18) are ISIX constraints and are explained further in([1] APPENDIX B).

## With Decision Variables:

- $x_{s, c}$ is a binary decision variable which has a value of 1 if station is assigned to channel and 0 otherwise. Were $c=0$ indicates the option to go off-air.
- $y_{a, l}^{D}$ and $y_{a, l}^{U}$ are decision variables which have a value of 1 if county-tile has impairment in the downlink or uplink portion of license respectively and 0 otherwise.
- $\rho_{l}$ is the percentage of population in license $l$ with predicted impairment.
- $N_{l}$ is a binary variable which has a value of 1 if the license is more than $z * 100 \%$ impaired.


## Set Definitions

- $S$ is the set of all stations (both participating and non-participating).
- $C_{s}$ is the set of allowable channels for station $s$
- $S_{p}$ is the set of participating stations
- $S_{P_{U}}$ is the set of participating stations whose pre-auction band is UHF
- $S_{P_{V}}$ is the set of participating stations whose pre-auction band is VHF
- $C_{s}^{H}$ is the set of allowable pre-auction band channels station
- $A_{l}$ is the set of county-tiles $a$ covered by license which can be impaired partially or fully by at least one (facility, channel) pair
- $L$ is the set of potentially impaired licenses; each license is defined by a clearing target, market id, block, and link types (uplink and downlink)
- $S C_{a, l}^{D}$ and $S C_{a, l}^{U}$ are the sets of impairing (facility, channel) pairs which impair county-tile $a$ in license $l$ for downlink and uplink respectively


## And Constants:

- $z$ is a threshold value between 0 and 1 that determines when a license $l$ is considered too impaired to be auctioned
- $w_{l}$ is the weighted-pops associated with license $l$
- $p c t_{a, l}^{D}$ and $p c t_{a, l}^{U}$ are the percent of license $l$ 's population in county-tile divided in half between the downlink and uplink respectively.

The FCC defined the initial clearing target by solving this model as well as the initial assignment. This process was called Clearing Target Optimization. The Clearing Target Optimization is also run between stages of the incentive auction, not for discovering a clearing target (it is already preset); but to take into account the UHF stations that have dropped the auction and the additional UHF channels available which come with the new target.

### 5.2.2 The SATFC

SATFC was the software developed exclusively for solving the repacking problem for the reverse auction. It was developed by Neil Newman, Alexandre Fréchette, Paul Cernek, Emily Chenn, Guillaume Saulnier-Comte, Nick Arnosti and Kevin Leyton-Brown and achieved excellent performances. SATFC is an open source solver. During the auction the feasibility checker needed to provide an answer within a minute for each instance, in order for the auction process to run smoothly. Out of many simulations run this software could solve the $96.03 \%$ within the one-minute cutoff time. An outstanding performance, given a NP-Complete problem.

### 5.2.2.1 SAT Encoding

The algorithm of the SATFC, encodes the station repacking problem as a propositional satisfiability (SAT) problem. It is a well suited encoding for this problem, as it is a pure feasibility problem with combinatorial constraints.

## The SAT reduction:

Given a station repacking problem ( $\mathrm{S}, \mathrm{C}$ ) (stations S , channels C ), with domains D and Interference constraints I, we create a Boolean variable $x_{s, c} \in\{\top, \perp\}$ for every station-channel pair $(s, c) \in S \times C$, representing the proposition that station s is assigned to channel c . We then create three kinds of clauses:

1. $\vee_{d \in D(S)} x_{s, d} \forall s \in S$ (each station is assigned at least one channel)
2. $\neg x_{s, c} \vee \neg x_{s, c^{\prime}} \forall s \in S, \forall c, c^{\prime} \neq c \in D(s)$ (each station is assigned at most one channel)
3. $n e g x_{s, c} \vee \neg x_{s^{\prime}, c^{\prime}} \forall\left\{(s, c),\left(s^{\prime}, c^{\prime}\right)\right\} \in I$ (interference constraints are respected)

Number (2) is optional; as if a stations is assigned to multiple channels, a single one can be picked to assign it arbitrarily. To highlight the size of the instances, a sat encoding of a problem involving all stations at a clearing target of 36 involved 73187 variables and 2917866 clauses.

SATFC utilizes two state of the art sat solvers that were best suited for the station repacking problem. First the clasp, an open-source solver based on conflict-driven nogood learning. And second the opensource SATenstein framework which allows arbitrary composition of design elements taken from a wide range of high-performance stochastic local search solvers.

### 5.2.2.2 Utilizing Previous Assignment.

As we have stated before, it is important to tell, when we have a partial assignment $\gamma^{-}$(previous solution), if we can add to it sation(s) $s^{+}$. In addition, such partial assignments always come up naturally during the reverse auction, as we have to continuously run instances of the problem in the same set of stations.

SATFC takes advantage of this property of the auction using two methods. The first one, checks if a simple transformation of $\gamma^{-}$is enough to satisfy the problem. Analytically, a small SAT problem is constructed in which the stations for repacking are : $s^{+}$and all stations $\Gamma\left(s^{+}\right) \subseteq S$ that are neighboring $s^{+}$in the interference graph, while all of the other stations $S \backslash \Gamma\left(s^{+}\right)$remain in their assignment in $\gamma^{-}$. The second one, initializes local search solvers using $\gamma^{-}$. These solvers search a space of complete variable assignments. The seek to minimize an objective function, such as the number of violated constraints, by following gradients, with random steps.

At this point we are not going to go any further in analyzing the algorithm of SATFC and the optimization methods that were conducted.

### 5.2.2.3 SATFC usage

At this point, we need to introduce some basic usage of SATFC.

Firstly, we need the interference constraint data, created and published by the FCC, which consists of two files.

- Domains (domains.csv). This csv file contains every station along with its eligible channels. For each row, the first entry is the DOMAIN keyword, the next is the station's ID and all the other entries are its eligible channels.
- Interferences (Interference_Paired.csv). Each row in this csv file contains may pairwise interference constraints between a single subject station on a single subject channels; with
possible many target stations. The fist entry of each row is a key indicating the constraint type. Then the next two are the subject and the target channel. Immediately after is the subject station and finally a list with the target stations. The constraints key can either take one of the five values
- 'CO'. Where the subject station cannot be assigned to the target/subject (it is the same here) channel if any of the target stations are assigned to it.
- 'ADJ+1'. This key indicates that the subject station cannot be assigned to the subject channel c when any of the target stations is assigned to the target channel $c+1$.
- 'ADJ+2'. This key indicates that the subject station cannot be assigned to the subject channel c when any of the target stations is assigned to the target channel $c+2$.
- 'ADJ-1'. This key indicates that the subject station cannot be assigned to the subject channel c when any of the target stations is assigned to the target channel $\mathrm{c}-1$.
- 'ADJ-2'. This key indicates that the subject station cannot be assigned to the subject channel c when any of the target stations is assigned to the target channel $c-2$.

For instance, the following constraint " $\mathrm{CO}, 5,5,1,2,3$ ", means that station 1 cannot be assigned to channel 5 along with station 2 or station 3 . The line "ADJ $+1,3,4,10,12,15$ ", means that station 10 cannot be assigned to channel 3 while stations 10 or 12 or 15 are assigned to channel 4 .

Input for SATFC is given along with the path to the domains and constraints folders. And the input is as string list of a sat of stations to be packed, and for each station a set of eligible channels. This domains string consists of single station domains strings joined by ';', where each single domain string consists of a station with numerical ID, a ' $\because$ ', and a list of integer channels joined by ','.

For instance a problem o packing stations 1 and 2 into channels $1,2,3$ and station 3 into channels $1,2,3,4,5,6$ is given by the following string:

## "1:1,2,3;2:1,2,3;3:1,2,3,4,5,6;"

SATFC solves the problem and returns as an output, a run result, runtime and a witness assignment. The run result can be either SAT (stands for satisfiable), UNSAT (stands for unsatisfiable), or TIMEOUT ( when it runs out of given time. The default CUT-OFF time is 1 minute, as it was during the auction). The runtime is the wall time, in seconds, that SATFC has taken to solve the given problem. And the witness assignment is present only when the given problem is SAT and consists of a new valid channel assignment for the given stations. We took this information from the SATFC official manual[40], were everything regarding the SATFC usage can be found.

## Chapter 6

## The feasibility checker based on the or-tools of google

In this section, we are going to present a feasibility checker, that was created for the station repacking problem, using the or-tools by google. Furthermore, we are going to show some test results, from the comparison between SATFC and our feasibility checker.

### 6.1 The OR-TOOLS

OR-Tools is an open source software created by Google. It is well suited for combinatorial optimization. This software utilizes some of the best solvers, such as Gurobi, CPLEX, CP-SAT and more in its portfolio. Moreover, OR-Tools software includes solvers for :

- Linear and Mixed-Integer Programming
- Vehicle Routing
- Graph Algorithms
- Constraint Programming

Thus, we saw the opportunity to create a feasibility checker using this open-source software. We tried to model the station repacking problem into the Or-Tools solvers and compare its performance to the SATFC( Which was used by the FCC for the real time repacking problems).

Or-Tools support C++, Python, C\#, or Java languages. For this task we chose to use Python, as it was more suited for the data handling that needed to be done for the real auction data.

### 6.2 Introducing the solver

Firstly, we will introduce the or-tools setting for python language and its features.
As we previously mentioned, this google software contains many solvers for different kinds of problems. Those problems are :

- Linear optimization
- Constraint optimization
- Bin packing
- Network flows
- Assignment
- Scheduling
- Routing

For this paper we approached the station repacking problem exclusively with the constraint optimization solvers of or-tools. We understand that it would be also reasonable to approach it with linear programming, however we chose to work only with the CP (constraint programming). Major difference between those two approaches is that CP focuses more on the constraints and variables of the problem rather than the objective functions. Nevertheless, we know that one can solve the other (like the initial assignment problem was solved with linear programming along with the clearing target optimization).

In the constraint programming section, we chose to work with the CP-SAT solver, that was available. This particular solver reduces the problem to SAT, thus we understand that the base of the solutions approach is similar to the one of the FCC.

We present a simple example of the solver along with some code, as given by the official google Or-tools site, in pursuance of getting a clearer view of its function.

In the example below we need to find a feasible solution when we have :

- Variables : $x, y, z \in\{0,1,2\}$
- Constraints : $x \neq y$

Coding of this problem comes down to some simple steps:

## 1. Declare the model

The following code declares the CP-SAT model.

```
model = cp_model.CpModel()
```


## 2. Create the variables

The following code creates the variables for the problem.

```
num_vals = 3
x = model.NewIntVar(0, num_vals - 1, 'x')
y = model.NewIntVar(0, num_vals - 1, 'y')
z = model.NewIntVar(0, num_vals - 1, 'z')
```

3. Create the constraint(s)

The following code creates the constraint $\mathrm{x} \neq \mathrm{y}$.

```
model.Add(x != y)
```

4. Call the solver

The following code calls the solver.

```
solver = cp\_model.CpSolver()
status = solver.Solve(model)
```

The CP-SAT solver can then have one of the following statuses:

- OPTIMAL An optimal feasible solution was found.
- FEASIBLE A feasible solution was found, but we don't know if it's optimal.
- INFEASIBLE The problem was proven infeasible.
- MODEL_INVALID The given CpModelProto didn't pass the validation step.
- UNKNOWN The status of the model is unknown because no solution was found (or the problem was not proven INFEASIBLE) before something caused the solver to stop, such as a time limit, a memory limit, or a custom limit set by the user.

The libraries of the or-tools also contain a solution printer. Furthermore, we have the options to either (i) print all solutions found, (ii) print one solution and stop searching, (iii) set a time for our program to stop if it has not found a solution.

Our goal is to model the station repacking problem into the CP-SAT solver, and then utilize these features and the solver itself to get as similar as possible outputs to the SATFC software. Then we can run the same instances on both softwares and compare the outputs along with the performances.

### 6.2.1 Modeling the problem

As we presented above, in the or-tools trivial example, we need to break down our problem into these steps :

- Declare the model
- Create the variables
- Create the constraints
- Call the solver

Firstly, we are going to explain the idea behind our algorithm and then we will fully present our code.

We tried to make a similar input-output format with SATFC, and also use the same domain and interference constraint files.

Our variables are created with a two dimensional array that can take values 0 or 1 . Where, each row stands for a station that is given as input, and each column for a channel ( $0-51$ ). The idea is to have "1" for each row (station), at one specific column (channel) for the station to be assigned to. We begin by setting all channels to 0 ; no station is assigned to a channel yet.

Then we give the input through a csv file "Input.csv", were the first entry of each line is a station's ID which we want to repack, and all the other entries are the channels we want to repack it to. For a given station s given at the input, we check the domain file and we enable the channels that are given (in the input) and also are in the station's domain to be either 0 or $1(\operatorname{Vars}[s][c]=(0,1)$ for station $s$ and channel c).

Then to create the constraints, we read the "Intereference-Paired.csv" file, that was described in the end of the previous chapter, and for every row and then for each entry after the 4th which is the subject station we define that :

$$
[\text { subject_station }][\text { subject_channel }]+[\text { target_station }][\text { target_channel }] \leq 1
$$

The above line ensures that all of the constraints are respected. That a subject station cannot be assigned to the subject channel, while one or more of the target stations is/are assigned to the target channel.

Another constraint we need to take into account is to make sure that for each station in our problem (meaning for each row at our array), the sum of all entries are strictly 1. This ensures that every station, is assigned to a channel.

If we correctly create these variables with the respective constraints, the all we have to do is call the or-tools CP solver and me the right adjustments for the printed output. We chose to make a similar output with the SATFC: result, runtime, and one witness assignment (in our program, we chose to print the first solution found). If the given problem is satisfiable we return a witness assignment (the first solution found), and a runtime. If the probelm is unsat we return INFEASIBLE along with the runtime it took for our program to find it. We chose not to include a cut-off time, although we were able to do
it, because our program is meant only to make some tests and thus we need to see all the run times. Therefore, there is no point in including a timeout.

### 6.3 Results

The original idea for this thesis, was to create a feasibility checker, which we did, and then run a simulation of the real incentive auction, in order to see the revenue difference that we were going to end up with. Unfortunately, as mentioned before in this thesis, it is not possible to run an exact simulation of the real auction not even for stage 1, because the initial assignments never made public. Therefore, we cannot know the "repacking" done to the stations that did not make it to the auction, before the it took place. One could try to run the LP that was defined in this thesis, aiming to find that initial assignment, but probably it would still be different than the one that actually took place. Furthermore, even if we did get this assignment an exact simulation, requires a powerful computer, as the SATFC needs 8 cores per run and needs 32 GB of RAM to build a server.

However, we still needed to somehow compare the two programs in terms off efficiency. We chose to run separate independent instances (same for both programs), and observe the results, and of course the runtime which is the most important aspect regarding efficiency.

We decided to run instances and as we proceed increase the size of the input. Meaning to repack more and more stations. Channels available are 2-29 as in the first stage of the auction, at first. We understand that the size of the input is not the only aspect which makes the problem difficult but it sure is one.

The first thing we checked, and was also the first in our list of goals is the output of the results. In every single instance both programs print out the same results (SAT, UNSAT), so we know that our program with the or-tools works correctly. At this point we should point out that we do not care if the result is SAT or UNSAT, but to determine the result fast. Then we analyzed the runtime output and put it into a graph. We present the graph bellow, which illustrates the runtime output as we increase the number of entries as input for both programs.

The runtime results were more or less what we expected to see. SATFC is by far better, compared to our feasibility checker in terms of speed. We see SATFC never exceeding 10 seconds to provide an answer even when the size of the input come close to one thousand station, while our program when the input size is very big takes even more than two minutes. SATFC is a software optimised specifically for this for the instances of the station repacking problem and achieves great efficiency in it. Or-tools feasibility checker would not be viable for this auction at this current state, and there is no point in running a simulation with this checker. This is given the fact that, the cut-off time of finding an answer for each instance was set at 60 seconds. We see or-tools by far exceeding this threshold in many instances; and on top of that, real auction instances can be far more challenging. As we continue we will present a few graphs that give us a good view, regarding the comparison between the solves.

We first show in the graph below the two solvers tested with small size inputs.


We show in the graph below the difference of the solvers, for small inputs, as

$$
R=\frac{\text { SATFC RUNTIME-OR-TOOLS RUNTIME }}{\text { SATFC RUNTIME }}
$$



We see that for "small" size inputs the two solvers have hardly of a second difference, but we see that as the inputs grow the difference also grows. So we expect that this difference is going to get bigger as we test larger inputs.

Below we present the graph were we tested with "normal" size inputs. Input size that could occur in the auction.


Again we show in the graph below the difference of the solvers, for normal inputs now, again as

$$
R=\frac{\text { SATFC RUNTIME-OR-TOOLS RUNTIME }}{\text { SATFC RUNTIME }}
$$



This is probably the most important graphs as they concern instances that are actually tested during the auction process. They are the type of instances for which the SATFC is optimised. Therefore we
see the huge gap between the two solvers, we see that SATFC does not take over 10 seconds even for the too large instance of 1000 entries, wile or-tools take as the inputs grow more than the cutoff time which is 60 seconds.

Or-tools CP solver is aimed to solve any constraint problem and also it is optimized in terms of worst-case instance and not any specific ones, unlike SATFC. We prove this point practically, in another comparison between the two programs. As shown in the previous graphs we compared the two with instances that had an input size ranging to 1000 . In spite the fact that, SATFC "destroyed" or-tools in this comparison, we notice that as the input size goes above 1000 the tables turn. Of course the or-tools take over two minutes to provide an answer, but we have many cases were SATFC can not provide an answer at all (we set the cutoff time to 180 seconds, but we know in theory that if it does not provide an answer within 60 seconds, probably it will never do). Bellow we illustrate with graphs how the two solvers "behace" in larger inputs.

Below we present the graph were we tested with "high" size inputs. Input size that could not occur in the auction. The black doted line represents the timeout of 180 seconds.


We see that for the same exact instances SATFC times out in one hour and could not provide an answer while the or-tools takes bellow 180 seconds to print the answer. In fact, the SATFC probably would not provide an answer at all. We know in theory that if SATFC does not give an answer within the cutoff time of 60 seconds, probably it will not provide an answer at all. Why is that? As we described in chapter 4, SATFC was optimised not for the worst case instances but just for the instances of the auction, the ones that could occur. If we take a close look at the auction we see that the number of participating stations is 1030 . This in theory makes the largest size of input that can be given to SATFC for the use it is created for 1030 . Which in reality would never be that big. Therefore, we see that when
we test the programs with inputs of size larger than 1000 (inputs that are unrealistic for the incentive auction's process), or-tools are more efficient.

In order to get a better view we tested the same instances but now for available channels 2-31; channel space of the second stage of the auction.

Below we present the graph were we tested with "normal" size inputs, with available channels now 2-31.


And the difference of the solvers, for normal inputs with channels available 2-32 (stage 2) again as

$$
R=\frac{\text { SATFC RUNTIME-OR-TOOLS RUNTIME }}{\text { SATFC RUNTIME }}
$$



We see that the outcome of the comparison of the two solvers for channel space of the second stage is similar to the first. The SATFC outperforms the OR-TOOLS for auction instances, refardless of the channel space.

Finally, we will present a graph of all "small", "normall" and "big" size input instances given to both solvers to get a global view.


## Chapter 7

## Future Work

Undoubtedly, there can be continuation of the work done for this thesis, that can get more interesting research and results. There is space for optimizing further the feasibility checker of or-tools. Optimize it to perform better on the station repacking problem. For instance, being able to utilize a previous assignment is a critical property for the auction problem. Then, if after further optimizations, the ortools based program achieves better efficiency (closer to the one minute cutoff) it would be interesting to run whole auction simulations this time, of the same incentive auction format but altering the repacking software. The revenue results after conducting this simulation can be very useful and is sure the best way to rate the repacking software, and also the auction's format.

But how can we simulate since we do not have the initial assignment. It is true that we can not simulate the incentive auction that took place in 2015. Although, there is a way to create stations and constraints and simulate a "different" auction of the same format to get the results. FCC have produced the open-softwares TVStudy[6] and Constraint Generator[2]. The first one is used to create all the stations across the map with their interference; and the second to take these stations created and generate the pairwise interference constraints that are used by SATFC or any other similar feasibility checker.

### 7.1 Spectrum Auctions in Greece

Surprisingly, the first and only auction that was ever conducted in Greece for TV spectrum rights took place in 2016. That alone is little confusing, if we consider that private TV stations are transmitting in Greece since 1989. This fact, that it was just the first auction to take place; the lack of experience did result in several inconveniences. Nine stations participated for the total of four licences offered. Each licence sold separately. A very small size of participants and "goods" offered, yet the procedure took over 70 hours; behind closed doors. Each licence was auctioned separately through two different stages. The first stage had an ascending clock auction format were the licences had an opening price of 3 million euros and they were ascending up to 500 thousand euros each round. When only two participants remained active stage two was triggered. Stage two appears to be a first-price sealed bid auction between the two remaining participants[8]. Due to the fact that the auction was conducted behind closed doors we can not, make any further comments. We can just highlight the fact that, offering 4 licences to just 9 stations took 3 consecutive days behind close doors.

As we close we should say that attention now for Greece's spectrum auctions is directed to 5 G . The auction is set to take place in December of 2020. In this multiple round auction, spectrum licences in the $700 \mathrm{MHz}, 2 \mathrm{GHz}, 3.4 \mathrm{GHz}-3.8 \mathrm{GHz}$ and 26 GHz bands will be offered[4]. We are still awaiting to see the format and corresponding rules under which this multi-round auction is going to be conducted.
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[^0]:    ${ }^{1}$ Winner's curse may occur in two ways : either the winning bid will exceed the value of the auctioned asset making the winner worse off in absolute terms, or the value of the asset will be less than the bidder anticipated, so the bidder may garner a net gain but will be worse off than anticipated

[^1]:    ${ }^{1}$ It is also feasible, but clearly suboptimal, to acquire and clear station combinations $\{1,3\},\{2,3\}$ and $\{1,2,3\}$; but it is obviously not optimal

[^2]:    ${ }^{1}$ Partial Economic Area[7]

[^3]:    ${ }^{2}$ High-demand markets are PEAs $1-40$

[^4]:    ${ }^{3}$ domain.csv and interference_paired.csv are files given by the commission considering the Domain and feasibility constraints

