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Abstract— A city transforms into a "smart" one when it 

utilizes the data from smart devices, cloud infrastructures, 

applications and repositories in order to develop and provide 

new services, products and insights with the goal being to offer a 

safer, more efficient and robust environment for government, 

citizens and businesses, and accelerate sustainable economic 

growth. Although the variability across cities in terms of cultural 

background, demographics, current infrastructures, topology, 

among others, might drive significant variations in the individual 

goals of a smart city, the role of health in achieving the 

aforementioned goals is of paramount importance in any city. 

One of the starting points of introducing a health-related 

orientation into a smart city developments and operations is the 

intelligent processing of the overwhelming amount of clinical 

data being continuously generated during healthcare provision, 

daily activities and clinical research. Great challenges that need 

to be met in order to offer big data analytics over clinical data for 

the purposes of a smart city lie in their high heterogeneity at 

system, syntactic, structural and semantic level as well as their 

sensitive nature from the legal and ethical perspective, which 

may prevent and/or limit access to and analysis of the data. In 

this work we will present a novel approach for expressing clinical 

data using a common formalism with explicit semantics of the 

terms being used. Based on this established semantic ground, 

questions on health-related data can be placed for disease 

prevention, treatment monitoring, post-marketing surveillance, 

policy making, among others.  

Keywords— Data Harmonization, Heterogeneity Issues, 

Semantic Web, Clinical Studies 

I. INTRODUCTION 

In an effort to improve management of assets and resources 
and, consequently, improve the lives of citizens, boost business 
innovation and offer more opportunities for sustainable 
economic growth for society, businesses and government, 
cities worldwide are struggling to transform into smart cities. 
Meanwhile, the generation of a wealth of data at a dizzying 
pace further pushes the introduction of a data-driven approach 
in smart cities development and operations in an effort for the 
latter to leverage data to realize the full notion of a smart city.  

Data generated in the broad clinical domain, including 
healthcare, daily activities, literature and clinical research, are 
of too high volume, too fast growing, highly heterogeneous and 
too complex for interested parties, including healthcare 

providers, policy makers, regional medical unions, government 
and citizens, to process and interpret with existing operations. 
Meanwhile, their great value, not only for well-targeted and 
effective healthcare provision but also disease prevention, 
resource planning, policy making and citizens’ self-
empowerment regarding their health and well-being, pushes 
the introduction and advancement of clinical big data analytics 
in the context of smart cities, following an extremely 
challenging multi-disciplinary task; the clinical data 
harmonization across the various data providers.  

Achieving harmonized datasets of clinical orientation, 
although highly complicated in its very core, will allow for 
important advancements in the context of smart cities with 
irreplaceable benefits for all stakeholders, from citizens to 
healthcare providers to governments and business, and towards 
the innate goals of smart cities themselves, including quality of 
life, economic competitiveness, growth and sustainability, 
improved government operations. In fact, building advanced 
big data analytics on top of harmonized clinical-related datasets 
would set the basis for the realization of highly impactful 
services and processes. Apart of primarily health-related 
examples of the latter, such as deeper understanding of 
disorders and genes mechanisms, new opportunities for disease 
prevention and more effective treatment development, the 
expected impact is much broader. Hence, more robust 
postmarketing surveillance [1] based on detailed and accurate 
patient records across healthcare providers with direct benefit 
to the citizens (treatment efficacy, early treatment withdrawal 
in cases of safety issues), pharma (faster and less costly 
response to treatment safety alerts) and government (reduced 
healthcare costs due to treatment complications) could be 
achieved.  

Policy (being health-related in the broader sense, from 
resource planning across healthcare providers to school and 
social initiatives to urban planning and infrastructures) design 
and development [2] would be more well-targeted, effective, 
influential and impactful. Meanwhile, policy impact 
assessment, being based on massive clinical data rather than 
solely on surveys and statistics, would allow for more effective 
policy monitoring, evaluation and revision, if necessary. Given 
that public expenditure on health and long-terms care in OECD 
countries has been rising over the past years and is expected to 
increase from around 6% of GDP today to almost 9% of GDP 



in 2030 and as much as 14% by 2060 [3], ICT solutions, and 
primarily big data and IoT, are expected to play a key role into 
finding a balance between reducing healthcare costs and 
improving citizens’ health and quality of life. Moreover, 
clinical research priorities would be set on a more effective and 
efficient basis covering real patients’ needs, facing new 
challenges promptly and being of higher impact for patients, 
society, government and economy.   

Within this context, we have developed a Reference Model 
covering both the structure and the vocabularies of parameters 
related to demographics, diseases, treatments, laboratory tests, 
assessments based on questionnaires, among others, which 
aims at serving the backbone for the harmonization of clinical 
datasets which may be generated during healthcare provision 
as well as clinical research. The Reference Model and the 
accompanying semantic interlinking mechanisms have been 
developed within the context of the HarmonicSS project [4], 
which aims at bringing together and bridging the semantic gap 
among 23 different cohorts across Europe and the USA. 
Although the focus of this project lies primarily in patient 
stratification, disease progression, treatment monitoring and 
policy making regarding pSS (primary Sjögren Syndrome), the 
models and mechanisms have been developed in order to be 
applicable to other clinical domains, are extendable and 
adaptable.  

In particular, and given also the strong legal and ethical 
restrictions posed due to the innate sensitive nature of this data, 
in this work we will present a semi-automatic approach for 
data harmonization purposes that enables the expression of 
patient data using a common formalism in a data-blind manner, 
i.e. the software engineers require no access to the actual 
patient data. In the core of this process is a Reference 
Ontology, which provides a meaningful, machine-processable 
description of the clinical parameters, as well as tools and 
mechanisms developed for specifying the correspondence 
among the terms used within each specific clinical dataset with 
the terms of the Reference ontology. Moreover, mechanisms 
which use these mappings for expressing the patient data based 
on the Reference ontology terms are presented.  

The document is structured as follows. In section 2 we 
present related work in this field as well as existing algorithms 
and tools for correspondence detection and data 
transformation. In section 3 the approach followed along with 
the ontology developed is being presented. In section 4 we 
describe the tools and mechanisms developed for data 
harmonization purposes. In Section 5 we present how we have 
used these tools for expressing the data from a specific cohort 
based on the terms of the Reference ontology. A discussion 
follows in section 6 along with our next steps. Finally, in the 
last section we summarize the main points of this work. 

II. RELATED WORK 

A. Heterogeneity Issues 

There are many different ways to express concepts, 
observations and facts even in the same computer-based 
language (e.g., XML [5], JSON [6], Relational Database, RDF 
[7], etc.). In our case, the latter provide the syntax for 
organizing the data recorded about each patient. However, they 

do not provide any constraint about the meaning of terms being 
used (i.e., sequence of characters) in the name of the fields or 
their values, how these terms should be linked and/or what they 
actually represent. As a result, the representations of patient 
data across entities often show significant differences in the 
structure and meaning of the elements specified. For example, 
some entities record all the blood test results that belong to the 
same person in one table. Meanwhile, in other entities the same 
information may be distributed in several tables (e.g., one table 
per lab test). Also, for each laboratory examination the unit of 
measurement may be provided along with the value in the 
same field, or in two separate fields. Moreover, an 
interpretation of values in terms of being normal / abnormal 
may be given along with the range of normal values in many 
different ways. Furthermore, the terminology being used for 
each lab test (but also disease and drug) is not the same in all 
entities, given the variability of the possible terms for the same 
test (e.g., Hemoglobin and Haemoglobin both of which 
abbreviated to HG or HGB).  

For mitigating the heterogeneity issues international 
organizations developing standards such as HL7 [8], CDISC 
[9], WHO [10] and FDA [11] have published several 
documents regarding the representation and exchange of 
patient data, including Reference Models, such as the CDISC 
Biomedical Research Integrated Domain Group (BRIDG) 
Model and HL7 Reference Information Model (RIM), and 
Controlled set of terms, such as the International Classification 
of Diseases (ICD) and Logical Observation Identifiers Names 
and Codes (LOINC) [12]. However, the poor adoption of 
standards by the different data providers as well as the 
differences existing among these standards perplex the 
representation and access to patient data, which continue to 
pose serious discrepancies. 

B. Tools and Mechanisms 

For alleviating the heterogeneity issues there is a plethora 
of systems and tools that focus on the alignment of terms rather 
than how a transition from one representation to the other can 
be achieved. OPTIMA [13] is a general purpose ontology 
alignment tool. It is equipped with a graphical environment for 
the presentation and analysis of ontology elements. Possible 
correspondences are automatically detected based on the name 
of terms and ontology structure which can be accordingly 
stored in an XML document. AgreementMaker [14] is another 
ontology alignment tool that presents the given ontologies in 
the form of a tree along with the suggested correspondence 
among their terms using syntactic and lexical comparison 
algorithms as well as a lexicon. Many other ontology 
alignment tools also exist that focus one on 1-to-1 
correspondences while they may either provided a simple 
graphical user interface (GUI) or not provide a GUI at all [15]. 

For bridging the gap among different set of terms used 
across data providers for demographics, diseases, drugs and 
laboratory examinations, these tools can prove to be very 
useful since they enable users to specify 1-to-1 
correspondences among their terms. Nevertheless, in some 
cases much more complicated correspondences may be 
necessary (e.g., a term has the same meaning with a 
combination of a few other terms). Also, existing algorithms / 



 
Fig. 1. Cohort Data Harmonization Process 

tools / mechanisms for automatic correspondence detection can 
provide valuable results (mostly 1-to-1 correspondences) based 
on the sequence of characters being used in the description of 
each term (e.g., label, comments) as well as the axioms 
specified (e.g., hierarchy of terms, other constrains), which can 
be further improved with the use of external knowledge (e.g., a 
dictionary) [16]. These techniques can prove very useful when 
there is the need to specify the correspondence among 
thousands of terms and, hence, mapping them one-by-one 
would be impractical. 

For harmonizing the data models of different data providers 
(even if an ontological representation of such models is 
generated so that these tools can be used) the above systems 
often cannot deal with the structural mismatches existing 
among them. For instance, the specification of a mapping rule 
that specifies an n-to-m relation where a data transformation is 
necessary is not covered. Some tools, like the Schema and 
Ontology Matching Tool, COMA++ [17], enable users to 
specify n-to-m correspondences among terms. However, when 
there is the need to specify the process that should be followed 
for moving from one representation to the other, such tools 
may be prove impractical or even fail, since several elements 
need to be introduced in each side of a mapping rule, while 
their relation needs to also be described in a procedural 
language. The above indicate that the correspondence 
specification so that moving from one representation to another 
is possible, but remains a challenging issue, especially when 
highly related yet isolated islands of knowledge have to be 
dealt with. 

III. APPROACH FOLLOWED 

A. Harmonization Process 

The expression of patient data recorded within each data 
provider using a common language is the first step for allowing 
their use by big data mining mechanisms for any purpose 
within the context of a smart city, including policy making, 
treatment monitoring, disease prevention, patient stratification 
for improved treatment provision (e.g., find the percentage of 
women under 25 y.o. with elevated Hemoglobin value). For 
this purpose, we have developed an OWL ontology [18] (aka 
Reference Ontology) that specifies the parameters of particular 
interest for patients diagnosed Sjögren Syndrome. Moreover, 
we have created a system consisting of several tools (presented 
in the following sections) that enables data providers to express 
their data using the terms specified in the OWL ontologies 
through a semi-automatic process (Figure 1). 

Each data provider should prepare in advance a document 
with the actual patient data (Cohort Data), albeit 
pseudonymized, following some general guidelines concerning 
the data format (e.g., an MS Excel document [19] with specific 
rows and columns). Accordingly, the data providers can use the 
Metadata Extraction tool developed (section 4.1) that processes 
the pseudonymized patient data document and extracts the 
parameters (data fields) being used for the description of the 
patients along with the different values identified for each field 
among the existing patients’ data (controlled set of terms), 
which are then stored in the Cohort Metadata document. The 
automatically generated version of the Cohort metadata 
document would normally contain a considerable amount of 
empty fields (Figure 2). For this purpose, the technical experts 
should examine this document, and especially the meaning of 



 
 Fig. 2 Cohort Metadata Document - Automatically extracted metadata part 

the fields and their values, in close collaboration with the 
clinical experts (data provider’s side). The analysis of Cohort 
metadata is an iterative process during which the technical 
experts need to closely work with the data provider regarding 
the data structure and meaning, and the terminologies being 
used for capturing the patient data until there is a common 
understanding of the elements mentioned in the metadata 
document, so that they can be accordingly mapped with the 
terms of the Reference ontology. For this purpose, when the 
analysis of the metadata is completed, the Ontology Generation 
tool can be used (section 4.1) which automatically creates an 
ontological representation of the Cohort metadata. 

For specifying the correspondence among the terms of the 
Cohort and the ones existing in the Reference ontology, the 
Ontology Mapping Tool has been developed (section 4.2), 
which enables software engineers (in collaboration with 
clinical experts, if necessary) to bridge this gap through the 
specification of a few mapping rules (analogous to the number 
of the dataset fields). The mapping rules precisely determine 
the relation among the specified terms so that the initial data 
(so far being expressed based on the Cohort terms at the data 
provider's side) can be expressed through the Reference 
Ontology terms. For this purpose, a mapping rule specifies not 
only the relation among the entities of the two ontologies but 
also the process that should be followed when moving from 
one representation to the other. These mapping rules (when 
specified) are internally represented in a computer-based 
language (i.e., JSON) and can be, accordingly, used by another 
service for data transformation purposes (section 4.3).  

It should be noted that the technical experts have only 
access to Cohort metadata which do not contain any personal 
data, while access to the latter have only the clinical experts, 
who can trigger the service for data transformation as soon as 
the mapping rules have been specified. The outcome of the 
latter process is an OWL document with the patient data 
expressed based on the Reference Ontology terms. This OWL 
document can then be imported in a relational database or even 
expressed in the form of an Excel document (if necessary) in a 
straightforward manner. 

B. Ontology Design 

The Reference Ontology (consisting of a Reference Model 
and Vocabularies) constitutes the core cohort representation 
with which any cohort data provided should be semantically 
aligned. It represents the cohort domain through a series of 
clinical-related parameters and their semantic relations 
(including classification and semantic linking) as well as their 
related vocabularies and value ranges.  

The design of the Reference ontology was driven by 
clinical experts in HarmonicSS who described the mandatory 
and optional parameters of interest for each patient diagnosed 
with Sjögren syndrome. For each one of the parameters, 
relevant web sources were examined in order for its meaning to 
be precisely understood. Accordingly the parameters were 
organized in broader categories based on the domain they 
cover, such as Lab Test, Questionnaires, Symptoms, etc. Then 
for each of such categories the mandatory and optional 
properties were specified as well as the possible set of terms 
for each of the properties. For instance, regarding the smoking 

status of a person, the parameters of interest are the tobacco 
consumption status (i.e., current smoker, ex-smoker, never-
smoker), the amount of cigarettes the person consumes per 
year (an optional parameter which is applicable in those cases 
when a person is an active smoker) and the date that these data 
were recorded. Eventually, the classes of data were organized 
in the following 7 categories [20]: Demographics, Lifestyle, 
Gender-specific conditions, Examinations, Medical Conditions, 
Interventions, Other. 

According to the OWL ontology developed, a person is 
linked with zero or more classes of data, such Gender and 
Ethnicity (belong to Demographics), Smoking Status (belongs 
to the Lifestyle), Pregnancy Data (belong to Gender-specific 
Conditions), Blood or Urine Test and Questionnaires (belong 
to Examination), Symptoms (belong to Medical Condition) and 
Drugs Prescribed (belong to Interventions) as well as data 
about Family History and potential participation in another 
Clinical Study (belong to Other). Each of the categories has its 
own properties, the value of which is often derived from a 
controlled set of terms which have also been specified, taking 
into account the terms of particular interest to clinical experts 
as well as the ones specified in existing classification systems 
and codifications, including SNOMED CT [21], ATC [22], 
LOINC, etc. 

IV. TOOLS AND MECHANISMS 

A. Metadata Extraction and Ontological Representation 

The role of the Metadata Extraction Tool is to allow for the 
automatic extraction of the dataset metadata, including 
structure (parameters’ names) and vocabularies/value ranges. 
Apart from disengaging the Data Provider from the task of 
preparing the metadata files for their datasets, this tool also 
performs an early automatic check of the dataset in terms of 
structure and alignment with the cohort preparation guidelines. 

For metadata extraction purposes, the user should initially 
select the cohort document (including all patient data) and 
accordingly press the metadata extraction button, which 
produces a new Cohort metadata document (Figure 2). The 
latter only includes the names of the cohort fields and recorded 
values for each of them, on condition that these values are not 
numeric or a date. The Metadata Extraction Tool collects the 
data recorded for each patient in the corresponding field, and 
then finds the different terms recorded for each one of them 
(especially in case of terms), the data type the data belong to 



 
 Fig. 3. Ontology Mapping Tool 

(e.g., String, Integer, Date) along with the format of data (e.g., 
in case of a Date). For facilitating the analysis of parameters, 
the tool also calculates the range of the values (in case their 
value is a number) or widely used terms (in case their value 
comes from a controlled set of terms). 

In the example presented in Figure 2, apart from the values 
in columns A and H, the values of all other fields can be 
modified, if necessary, as part of the metadata finalization 
process. In many cases a description of the meaning of the 
fields (Column E) is of great use for semantic analysis 
purposes. Also the fields may be organized in broader 
categories (Two levels supported – columns B and C). Further 
modifications can be applied. For example, the name of a field 
(column D) can be altered by providing the full name of a term 
rather than its abbreviation or vice versa. Also the Datatype of 
a property (Column F) can be changed and/or notes about the 
value of a parameter (Column G) can be added. 

The main functionality of the Ontology Generation Tool is 
to automatically transform the metadata files into the 
respective ontological representation. In the generated 
ontology, information is organized in two separate categories: 
(Patient) Data and (Controlled set of) Terms. Parameters which 
are highly related are placed in the same category. All the 
information specified in the Cohort metadata document is 
included in the definition of each parameter. Also, in cases in 
which the value of a parameter comes from a controlled set of 
terms, the relevant class that can be used to provide the 
possible terms can be specified. 

B. Ontology Mapping Tool 

The main functionality of the Ontology Mapping Tool 
(which is an extension of the Ontology Alignment Tool [23]) is 
to allow for the user-friendly and efficient specification of the 
correspondence among the terms of two given OWL 
ontologies. It enables users to upload source and target 
ontologies and, accordingly, bridge the semantic gap among 
their terms. Users can easily specify 1-to-1 correspondences 
through the main panel, which simultaneously presents the 
definition of ontological elements from both source and target 
ontologies (Figure 3). Also, users can specify more 
complicated correspondences through the instantiation of the 
appropriate Ontology Patterns [24] via the highly interactive 
environment developed. The system further suggests possible 
correspondences among the terms of the given ontologies 
(mainly 1-to-1 suggestions) and enables users to examine (and 
potentially modify) the correspondences specified. Finally, 
users can export the correspondences in one of the supported 
formats, as appropriate, e.g., JSON for further processing by 
another module or HTML for presentation and validation 
purposes.  

In case of vocabularies alignment, the mapping rules are 
expected to be quite simple (mainly 1-to-1 correspondence) 
and can be easily specified by manually accepting/rejecting the 
automatically suggested mapping rules as well as manually 
specifying those missing. However, in the case of the data / 
reference models, much more complicated correspondences are 
expected to be met. In this case the appropriate ontology 
pattern can be used and then the entities as well as the 
appropriate data transformations (if necessary) can be specified 

as described in our previous work [23]. This process can be 
particularly difficult and time consuming when there are 
significant differences among the terms of the source and target 
ontologies, as is the case in the mapping rules specified among 
the terms of the Cohort Ontology (which often consist of a list 
of parameters just grouped in a few categories) and the 
Reference Ontology (which provides a real conceptualization 
of the domain). For facilitating the correspondence 
specification process, lists of correspondence patterns have 
been specified that enable users to specify: 

(i) The parameters participating in the left side of the 
mapping rule (i.e., one or more data type properties) 

(ii) The mandatory and optional parameters of a specific 
type of data (i.e., OWL class) on the right side  

(iii) The process that should take place when moving from 
one world of knowledge to the other one, through the use of 
built-in functions as well as custom-made services (in case, the 
existing functions cannot adequately cover the existing needs). 

The correspondence specification through the use of 
predefined correspondence patterns would be clearer in the 
example presented in section 5.2. It should be noted that in 
many cases (especially in case of n:m correspondences), the 
implementation of the appropriate web service (if not already 
provided) that performs the required data transformation is 
essential. The Ontology Mapping Tool enables users to specify 
the data transformation that should take place in a semi-formal 
way (i.e., URI, input, output, parameters, and description). 
However, the actual implementation of the service should be in 
a procedural language and the functionality should be available 
in the form of a SOAR or REST service. 

C. Data Transformation Mechanism 

The main functionality of the Data Transformation 
Mechanism is to automatically express the Cohort data based 
on the terms of the Reference Ontology. In the background, the 
mapping rules specified through the Ontology Mapping Tool 
as well as the specific services (as specified within the 
mapping files) implementing the changes that should take 
place in the parameter values when moving from one side 



 Fig. 4. Mapping a Laboratory Examination with Reference Ontology Terms 

 

(cohort) to the other (common) are used. The outcome of the 
Data Transformation Mechanism is an OWL document with 
the ontological representation of the cohort data based on the 
terms specified in the Reference ontology.  

The system/service initially reads the dataset and detects 
the parameters recorded for each patient. Accordingly, it 
examines the mapping rules specified as well as the parameters 
(i.e., fields of the initial patient data document) participating in 
the left side of the mapping rule for detecting the Mapping 
Rules that can be fired. Each mapping rule produces the 
appropriate class instance based on the data type specified in 
the right side of the mapping rule along with the properties 
being mentioned. For calculating the values of these properties, 
the data transformation mechanism uses the service included, 
which provides the values of these parameters using the actual 
data of each specific patient (i.e., the values of the properties 
mentioned in the left side of the mapping rule) as well as the 
attributes provided (e.g., unit of measurement, normal range of 
values) during the mapping rules specification. The above 
process is being repeated until no other mapping rule can be 
fired. Then system continues with the transformation of the 
Cohort data of the next patient. When this process completed 
all patient data are being expressed using the terms of the 
Reference ontology. 

V. EXAMPLE OF USE 

A. Data Representation and Analysis 

For the Data Harmonization process, the Cohort data 
provider (Institute A) was initially asked to prepare a document 
(MS Excel in their case) with the data of 200 patients 
diagnosed with Sjögren Syndrome, based on predefined 
specifications given to them. For each patient, the spreadsheet 
contained information about 150 different parameters, 
including the patient ID (placed in the first column for each 
patient), symptoms, lab tests, biopsies, etc. Consequently, the 
excel document consisted of 201 rows (the first row contained 
the names of the parameters) and 150 columns. 

Following that, the data providers used the Metadata 
Extraction tool for extracting the name of the fields and their 
possible values, which were stored in another Excel document 
sent to the technical experts (a small excerpt is presented in 
Figure 2). The data in this document were carefully examined 
and a definition of the terms was introduced along with the 
classification of the terms in broader categories. More 
precisely, for each term all the information of interest for the 
proper interpretation of its recorded values was collected. For 
example, in case of a laboratory examination taking numerical 
values, apart from the definition of the entity being measured 
and the technique being used (especially if being more than 
one), the unit of measurement and the normal range of values 
for the specific lab were collected and recorded. It should be 
noted that the description of the field was introduced by 
technical experts (and verified by clinical experts) but the 
values of the collected information of interest were provided by 
the corresponding data provider. 

When the data analysis was completed, the Ontology 
Generation tool was used for transforming the document with 
the Metadata in the form of an OWL ontology that contained 

all of the recorded information. This step was essential so that 
the description of entities could be loaded in the Ontology 
Mapping Tool and then the relation of the terms with the ones 
specified in the Reference ontology could be specified. It 
should be noted that the automatic metadata extraction and 
their ontological representation (after their analysis) was 
feasible since both of them followed a predefined format. 

B. Data Harmonization 

For bridging the gap among the Cohort Metadata and 
Reference Ontology terms we specified several mapping rules 
(almost 120) through the instantiation of the appropriate 
correspondence patterns. It should be mentioned in advance 
that more than one parameter (from the Metadata) is 
participating in the left side of the mapping rule. Also, it was 
not feasible for some parameters to be linked with the terms of 
the Reference Ontology since they had completely different 
meaning. In the rest of this section will be presented an 
example of how the mapping tool was used for specifying one 
Mapping Rule as well as how this mapping rule was used for 
the transformation of the corresponding patient data.  

For expressing the Lab Test Data using the Ontology 
Terms, the users initially chose to instantiate the 
Correspondence Pattern implemented for this purpose (i.e., one 
out of several patterns implemented). Figure 4 presents a 
screenshot from the Ontology Mapping Tool for specifying the 
correspondence of a specific laboratory examination (i.e., C4 
value) with the corresponding Reference Ontology terms. In 
the upper part of this figure (Entity 1) the two datatype 
properties from the Cohort OWL ontology can be seen. The 
first property is the “C4 value” and the second one is the 
“sample date” (i.e., year) when the blood sample was collected. 
On the middle part of this figure (Entity 2) the mandatory and 
optional properties specified in the Reference Model for 
capturing the data of a specific Laboratory Examination are to 
be seen. For each lab test, the code (in our case, the code for 
C4), the sample date (i.e., the one provided), the outcome value 
(based on the one provided) and the assessment code that 



indicates whether the value is within the normal range of 
values or not need to be specified. 

For precisely determining the correspondence among these 
terms, the procedure that should be followed for expressing the 
data based on the Reference Ontology terms should be 
additionally specified. For this purpose, the implementation of 
a function/service that receives as input the data specified in 
the left side of the mapping rule (i.e., C4 value and year of 
date) and produces the values of the parameters presented in 
the right side (i.e., lab test code, date sample retrieved, 
outcome amount and assessment code, and normal range of 
values) is necessary. In this example, the lab test code (as in the 
Reference Ontology) can be found based on the specific test 
(i.e., C4 value). Also the year of sample date can be directly 
found based on the year provided. Additionally, the amount 
can be calculated based on the specific value (real number) 
recorded for each patient and the unit of measurement (which 
is always the same i.e., g/L for all the patients) also considering 
the preferred unit of measurement of each lab test (specified in 
the Reference Ontology). Finally, whether the outcome was 
normal or not can be extracted by taking into account the 
normal range of values (which should exist in the definition of 
the C4 value parameter).  

Since the above process should be also applied in many 
other laboratory examinations (and thus reused), the service, 
(as described above) that receives as input two properties and 
produces the values of the five properties mentioned, taking 
into account a) the local name of the lab test (e.g., C4 value), b) 
the unit of measurement (e.g., g/L) and c) the normal range of 
values (i.e., upper and lower normal limits), if applicable, was 
developed and included as part of a correspondence 
mechanisms repository. 

In the document of the patient data (Figure 2), for each 
patient, the C4 value resides in column S and the year the 
blood sample was collected in column K (this information also 
exists in the ontological representation of these parameters). 
The system examines the mapping rules specified and detects 
that there is a mapping rule that uses the two aforementioned 
parameters. Then, it introduces an instance of a “Laboratory 
Examination” and specifies that this instance has the following 
five parameters: a) Lab Test Code, b) Sample Date, c) 
Outcome Amount, d) Outcome Assessment and e) Normal 
Range of Values. 

For producing the values of these parameters the data 
transformation mechanim uses the service included in the 
definition of the mapping file. This service detects the Lab Test 
(i.e., C4 levels in blood, a term from the Reference ontology) 
based on the name specified and produces an instance of a Date 
with the year provided as well as an Amount with the 
appropriate value (in this case, exactly the same with the given 
one since mg/dL is the same as g/L) with the specific unit 
recorded for the Reference Ontology Lab Test (i.e., mg/dL). 
Moreover, it examines whether this value is normal or not and 
introduces the appropriate terms and finally provides an entity 
that expresses the normal range of values based on the Upper 
and/or Lower Normal Limits provided.  

Following the above process, the appropriate entities are 
introduced based on the rest of the parameters specified, 

including Demographics, Lifestyle Data (i.e., Tobacco 
Consumption Status), Pregnancy Data, Laboratory 
Examinations, etc. All the entities introduced based on the data 
of a row of an Excel File are also linked with the specific 
patient which is being uniquely determined based on their id. It 
should be noted that the above process was fully automated 
and initiated by the clinical experts as soon as the mapping 
rules specification had been finalized, as presented at the 
beginning of this section. 

VI. DISCUSSION AND NEXT STEPS 

In our work, the clinical data were provided in the form of 
an Excel document following some general guidelines, so that 
they could be processed through one or more software modules 
(i.e., metadata extraction and data transformations). This 
format was selected by the clinicians given that most of the 
datasets available for harmonization were already in this 
format. However, in several cases the parameters recorded for 
each patient were not well-organized, which led to various 
difficulties during the data harmonization process. For 
example, there were several instances of the same medical test 
for the same patient in case it had been performed more than 
once in the past (e.g., biopsy 1, 2, 3, etc.) and hence it would be 
necessary to specify several mapping rules for the same test. 
Also, in case more than one terms were included in the same 
field (e.g., a field containing all the symptoms of a patient) it 
was difficult (during the metadata extraction process) to 
automatically detect the multiple values, especially when the 
terms were not separated by a common delimiter across the 
dataset or even the specific field values. In this case, clinical 
experts were requested to provide additional information about 
these fields. Moreover, since the data were provided in the 
form of a flat list it was difficult to organize it in broader 
categories and especially link it with the corresponding 
elements specified in the Reference ontology. For instance, 
there were data about several different lab tests and, hence, 
(during the correspondence specification process) several 
mapping rules (one for each lab test) had to be introduced, 
even if all of them followed the same approach. Nevertheless, 
the correspondence among these terms and the ones specified 
in the Reference ontology was specified accurately.  

It should be noted that the approach followed would remain 
the same even if the data were provided in a different file 
format. In this case the Metadata Extraction and Ontological 
Representation tools should be updated so that they could 
process the data, according to the specific file format. In fact, 
in case of a Relational Database an Ontological Representation 
can be directly exported based on the Database Schema [25] 
and the controlled set of terms (often stored in separate tables 
in the database). In this case, the correspondence specification 
with the Reference Ontology terms would be easier, since the 
mapping rules are expected to be limited in number.  

Concerning the patient data, ideally it should include 
detailed information such as the exact drug dosage along with 
the specific period of time of administration, the exact result of 
each laboratory examination and when it was performed, 
information about clinical studies in which the patient 
participated in the past, etc. However, the above information 
may not be available. For instance, the exact drug or active 



substance prescribed may not be known, but rather just its 
broader category (e.g., Disease-Modifying Arithmetic Drug, 
abbreviated to DMARD). Also, the exact date an event 
occurred (e.g., blood sample collection) may not be known, but 
rather the year or even decade. For this purpose, during the 
design of the Reference ontology the appropriate terms were 
introduced so that the above scenarios can be covered. 
Consequently, the patient data may be expressed by using an 
already specified term/category or another semantically-related 
term. Regarding temporal information, the exact date of an 
event or the period of time when it happened (e.g., before the 
date that the data was recorded) can be specified. The more 
specific the patient data are the more questions can be 
answered and in a more accurate and reliable manner. For 
example, in case a person received a DMARD before a specific 
date, a question that could not be answered is whether the 
person received Methotrexate (i.e., one of the most commonly 
used DMARDs) or whether the person received a DMARD 
before a specific date which is prior to the one specified. What 
can be answered is whether the person received a DMARD in 
the past. 

VII. CONCLUSION 

The plethora of heterogeneity issues along with the 
sensitive nature of patient data renders the harmonization of 
and big data analytics on clinical data a rather challenging issue 
and poses limitations to the services that can be offered within 
the context of a smart city for citizens, healthcare providers, 
business and government. In this work we have presented an 
ontology-based approach for the expression of patient data 
using a common language based on the correspondence 
specified among the Reference Ontology terms and the ones 
used for the expression of patient data at each data provider. 
During this process, we have developed and used several tools 
that facilitate the analysis, mapping and transformation of 
patient data in the form of an OWL ontology. It should be 
noted that, for avoiding erroneous interpretation of patient data 
the analysis and, especially, the correspondence specification 
process should be driven by clinical experts who should 
actively participate in this process. 
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