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# Modelling of structures using the Isogeometric Method 


#### Abstract

Isogeometric Analysis was proposed as an alternative spatial discretization method, that addresses the need for an integrated pipeline of Computer Aided Design and Computer Aided Engineering industries, towards the development of efficient and reliable structures. To this end, CAD shape functions ranging from Bézier to T-Splines are utilized, that allow the exact geometrical representation of arbitrarily complex geometries, while at the same time rendering the mesh generation procedure of other spatial discretization techniques such as FEM obsolete. Due to the high smoothness of the shape functions over conventional approaches, IGA has showcased significant advantages in various computational mechanics fields such as structural dynamics, fluid mechanics and optimization problems. In addition, the description of intricate geometries with highly continuous shape functions, enables IGA to be effectively used for shell theories such as Kirchhoff-Love thin shells, that required special treatment in the case of FEM. The latter resulted in the introduction of various shell formulations, for miscellaneous materials. Unfortunately, the strongest asset of isogeometric methods, which is the increased interelement continuity of the shape functions, constitutes at the same time its greatest weakness. Despite resulting in a smooth variation of the analysis characteristics and enhanced accuracy, a significant computational burden is added to the formation and solution of the resulting linear systems due to their increased bandwidth and reduced sparsity patterns. This rendering the introduction of efficient solution schemes a necessity for the establishment of isogeometric methods.

To this end, this dissertation introduces a family of methods, to address the efficient implementation of solution schemes for the purpose of isogeometric Galerkin and collocation methods. Specifically, for the case of isogeometric Galerkin method, an appropriate modification of the overlapping nature of NURBS shape functions is introduced, in the form of truncated shape functions. This modification generates a non-overlapping equivalent of the initial model that retains the same geometry, yet has reduced accuracy. As a result, with the aid of IETI domain decomposition method, applied to the interface among adjacent subdomains, the non-overlapping model can serve as an efficient preconditioner for the PCG iterative method. In a similar fashion, a non-overlapping decomposition of the non-symmetric matrices derived from isogeometric collocation methods is proposed, that allows the development of a GMRES preconditioner based on P-FETI-DP domain decomposition method. Finally, in order to unify all existing thin shell isogeometric formulations, a framework is proposed that examines isogeometric


shells under the prism of semi-concurrent multiscale analysis. To this end, a nested IGA-FEM analysis scheme is introduced, where macroscale shell modeling is performed with isogeometric Kirchhoff-Love shell elements, while Representative Volume Elements are discretized with solid finite elements. The required plane-stress constitutive law is then extracted from a homogenization process, thus leading to the introduction of a framework that can efficiently address composite materials of arbitrary microstructural topology.
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\begin{align*}
\nabla \cdot\left(C \nabla^{S} \mathbf{u}\right)+\mathbf{f} & =0 & & \text { in } \Omega \\
\mathbf{u} & =\mathbf{g} & & \text { on } \Gamma_{D} \\
\left(C \nabla^{S} \mathbf{u}\right) \cdot \mathbf{n} & =\mathbf{h} & & \text { on } \Gamma_{N}
\end{align*}
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K_{i j}= \begin{cases}L\left(N_{j}\left(\bar{\xi}_{i j}\right)\right), & \text { for } 1 \leq i \leq k  \tag{4}\\ \mathbf{n}_{i} \cdot C \nabla N_{j}\left(\bar{\xi}_{i j}\right), & \text { for } k+1 \leq i \leq n\end{cases}
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f_{i}= \begin{cases}-L\left(\tilde{u}_{D}\left(\bar{\xi}_{i j}\right)\right)+f\left(\bar{\xi}_{i j}\right), & \text { for } 1 \leq i \leq k  \tag{5}\\ -\mathbf{n}_{i} \cdot C \nabla u_{D}\left(\bar{\xi}_{i j}\right)_{i}+h\left(\bar{\xi}_{i j}\right), & \text { for } k+1 \leq i \leq n\end{cases}
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\begin{gather*}
L=\left(\begin{array}{cc}
(\lambda+2 \mu) \frac{\partial^{2}}{\partial x^{2}}+\mu \frac{\partial^{2}}{\partial y^{2}} & (\lambda+\mu) \frac{\partial^{2}}{\partial x \partial y} \\
(\lambda+\mu) \frac{\partial^{2}}{\partial x \partial y} & (\lambda+2 \mu) \frac{\partial^{2}}{\partial y^{2}}+\mu \frac{\partial^{2}}{\partial x^{2}}
\end{array}\right)  \tag{6}\\
B=\left(\begin{array}{cc}
(\lambda+2 \mu) n_{x} \frac{\partial}{\partial x}+\mu n_{y} \frac{\partial}{\partial y} & \lambda n_{x} \frac{\partial}{\partial y}+\mu n_{y} \frac{\partial}{\partial x} \\
\lambda n_{y} \frac{\partial}{\partial x}+\mu n_{x} \frac{\partial}{\partial y} & (\lambda+2 \mu) n_{y} \frac{\partial}{\partial y}+\mu n_{x} \frac{\partial}{\partial x}
\end{array}\right) \tag{7}
\end{gather*}
$$
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$$
\begin{equation*}
\hat{u}_{m}=\hat{\epsilon}_{M} \hat{\mathbf{X}}_{M} \tag{8}
\end{equation*}
$$





 גpńon tou tútou

 биитє $\rho \stackrel{\varphi}{ }$ ор́́.

$$
\begin{equation*}
C=\frac{1}{\|V\|} D \tilde{K}_{e e} D^{T} \tag{9}
\end{equation*}
$$
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## 0

## Introduction

### 0.1 Motivation

Until the early $20^{t h}$ century, scientists and mathematicians tried to interpret the behavior of natural phenomena by introducing mathematical models that replaced their fundamental physics. In most cases, this required the transformation of an engineering system in terms of partial differential equations. At first, it was plausible for scientists to find an analytical solution that satisfied the boundary values problems at hand, yet the ever rising need to describe more complex natural systems, quickly eliminated the possibility of attaining an exact solution field that satisfies the problem. Instead, techniques to approximate the exact solution were devised. One of the most widespread methods for approximating the partial differential equation (PDE), the Finite Element Method (FEM), was born in the field of aeronautics. It wasn't until 1944, when John Argyris, faced the problem of reliably simulating inclined geometry wings, that the FEM method was born. After experimenting with all known methods with unsatisfactory results, he coined the use of the first triangular finite element and its implementation in the first electromechanical computers and published the "Energy theorems" book where he first registers the method. In the years to come, many scientists such as Clough, Turner and Martin calculated the stiffness matrices of various elements, with Zienkiewicz being the first to publish a book on the field. In alignment with the evolution
of computers, a large number of publications followed, that allowed engineers to become acquainted to the method and subsequently apply it to numerous aspects of their respective scientific fields. Even though the evolution of computational methods, with the spearhead being FEM was rapid, some significant deficiencies remained. For instance, exact representation of complicated geometries remains an open issue as even higher order finite elements can only reduce the geometrical error. This inherent approximation leads to erroneous results in geometry sensitive analyses such as shell buckling. In a similar manner, adaptive refinement techniques cannot be efficiently implemented, since in case of non-trivial geometries the immediate connection with the Computer Aided Design (CAD) representation is not existent. All the above deficiencies of the existing Computer Aided Engineering (CAE) methods, have raised the need for a common development pipeline with CAD.

Computer Aided Design is defined as the drafting procedure utilizing computers. Its main goal is to aid designers to produce accurate blueprints in a less laborious procedure. One of the earliest works in the field of design was proposed by Ferguson in 1964 [74]. This work introduced Ferguson curves, which are a specific category of third degree power basis curves calculated with known positions and gradients of the curve at its starting and ending points. The generalization of Ferguson curves for arbitrary polynomial degree yields Hermite curves [L'Hermite], where a $(2 k+1)$ degree curve is evaluated by utilizing $k$ values at its starting and ending points. Despite their straightforward mathematical representation, power basis curves were early deprecated by designers as they were considered impractical for design purposes. This is attributed to the algebraic nature of the existing algorithms which are prone to round-off errors, along with the accompanying coefficients that convey only little information regarding the geometry of the curve. To this end, Bézier curves were introduced by Pierre Bézier [111, 37, 42, 75, 81, 72, 88], as a design tool for the bodywork of cars. They are considered equivalent with polynomial curves, yet remedy some of their disadvantages. The shape of the Bézier curve now depends only on Control Points, which are Cartesian points that control the curves shape, while allowing for a more natural design process and manipulation of the curve. In addition, the augmented polynomial degree is tightly coupled to number of points used for the representation of the curve, fact that automatically leads to smoother curves. Unfortunately, this property of Bézier curves is at the same time their greatest merit, as well as their major drawback, as the increased polynomial degree, leads to instability of the algorithms. B-Splines were introduced $[162,54,58,149,59]$ as a generalization of one
span Bézier curves into multiple intervals. They disengage the number of shape function of the curve from the polynomial degree, thus enabling local shape function support. In addition to the partial control of the curves, abrupt changes of the curves' geometry is now allowed due to the introduction of the Knots which divide the curve into piece-wise polynomial segments. Yet, the constantly increasing need of designers to reproduce ever more complex shapes, rendered B-Splines insufficient as they cannot accurately represent all conic sections. To this end, Non-Uniform Rational B-Splines (NURBS) technology were introduced [180, 175, 142, 143], that incorporate a weight for each of the curve control points. This extensions introduces a projection that allows for the accurate description of more elaborate geometries. The limitation of NURBS arises due to the fact that surface or solid geometries cannot be efficiently represented as the physical geometry must be mapped into a linear, rectangular or cuboid domain in parameter space. As a result, the burden is sifted to designer to partition the geometrical domain into NURBS suitable parts. Each of these individual geometries defines a single parameter space called Patch, that can have different attributes with its adjacent pieces thus rendering it uncommon for their edges to coincide. T-Splines technology was recently introduced [170, 169, 168] to remedy the deficiencies of NURBS. Specifically, T-Splines abolish the tensor product parameter space structure of former technologies. This makes attainable the water-tight connection between patches, while being the first technology that enables true local refinement of the geometry.

Isogeometric Analysis (IGA) was introduced in [89] by T.J.R. Hughes in order to address the need of a common development pipeline between CAD and CAE industries in order to overcome geometry approximation issues that arise in analysis. The main idea behind the method is the utilization of the underlying geometry mesh as a basis for analysis. This concept renders the process of meshing the geometry obsolete, thus minimizing the time needed for an analysis suitable discretization. These favorable properties of IGA render it more efficient in various computational mechanics fields, such as optimization problems [181, 122, 148, 147, 171, 136]. Due to the high smoothness of CAD shape functions, the method has showcased significant advantages over conventional approaches in fluid mechanics applications [79, 133, 21, 22, 23, 135, 134] as well, while its utilization in structural dynamics applications [53, 65, 90, 30, 91] rendered favorable results over its FEM alternatives. These initial works, were mainly focused on continuum mechanics applications by utilizing the discretization of bivariate or trivariate domains with CAD shape functions, such as NURBS and T-Splines later on. Apart from planar
and solid geometries, IGA is considered ideal for the analysis of shell structures, due to its ability to accurately describe complex geometries. Shell theories are derived from a dimensionality reduction of structures, for which one of the dimensions is significantly smaller than the rest. In case of shells, the redacted dimension regards the thickness of the structure. As a result, shell theories transform the three-dimensional elasticity equation, into two dimensional domains, represented only by the midsurface of the structure. Two major shell theory branches exist based on the thickness of the shell's section. In case of thick shells, transverse shear deformation is taken into account and thus Reissner-Midlin theory is used, while for thin shells Kirchhoff-Love theory is more suitable. Even though most industrial products belong to the thin shell case, its computational limitations when formulated in the FEM framework, made Reissner-Midlin theory dominant in most commercial FEM codes. This is attributed to the prerequisite of Kirchhoff-Love shells for a minimum $C^{1}$ continuity between adjacent elements, which classical FEM cannot efficiently provide, thus resulting to non-conforming meshes. Special care must be taken for thin shell theory to be applicable in the context of FEM such as non-local formulations, nodal enforcement of $C^{1}$ continuity or even penalty method applied to selected material points. The main benefit of IGA in this field is that the higher interelement continuity of the utilized shape functions, enables a straightforward implementation of Kirchhoff-Love shells. Specifically, the first isogeometric Kirchhoff-Love formulation was introduced in [99], which introduced a geometrically non-linear, rotation-free element. Having [99] as a basis, many material formulation where then coupled with it. For instance, [100] extended the latter formulation to large strains and compressible and incompressible hyperelastic non-linear material laws. Progressive damage models of composite laminates in the frameowrk of isogeometric thin shells were explored in [61], while biological membranes were investigated in [174]. In a similar fashion, the first plasticity models applied to Kirchhoff-Love shells appeared in [7] and composite laminate materials coupled with gradient enhanced damage models in [144]. Apart from the application of different material in the Kirchhoff-Love theory, significant contributions were performed in combining shells with different shape functions such as T-Splines in [39, 117, 40] or rational triangular Bezier splines in [186]. Finally, different aspects of KirchhoffLove shells were explored in a multitude of contributions, ranging from the coupling of non-conforming Kirchhoff-Love shell patches [85, 82, 163], to membrane locking effects addressed with mixed formulations.

All the aforementioned contributions, have their roots on the fact that a remarkable
accuracy per degree of freedom is introduced along with IGA, which is mainly attributed to the increased interelement continuity of the shape functions. Unfortunately, this augmented accuracy comes at a compelling cost for the assembly of the resulting stiffness matrices in case of Galerkin discretizations [92, 15].To this end, the efforts of the scientific community have been shifted towards the development of computational effortless alternatives. This process lead to the development of isogeometric collocation methods $[18,11]$, which require the evaluation of a single integration point per shape function for the computation of the stiffness matrix, thus alleviating the computational cost for the assembly. Since its introduction a plethora of contributions studied the enforcement of Dirichlet [44] and Neumann [60] boundary conditions, while at same time delving into the method's convergence and integration properties $[160,113,66,131]$. The majority of the published manuscripts explored the coupling of isogeometric collocation with structural elements. Specifically, scientific areas such as Beams [28, 124, 125, 126, 20, 98] and Rods [14, 17, 182, 183, 129] were extensively explored, as isogeometric collocation methods were proven extremely capable at alleviating locking effects [29, 14]. In a similar fashion new formulation for surface structural elements that utilize isogeometric collocation methods for their integration were proposed, such as plate [150, 97, 139, 128] and shell structural elements [31, 16, 101, 128]. In addition, due to their favorable properties, isogeometric collocation methods are utilized for the modelling of computationally demanding computational mechanics fields such as Phase-Field modelling [80, 159] and dynamic applications [62, 30, 65].

As mentioned in the latest paragraphs, the strongest asset of isogeometric methods is the increased interelement continuity of the utilized shape functions. In case of CAD, this results in smooth and accurate representation of curves, while for computational methods it provides smooth variation of the analysis characteristics. This property, despite providing enhanced accuracy, adds a significant computational burden to the solution of the resulting linear systems due to their reduced sparsity patterns. As a result, efficient solution schemes for large-scale isogeometric applications are a necessity for the establishment of IGA. In case of isogeometric Galerkin discretizations, various methods have been proposed in order to address the solution of the resulting linear systems. Initial publications were focused on assessing the relationship between solution cost and degrees of freedom (dof) in case of IGA. Continuities ranging from minimum $C^{0}$ of FEM to full $C^{p-1}$ continuity of IGA were studied in [51] to provide a theoretical relationship between solution cost and polynomial order for the case of direct solvers, while

MUMPS [8] and PARDISO [158] solvers provided the equivalent solution times. This research was afterwards extended to iterative solvers, where the PCG solution algorithm was employed with various preconditioners, such as diagonal Jacobi [140], Successive Symmetric Over-Relaxation (SSOR) [45] and incomplete Cholesky factorizations [95] in order to assess their computational cost in case of highly continuous isogeometric discretizations. These investigations made the need for efficient solution schemes for IGA even more profound, hence the scientific community redirected its efforts to the development of efficient and scalable domain decomposition solvers. The first attempt in this direction was performed by [55] where overlapping additive Schwarz preconditioners were exploited for the solution of isogeometric elliptic problems. The latter work was extended in [179] by providing Schwarz preconditioners in both primal and mixed formulations for the case of the linear elasticity PDE. Balancing Domain Decomposition by Constraints (BDDC) preconditioner for isogeometric scalar elliptic problems was investigated in [27], which in [57] was paired with a novel scaling method. Isogeometric Tearing and Interconnecting (IETI) was also introduced [106] as an isogeometric variant of the well-known Finite Element Tearing Interconnecting Dual-Primal (FETI-DP) method. In a similar fashion, isogeometric mortar methods were investigated in [35, 36], in order to address the coupling of non-conforming subdomains.

Similar research initiatives addressed the solution of the linear systems emerging from isogeometric collocation method, which despite alleviating the computational cost for the formation of the resulting matrices, shift the burden to the solution of their non-symmetric linear systems whose condition number grows rapidly in cases of mesh refinement or augmented polynomial degree. To address this issue, several methods have been proposed. In [25] overlapping Schwarz preconditioners accelerated with GMRES [156] iterative method was studied. In this research, the non-symmetric matrix was decomposed into a set of overlapping submatrices, while a coarse problem was introduced based on an interpolation operator between the reference domain and the tensor product structure generated from the univariate common points among subdomains. The solution of nanolithography problems was investigated in [114], where a multi-frontal solver was implemented for Graphic Processing Units (GPU) for the case of one-dimensional isogeometric collocation. Finally, optimal multilevel preconditioners accelerated by GMRES were investigated in [47], for collocation discretizations deriving from second order elliptic problems.

The current research aims to address the efficient implementation of isogeometric
methods in real-scale mechanical applicaions. Specifically, [173] proposes a family of algorithms for the purposes of IGA, that exploit the advantages of iterative solution schemes when combined with Domain Decomposition Methods (DDM), in the context of isogeometric Galerkin discretizations. By introducing an appropriate modification to the overlapping nature of NURBS shape functions, a robust and scalable preconditioner is developed that minimizes the computational cost for the solution of large-scale isogeometric problems. In this work, the PCG iterative solver is combined with the IETI domain decomposition method, that showcases a considerable improvement compared to existing solution techniques in case of positive definite symmetric linear systems, while at the same time ensuring properly load balanced subdomains partitioning. In a similar fashion, [178] introduces a non-overlapping decomposition of the non-symmetric matrices deriving from isogeometric collocation methods. This allows development of a preconditioner based on P-FETI-DP domain decomposition method. Thus, a two-level algorithm is generated based on GMRES iterative method. The preconditioner utilizes static condensation to minimize the global problem to the an interface problem among adjacent subdomains. The interface problem which is also a non-symmetric matrix, is then preconditioner by the first iteration of the FETI-DP method, which translates to a coarse problem defined by the common degrees among more than two subdomains. Numerical results indicate an enhanced performance of the proposed solution scheme, compared to the most competitive alternative, the overlapping additive Schwarz method. Finally, in terms of modelling of real-life structures, [177] extends existing isogeometric thin shell formulations, to incorporate constitutive laws generated by stochastic multiscale analyses. The integration of the constitutive law is performed through the thickness of the shell, where an arbitrary Representative Volume Element (RVE) defines the microstructural topology of the composite material under consideration. Numerical results demonstrate the applicability of the proposed formulation in both benchmark and real-scale numerical examples, thus rendering this formulation ideal for the simulation of shell structures in combination with composite materials.

### 0.2 Outline

This thesis is organized in 6 chapters as follows:
Chapter 1 presents the basic concepts of CAD shape functions, which lay foundations for the establishments of Isogeometric Analysis method. With starting point being
the polynomial curves and their equivalent shape functions, this Chapter analyzes the historical evolution of geometrical representations, browsing through Bézier curves, B-Splines, NURBS and T-Splines and the reasons that lead to the establishment and equivalent deprecation of each individual methodology.

Chapter 2 introduces the Isogeometric Analysis method. In analogy to Finite Elements, the transformation of the mesh-less geometrical representation of CAD objects, into analysis related entities such as elements and integration points is presented. Elemental quantities in each shape function category are addressed explicitly, while their application on the linear elasticity PDE is examined for continuum mechanics, structural shell elements and the strong form of the PDE via the utilization of the isogeometric collocation method.

Chapter 3 provides the basic concepts of solution schemes utilized for the efficient solution of the linear systems deriving from isogeometric analysis. Two major categories of iterative and domain decomposition solution schemes are studied, thus introducing the concepts of robust and efficient solution methods for tackling both symmetric and non-symmetric linear systems. Specifically, for the case of iterative solvers, PCG and GMRES algorithms are studied, while the isogeometric equivalents of FETI-DP, PSM and P-FETI-DP method are elaborated.

Chapter 4 addresses the solution of symmetric positive definite linear systems deriving from the isogeometric Galerkin method for the case of B-Splines and NURBS discretizations. The increased interlement continuity that accompanies isogeometric analysis, along with the augmented shape function polynomial degrees, lead to a severe deterioration of the solution performance of the resulting linear systems. By proposing an appropriate non-overlapping decomposition of the domain into subdomains, a scalable and robust domain decomposition preconditioner emerges, that accelerates the PCG method. Numerical results showcase the efficacy of the proposed solution scheme that enables the subdivisioning of a model in an arbitrary fashion that ensures properly load balanced subdomains, while offering a substantial computational improvement compared to existing methods.

Chapter 5 addresses the solution of non-symmetric linear systems arising from the integration of the computational domain using the isogeometric collocation method. Additional to the increased population and bandwidth of the resulting matrices, introduces with the isogeometric Galerkin method, collocation significantly burdens the computational cost for the solution of the resulting linear systems due to their non-
symmetric nature. To this end, a family of primal non-overlapping domain decomposition solution schemes are studied in this chapter in order to provide a scalable and robust preconditioner that accelerates the iterative GMRES method.

Chapter 6 examines the performance of isogeometric shells under the prism of semiconcurrent multiscale material modelling. Specifically, existing isogeometric thin shell formulations, employing Kirchhoff-Love shell theory, are extended to incorporate detailed modelling of advanced composites. A nested IGA-FEM multiscale analysis scheme is proposed, in which IGA is used for the discretization of the macroscopic level and FEM for the discretization of the corresponding RVE. As a result, the plane stress material required for the integration of the shell stiffness is derived via a computational homogenization procedure, thus taking into account the material microstructural topology. Numerical results, showcase the effect of detailed material modelling to the overall mechanical performance of the shell structure, as well as the applicability of the proposed formulation to real life applications.

Finally, Chapter 7 provides the conclusions drawn from this research and presents a summary of the contributions.

# Computer Aided Design 

### 1.1 Introduction

Until the early 20th century, designers were creating blueprints by hand utilizing flexible wooden or metal stripes to design any curves needed. The design process required extensive effort as any manipulation or correction to the design might lead to a reiteration of the whole blueprint. Smooth polynomial lines (Splines) were introduced in 1960s with Bézier curves, which were simultaneously developed by Paul de Casteljau and Pierre Bézier and used for the design of automobiles. B-Splines and NURBS were introduced in the 1980s and were extensively developed and used in the industry. Recently, the design technology of T-Splines was proposed by Sederberg as a generalization of NURBS that can accommodate arbitrarily complex geometries. The mathematical breakthroughs of the design technology as well as the rapid evolution of the personal computer led to the evolution of Computer Aided Design (CAD) which replaces the manual drafting process and thus minimizes the required effort.

In this chapter, the evolution path of CAD from polynomial curves to advanced Splines is presented. The aim of this review is to introduce the basic principles of CAD shape functions, curves, surfaces and volumes that will be utilized throughout the rest of the manuscript, as well as the reasons that lead to their establishment.

### 1.2 Polynomial curves

The fundamental representations of curves and surfaces, in geometrical modeling, are performed with the aid of implicit and parametric equations. The implicit equation of a curve in the Cartesian plane XY is given by an equation of the form:

$$
\begin{equation*}
f(x, y)=0 \tag{1.1}
\end{equation*}
$$

Equation 1.1 describes the relationship between the x and y coordinates of every point that lies on the curve. An example of a ellipse described with an implicit equation forms is $f(x, y)=\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}-1=0$.


Figure 1.1: Ellipse

In contrast to the implicit case, the parametric form provides a separate equation for each of the coordinates of the curve points as functions of an independent parameter.

$$
\begin{equation*}
C(t)=(x(t), y(t)) \quad t_{0} \leq t<t_{1} \tag{1.2}
\end{equation*}
$$

With the aid of the parametric form, the equation of the ellipse can be written as follows:

$$
\begin{align*}
x(t) & =a \cdot \cos (t)  \tag{1.3}\\
y(t) & =b \cdot \sin (t) \quad 0 \leq t<2 \pi
\end{align*}
$$

Comparing these two equation forms, it is apparent that the implicit form cannot provide directly points that belong to the curve while it is highly depended on the
coordinate system. As a result, the transformation to alternative coordinate systems is quite cumbersome. On the contrary, in the parametric form, any point of the curve can be imminently derived from the equations, even if the equations describe a closed or a multiple valued curve. The basic disadvantage of the parametric form is that it is not straightforward to determine whether a random point belongs to the curve. All free form curves presented in this chapter are based on the parametric representation of curves.

One of the most common types of parametric curves are power basis functions, where the curve equation is a sum over powers of a parameter $u$, multiplied by equivalent polynomial coefficients $a_{i}$. The general equation form that provides the power representation of curves is:

$$
\begin{equation*}
C(u)=\sum_{i=0}^{n} a_{i} \cdot u^{i} \tag{1.4}
\end{equation*}
$$

### 1.2.1 Ferguson curves

Ferguson curves were proposed by Ferguson in 1964 [74] to aid the design of aircraft surfaces. Ferguson curves are a specific category of third degree power basis curves. A simple third degree power basis curve is defined as

$$
\begin{equation*}
C(u)=a_{0}+a_{1} \cdot u+a_{2} \cdot u^{2}+a_{3} \cdot u^{3} \quad 0 \leq u \leq 1 \tag{1.5}
\end{equation*}
$$

In the case of Ferguson curves, functions $1, u, u^{2}, u^{3}$ are replaced the Hermite polynomials as follows:

$$
\begin{align*}
& 1 \quad \text { is replaced with }\left(1-3 u^{2}+2 u^{3}\right) \\
& u \quad \text { is replaced with }\left(3 u^{2}-2 u^{3}\right) \\
& u^{2} \text { is replaced with }\left(u-2 u^{2}+u^{3}\right)  \tag{1.6}\\
& u^{3} \text { is replaced with }\left(-u^{2}+u^{3}\right)
\end{align*}
$$

For this choice of polynomial functions the polynomial coefficients known and are the positions and derivatives of the curve at its initial and final point. Specifically, $a_{0}=C(0)$, $a_{1}=C(1)$ and $a_{2}=C^{\prime}(0) a_{3}=C^{\prime}(1)$ equivalently. As result eq. 1.5 with the aid of 1.6 becomes:

$$
\begin{align*}
C(u)= & \left(1-3 u^{2}+2 u^{3}\right) \cdot C(0)+\left(3 u^{2}-2 u^{3}\right) \cdot C(1)+ \\
& \left(u-2 u^{2}+u^{3}\right) \cdot C^{\prime}(0)+\left(-u^{2}+u^{3}\right) \cdot C^{\prime}(1) \tag{1.7}
\end{align*}
$$

The basic deficiency of a Ferguson curve is that is represented only by two points and as a result a multitude of $n-1$ Ferguson curves are needed to interpolate $n$ points. In order to merge consecutive Ferguson curves, compatibility of the positions, derivatives as well as $C^{2}$ continuity are required. This translates the solution of a system with $n-2$ equations in order to determine the internal derivative values for internal points. A generalization of the Ferguson curves for arbitrary degree is attained by Hermite curves, where a $(2 k+1)$ degree curve is defined by utilizing $k$ derivatives at the start and end point of the curve.

The power representation of curves was abandoned early as it was considered impractical by designers due to their significant disadvantages. The most important one is that they are considered unnatural for interactive shape design, as the polynomial coefficients $a_{i}$ convey little information about the geometry of curve. In addition, most algorithms for the evaluation of polynomial curves have an algebraic background rather than geometric one, while they are prone to round-off errors when the polynomial coefficients vary greatly in size.

### 1.3 BÉZIER CURVES

Bézier curves were introduced by Pierre Bézier in the 1960s [111] as a design tool for the bodywork of cars. They are considered mathematically equivalent with polynomial curve forms as they use polynomials for the coordinate functions. A thorough investigation of Bézier curves theory can be found in [37, 42, $75,81,72,88]$.

Bézier curves remedy the disadvantages of power basis polynomials. The shape of curve depends only on the Control Points of the curve, thus allowing a more natural design process and manipulation of the curve. At the same time, the number of points used for the definition of a Bézier curve $n$ is tight coupled to its polynomial degree $p(\mathrm{p}=\mathrm{n}-1)$. This leads to smoother curves as higher continuity is achieved due to the increase of the polynomial degree. The general form of a Bézier curve is given by:

$$
\begin{equation*}
C(u)=\sum_{i=0}^{n} B_{i, n}(u) P_{i} \quad 0 \leq u \leq 1 \tag{1.8}
\end{equation*}
$$

where $B_{i, n}$ are the Bernstein polynomials given by:

$$
\begin{equation*}
B_{i, n}=D(n, i) u^{i}(1-u)^{n-i} \tag{1.9}
\end{equation*}
$$

and $D(n, i)$ the binomial coefficients.

$$
\begin{equation*}
D(n, i)=\frac{n!}{i!(n-i)!} \tag{1.10}
\end{equation*}
$$

Figure 1.2 gives an example of the Bernstein polynomials used for various polynomial degrees. As noted, there is an immediate connection between the polynomial degree of the curve and the number of shape function or equivalent Control Points. For instance, for degree $p=2$, a multitude of three Bernstein polynomials are required for the evaluation of the curve. In addition, by examining the form of the Bernstein polynomials the following properties are apparent. The shape functions are defined in the span $[0,1]$ and the shape functions are symmetric across $x=0.5$ axis, their values are non-negative and they abide to the partition of unity property.

Figure 1.3 illustrates an example of a cubic Bézier curve, where some principal properties are illustrated. Initially, the curve is interpolatory to the first and last Control Points and tangential to the Control Polygon, depicted with green line segments, at the edges of the curve. Since Bernstein polynomials are symmetric across the middle of the parametric domain, this property is also transferred to the curve and thus an inversion of the curve's Control Points does not affect the shape of the curve. A manipulation of a Control Point affects the entirety of the curve, as all Bernstein polynomials span throughout the parametric domain, while the most affect area of the curve is near the maximum value of the equivalent Bernstein shape function affected.

The major drawback of Bézier curves is the immediate link between polynomial degree and the number of Control Points. Specifically, since $p+1$ Control Points are required for the definition of the Bézier curve, $p$ being the polynomial degree, it is apparent that an increase of the polynomial degree raises the number of Control Point and affects the stability of the algorithms. In addition to this, as Figure 1.2 illustrates, shape functions
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Figure 1.2: Bernstein polynomials for various polynomial degrees.*
span throughout the parametric domain. This severely affects the geometric modeling process as even minor alterations of the Control Points affects entirety of the curve.

### 1.4 B-Splines

B-Splines were introduced in [162] as a generalization of one span Bézier shape functions into multiple consecutive intervals. They are considered an extension of Bézier curves that were developed to alleviate their deficiencies. Specifically they introduced the local support of shape functions, thus allowing partial control of the curves, while abrupt changes of the curve continuity are allowed with Knots.

Since B-Splines are considered a superset of Bézier curves, there is an immediate transformation between the two types. Specifically, each B-Spline curve can be split into a multitude of Bézier sections that are connected with $C^{2}$ continuity, while the new Control Points of each Bézier curve section are calculated with the aid of the existing B-Spline Control Points. Vice versa, a set of Bézier curves can be joined together to


Figure 1.3: Bézier curve of polynomial degree $p=3$, created with 4 Control Points ${ }^{\dagger}$
form a single B-Spline curve. The prerequisites for this merge are for the Bézier curves to have the same polynomial degree and $C^{2}$ continuity between them, while the B-Spline Control Points are calculated from the existing Control Points of the Bézier curves.

### 1.4.1 Knot Value Vector

A knot value vector is defined as a sequence of non-diminishing numbers. It is a generalization of the parent element $[-1,1]$ that defines the parameter space in both isoparametric Finite and Bézier elements. At this point, it is important to distinguish between the terms Knot Value Vector and Knot Vector that will be used for the definitions from now on.

Knot Value Vector: Non decreasing sequence of parametric coordinates that define the parametric space.

Knot Vector: The subset of unique values contained in the Knot Value Vector.
An example to clarify the difference between the two vectors is provided below for polynomial degree equal to 3 .

$$
\text { Knot Value Vector: } \Xi=\{0,0,0,0,1,2,3,4,4,4,4\}
$$

Knot Vector: $\quad \Xi^{\prime}=\{0,1,2,3,4\}$

In the example of the Knot Value Vector, the initial and the final values are repeated $p+1$ times, where $p$ is the polynomial degree of the shape functions. This repetition indicates the edges of the parametric domain. The Knot Value Vectors that posseses this property are called Open Knot Value Vectors. Another category of Knot Value Vectors are the Uniform Knot Value Vectors. The latter are defined as an ascending sequence of equidistant parametric values. Even though the definition of an Open Uniform Knot Value Vector seems to be a contradicting term based on the latter two definitions, in scientific literature this terms is used to describe the internal values of the sequence, excluding the initial and final values along with their multiplicity.

### 1.4.2 B-Spline SPACES

The definition of B-Spline entities and their NURBS generalizations is based on three spaces.

- Cartesian space
- Parameter space
- Index space

The Cartesian space is the best perceivable space among the three, as curves, surfaces and solid entities are represented in it. On the other hand, Parameter and Index space are based on the parametric nature of B-Spline objects and thus will be explained in detail in the following subsections.

## Parameter space

Parameter space is the space that defines the parametric domain of an isogeometric entity. Complex Cartesian geometries such as curves, surfaces or solids are transformed into line segments, rectangles and cuboids respectively. The parametric axes $\xi, \eta, \zeta$ are defined with the aid of the equivalent Knot Vectors per parametric direction. Specifically, given a Knot Vector $\Xi^{\prime}$ it's minimum and maximum values represent the edges of the domain while internal values define the Knots. In case of B-Splines entities of higher
dimensions, univariate Knots are extended throughout the rest of the parametric domain for all remaining axes and form knot lines, according to the full tensor product property.


Figure 1.4: Parameter space defined by the Knot Value vector $\Xi=\{0,0,0,1,2,3,4,5,5,5\}$. Blue circle indicate the Knots, while orange rhombi the parametric positions of the Control Points.

## Index space

Index space is an auxiliary space of the B-Spline design technology. It is mainly utilized to represent the values of the Knot Value Vector in equidistant positions, regardless of their multiplicity. It mainly serves as a tool to determine the support of shape functions and the parametric coordinates of the Control Points as the middle of the shape function support.


Figure 1.5: Index space defined by the Knot Value vector $\Xi=\{0,0,0,1,2,3,4,5,5,5\}$. Blue circle indicate the Knots, while orange rhombi the parametric positions of the Control Points.

### 1.4.3 Control Points

In computer aided design, Control Points are defined as the Cartesian points that determine the shape of the geometry. They were initially introduced in Bézier curves, where a multitude of $p+1$ Cartesian points are required to define it, $p$ being the polynomial degree. From this set of Cartesian points, the initial and the final one are interpolatory to the curve. As for the remaining ones it is not necessary for them to lie on the geometry.


Figure 1.6: Quadratic B-Spline curve with Knot Value Vector $\Xi=\{0,0,0,0.25,0.5,0.75,1,1,1\}{ }^{\ddagger}$

Figure 1.6 provides an example of a quadratic B-Spline curve, generated based on the Knot Value Vector $\Xi=\{0,0,0,0.25,0.5,0.75,1,1,1\}$. A multitude of 7 cyan circles representing the Control Points are needed to define the curve. The Control Points are interconnected with a yellow polygonal line representing the Control polygon of the curve. As already stated at the initial point $P_{0}$ and final point $P_{6}$ the curve is interpolatory and tangential to the Control polygon. In addition, 5 blue dots that lie on the curve represent the Cartesian positions of the Knots $\Xi^{\prime}=\{0,0.25,0.5,0.75,1\}$ that define the discretization of the curve into piecewise polynomial parts.

Similar to Bézier curves, B-Splines are also defined by a set of Control Points. Assuming a B-Spline curve of degree $p$, defined by an Open Uniform Knot Value Vector that contains $k$ values, the necessary number of Control Points to create it are $n=k-p-1$. There is an one-to-one equivalence between Control Points and the shape functions of the curve in both B-Spline and Bézier curves. In addition, by utilizing the Greville abscissae, the parameteric coordinates of the Control Points can be computed

$$
\begin{equation*}
\xi_{i}^{C P}=\frac{\sum_{k=1}^{p} \xi_{i+1}}{p} \tag{1.11}
\end{equation*}
$$
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Figure 1.7: Quadratic B-Spline shape function with Knot Value Vector $\Xi=\{0,0,0,1,2,2,3,3,3\}$. Points that lie on the parametric axis $\xi$ show the parametric coordinates of the Control Points. Color equivalence maps shape function with respective Control Point. §

Figure 1.7 illustrates the equivalence between shape functions and Control Points in the parametric space. The number shape function defined by the Knot Value vector $\Xi=\{0,0,0,1,2,2,3,3,3\}$ is $n=k-p-1=9-2-1=6$, where $k$ is the number of Knot Value and $p$ the polynomial degree. Utilizing eq. 1.11 the parametric coordinates of the Control Points are derived which are $[0,0.5,1.5,2,2.5,3]$. Both shape functions and Control Points are color coded to showcase their one-to-one equivalence, while as it can be observed the parametric position of each control point coincides with the maximum value of its equivalent shape function.

### 1.4.4 B-Spline shape functions

Given a Knot Value Vector $\Xi=\left\{\xi_{1}, \xi_{2}, \ldots, \xi_{i}, \ldots, \xi_{n+p+1}\right\}$ with $n+p+1$ values, where $p$ is the polynomial degree of the curve and $n$ the number of Control Points that define its geometry, the shape function are computed recursively, with the aid of Cox-de Boor recursive formula $[54,58]$ starting with piecewise constant shape functions

$$
N_{i, 0}(\xi)= \begin{cases}0, & \text { if } \xi_{i} \leq \xi<\xi_{i+1}  \tag{1.12}\\ 1, & \text { otherwise }\end{cases}
$$

[^2]based on the formerly evaluated constant functions, piecewise functions of higher degree are evaluated with the assumption that $\frac{0}{0} \doteq 0$
\[

$$
\begin{equation*}
N_{i, p}(\xi)=\frac{\xi-\xi_{i}}{\xi_{i+p}-\xi_{i}} \cdot N_{i, p-1}(\xi)+\frac{\xi_{i+p+1}-\xi}{\xi_{i+p}-\xi_{i}} \cdot N_{i+1, p-1}(\xi) \tag{1.13}
\end{equation*}
$$

\]

### 1.4.5 Multi-variate B-Splines

B-Spline shape functions abide to a full tensor product nature. This means that for the evaluation of multivariate B-Splines a multitude of univariate shape functions can be combined. In addition, all properties of univariate B-Splines are retained in multivariate cases.

Two-dimensional B-Splines $R_{i, j}^{p, q}(\xi, \eta)$ are calculated as a tensor product of two univariate shape functions $N_{i}^{p}(\xi)$ and $M_{j}^{q}(\eta)$ of parametric axes $\xi$ and $\eta$ equivalently.

$$
\begin{equation*}
R_{i, j}^{p, q}(\xi, \eta)=N_{i}^{p}(\xi) \cdot M_{j}^{q}(\eta) \tag{1.14}
\end{equation*}
$$

Similarly, three-dimensional B-Splines are calculated as a tensor of three univariate shape functions $N_{i}^{p}(\xi), M_{j}^{q}(\eta)$ and $L_{k}^{r}(\zeta)$ of parametric axes $\xi, \eta$ and $\zeta$ equivalently.

$$
\begin{equation*}
R_{i, j, k}^{p, q, r}(\xi, \eta, \zeta)=N_{i}^{p}(\xi) \cdot M_{j}^{q}(\eta) \cdot L_{k}^{r}(\zeta) \tag{1.15}
\end{equation*}
$$

### 1.4.6 B-Spline shape function properties

According to [143], B-Spline shape functions possess the following properties.

## 1. Local Support

Local support is a result of the Cox-de Boor recursive algorithm and means that shape functions are non-zero in certain knot spans of the parameter space. In mathematical notation this is expressed by

$$
\begin{equation*}
N_{i}^{p}(\xi)=0 \quad \forall \xi \notin\left[\xi_{i}, \xi_{i+p+1}\right] \tag{1.16}
\end{equation*}
$$

Specifically, observing Cox-de Boor recursive algorithm, it is apparent that for the definition of a univariate shape function of degree $p$, two consecutive functions of
degree $p-1$ are needed. In a similar fashion, the definition of two consecutive functions of $p-1$ polynomial degree, requires three functions of degree $p-2$. Inductively, $p+1$ constant functions are needed for the evaluation of a shape function of degree $p$. Since each constant function has support of one knot span, the support of shape function of degree $p$ is the union of all constant B-Splines it depends on, hence $p+1$ consecutive knot span. This dependency of higher degree shape functions from lower degree ones is depicted in Figure 1.8, where it can be seen that four constant shape functions, namely $N_{5}^{0}(\xi), N_{6}^{0}(\xi), N_{7}^{0}(\xi), N_{8}^{0}(\xi)$ are required for the definition of the support of the third degree shape function $N_{5}^{3}(\xi)$.


Figure 1.8: Shape functions of lower degree required for the creation of $N_{5}^{3}(\xi)$
2. Non-negativity

$$
\begin{equation*}
N_{i}^{p}(\xi) \geq 0 \tag{1.17}
\end{equation*}
$$

3. Partition of unity

$$
\begin{equation*}
\sum_{i=1}^{n} N_{i}^{p}(\xi)=1 \tag{1.18}
\end{equation*}
$$

4. $C^{p-m}$ continuity across Knots with multiplicity m.

This property is a product of the Cox-de Boor recursive formula along with the multiplicity of the Knots. Specifically, given a Knot Value Vector that defines the parametric space of a B-Spline curve, the equivalent Knot Vector can be extracted. The multiplicity $m$ of a knot, is the number of times this value appears in the Knot Value Vector. If the multiplicity of a knot is greater than one, then the shape function has $C^{p-m}$ continuity, which means that at this point the shape functions has $p-m$ continuous derivatives. The minimum continuity observed in case of an Open Uniform Knot Value vectors is $m=p+1$ for the initial and the final Knots, $p$ being the polynomial degree. This translates to $C^{p-m}=C^{-1}$ continuity that indicates the edges of the parametric domain. In case of internal Knots, continuity less than $C^{0}$ is not acceptable. As a result, knot values can be repeated at most $p$ times. Note that as continuity decreases, shape functions tend to become steeper.


Figure 1.9: B-Spline shape functions continuity across a parametric domain defined by the Knot Value Vector $\Xi=\{0,0,0,0,0,1,2,2,3,3,3,4,4,4,4,5,5,5,5,5\}$

Figure 1.9 provides an example of B-Spline shape functions with varying continuity at each knot. The initial and final knot are repeated $p+1$ times thus indicating the ends of the parametric domain. Internal Knots are displayed with continuity ranging from $C^{3}$ to $C^{0}$ depending on the multiplicity of the equivalent knot value.

The dependency of the shape function smoothness on the knot multiplicity is also apparent in this figure, as the higher the multiplicity the lower the smoothness of the function, with $C^{0}$ being the extreme case where kinks appear.

These properties of B-Spline shape function were extensively discussed in $[162,54,58$, 149, 59].

### 1.4.7 B-Spline DERIVATIVES

Apart from the shape function that are utilized for the generation of the curve geometry, their derivatives are also widely used in computational geometry and computational mechanics applications. As a result, this subsection will provide the basic of B-Spline derivatives that serves as a basis for advanced spline technologies that will be presented in the following sections. Similar to B-Spline basis functions, B-Spline first derivative is obtained from the following recursive formula:

$$
\begin{equation*}
\frac{d}{d \xi} N_{i}^{p}(\xi)=\frac{p}{\xi_{i+p}-\xi_{i}} \cdot N_{i}^{p-1}(\xi)-\frac{p}{\xi_{i+p+1}-\xi_{i+1}} \cdot N_{i+1}^{p+1}(\xi) \tag{1.19}
\end{equation*}
$$

this equation can be generalized for the $k^{t h}$ derivative as follows:

$$
\begin{equation*}
\frac{d^{k}}{d \xi^{k}} N_{i}^{p}(\xi)=\frac{p!}{(p-k)!} \cdot \sum_{j=0}^{k} a_{k, j} \cdot N_{i+j}^{p-k}(\xi) \tag{1.20}
\end{equation*}
$$

where the terms $a_{k, j}$ are given by:

$$
\begin{align*}
& a_{0,0}=1 \\
& a_{k, 0}=\frac{a_{k-1,0}}{\xi_{i+p-k+1}-\xi_{i}} \\
& a_{k, j}=\frac{a_{k-1, j}-a_{k-1, j-1}}{\xi_{i+p+j-k+1}-\xi_{i}}, \quad \text { for } j=1, \ldots, k-1  \tag{1.21}\\
& a_{k, k}=\frac{-a_{k-1, k-1}}{\xi_{i+p+1}-\xi_{i+k}}
\end{align*}
$$

In case of multivariate B-Splines, their partial derivatives are obtained by applying the quotient rule.

$$
\begin{align*}
\frac{\partial}{\partial \xi} R_{i, j}^{p, q}(\xi, \eta) & =\left(\frac{d}{d \xi} N_{i}^{p}(\xi)\right) \cdot M_{j}^{q}(\eta) \\
\frac{\partial}{\partial \eta} R_{i, j}^{p, q}(\xi, \eta) & =N_{i}^{p}(\xi) \cdot\left(\frac{d}{d \eta} M_{j}^{q}(\eta)\right) \tag{1.22}
\end{align*}
$$

Derivatives of trivariate shape functions can be obtained in a similar manner.

$$
\begin{align*}
\frac{\partial}{\partial \xi} R_{i, j, k}^{p, q, r}(\xi, \eta, \zeta) & =\left(\frac{d}{d \xi} N_{i}^{p}(\xi)\right) \cdot M_{j}^{q}(\eta) \cdot L_{k}^{r}(\zeta) \\
\frac{\partial}{\partial \eta} R_{i, j, k}^{p, q, r}(\xi, \eta, \zeta) & =N_{i}^{p}(\xi) \cdot\left(\frac{d}{d \eta} M_{j}^{q}(\eta)\right) \cdot L_{k}^{r}(\zeta)  \tag{1.23}\\
\frac{\partial}{\partial \zeta} R_{i, j, k}^{p, q, r}(\xi, \eta, \zeta) & =N_{i}^{p}(\xi) \cdot M_{j}^{q}(\eta) \cdot\left(\frac{d}{d \zeta} L_{k}^{r}(\zeta)\right)
\end{align*}
$$

### 1.4.8 B-Spline Geometries

As already described for Bézier curves, B-Splines geometries can be created by combining B-Spline shape functions with their corresponding Control Points. As a result, curves, surfaces and solid parametric geometries can be generated using the detailed processes described below.

## B-Spline curves

A $p^{\text {th }}$ degree B-Spline curve is defined by

$$
\begin{equation*}
C(\xi)=\underset{(1 x n)}{\left\{N_{i}^{p}(\xi)\right\}^{T}} \underset{(n x 3)}{\left\{P_{i}\right\}}=\sum_{i=1}^{n} N_{i}^{p}(\xi) \underset{(1 x 3)}{\left\{P_{i}\right\}}, \quad \xi_{1} \leq \xi \leq \xi_{n+p+1} \tag{1.24}
\end{equation*}
$$

where $\left\{P_{i}\right\}$ are the Control Points' Cartesian coordinates of the curve and $\left\{N_{i}^{p}(\xi)\right\}$ the $p^{t h}$ degree B-Spline basis functions defined by the open Knot Value vector $\Xi=$ $\left\{\xi_{1}, \xi_{2}, \ldots, \xi_{n+p+1}\right\}$

## B-Spline surfaces

A B-Spline surface is obtained by taking a bidirectional net of Control Points, two Knot Value vectors $\Xi$ and $H$ with respective polynomial degrees p, q and the tensor products of the univariate B-Spline functions:

$$
\begin{equation*}
S(\xi, \eta)=\sum_{i=1}^{n} \sum_{j=1}^{m} R_{i, j}^{p, q}(\xi, \eta) \underset{(1 x 3)}{\left\{P_{i, j}\right\}}=\sum_{i=1}^{n} \sum_{j=1}^{m} N_{i}^{p}(\xi) \cdot M_{j}^{q}(\eta) \underset{(1 x 3)}{\left\{P_{i, j}\right\}} \tag{1.25}
\end{equation*}
$$

## B-Spline solids

In the same fashion, a B-Spline volume is obtained by taking a three-dimensional net of Control Points, three Knot Value Vectors, $\Xi$, H, Z, with respective polynomial degrees $\mathrm{p}, \mathrm{q}, \mathrm{r}$ and the products of the univariate B-Spline functions:

$$
\begin{align*}
(x, y, z)=V(\xi, \eta, \zeta) & =\sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{l} R_{i, j, k}^{p, q, r}(\xi, \eta, \zeta) \underset{(1 x 3)}{\left\{P_{i, j, k}\right\}}  \tag{1.26}\\
& =\sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{l} N_{i}^{p}(\xi) \cdot M_{j}^{q}(\eta) \cdot L_{k}^{r}(\zeta) \underset{(1 x 3)}{\left\{P_{i, j, k}\right\}}
\end{align*}
$$

## B-Spline geometry properties

B-Spline geometries abide to the following properties:

1. B-Spline curves are a generalization of Bézier curves.
2. B-Splines are piecewise polynomial curves.
3. Each basis function corresponds to a certain Control Point.
4. The first and the last Control Point as well as internal Control Points corresponding to $C^{0}$ continuous basis functions are interpolatory to the curve.
5. Moving a Control Point only affects part of the curve.
6. The Control Polygon is a piecewise linear approximation of the curve.
7. Any transformation applied to the curve can be applied directly at the Control Points.

### 1.5 NURBS

Existing CAD technologies such as Bézier and B-Spline curves allowed designers to create complex geometries while having the ability to locally control the geometry. Yet, the constantly increasing need of designers to accurately reproduce even more complex shapes rendered these technologies unable to cope with the demands. Even though linear or parabolic curves are precisely described by B-Splines, other conic sections such as circle, ellipse or hyperbole are only approximated. To remedy this drawback, Non Uniform Rational B-Splines were introduced [180, 175, 142]. The rational curves that NURBS are based on, are introduced with the incorporation of a weight for each of the Control Points that define the geometry. This transforms the non-homogeneous coordinate space ( $\mathrm{X}, \mathrm{Y}, \mathrm{Z}$ ) of Bézier and B-Splines curves to a homogeneous coordinate space ( $\mathrm{X}, \mathrm{Y}, \mathrm{Z}, \mathrm{W}$ ) thus introducing a projection.


Figure 1.10: Projection of a non-rational $B$-Spline curve to the $W=1$ plane to create a Rational B-Spline. ${ }^{\text {I }}$

[^3]Figure 1.10 provides an example of the projection of a curve from $\mathbb{R}^{3}$ to $\mathbb{R}^{2}$. Specifically, a non-rational 3D curve $C^{W}(\xi)$ is defined with 3D Control Points $P^{W}=\left\{X^{W}, Y^{W}, Z^{W}\right\}$. The rational curve is calculated by projecting both the non-rational curve and the projective Control Points onto the plane $\mathrm{W}=1$, thus producing the equivalent NURBS curve $C(\xi)$ and the 2D Control Points. The coordinate $Z^{W}$ of the projective Control Points define the weights $w_{i}$ of the resulting NURBS curve, while the 2D Control Points coordinates are defined by

$$
\begin{equation*}
P_{i}=\left\{X_{i}, Y_{i}\right\}=\left\{\frac{X_{i}^{W}}{Z_{i}^{W}}, \frac{Y_{i}^{W}}{Z_{i}^{W}}\right\} \tag{1.27}
\end{equation*}
$$

This concept can be generalized for any geometries of arbitrary dimensions. Thus, in order to create an $d$-dimensional Rational B-Spline, a $(d+1)$ non-rational equivalent is required, hence defining the projection $\mathbb{R}^{d+1} \rightarrow \mathbb{R}^{d}$.

### 1.5.1 NURBS Shape functions

In a similar fashion to B-Splines, in order to compute the shape functions of a NURBS curve, a Knot Value Vector and the polynomial degree are needed along with the weights $w_{i}$ of the Control Points.

$$
\begin{equation*}
R_{i}^{p}(\xi)=\frac{N_{i}^{p}(\xi) \cdot w_{i}}{\sum_{j=0}^{n} N_{j}^{p}(\xi) w_{i}} \tag{1.28}
\end{equation*}
$$

where $N_{i}^{p}(\xi)$ are the equivalent $p^{t h}$ degree B-Spline shape functions. The denominator is called weighting function $W(\xi)$ and is defined as:

$$
\begin{equation*}
W(\xi)=\sum_{j=0}^{n} N_{j}^{p}(\xi) w_{i} \tag{1.29}
\end{equation*}
$$

As a generalization of B-Splines, NURBS maintain all of their properties, most significant among them, the full tensor product nature. As a result, NURBS shape functions of higher dimensions are calculated as tensor products of univariate NURBS functions. Specifically, for the two-dimensional case

$$
\begin{equation*}
R_{i, j}^{p, q}(\xi, \eta)=\frac{N_{i}^{p}(\xi) \cdot M_{j}^{q}(\eta) \cdot w_{i} j}{\sum_{i^{\prime}=1}^{n} \sum_{j^{\prime}=1}^{m}\left\{N_{i^{\prime}}^{p}(\xi) \cdot M_{j^{\prime}}^{q}(\eta) \cdot w_{i^{\prime} j^{\prime}}\right\}} \tag{1.30}
\end{equation*}
$$

and the equivalent weighting function:

$$
\begin{equation*}
W(\xi, \eta)=\sum_{i^{\prime}=1}^{n} \sum_{j^{\prime}=1}^{m}\left\{N_{i^{\prime}}^{p}(\xi) \cdot M_{j^{\prime}}^{q}(\eta) \cdot w_{i^{\prime} j^{\prime}}\right\} \tag{1.31}
\end{equation*}
$$

Similarly, the tensor product is expanded for the three-dimensional case.

$$
\begin{equation*}
R_{i, j, k}^{p, q, r}(\xi, \eta, \zeta)=\frac{N_{i}^{p}(\xi) \cdot M_{j}^{q}(\eta) \cdot L_{k}^{r}(\zeta) \cdot w_{i} j k}{\sum_{i^{\prime}=1}^{n} \sum_{j^{\prime}=1}^{m} \sum_{k^{\prime}=1}^{l}\left\{N_{i^{\prime}}^{p}(\xi) \cdot M_{j^{\prime}}^{q}(\eta) \cdot L_{k^{\prime}}^{r} \cdot w_{i^{\prime} j^{\prime} k^{\prime}}\right\}} \tag{1.32}
\end{equation*}
$$

the weighting function is now defined as:

$$
\begin{equation*}
W(\xi, \eta, \zeta)=\sum_{i^{\prime}=1}^{n} \sum_{j^{\prime}=1}^{m} \sum_{k^{\prime}=1}^{l}\left\{N_{i^{\prime}}^{p}(\xi) \cdot M_{j^{\prime}}^{q}(\eta) \cdot L_{k^{\prime}}^{r} \cdot w_{i^{\prime} j^{\prime} k^{\prime}}\right\} \tag{1.33}
\end{equation*}
$$

### 1.5.2 NURBS Shape function Derivatives

By application of the quotient rule to eqs.1.28-1.33 the derivatives of the NURBS shape functions are calculated. For the 1D case, the first derivatives are obtained by

$$
\begin{equation*}
\frac{d}{d \xi} R_{i}^{p}(\xi)=\frac{\left(\frac{d}{d \xi} N_{i}^{p}(\xi)\right) \cdot W(\xi)-\left(\frac{d}{d \xi} W(\xi)\right) \cdot N_{i}^{p}(\xi)}{W(\xi)^{2}} \tag{1.34}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{d}{d \xi} W(\xi)=\sum_{i=1}^{n}\left(\frac{d}{d \xi} N_{i}^{p}(\xi)\right) \cdot w_{i} \tag{1.35}
\end{equation*}
$$

For two-dimensional shape functions:

$$
\begin{equation*}
\frac{\partial}{\partial \xi} R_{i, j}^{p, q}(\xi, \eta)=\frac{\left(\frac{d}{d \xi} N_{i}^{p}(\xi)\right) \cdot M_{j}^{q}(\eta) \cdot W(\xi, \eta)-\left(\frac{\partial}{\partial \xi} \xi W(\xi, \eta)\right) \cdot N_{i}^{p}(\xi) \cdot M_{j}^{q}(\eta)}{W(\xi, \eta)^{2}} \cdot w_{i j} \tag{1.36}
\end{equation*}
$$

$$
\begin{gather*}
\frac{\partial}{\partial \eta} R_{i, j}^{p, q}(\xi, \eta)=\frac{N_{i}^{p}(\xi) \cdot\left(\frac{d}{d \eta} M_{j}^{q}(\eta)\right) \cdot W(\xi, \eta)-\left(\frac{\partial}{\partial \eta} W(\xi, \eta)\right) \cdot N_{i}^{p}(\xi) \cdot M_{j}^{q}(\eta)}{W(\xi, \eta)^{2}} \cdot w_{i j}  \tag{1.37}\\
\frac{\partial}{\partial \xi} W(\xi, \eta)=\sum_{i=1}^{n} \sum_{j=1}^{m}\left(\frac{d}{d \xi} N_{i}^{p}(\xi)\right) \cdot M_{j}^{q}(\eta) \cdot w_{i j}  \tag{1.38}\\
\frac{\partial}{\partial \eta} W(\xi, \eta)=\sum_{i=1}^{n} \sum_{j=1}^{m} N_{i}^{p}(\xi) \cdot\left(\frac{d}{d \eta} M_{j}^{q}(\eta)\right) \cdot w_{i j} \tag{1.39}
\end{gather*}
$$

Equivalently, first derivatives of three-dimensional shape functions are evaluated as follows:

$$
\begin{align*}
\frac{\partial}{\partial \xi} R_{i, j, k}^{p, q, r}(\xi, \eta, \zeta)= & \frac{\left(\frac{d}{d \xi} N_{i}^{p}(\xi)\right) \cdot M_{j}^{q}(\eta) \cdot L_{k}^{r}(\zeta) \cdot W(\xi, \eta, \zeta)}{W^{2}(\xi, \eta, \zeta)}- \\
& \frac{\left(\frac{\partial}{\partial \xi} W(\xi, \eta, \zeta)\right) \cdot N_{i}^{p}(\xi) \cdot M_{j}^{q}(\eta) \cdot L_{k}^{r}(\zeta)}{W^{2}(\xi, \eta, \zeta)} \cdot w_{i j k} \tag{1.40}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial}{\partial \eta} R_{i, j, k}^{p, q, r}(\xi, \eta, \zeta)= & \frac{N_{i}^{p}(\xi) \cdot\left(\frac{d}{d \eta} M_{j}^{q}(\eta)\right) \cdot L_{k}^{r}(\zeta) \cdot W(\xi, \eta, \zeta)}{W^{2}(\xi, \eta, \zeta)}- \\
& \frac{\left(\frac{\partial}{\partial \eta} W(\xi, \eta, \zeta)\right) \cdot N_{i}^{p}(\xi) \cdot M_{j}^{q}(\eta) \cdot L_{k}^{r}(\zeta)}{W^{2}(\xi, \eta, \zeta)} \cdot w_{i j k} \tag{1.41}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial}{\partial \zeta} R_{i, j, k}^{p, q, r}(\xi, \eta, \zeta)= & \frac{N_{i}^{p}(\xi) \cdot M_{j}^{q}(\eta) \cdot\left(\frac{d}{d \zeta} L_{k}^{r}(\zeta)\right) \cdot W(\xi, \eta, \zeta)}{W^{2}(\xi, \eta, \zeta)}- \\
& \frac{\left(\frac{\partial}{\partial \zeta} W(\xi, \eta, \zeta)\right) \cdot N_{i}^{p}(\xi) \cdot M_{j}^{q}(\eta) \cdot L_{k}^{r}(\zeta)}{W^{2}(\xi, \eta, \zeta)} \cdot w_{i j k} \tag{1.42}
\end{align*}
$$

For the sake of plenitude of the thesis the second derivatives of two-dimensional NURBS shape functions are also provided, since they are utilized in Isogeometric Analysis formulations in the following chapter.

$$
\begin{align*}
\frac{\partial^{2}}{\partial \xi^{2}} R_{i, j}^{p, q}(\xi, \eta)= & \left(\frac{\frac{d^{2}}{d \xi^{2}} N_{i}^{p}(\xi)}{W(\xi, \eta)}-2 \frac{\frac{d}{d \xi} N_{i}^{p}(\xi) \cdot \frac{\partial}{\partial \xi} W(\xi, \eta)}{W^{2}(\xi, \eta)}-\right. \\
& \left.\frac{N_{i}^{p}(\xi) \cdot \frac{\partial^{2}}{\partial \xi^{2}} W(\xi, \eta)}{W^{2}(\xi, \eta)}+2 \frac{N_{i}^{p}(\xi) \cdot\left(\frac{\partial}{\partial \xi} W(\xi, \eta)\right)^{2}}{W^{3}(\xi, \eta)}\right) \cdot M_{j}^{q}(\eta) \cdot w_{i j} \tag{1.43}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial^{2}}{\partial \eta^{2}} R_{i, j}^{p, q}(\xi, \eta)=N_{i}^{p}(\xi) \cdot & \left(\frac{\frac{d^{2}}{d \eta^{2}} M_{j}^{q}(\eta)}{W(\xi, \eta)}-2 \frac{\frac{d}{d \eta} M_{j}^{q}(\eta) \cdot \frac{\partial}{\partial \eta} W(\xi, \eta)}{W^{2}(\xi, \eta)}-\right. \\
& \left.\frac{M_{j}^{q}(\eta) \cdot \frac{\partial^{2}}{\partial \eta^{2}} W(\xi, \eta)}{W^{2}(\xi, \eta)}+2 \frac{M_{j}^{q}(\eta) \cdot\left(\frac{\partial}{\partial \eta} W(\xi, \eta)\right)^{2}}{W^{3}(\xi, \eta)}\right) \cdot w_{i j} \tag{1.44}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial^{2}}{\partial \xi \partial \eta} R_{i, j}^{p, q}(\xi, \eta)= & \left(\frac{\frac{d}{d \xi} N_{i}^{p}(\xi) \frac{d}{d \eta} M_{j}^{q}(\eta)}{W(\xi, \eta)}-\frac{\frac{d}{d \xi} N_{i}^{p}(\xi) M_{j}^{q}(\eta) \frac{\partial}{\partial \eta} W(\xi, \eta)}{W^{2}(\xi, \eta)}-\right. \\
& \frac{N_{i}^{p}(\xi) \frac{d}{d \eta} M_{j}^{q}(\eta) \frac{\partial}{\partial \xi} W(\xi, \eta)}{W^{2}(\xi, \eta)}-\frac{N_{i}^{p}(\xi) M_{j}^{q}(\eta) \frac{\partial^{2}}{\partial \xi \partial \eta} W(\xi, \eta)}{W^{2}(\xi, \eta)}  \tag{1.45}\\
& \left.+2 \frac{N_{i}^{p}(\xi) M_{j}^{q}(\eta) \frac{\partial}{\partial \xi} W(\xi, \eta) \frac{\partial}{\partial \eta} W(\xi \eta)}{W^{2}(\xi, \eta)}\right) \cdot w_{i j}
\end{align*}
$$

where

$$
\begin{gather*}
\frac{\partial^{2}}{\partial \xi^{2}} W(\xi, \eta)=\sum_{i=1}^{n} \sum_{j=1}^{m}\left(\frac{d^{2}}{d \xi^{2}} N_{i}^{p}(\xi)\right) \cdot M_{j}^{q}(\eta) \cdot w_{i j}  \tag{1.46}\\
\frac{\partial^{2}}{\partial \eta^{2}} W(\xi, \eta)=\sum_{i=1}^{n} \sum_{j=1}^{m} N_{i}^{p}(\xi) \cdot\left(\frac{d^{2}}{d \eta^{2}} M_{j}^{q}(\eta)\right) \cdot w_{i j}  \tag{1.47}\\
\frac{\partial^{2}}{\partial \xi \partial \eta} W(\xi, \eta)=\sum_{i=1}^{n} \sum_{j=1}^{m}\left(\frac{d}{d \xi} N_{i}^{p}(\xi)\right) \cdot\left(\frac{d}{d \eta} M_{j}^{q}(\eta)\right) \cdot w_{i j} \tag{1.48}
\end{gather*}
$$

### 1.5.3 NURBS Geometries

NURBS geometries are created by utilizing NURBS shape function $R$ in combination with weighted Control Points P, in similar way to B-Spline entities. The following equations provide the formulas for the creation of NURBS curves, surfaces and volumes.

$$
\begin{gather*}
C(\xi)=\sum_{i=1}^{n} R_{i}^{p}(\xi) \cdot P_{i}  \tag{1.49}\\
S(\xi, \eta)=\sum_{i=1}^{n} \sum_{j=1}^{m} R_{i, j}^{p, q}(\xi, \eta) \cdot P_{i j}  \tag{1.50}\\
V(\xi, \eta, \zeta)=\sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{l} R_{i, j, k}^{p, q, r}(\xi, \eta, \zeta) \cdot P_{i j k} \tag{1.51}
\end{gather*}
$$



Figure 1.11: Nurbs entities

### 1.5.4 NURBS Patches

During the design of a complex structure, several issues arise with the ability of B-Spline and NURBS design technologies to describe them. The most common issue is that the whole geometry cannot be described with the use of a single line, rectangle or cuboid in parameter space. To circumvent this, a multitude of such parameter spaces have to be combined in order to design efficiently and accurately the desired geometry. Each independent geometry defined only by a single parameter space is called a Patch. Since each of the individual NURBS patches have different attributes, it is uncommon for their common edges to coincide. As a result, their properties have to be revised in order for the patches to be conforming.

Figure 1.12a provides an example of a complicated geometry designed with 18 separate patches. Figure 1.12b illustrates the same patches merged into a single entity. In this case, special care was taken for the coinciding edges to have the same polynomial degree and Knot Value Vector in order to achieve a seamless interconnection. Unfortunately, in most cases, even this treatment is not sufficient to ensure a watertight connection, thus a new design technology had to be introduced.


Figure 1.12: Nurbs conforming patches before and after merging into a single CAD entity.

### 1.6 T-Splines

NURBS is an established CAD technology that has been extensively researched by the computational geometry industry and is widely used by designers. Yet, this design technology is accompanied by several drawbacks, the most profound of which is that they achieve only $C^{0}$ across patch boundaries. In case two NURBS patches do not share a common boundary curve, even the aforementioned $C^{0}$ is not attainable thus making the coupling laborious as several knot insertions to a Knot Value Vector of the common edge are required to render them compatible. The knot insertion operation in a two- or higher-dimensional patch is a procedure that propagates throughout the domain. This results to an addition of a series of Control Points adding a significant burden to the geometrical modeling procedure. In order to circumvent these deficiencies, T-Splines technology was introduced $[170,169,168]$ to enable local refinement and water-tight connection of patches.

### 1.6.1 T-Spline spaces

In contrast to B-Splines and NURBS shape functions that are defined based on global Knot Value Vectors, T-Splines introduce a local Knot Value Vectors for each shape function, which are inferred from a global structure, thus rendering them independent of each other. In contrast to B-Splines and NURBS where parameter space was utilized


Figure 1.13: Example of a T-Spline object.
for the calculation of shape functions and index space was auxiliary, this order is now reversed.

## Index space - T-Mesh

For two-dimensional entities, the Index space is represented as a rectangular tiling of $\mathbb{R}^{2}$, that permits vertices with multitude converging edges not equal to four. These vertices are named T-junction due to their shape. In contrast to NURBS, the Index space plays a major role in T-Splines as all basic variables, such as Knot Value Vectors and parametric Control Points, needed for the computation of the shape functions are calculated here. Note that lines in the T-mesh correspond to knot indices. Given a T-mesh, a polynomial degree for each parametric direction is then selected.

Figure 1.14 provides an example of such a T-mesh. it is apparent that the tensor product nature of B-Splines and NURBS, is no longer present in T-Splines and as a result the calculation of the shape functions is no longer based on a global Knot Value Vector for each axis. On the contrary, local Knot Value Vectors are derived from the T-mesh layout. Similarly, the parametric positions of the Control Points called Anchors are found indirectly as the center of the equivalent basis function support.

## Parameter space

Similar to NURBS, the parameter space of T-Splines is created by collapsing spans of each parametric direction with zero distance. As a result,the T-mesh structure of


Figure 1.14: T-mesh of a T-Spline. Positions of the Control Points are depicted in red circles.
the index space is retained, yet some knot lines are merged. The final layout of the T-junctions appearing in the parameter space, provides the final Knots of the T-Spline.

Figure 1.15 provides an example of the T-Spline parameter space configuration. In addition to the Anchors positions found in the Index space, the Parameter space also displays the positions of the Knots at each remaining T-junction vertex of the parametric domain.

### 1.6.2 Anchor-Control Point

In order to define the support of each shape function and the local knot vector accordingly, the parametric positions of the Control Points called Anchors must be defined. As illustrated in Figure 1.16, anchors lie on different positions of the T-mesh, depending on the polynomial degree chosen for each parametric axis. In case of odd polynomials degree for axes, Anchors lie on the vertices defined by the T-mesh. When both odd and even degrees are present, Anchors lie on the center of horizontal or vertical line segment. Finally, when even degree are chosen for all axes, Anchors lie on the center of rectangles.


Figure 1.15: Parameter space of a T-Spline. Anchor are depicted in red circles and T-junctions as yellow rectangles.


Figure 1.16: Examples of Anchor positions for odd/even degrees.

### 1.6.3 Local Knot Vectors

Generally, every Anchor contains information about the local Knot Value Vectors of each shape function as they are directly related. In order to acquire the local Knot Value Vector $p+2$ value have to be computed. Similar to the definition of Anchor positions, special cases for odd/even polynomial degrees must be taken into account.

In case of odd polynomial degree for both axes and given an Anchor $s_{a}=\left(\xi_{a}, \eta_{a}\right)$ that lies on a vertex of the T-mesh, the local Knot Value Vector for axis $\xi, \Xi_{a}$ is computed from the following procedure. Initially, the length of the Knot Value Vector is defined as $p+2$, which is an odd number as the polynomial degree $p$ is also odd. The middle position of the vector is occupied by the Anchor's parametric coordinate $\xi_{a}$. In order to fill the first half of the Knot Value Vector, a horizontal line to the left of the Anchor is drawn. The first $(p+1) / 2$ vertical lines or T-mesh vertices encountered fill in the empty positions of the first half of the vector. Similarly, a horizontal line to the right provides the final $(p+1) / 2$ values of the vector. Note that some anchors may lie closer to the border of the T-mesh than others. As a result, during the Knot Value Vector calculation procedure, a border may be reached before the required $(p+1) / 2$ values are completed. In this case, the standard procedure is to repeat the border Knot Value as many times needed in order to complete the remaining positions of the vector. The same procedure is conducted for the computation of the local Knot Value Vector $H_{a}$ of the parametric direction $\eta$. The middle position of the vector is occupied by the Anchor ordinate $\eta_{a}$, while the rest of the positions are completed by moving upwards or downwards until $(p+1) / 2$ vertices or horizontal lines are encountered.

The procedure is similar in case of even degrees.Initially, the number of values of the local Knot Value Vector $\Xi_{a}$ are computed as $(p+2)$ which is an even number. Since the total number of indices is even, the Anchor coordinates are not taken into account for the computation of the local Knot Value vector. On the contrary, the leftwards and rightwards movements for $(p / 2+1)$ values for axis $\xi$ and equivalently upwards and downwards for axis $\eta$ are sufficient for the completion of the local Knot Value vectors.

In Figure 1.17 examples of the computed Knot Value Vectors are illustrated
(a) Even degree in both axes:

Top right anchor: $\Xi_{a}=\{4,6,7,7\}$ and $H_{a}=\{2,3,7,7\}$
(b) Odd degree for axis $\xi$ and even for axis $\eta$ :

Top right anchor: $\Xi_{a}=\{1,2,6,7\}$ and $H_{a}=\{3,4,5,6,7\}$
(c) Even degree for axis $\xi$ and odd for axis $\eta$ :

Bottom right anchor: $\Xi_{a}=\{2,5,6,7,7\}$ and $H_{a}=\{1,1,3,7\}$
(d) Odd degree in both axes:

Top left anchor: $\Xi_{a}=\{1,1,2,4,6\}$ and $H_{a}=\{4,5,6,7,7\}$


Figure 1.17: Examples of local Knot Value Vectors for odd/even degrees. Green horizontal and vertical lines illustrate the Knot value vectors of each Anchor.

### 1.6.4 Linear Independence-Analysis suitable T-mesh

It is mathematically proven that T-meshes in general do not produce linear independent T-Spline basis functions. Yet under specific constrains a non-suitable T-mesh can be converted to define an independent base of basis functions.

As [170] defines, analysis suitable is a T-mesh whose extended mesh is analysis suitable. The extended T-mesh is defined by extending T-junctions in both directions. For instance, if a T-junction is created by removing the horizontal left line of a cross junction, then the main extension appears on the vanished side until the first line segment or junction is encountered. The other extension has direction opposite to the previous one.


Figure 1.18: Analysis non-suitable T-mesh.

Figure 1.18 provides an example of a typical. Nevertheless, this T-mesh cannot be considered analysis suitable. Figure 1.19a illustrates the extended T-mesh of the previous analysis non-suitable topology. Yellow circles define the T-junctions that need to extended in order to verify the suitability of the mesh. Black dashed lines define the primary extension of the T-junction, while red dashed lines the secondary direction. It is apparent that numerous extension of the T-junctions intersect with each other. These intersections are depicted in Figure 1.19 as green triangles. If such intersections exist, then the T-mesh is considered non analysis suitable. Fortunately, with a simple
refinement of the T-mesh it is plausible to convert the T-mesh to an analysis suitable one which creates linearly independent basis functions.


Figure 1.19: Extended T-mesh configuration utilized to define the analysis suitability of a T-mesh. Yellow circles define the T-junctions that need to be extended, Black and red lines the extension and green triangles the intersection of the extended T-mesh.

An analysis non-suitable T-mesh can be transformed into an analysis suitable one with the aid of the Anchors' local Knot Value vectors. Specifically, iterating through each Anchor, the local Knot Value vectors define a support per direction. The tensor product of the unidirectional supports creates a multi-dimensional domain of influence for every Anchor. The envelope of this domain of influence generates Knot lines that are not present in the real mesh. These non-existing lines of the T-mesh are called continuity reduction lines and serve as a partition of the domain into elements that are $C^{\infty}$ continuous. On the verge of these lines, the continuity is limited due to the connection different polynomials. The resulting mesh which is produced as a combination of the initial T-mesh with the addition of the continuity reduction lines produces an analysis suitable configuration.

### 1.6.5 T-Spline basis functions

Given a T-mesh and degrees p, q for both parametric axes $\xi$ and $\eta, \Omega \subseteq \mathbb{R}^{2}$ is the index domain that encloses every index a, such that $s_{a}$ is an Anchor. With the aid of the An-
chor's local Knot Value Vectors $\Xi_{a}=\left\{\xi_{1}, \xi_{2}, \ldots, \xi_{p+1}, \xi_{p+2}\right\}, H_{a}=\left\{\eta_{1}, \eta_{2}, \ldots, \eta_{p+1}, \eta_{p+2}\right\}$, the univariate functions for each axis is defined recursively as follows:

$$
N_{i, 0}(\xi)= \begin{cases}0, & \text { if } \xi_{i} \leq \xi<\xi_{i+1}  \tag{1.52}\\ 1, & \text { otherwise }\end{cases}
$$

based on the formerly evaluated constant functions, piecewise functions of greater degree are evaluated with the assumption that $\frac{0}{0} \doteq 0$

$$
\begin{equation*}
N_{i, p}(\xi)=\frac{\xi-\xi_{i}}{\xi_{i+p}-\xi_{i}} \cdot N_{i, p-1}(\xi)+\frac{\xi_{i+p+1}-\xi}{\xi_{i+p}-\xi_{i}} \cdot N_{i+1, p-1}(\xi) \tag{1.53}
\end{equation*}
$$

### 1.6.6 T-Spline basis function properties

According to [170], T-Spline basis functions posses the following properties:

1. Local Support

$$
\begin{equation*}
N_{i}^{p}(\xi)=0 \quad \forall \xi \notin\left[\xi_{i}, \xi_{i+p+1}\right] \tag{1.54}
\end{equation*}
$$

2. Non-negativity

$$
\begin{equation*}
N_{i}^{p}(\xi) \geq 0 \quad \forall \xi, i, p \tag{1.55}
\end{equation*}
$$

3. Partition of unity

$$
\begin{equation*}
\sum_{i=1}^{n} N_{i}^{p}(\xi)=1 \quad \forall \xi, p \tag{1.56}
\end{equation*}
$$

4. $C^{p-m}$ continuity across Knots with multiplicity m .

The property is retained from the extension of NURBS to T-Splines. Given a local Knot Value vector of an Anchor, the equivalent T-Spline basis function has $C^{p-m}$ continuity. This means that this specific basis function can produce $p-m$ continuous derivatives. Continuity less than $C^{0}$ is not acceptable for internal Knots, meaning that a certain Knot Value can be repeated in the context of a local Knot Value vector at most p times. Note that as continuity decreases, basis
function become steeper. In addition, since the tensor product property of NURBS is no longer present abrupt changes of continuity can occur that depend on the layout of the T-mesh in the index space.

(a) Index space.

(b) Parameter space.

(c) Variable continuity shape functions.

Figure 1.20: $C^{p-m}$ continuity knot lines with multiplicity m .

### 1.6.7 T-Spline Shape functions

Given the local Knot Value Vectors of an anchor for all axes, $\xi, \eta, \zeta$ and the equivalent polynomial degrees p,q,r, the univariate T-Spline basis functions $N_{i}^{p}(\xi), M_{j}^{q}(\eta), L_{k}^{r}(\zeta)$ are generated. Using these functions, their rational T-Spline shape function counterparts can be obtained by

$$
\begin{equation*}
T_{i}^{p}(\xi)=\frac{N_{i}^{p}(\xi) \cdot w_{i}}{W(\xi)}=\frac{N_{i}^{p}(\xi) \cdot w_{i}}{\sum_{i^{\prime}=1}^{n} N_{i}^{\prime p}(\xi) \cdot w_{i}} \tag{1.57}
\end{equation*}
$$

Inductively for 2 D and 3 D cases:

$$
\begin{gather*}
T_{i, j}^{p, q}(\xi, \eta)=\frac{N_{i}^{p}(\xi) \cdot M_{j}^{q}(\eta) \cdot w_{i j}}{W(\xi, \eta)}=\frac{N_{i}^{p}(\xi) \cdot M_{j}^{q}(\eta) \cdot w_{i j}}{\sum_{i^{\prime}=1}^{n} \sum_{j^{\prime}=1}^{m} N_{i}^{\prime p}(\xi) \cdot M_{j}^{\prime q}(\eta) \cdot w_{i j}}  \tag{1.58}\\
T_{i, j, k}^{p, q, r}(\xi, \eta, \zeta)=\frac{N_{i}^{p}(\xi) \cdot M_{j}^{q}(\eta) \cdot L_{k}^{r}(\zeta) \cdot w_{i j k}}{W(\xi, \eta, \zeta)} \\
=\frac{N_{i}^{p}(\xi) \cdot M_{j}^{q}(\eta) \cdot L_{k}^{r}(\zeta) \cdot w_{i j k}}{\sum_{i^{\prime}=1}^{n} \sum_{j^{\prime}=1}^{m} \sum_{k^{\prime}=1}^{l} N_{i}^{\prime p}(\xi) \cdot M_{j}^{\prime q}(\eta) \cdot L_{k}^{\prime r}(\zeta) \cdot w_{i j k}} \tag{1.59}
\end{gather*}
$$

### 1.6.8 T-Spline geometries

T-Spline surfaces

$$
\begin{equation*}
S(\xi, \eta)=\sum_{i=1}^{n} \sum_{j=1}^{m} T_{i, j}^{p, q}(\xi, \eta) \underset{(1 x 3)}{\left\{P_{i, j}\right\}}=\sum_{i=1}^{n} \sum_{j=1}^{m} N_{i}^{p}(\xi) \cdot M_{j}^{q}(\eta) \underset{(1 x 3)}{\left\{P_{i, j}\right\}} \tag{1.60}
\end{equation*}
$$

T-Spline solids

$$
\begin{align*}
V(\xi, \eta, \zeta) & =\sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{l} T_{i, j, k}^{p, q, r}(\xi, \eta, \zeta) \underset{(1 x 3)}{\left\{P_{i, j, k}\right\}}  \tag{1.61}\\
& =\sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{l} N_{i}^{p}(\xi) \cdot M_{j}^{q}(\eta) \cdot L_{k}^{r}(\zeta) \underset{(1 x 3)}{\left\{P_{i, j, k}\right\}}
\end{align*}
$$

### 1.6.9 BÉzIER EXTRACTION

As already mentioned in Section 1.4, there is an immediate connection between B-Splines and their predecessor CAD technology, Bézier curves. Specifically, a B-Spline curve can be split into multiple Bézier sections, interconnected with $C^{2}$ continuity. In a similar fashion, this subsection discusses the decomposition of NURBS and T-Splines into simple Bézier entities that will be utilized in the following chapters.

## NURBS BÉzier extraction

The Bézier extraction process described analytically in [34] is summarized here. The main purpose of the Bézier extraction is to enable the representation of a highly continuous advanced Splines into multiple piecewise $C^{0}$ Bézier pieces. This decomposition in case of NURBS shape functions is achieved with h-refinement and specifically by repeating all internal Knot Values until their multiplicity is raised to $p, p$ being the polynomial degree.

The Knot insertion procedure of Isogeometric h-refinement work as follows. Given a Knot Value vector $\Xi=\left\{\xi_{1}, \xi_{2}, \ldots, \xi_{n+p+1}\right\}$ and $\xi_{k}$ a Knot Value to be inserted in one of the internal spans of the Knot Value Vector, $n+1$ new Control Points have to be computed.

$$
\bar{P}_{A}= \begin{cases}P_{1}, & A=1,  \tag{1.62}\\ a_{A} P_{A}+\left(1-a_{A}\right) P_{A-1}, & 1<A<m, \\ P_{n}, & A=m\end{cases}
$$

where

$$
a_{A}= \begin{cases}1, & 1 \leq A \leq k-p,  \tag{1.63}\\ \frac{\xi_{k}-\xi_{A}}{\xi_{A+p}-\xi_{A}}, & k-p+1 \leq A \leq k, \\ 0, & A \geq k+1\end{cases}
$$

Calculation of the new Control Points with the aid of eqs. 1.62, 1.63 preserves both the continuity of the curve as well as its shape, while the continuity of the shape functions is reduced by one for every single Knot insertion. For example given a Knot Value vector $\Xi=\{0,0,0,1,2,3,3,3\}$, by raising the multiplicity of the internal Knot Values to $p$ this will be transformed to $\Xi^{\prime}=\{0,0,0,1,1,2,2,3,3,3\}$. The process described in the later equations for a single Knot insertion can be generalized for multiple simultaneous insertions and eq. 1.62 is transformed to

$$
\begin{equation*}
\bar{P}^{j+1}=\left(C^{j}\right)^{T} \bar{P}^{j} \tag{1.64}
\end{equation*}
$$

where

$$
C^{j}=\left[\begin{array}{ccccccc}
a_{1} & 1-a_{2} & 0 & \ldots & & & 0  \tag{1.65}\\
0 & a_{2} & 1-a_{3} & 0 & \cdots & & 0 \\
0 & 0 & a_{3} & 1-a_{4} & 0 & \ldots & 0 \\
\vdots & & & & & & \\
0 & \cdots & & & 0 & a_{(n+j-1)} & 1-a_{(n+j)}
\end{array}\right]
$$

[34] proves that eq. 1.65 is the Bézier extraction operator that maps B-Splines and NURBS shape functions to the equivalent Bézier polynomials.

## T-Splines BÉzier extraction

The process described in the previous subsection can generalized for T-Spline shape functions. The main difference of the procedure according to [167] is that a global Bézier extraction procedure is no longer present. This occurs due to abolishment of the tensor product structure of NURBS. As a result, the extraction operator must be computed in a function-by-function basis. The extraction operator of a single Bézier element is generated row-by-row from the shape functions that affect it. In addition, since global Knot Value Vectors no longer exist, the extraction operator is based on each of the univariate local Knot Value vectors calculated for each Anchor.

A significant difference with NURBS is the introduction of the extended Knot Value vector. The extended Knot Value vector transforms an arbitrary local Knot Value vector into an open one. This is achieved by repeating the initial and final values until the multiplicity is $p+1$. Then the extraction operation is performed at the extended local Knot Value vector. Finally, in case of multivariate Bézier extractions, the operator C of a T-Spline element is produced in a tensor product fashion based on the univariate operators produced for each one of the parametric directions.

In both cases of NURBS and T-Spline shape functions, after the computation of the equivalent extraction operator the transformation between advanced shape functions and Bézier is performed by

$$
\begin{equation*}
N(\xi)=C \cdot B(\xi) \tag{1.66}
\end{equation*}
$$

For the bivariate case, the extraction operator $C_{A}$ is computed by

$$
\begin{equation*}
C_{A}=C_{\xi} \otimes C_{\eta} \tag{1.67}
\end{equation*}
$$

and for the trivariate case

$$
\begin{equation*}
C_{A}=C_{\xi} \otimes C_{\eta} \otimes C_{\zeta} \tag{1.68}
\end{equation*}
$$

where $\otimes$ is the Kronecker product of the univariate matrices.


### 2.1 Introduction

Parallel to the development of CAD technologies, the scientific area of CAE has rapidly evolved. In the early stage of their development, manual blueprints were shared between designers and computational scientists, who had imminent interactions towards the optimization of the product's design and mechanical performance. Since the dawn of personal computers, ever more complex geometries had to be reproduced, while engineers were assigned with the burden of translating these geometries into analysis-suitable input for the intricate computational mechanics software. This lead to a deviation of the development paths of CAD and CAE, due to the different requirements for either efficient representation of arbitrary geometries or highly accurate analyses of engineering structures. This separate development generated a mismatch between the actual and the analysis geometry, as the tools developed by popular computational mechanics processes, such as the FEM, can only approximate the structure's geometry.

This inherent approximation often leads to erroneous results in geometry sensitive analyses. For example, shell buckling or contact mechanics applications, cannot be accurately reproduced without precise geometry descriptions. In addition, adaptive refinement techniques cannot be efficiently implemented, since they require a direct connection of the approximate design with the exact geometrical representation, which
is nonexistent. Similarly, the shape optimization of structures faces the bottleneck of to and from CAD mapping and re-meshing procedures. All these deficiencies of the mappings between CAD and CAE technologies, have raised the need for a single pipeline that treats geometrical and analysis models as a single entity. IGA was introduced by Hughes as design-through-analysis procedure that unifies the until then diverging CAD and CAE industries.

IGA shares many similarities with its predecessor, the FEM method. Specifically, according to [5], both are isoparametric implementations of the Galerkin method and share similar code flow, while many properties such as the partition of unity and bandwidth of the resulting matrices is preserved. On the contrary, several aspect that the average FEA practitioner is accustomed to are now invalidated. Specifically, the exact geometry is utilized in IGA, fact that significantly aids the analysis procedure. Unfortunately, Control Points that describe the geometry do not interpolate it, which in contrast to FEM nodes, does not provide a direct interpretation of the results, but only when combined with the shape functions. The purpose of this chapter is to clarify these differences, between IGA and FEM methods and introduce the basic quantities and processes needed for the analysis of boundary value problems with the aid of IGA.

### 2.2 Continuum mechanics

All applications of this thesis are based on the PDE of linear elasticity, thus this is the basic subject that will be analyzed in this chapter. All model quantities such as the elements and the integration rules presented can be readily applied in any other PDEs taking into account the proper modification for the assembly of the resulting matrices. The derivation of the linear systems of linear elasticity PDE are summarized here. The detailed procedure can be found in [4].

Starting with the strong form of the Linear Elasticity PDE, where $\Omega$ is the boundary value problem domain, the Dirichlet and Neumann boundary conditions imposed on the $\Gamma_{D_{i}}$ and $\Gamma_{N_{i}}$ parts of the domain equivalently, are presented in eq.2.1 b,c.

$$
\begin{align*}
\sigma_{i j, j}+f_{i}=0 & \text { in } \Omega  \tag{2.1a}\\
u_{i}=g_{i} & \text { on } \Gamma_{D_{i}}  \tag{2.1b}\\
\sigma_{i j} n_{j}=h_{i} & \text { on } \Gamma_{N_{i}} \tag{2.1c}
\end{align*}
$$

To retrieve the weak form of the PDE, eq.2.1a is multiplied by weighting function and integrated by parts.

$$
\begin{equation*}
\int_{\Omega} w(i, j) \sigma_{i j} d \Omega=\int_{\Omega} w_{i} f_{i}+\sum_{i=1}^{d}\left(\int_{\Gamma_{N_{i}}} w_{i} h_{i} d \Gamma\right) \tag{2.2}
\end{equation*}
$$

Note that in both eqs. 2.1 and 2.2 the term $\sigma_{i j}$ represents the stress tensor given by the Hooke's law

$$
\begin{equation*}
\sigma_{i j}=c_{i j k l} \epsilon_{k l} \tag{2.3}
\end{equation*}
$$

where $\epsilon_{i j}$ is the strain vector, calculated as a gradient of the displacement $u$ and $c_{i j k l}$ is the equivalent constitutive tensor. Eq. 2.2 can be alternatively written as

$$
\begin{align*}
\alpha(\mathbf{w}, \mathbf{u}) & =L(\mathbf{w})  \tag{2.4a}\\
\alpha(\mathbf{w}, \mathbf{u}) & =\int_{\Omega} w(i, j) \sigma_{i j} d \Omega  \tag{2.4b}\\
L(\mathbf{w}) & =\int_{\Omega} w_{i} f_{i}+\sum_{i=1}^{d}\left(\int_{\Gamma_{N_{i}}} w_{i} h_{i} d \Gamma\right) \tag{2.4c}
\end{align*}
$$

The first term of 2.4a provides the matrix of the linear system equation and the second term represents the external force vector.

$$
\begin{align*}
& K=\alpha(\mathbf{w}, \mathbf{u})  \tag{2.5a}\\
& F=L(\mathbf{w}) \tag{2.5b}
\end{align*}
$$

In matrix notation, eq.2.4a can be written as

$$
\begin{equation*}
K \cdot u=F \tag{2.6}
\end{equation*}
$$

where the term $u$ represents the solution vector of the resulting linear system and ensures the compatibility between $w, u$ terms of eq. 2.4.

In the discretized form, terms $u, w$ are approximated by

$$
\begin{align*}
u & =\sum N_{A} d_{i A} \cdot \mathbf{e}_{\mathbf{i}}  \tag{2.7a}\\
w & =\sum N_{B} c_{i A} \cdot \mathbf{e}_{\mathbf{i}} \tag{2.7b}
\end{align*}
$$

The term $\mathbf{e}_{\mathbf{i}}$ represents the unit basis vectors of $\mathbb{R}^{3}$, that serve to break down the displacement vector to it's Cartesian axes components. The assembly of the stiffness matrix in the linear elasticity case can be performed in a similar manner to the FEM method, by iterating through the elements of the discretized domain. The following subsections will examine the exact procedure utilized for the derivation of the elements in IGA, considering both NURBS and T-Spline discretizations.

### 2.2.1 NURBS BASED ISOGEOMETRIC ANALYSIS

For the purposes of this thesis, two types of shape functions are examined, the first of which is NURBS. In order to integrate the stiffness matrix of the linear elasticity case, described in eq.2.5, the integration entities have to be defined. As defined in Chapter 1, the basic entity of a NURBS based geometry is the Patch. Each Patch has similar attributes to the parent element of the FEM method. Sepcifically, the whole geometric entity of a single Patch is mapped to only one parametric domain, utilizing the same isoparametric concept of FEM. On the contrary, even simpler entities, called isogeometric elements, can be considered as integration domains, based on the tensor product structure of NURBS. Both Patch and element structures can be used for integration, yet for the purposes of this manuscript the latter case is utilized, as it resembles the decomposition of a structure into independent entities of FEM.

## Elements

Taking into account the definition of a Knot Vector given in Chapter 1, the elements in the univariate case are defined as the non-zero spans, formed by its consecutive values.


Figure 2.1: Elemental decomposition of an one-dimensional NURBS parameter space with Knot Value Vector $\Xi=\{0,0,0,1,2,2,3,3,3\}$.

Figure 2.1, provides an example of the decomposition of an one-dimensional parametric NURBS domain into elements. Given the parametric domain defined by the Knot Value Vector $\Xi=\{0,0,0,1,2,2,3,3,3\}$, the equivalent Knot Vector can be extracted which corresponds to $\Xi^{\prime}=\{0,1,2,3\}$. As apparent, the four consecutive values of the Knot Vector, generate three non-trivial spans. These spans are the definition of one-dimensional elements in Isogeometric Analysis. In case of higher dimensional entities, the tensor product structure of NURBS is utilized.


Figure 2.2: Elemental decomposition of an one-dimensional NURBS parameter space with Knot Value Vectors $\Xi=\{0,0,0,1,2,3,4,4,4\}$ and $H=\{0,0,0,1,2,3,3,3\}$.

An example of the two-dimensional elemental structure of a NURBS plane is given in Figure 2.2. Given the Knot Value Vectors $\Xi=\{0,0,0,1,2,3,4,4,4\}$ and $H=$ $\{0,0,0,1,2,3,3,3\}$, the equivalent Knot Vectors $\Xi^{\prime}=\{0,1,2,3,4\}$ and $H^{\prime}=\{0,1,2,3\}$ are computed. Each of the rectangular tiles appearing in the illustration of Figure 2.2
are created by a tensor product combination of one-dimensional knot spans. As expected from 4 spans on axis $\xi$ and 3 one axis $\eta$, a total of 12 isogeometric NURBS elements are created. Blue rectangles represent the two dimensional Knots of the parametric domain, while orange circles depict the parametric positions of the Control Points.

In a similar fashion, three-dimensional elements can be derived for the analysis of trivariate Boundary Value Problem (BVP)s.

## Mesh Refinement

A vital process of computational methods, that is significantly simplified with the development of IGA, is mesh refinement. Mesh refinement's scope is to enhance the minimum viable mesh required for the design of a structure, in order to provide a fine enough discretization, that can efficiently and accurately analyze the model under consideration. IGA extends the already existing processes of h-refinement and p-refinement of FEM and renames them as Knot Value Insertion and Degree Elevation equivalently, while simultaneously introducing k-refinement which is a combination of the aforementioned methods.

Knot Value Insertion refinement procedure, creates a finer mesh by adding new Knot Values in the Knot Value Vector. Boundary Knot Values cannot be inserted at the edges of the domain, as continuity is already at a minimum $C^{-1}$ and thus must remain unaltered. By adding internal Knot Values, either more integration elements are generated, or the multitude of an existing Knot Value is increased. The total multiplicity of internal Knot Values cannot exceed the polynomial degree $p$, thus resulting to a minimum $C^{0}$ continuity. Due to the augmentation of the initial Knot Value Vector $\Xi$ with new values and the requirement that the curve remains unaltered the following formula holds

$$
\begin{equation*}
C(\Xi)=\sum_{i=1}^{n}\left\{N_{i}^{p}(\xi) \cdot X_{i}\right\}=\sum_{j=1}^{m}\left\{\bar{N}_{j}^{p}(\xi) \cdot \bar{X}_{j}\right\} \tag{2.8}
\end{equation*}
$$

where overline in eq.2.8 denotes the new configuration. Note that the number of Control Points changes between the initial and the final configuration. The multitude of new Control Points equals the number of Knot Values inserted. A transformation between the two Control Points networks can be obtained via

$$
\begin{equation*}
\underset{(m x 1)}{\{\bar{X}\}_{(m x n)}}=\underset{(n x 1)}{\left[T^{p}\right]} \cdot \underset{(x)}{\{X\}} \tag{2.9}
\end{equation*}
$$

where the transformation matrix $\left[T^{p}\right]$ is formed recursively as

$$
\begin{gather*}
T_{i, j}^{0}= \begin{cases}1, & \bar{\xi}_{i} \in\left[\xi_{j}, \xi_{j+1}\right] \\
0, & \text { otherwise }\end{cases}  \tag{2.10a}\\
T_{i, j}^{q}=\frac{\bar{\xi}_{i+q}-\xi_{j}}{\xi_{j+q}-\xi} \cdot T_{i, j}^{q-1}+\frac{\xi_{j+q+1}-\bar{\xi}_{i+q}}{\xi-j+q+1-\xi_{j+1}} \cdot T_{i, j+1}^{q-1}, \quad q=1,2, \ldots, p \tag{2.10b}
\end{gather*}
$$

The second mesh refinement technique of isogeometric analysis, Degree Elevation, raises the polynomial degree of the shape functions to $\bar{p}$ from initial $p$. Since the curve with all of its properties must remain unaltered, the multiplicity of all Knot Values is increased by $\bar{p}-p$ in order to retain initial continuity of the geometry at the Knot positions. The new Control Points of the curve will be evaluated with the aid of the transformation matrix defined by eq. 2.10. The resulting Control Points will be utilized for the evaluation of the new curve functions $\underset{(\text { mxm })}{[\bar{N}]}$ thus

$$
\begin{equation*}
\underset{(m x 1)}{\{\bar{X}\}}=\left(\underset{(m x m)}{[\bar{N}]^{T}}\right)^{-1} \cdot \underset{(m x n)}{[N]^{T}} \cdot\{X\} \tag{2.11}
\end{equation*}
$$

where the transformation matrix equals

$$
\begin{equation*}
\left.\underset{(m x n)}{[T]}=(\underset{(m x m)}{[\bar{N}]})^{T}\right)_{(m x n)}^{-1} \cdot[N]^{T} \tag{2.12}
\end{equation*}
$$

In case the term $\left.(\underset{(m x m)}{[\bar{N}]})^{T}\right)^{-1}$ is not reversible, a new set of Control Points must be evaluated.

The final refinement method introduced with IGA is k-refinement. The purpose of k -refinement is to increase the continuity at the introduced Knot Values, as the latter hand p-refinement methods, either reduce or retain the existing continuity. To achieve this, both p- and h-refinements are performed consecutively. Initially, p-refinement increases the polynomials degree of the shape functions, while retaining the existing continuity at the Knots. In a second step, h-refinement introduces new Knots with continuity raised
to $C^{\bar{p}-1}$ where $\bar{p}$ is the new augmented polynomial degree.
Note that all former refinement techniques are applicable at B-Spline entities. In case of NURBS, the same procedures cannot be directly applied to the homogeneous coordinates $\left\{X_{i}, Y_{i}, Z_{i}, W_{i}\right\}$, rather to the projective Control Point coordinates that incorporate the weight information to the rest of the Cartesian position data.

## Stiffness Matrix - Integration

As mentioned in Section 2.2, the entities over which integration is performed are either Patches that represent the entirety of the parametric domain, or elements whose extraction was previously described. For the purposes of this thesis, the latter option is employed, to maintain the analogy of FEM and IGA computational methods.

The matrices produced by eq. 2.5 a are integrated over the isogeometric elements, taking into account the Gauss quadrature. Recall that elements based on the definition given in the latter section, are domains where shape functions can be represented by piecewise polynomials. It has been proven that for multivariate elements, $p+1$ Gauss Points per axis are required, where $p$ is the polynomial degree of the shape functions.

The integration points coordinates for each axes are obtained on the parent element $[-1,1]$, as the roots of the Legendre polynomials in this domain. The next step is to transform their coordinates $\xi^{R}$ and weights $w_{\xi}^{R}$ from the reference knot span $[-1,1]$ to the desired knot span $\left[\xi_{i}, \xi_{i+1}\right]$.

$$
\begin{gather*}
\xi=\frac{\left(\xi_{i+1}-\xi_{i}\right) \cdot \xi^{R}+\left(\xi_{i+1+\xi_{i}}\right)}{2}  \tag{2.13a}\\
w_{G P}^{R}=\frac{\left(\xi_{i+1}-\xi_{i}\right)}{2} \cdot w_{\xi}^{R} \tag{2.13b}
\end{gather*}
$$

The same formula holds for the evaluation of Gauss Points and their equivalent weights for all parametric directions. The multivariate Gauss Points are derived by applying the tensor product rule to univariate Gauss Points for each of the multiple parametric direction.

|  |  | $\xi_{i}$ |
| :---: | :---: | :---: |
| n | 0 | 2 |
| 1 | -0.57735 | 1 |
| 2 | 0.57735 | 1 |
| 3 | -0.77459 | 0.55555 |
|  | 0 | 0.88888 |
|  | 0.77459 | 0.55555 |
| 4 | -0.86113 | 0.34785 |
|  | -0.33998 | 0.65214 |
|  | 0.33998 | 0.65214 |
|  | 0.86113 | 0.34785 |
| 5 | -0.90617 | 0.23692 |
|  | -0.33998 | 0.47862 |
|  | 0 | 0.56888 |
|  | 0.33998 | 0.47862 |
|  | 0.90617 | 0.23692 |

Table 2.1: Univariate Gauss point coordinates and weights in the parent domain $[-1,1]$.

## One-dimensional stiffness matrix

In the single dimension case, the strain of each point is calculated as a gradient of the deformation by

$$
\begin{equation*}
\underset{(1 x 1)}{\{\epsilon\}}=\epsilon_{x}=\frac{\partial u}{\partial x} \tag{2.14}
\end{equation*}
$$

Note that gradient is calculated with respect to position of a point in the physical space. Yet, the Gauss Points are located at the parameter space and thus a transformation between the two spaces must be defined. This transformation is the Jacobian one and remains the same with the FEM equivalent as both are based on the same isoparametric concept. Specifically the following relationship holds,

$$
\begin{equation*}
\left[\frac{\partial \phi}{\partial \xi}\right]=[J] \cdot\left[\frac{\partial \phi}{\partial x}\right] \tag{2.15}
\end{equation*}
$$

where $[J]$ is the Jacobian matrix. In the discretized domain, the Jacobian matrix is evaluated with the aid of the shape functions as follows:

$$
\begin{equation*}
\left.[J(\xi)]=\underset{(1 x n)}{\left[R_{1, \xi}(\xi) \underset{(\xi)}{R_{2, \xi}(\xi)} \ldots R_{n, \xi}(\xi)\right] \cdot\left[X_{1} \quad \underset{(1 x n)}{X_{2}} \ldots X_{n}\right.}\right]^{T} \tag{2.16}
\end{equation*}
$$

where $R_{i, \xi}$ denotes the first derivative of the shape functions per axis $\xi$. In both FEM and IGA the inverse transformation of eq. 2.15 is performed and thus the matrix $[J]^{-1}$ is needed. As a result, special care must be taken for the Jacobian matrix to be reversible by eliminating points of singularity and ensuring that the directions of parameter and physical space coincide.

The next step is to calculate the deformation matrix $[B]$, which is utilized to compute the strains at any arbitrary point of the domain based on the nodal quantities of the discretization. This matrix is split into two parts, $\left[B_{1}\right]$ and $\left[B_{2}\right]$. Matrix $\left[B_{1}\right]$ transfers the strains of the element from parameter to physical space and matrix $\left[B_{2}\right]$ transfers the nodal displacements of the elements to the strains at the parameter space. In case of one-dimensional problems they are calculated by

$$
\begin{align*}
& \underset{(1 x 1)}{\left[B_{1}(\xi)\right]}=\left[\frac{1}{J_{11}}\right]  \tag{2.17a}\\
& {\left[B_{2}(\xi)\right]=\left[R_{1, \xi}(\xi) R_{2, \xi}(\xi) \ldots R_{n, \xi}(\xi)\right]} \tag{2.17b}
\end{align*}
$$

Matrix $[B]$ is calculated as a product of the submatrices $\left[B_{1}\right],\left[B_{2}\right]$ as

$$
\begin{equation*}
\underset{(1 x n)}{[B(\xi)]}=\underset{(1 x 1)}{\left[B_{1}(\xi)\right]} \cdot \underset{(1 x n)}{\left[B_{2}(\xi)\right]} \tag{2.18}
\end{equation*}
$$

As a result, the stiffness matrix for one-dimensional isogeometric elements is evaluated as

$$
\begin{equation*}
\underset{(n x n)}{[K]}=\int_{\xi_{0}}^{\xi_{n+p+1}} \underset{(n x 1)}{[B(\xi)]^{T}} \cdot E \cdot \underset{(1 x n)}{[B(\xi)]^{T}} \cdot A \cdot \operatorname{det}[J] d \xi \tag{2.19}
\end{equation*}
$$

where terms $\xi_{0}$ and $\xi_{n+p+1}$ denote the boundaries of the parametric domain and A the section's area of the one-dimensional model and E the Young's modulus of elasticity. The integral presented in eq. 2.19 is never calculated analytically. Instead a numerical
integration is performed, taking into account the Gauss Points evaluated at each separate parametric integral. This transforms eq. 2.19 to:

$$
\begin{equation*}
\underset{(n x n)}{[K]}=\sum_{i=1}^{n G P}\left\{\underset{(n x 1)}{\left[B\left(\xi_{i}\right)\right]^{T}} \cdot E \cdot \underset{(1 x n)}{\left[B\left(\xi_{i}\right)\right]^{T}} \cdot A \cdot \operatorname{det}[J] \cdot w_{i}^{G P} d \xi\right\} \tag{2.20}
\end{equation*}
$$

where $w_{i}^{G P}$ is the equivalent weight of each independent Gauss Point.

## Two-dimensional stiffness matrix

The aforementioned procedure for the univariate stiffness matrix can be extended to multidimensional cases. Specifically, in the two-dimensional case, the strain vector at each physical is defined based on the directional displacements $u$, $v$ as

$$
\underset{(3 x 1)}{\{\epsilon\}}=\left[\begin{array}{c}
\epsilon_{x}  \tag{2.21}\\
\epsilon_{y} \\
\gamma_{x y}
\end{array}\right]=\left[\begin{array}{c}
\frac{\partial u}{\partial x} \\
\frac{\partial v}{\partial y} \\
\frac{\partial u}{\partial y}+\frac{\partial v}{\partial x}
\end{array}\right]
$$

In a similar fashion to the one-dimensional case, the Jacobian transformation is required to transfer information between the parameter and the physical space.

$$
\left[\begin{array}{c}
\frac{\partial \phi}{\partial \xi}  \tag{2.22}\\
\frac{\partial \phi}{\partial \eta}
\end{array}\right]=\left[\begin{array}{ll}
\frac{\partial x}{\partial \xi} & \frac{\partial x}{\partial \xi} \\
\frac{\partial y}{\partial \eta} & \frac{\partial y}{\partial \xi}
\end{array}\right] \cdot\left[\begin{array}{l}
\frac{\partial \phi}{\partial x} \\
\frac{\partial \phi}{\partial y}
\end{array}\right] \Longrightarrow\left[\begin{array}{c}
\frac{\partial \phi}{\partial \xi} \\
\frac{\partial \phi}{\partial \eta}
\end{array}\right]=[J] \cdot\left[\begin{array}{l}
{[2 x 2)}
\end{array}\right]\left[\begin{array}{l}
\frac{\partial \phi}{\partial x} \\
\frac{\partial \phi}{\partial y}
\end{array}\right]
$$

or equivalently, the inverse transformation to transition from parameter to physical space

$$
\left[\begin{array}{l}
\frac{\partial \phi}{\partial x}  \tag{2.23}\\
\frac{\partial \phi}{\partial y}
\end{array}\right]={ }_{(2 x 2)}^{[J]}-1 \cdot\left[\begin{array}{c}
\frac{\partial \phi}{\partial \xi} \\
\frac{\partial \phi}{\partial \eta}
\end{array}\right]
$$

Taking advantage of the discretized notation, the Jacobian transformation at each parametric point is calculated as

$$
\underset{(2 x 2)}{[J]}=\left[\begin{array}{cccc}
R_{1, \xi}(\xi, \eta) & R_{2, \xi}(\xi, \eta) & \ldots & R_{N, \xi}(\xi, \eta)  \tag{2.24}\\
R_{1, \eta}(\xi, \eta) & R_{2, \eta}(\xi, \eta) & \ldots & R_{N, \eta}(\xi, \eta)
\end{array}\right] \cdot\left[\begin{array}{cc}
X_{1} & Y_{1} \\
X_{2} & Y_{2} \\
\ldots & \ldots \\
X_{n} & Y_{N}
\end{array}\right]
$$

The deformation matrix $[B]$ in the two-dimensional case is also computed as a product of the submatrices $\left[B_{1}\right]$ and $\left[B_{2}\right]$, where $\left[B_{1}\right]$

$$
\underset{(3 x 4)}{\left[B_{1}(\xi, \eta)\right]}=\frac{1}{\operatorname{det}[J]} \cdot\left[\begin{array}{cccc}
J_{22} & -J_{12} & 0 & 0  \tag{2.25}\\
0 & 0 & -J_{21} & J_{11} \\
-J_{21} & J_{11} & J_{22} & -J_{12}
\end{array}\right]
$$

and $\left[B_{2}\right]$ :

$$
\underset{(4 x 2 N)}{\left[B_{2}(\xi, \eta)\right]}=\frac{1}{\operatorname{det}[J]} \cdot\left[\begin{array}{ccccccc}
R_{1, \xi} & 0 & R_{2, \xi} & 0 & \ldots & R_{N, \xi} & 0  \tag{2.26}\\
R_{1, \eta} & 0 & R_{2, \eta} & 0 & \ldots & R_{N, \eta} & 0 \\
0 & R_{1, \xi} & 0 & R_{2, \xi} & 0 & \ldots & R_{N, \xi} \\
0 & R_{1, \eta} & 0 & R_{2, \eta} & 0 & \ldots & R_{N, \eta}
\end{array}\right]
$$

In order to evaluate the bivariate stiffness matrix, integration is required

$$
\begin{equation*}
\underset{(2 N x 2 N)}{[K]}=\int_{\xi_{0}}^{\xi_{n+p+1}} \int_{\eta_{0}}^{\eta_{m+q+1}} \underset{(2 N x 3)}{\underset{(B(\xi, \eta)}{*}]^{T}} \cdot \underset{(3 x 3)}{[E]} \cdot \underset{(3 x 2 N)}{[B(\xi, \eta)] \cdot t \cdot \operatorname{det}[J] d \eta d \xi} \tag{2.27}
\end{equation*}
$$

By applying numerical quadrature, eq. 2.27 is transformed to:
where t is the thickness of the bivariate domain at each integration point.

## Three-dimensional stiffness matrix

A similar process is followed in the trivariate continuum mechanics case, where the strain field is calculated as the directional gradient of the displacements $u$, v , w

$$
\{\epsilon\}=\left[\begin{array}{c}
\epsilon_{x}  \tag{2.29}\\
\epsilon_{y} \\
\epsilon_{z} \\
\gamma_{x y} \\
\gamma_{y z} \\
\gamma_{z x}
\end{array}\right]=\left[\begin{array}{c}
\frac{\partial u}{\partial x} \\
\frac{\partial v}{\partial y} \\
\frac{\partial w}{\partial z} \\
\frac{\partial u}{\partial y}+\frac{\partial v}{\partial x} \\
\frac{\partial v}{\partial z}+\frac{\partial w}{\partial y} \\
\frac{\partial w}{\partial x}+\frac{\partial u}{\partial z}
\end{array}\right]
$$

Once more, for the definition of the Jacobian matrix we have

$$
\left[\begin{array}{l}
\frac{\partial \phi}{\partial \zeta}  \tag{2.30}\\
\frac{\partial \phi}{\partial \eta} \\
\frac{\partial \phi}{\partial \zeta}
\end{array}\right]=\left[\begin{array}{lll}
\frac{\partial x}{\partial \xi} & \frac{\partial y}{\partial \xi} & \frac{\partial z}{\partial \zeta} \\
\frac{\partial x}{\partial \eta} & \frac{\partial y}{\partial \eta} & \frac{\partial z}{\partial \eta} \\
\frac{\partial x}{\partial \zeta} & \frac{\partial y}{\partial \zeta} & \frac{\partial z}{\partial \zeta}
\end{array}\right] \cdot\left[\begin{array}{l}
\frac{\partial \phi}{\partial x} \\
\frac{\partial \phi}{\partial y} \\
\frac{\partial \phi}{\partial z}
\end{array}\right] \Longrightarrow\left[\begin{array}{l}
\frac{\partial \phi}{\partial \zeta} \\
\frac{\partial \phi}{\partial \eta} \\
\frac{\partial \phi}{\partial \zeta}
\end{array}\right]=[J] \cdot\left[\begin{array}{l}
\frac{\partial \phi}{\partial x} \\
\frac{\partial \phi}{\partial y} \\
\frac{\partial \phi}{\partial z}
\end{array}\right]
$$

and the inverse Jacobian as well:

$$
\left[\begin{array}{l}
\frac{\partial \phi}{\partial x}  \tag{2.31}\\
\frac{\partial \phi}{\partial y} \\
\frac{\partial \phi}{\partial z}
\end{array}\right]={ }_{(3 x 3)}^{-1} \cdot\left[\begin{array}{l}
\frac{\partial \phi}{\partial \zeta} \\
\frac{\partial \phi}{\partial \eta} \\
\frac{\partial \phi}{\partial \zeta}
\end{array}\right]
$$

For auxiliary purposes, the terms of the computed inverse Jacobian matrix are named as follows

$$
\left[{ }_{(3 x 3)}{ }^{-1}\left[\begin{array}{ccc}
J_{11}^{*} & J_{12}^{*} & J_{13}^{*}  \tag{2.32}\\
J_{21}^{*} & J_{22}^{*} & J_{23}^{*} \\
J_{31}^{*} & J_{32}^{*} & J_{33}^{*}
\end{array}\right]\right.
$$

in order to faciliate an immediate formula representation of the deformation matrix part $\left[B_{1}\right]$.

$$
\left[B_{(6 x 9)}(\xi, \eta, \zeta)\right]\left[\begin{array}{ccccccccc}
J_{11}^{*} & J_{12}^{*} & J_{13}^{*} & 0 & 0 & 0 & 0 & 0 & 0  \tag{2.33}\\
0 & 0 & 0 & J_{21}^{*} & J_{22}^{*} & J_{23}^{*} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & J_{31}^{*} & J_{32}^{*} & J_{33}^{*} \\
J_{21}^{*} & J_{22}^{*} & J_{23}^{*} & J_{11}^{*} & J_{12}^{*} & J_{13}^{*} & 0 & 0 & 0 \\
0 & 0 & 0 & J_{31}^{*} & J_{32}^{*} & J_{33}^{*} & J_{21}^{*} & J_{22}^{*} & J_{23}^{*} \\
J_{31}^{*} & J_{32}^{*} & J_{33}^{*} & 0 & 0 & 0 & J_{11}^{*} & J_{12}^{*} & J_{13}^{*}
\end{array}\right]
$$

Equivalently based on the shape function derivatives, the second subpart of the
deformation matrix $\left[B_{2}\right]$ is calculated as follows:

$$
\left.\underset{(9 x 3 N)}{\left[B_{2}(\xi, \eta, \zeta)\right.}\right]\left[\begin{array}{ccccccccc}
R_{1, \xi} & 0 & 0 & \ldots & \ldots & \ldots & R_{N, \xi} & 0 & 0  \tag{2.34}\\
R_{1, \eta} & 0 & 0 & \ldots & \ldots & \ldots & R_{N, \eta} & 0 & 0 \\
R_{1, \zeta} & 0 & 0 & \ldots & \ldots & \ldots & R_{N, \zeta} & 0 & 0 \\
0 & R_{1, \xi} & 0 & \ldots & \ldots & \ldots & 0 & R_{N, \xi} & 0 \\
0 & R_{1, \eta} & 0 & \ldots & \ldots & \ldots & 0 & R_{N, \eta} & 0 \\
0 & R_{1, \zeta} & 0 & \ldots & \ldots & \ldots & 0 & R_{N, \zeta} & 0 \\
0 & 0 & R_{1, \xi} & \ldots & \ldots & \ldots & 0 & 0 & R_{N, \xi} \\
0 & 0 & R_{1, \eta} & \ldots & \ldots & \ldots & 0 & 0 & R_{N, \eta} \\
0 & 0 & R_{1, \zeta} & \ldots & \ldots & \ldots & 0 & 0 & R_{N, \zeta}
\end{array}\right]
$$

and the equivalent deformation matrix for 3D elasticity is derived as a product of the former two matrices:

$$
\begin{equation*}
\underset{(6 x 3 N)}{[B(\xi, \eta, \zeta)]}=\underset{(6 x 9)}{\left[B B_{1}(\xi, \eta, \zeta)\right]} \cdot \underset{(9 x 3 N)}{[B(\xi, \eta, \zeta)]} \tag{2.35}
\end{equation*}
$$

The corresponding stiffness matrix is integrated as follows:

$$
\begin{equation*}
\underset{(3 N x 3 N)}{[K]}=\int_{\xi_{0}}^{\xi_{n+p+1}} \int_{\eta_{0}}^{\eta_{m+q+1}} \int_{\zeta_{0}}^{\zeta_{l+r+1}} \underset{(3 N x 6)}{\left.[B(\xi, \eta, \zeta)]^{T} \cdot \underset{(6 x 6)}{[E]} \cdot \underset{(6 x 3 N)}{[B(\xi, \eta, \zeta)]} \cdot \operatorname{det}[J] d \xi d \eta d \zeta\right)} \tag{2.36}
\end{equation*}
$$

Finally, by applying numerical integration we obtain:

$$
\begin{equation*}
\underset{(3 N x 3 N)}{[K]}=\sum_{i=1}^{G P_{x i}} \sum_{j=1}^{G P_{\eta}} \sum_{k=1}^{G P_{\zeta}} \underset{(3 N x 6)}{\left.\left[B\left(\xi_{i}, \eta_{j}, \zeta_{k}\right)\right]^{T} \cdot \underset{(6 x 6)}{[E]} \cdot \underset{(6 x 3 N)}{\left[B\left(\xi_{i}, \eta_{j}, \zeta_{k}\right)\right]} \cdot \operatorname{det}[J] \cdot w_{i}^{G P_{\xi}} \cdot w_{j}^{G P_{\eta}} \cdot w_{k}^{G P_{\zeta}},{ }^{[6 x}\right)} \tag{2.37}
\end{equation*}
$$

### 2.2.2 T-Spline Based isogeometric analysis

As already mentioned in the previous chapter, due the linear independence limitations imposed by the shape functions, the T-mesh differs from the integration mesh in case of T-Spline geometries. In this section the generation of the final integration mesh for T-Spline entities will be discussed.

## Elements

The integration mesh is a product of the initial T-mesh configuration and the supports of the Anchors. An example of a T-mesh structure is given in Figure 2.3. Two Anchors, positioned at $\left(\xi_{a}, \eta_{a}\right)=(5,2.5)$ and $\left(\xi_{b}, \eta_{b}\right)=(6.5,5)$ are depicted with red circles, while their equivalent Knot Value Vectors are shown as green lines.


Figure 2.3: T-mesh configuration. Anchors depicted in red circles, with their equivalent Knot Value Vectors depicted with green lines.

The support of each Anchor is defined as the tensor product domain generated based on it's local Knot Value Vectors. An example of this influence domain is shown as a shaded area in Figure 2.4. It is apparent that the defined area creates lines that do not exist in the initial T-mesh layout. An example of such a line is shown in Figure 2.4 as dark red line. By iterating through all Anchors, this procedure returns as a product these additional lines of the whole T-mesh configuration. They are named continuity reduction lines, as they divide the Index space into elements, where shape functions are $C^{\infty}$ continuous. On the verge of these lines, continuity is limited due to the connection of different piecewise polynomial functions.

These continuity reduction lines form the final integration mesh, on which integration will be performed after the placement of Gauss Points. An example of the final T-mesh configuration containing all continuity reduction lines is illustrated in 2.5 .


Figure 2.4: T-mesh configuration. Anchor with parametric coordinates (5, 2.5), defines the shaded influence domain. Continuity reduction line is illustrated with bold red line.


Figure 2.5: T-mesh configuration. Continuity reduction lines generated for the entire mesh are shown as red dashed lines.

## Mesh Refinement

T-Splines are the first CAD technology that enables true local refinement of the topology. The insertion of T-junctions enables the refinement to take place on an element level.

Faces subdivision is the most common refinement strategy. The main process is to divide one of the elements into four new ones. In addition, T-Splines allow the insertion of single Control Points in places where geometry needs special local handling.

An example of a face subdivision procedure for the refinement of T-Splines spaces is provided in Figure 2.6. Note that Figure 2.6a resembles a common NURBS mesh. The representation of NURBS tensor product spaces, is allowed within T-Splines technology as it's theory renders it a superset of NURBS. Figure 2.6b, illustrates the subdivision of the bottom left face of the T-Spline index space, into four subfaces. As apparent, T-junctions enable the subdivision of a single geometrical entity, thus enabling true local refinement. The Knot lines inserted in Figure 2.6b, do not propagate throughout the parametric domain as in the case of NURBS, thus minimizing the number of introduced Control Points needed, to attain the same level of local control of the geometry. Detailed processes and algorithms for the refinement of isogeometric T-Spline spaces can be found in [166].


Figure 2.6: The initial T-mesh configuration is refined by subdividing a face into four independent ones.*

## T-Splines BÉzier extraction

Throughout this thesis, whenever T-Spline geometries were utilized, the process of Bézier extraction is employed, as it offers an immediate integration with the existing in-house

[^4]FEM code. A T-Spline plugin for Rhino was utilized ${ }^{\dagger}$, that extracted geometric data according to process described in [165].

Figure 2.7b provides an example of the extracted Bézier elements layout, based on the initial Index Space configuration of Figure 2.7a. As described in Chapter 1, the Bézier extraction operator for T-Spline element is calculated in a function-by-function basis, due to the intricate pattern of shape function that affect it. The mapping between elemental T-Spline shape functions and Bézier element shape functions is the following

$$
\begin{equation*}
\mathbf{N}^{e}(\xi)=\mathbf{C}^{e} \mathbf{B}(\xi) \tag{2.38}
\end{equation*}
$$



Figure 2.7: T-mesh configuration and extracted Bézier elements. ${ }^{\ddagger}$

Rational T-Spline shape functions of an element are calculated using the following formula

$$
\begin{equation*}
\mathbf{R}^{e}(\xi)=\frac{\mathbf{W}^{e} \mathbf{N}^{e}(\xi)}{\left(\mathbf{w}^{e}\right)^{T} \mathbf{N}^{e}(\xi)} \tag{2.39}
\end{equation*}
$$

where $\mathbf{R}^{e}(\xi)$ is the vector of T-Spline shape functions, $\mathbf{w}^{e}$ a vector containing the weights of the elemental Control Points and $\mathbf{W}^{e}$ the diagonal matrix created from $\mathbf{w}^{e}$. With the aid of eq.2.38, eq.2.39 is transformed to

[^5]\[

$$
\begin{equation*}
\mathbf{R}^{e}(\xi)=\frac{\mathbf{W}^{e} \mathbf{C}^{e} \mathbf{B}(\xi)}{\left(\mathbf{w}^{e}\right)^{T} \mathbf{N}^{e} \mathbf{B}(\xi)} \tag{2.40}
\end{equation*}
$$

\]

In order to integrate the Linear elasticity PDE with T-Splines shape functions, the same process of NURBS is repeated. Starting from the strong form of the PDE, multiplying by a set of trial functions and integrating by parts, the weak form of the PDE is obtained.

$$
\begin{align*}
\alpha(\mathbf{w}, \mathbf{u}) & =L(\mathbf{w})  \tag{2.41a}\\
\alpha(\mathbf{w}, \mathbf{u}) & =\int_{\Omega} w(i, j) \sigma_{i j} d \Omega  \tag{2.41b}\\
L(\mathbf{w}) & =\int_{\Omega} w_{i} f_{i}+\sum_{i=1}^{d}\left(\int_{\Gamma_{N_{i}}} w_{i} h_{i} d \Gamma\right) \tag{2.41c}
\end{align*}
$$

As analytically described for NURBS, the computation of the stiffness matrix requires a mapping from physical to parametric coordinates and vice versa. This mapping is based on the derivatives of the shape functions. Since only shape functions are computed in a different manner compared to NURBS, only the Bézier extracted T-Spline derivatives will be provided here. For this purpose, eq.2.40 is rewritten as

$$
\begin{equation*}
\mathbf{R}^{e}(\xi)=\mathbf{W}^{e} \mathbf{C}^{e} \frac{\mathbf{B}(\xi)}{W^{e}(\xi)} \tag{2.42}
\end{equation*}
$$

where

$$
\begin{equation*}
W^{e}(\xi)=\left(\mathbf{w}^{e}\right)^{T} \mathbf{N}^{e} \mathbf{B}(\xi) \tag{2.43}
\end{equation*}
$$

Thus, the derivatives of T-Spline shape functions $\mathbf{R}^{e}$ with respect to the local parametric axes $\xi, \eta$ are calculated as follows:

$$
\begin{align*}
\frac{\partial \mathbf{R}^{e}(\xi, \eta)}{\partial \xi} & =\mathbf{W}^{e} \mathbf{C}^{e} \frac{\partial}{\partial \xi}\left(\frac{\mathbf{B}(\xi, \eta)}{W^{e}(\xi)}\right)=\mathbf{W}^{e} \mathbf{C}^{e}\left(\frac{1}{W^{e}(\xi, \eta)} \frac{\partial \mathbf{B}(\xi, \eta)}{\partial \xi}-\frac{\partial W^{e}(\xi, \eta)}{\partial \xi} \frac{\mathbf{B}(\xi, \eta)}{W^{e}(\xi, \eta)^{2}}\right)  \tag{2.44a}\\
\frac{\partial \mathbf{R}^{e}(\xi, \eta)}{\partial \eta} & =\mathbf{W}^{e} \mathbf{C}^{e} \frac{\partial}{\partial \eta}\left(\frac{\mathbf{B}(\xi, \eta)}{W^{e}(\xi)}\right)=\mathbf{W}^{e} \mathbf{C}^{e}\left(\frac{1}{W^{e}(\xi, \eta)} \frac{\partial \mathbf{B}(\xi, \eta)}{\partial \eta}-\frac{\partial W^{e}(\xi, \eta)}{\partial \eta} \frac{\mathbf{B}(\xi, \eta)}{W^{e}(\xi, \eta)^{2}}\right) \tag{2.44b}
\end{align*}
$$

### 2.3 Structural Elements

Despite most FEM and IGA element formulations are produced from the discretization of PDEs, there is a wider category of elements that are generated based on simplifications of the general PDE used for continua. These simplifications are usually derived from the dimensionality of the structure, its special boundary conditions, or its allowed deformation state. For instance, shells structures are considered a special continuum case, since one of the three dimensions of the structure is significantly smaller than the rest, specifically the thickness. As a result, the three-dimensional differential equation that governs this structure can be expressed in terms of only the mid-thickness or alternatively, middle surface of the structure.

Various theories have been developed in order to accurately model the response of shell in the field of computational mechanics, most profound among which are Reissner-Midlin and Kirchhoff-Love shell theories. Reissner-Midlin is mainly utilized for the modelling of thick shells in order to take into account transverse shear deformation, while KirchhoffLove theory disregards them. Even though most engineering structures belong to the thin shell part of the theory, continuity limitations imposed by Kirchhoff-Love shells made Reissner-Midlin theory dominant in most commercial and academic FEM codes. The underlying reason is that a minimum $C^{2}$ continuity required in case of Kirchhoff-Love shells cannot be obtained in a straightforward manner by FEM, as finite elements are connected with $C^{0}$ continuity and thus lead to a requirement for non-local formulations or penalty-like constraints at the nodes to enforce it. IGA with its enhanced continuity shape functions, allows for a straightforward implementation of Kirchhoff-Love shells. This subsection will discuss the basic of linear small deformation Kirchhoff-Love shell that will be utilized later on in this thesis.

### 2.3.1 Differential geometry of surfaces

A brief introduction to the differential geometry of surfaces will be provided, that serves as a basis for the Kirchhoff-Love shell formulation. Based on the midsurface representation of the shell, each point that lies on the surface can be identified by its position vector $\mathbf{x}_{\text {mid }}$.

$$
\begin{equation*}
\mathbf{x}_{m i d}=x_{m i d} \mathbf{e}_{1}+y_{m i d} \mathbf{e}_{2}+z_{m i d} \mathbf{e}_{3} \tag{2.45}
\end{equation*}
$$

As eq. 2.45 shows, the position vector of every midsurface point is generated by linear combination of the Cartesian unit vectors $\mathbf{e}_{i}$ and position ordinates $\{x, y, z\}$, one for each Cartesian axis. Any point $\mathbf{x}_{t}$ that lies $\zeta$ thickness distance from the midsurface is given by

$$
\begin{equation*}
\mathbf{x}_{t}=\mathbf{x}_{\text {mid }}+\zeta \mathbf{a}_{3}, \quad-\frac{t}{2} \leq \zeta \leq \frac{t}{2} \tag{2.46}
\end{equation*}
$$



Figure 2.8: Initial and deformed configuration of a shell.
where $a_{3}$ is the normal covariant vector. Given the position of a midsurface point $\mathbf{x}$, the tangential covariant base vectors are defined

$$
\begin{equation*}
\mathbf{a}_{i}=\frac{\partial \mathbf{x}}{\partial \theta^{i}}=\mathbf{x},{ }_{i} \tag{2.47}
\end{equation*}
$$

In eq.2.47, $\theta_{i}$ denotes the contravariant axes, while the term ( ), $i$ expresses the gradient of the vector per contravariant axis $\theta_{i}$. Covariant and contravariant vectors at every midsurface point are related with the following expression

$$
\begin{equation*}
\mathbf{g}_{i} \cdot \mathbf{g}^{j}=\delta_{i}^{j} \tag{2.48}
\end{equation*}
$$

where $\delta_{i}^{j}$ is the Kronecker delta function. Based on the former, the third normal covariant base vector is defined as

$$
\begin{equation*}
\mathbf{a}_{3}=\frac{\mathbf{a}_{1} \times \mathbf{a}_{2}}{\left\|\mathbf{a}_{1} \times \mathbf{a}_{2}\right\|} \tag{2.49}
\end{equation*}
$$

The covariant metric coefficients $g_{\alpha \beta}$ are computed as dot products of the covariant base vectors

$$
\begin{equation*}
a_{\alpha \beta}=\mathbf{a}_{\alpha} \cdot \mathbf{a}_{\beta} \tag{2.50}
\end{equation*}
$$

and finally, the curvature tensor coefficients $b_{\alpha \beta}$, that provide the curvature properties of the surface are defined as

$$
\begin{equation*}
b_{\alpha \beta}=\mathbf{a}_{\alpha, \beta} \cdot \mathbf{a}_{3} \tag{2.51}
\end{equation*}
$$

### 2.3.2 Kirchioff-Love shell

The Kirchhoff-Love shell formulation is considered an extension of Euler-Bernoulli beam theory, where the shell kinematics are described by the position of the shell's midsurface. The main assumptions taken into account for the derivation of Kirchhoff-Love theory are that straight lines, normal to the midsurface remain straight and normal to the midsurface in the deformed configuration, while thickness remains unchanged.

The equation that regulates the deformation of any shell midsurface point is obtained as the difference between that position of the point in the current and the reference configuration. Based on the illustration provided in Figure 2.8, this translates to:

$$
\begin{equation*}
\mathbf{u}=\mathbf{x}_{\text {mid }}-\mathbf{x}_{\text {mid }}^{0} \tag{2.52}
\end{equation*}
$$

The kinematic variables of the shell are described in terms of the quantities introduced for the differential geometry of the surfaces. Specifically, by utilizing eq. 2.50, 2.51 and neglecting the quadratic terms of the displacement gradients, the strain tensor components are computed as follows:

$$
\begin{equation*}
\epsilon_{\alpha \beta}=\frac{1}{2}\left(a_{\alpha}^{0} \cdot u,_{\beta}+a_{\beta}^{0} \cdot u,_{\alpha}\right) \tag{2.53}
\end{equation*}
$$

Equivalently, the bending strains are calculated by

$$
\begin{equation*}
\kappa_{\alpha \beta}=\frac{1}{2}\left(a_{\alpha}^{0} \cdot \Delta a_{3, \beta}+a_{\beta}^{0} \cdot \Delta a_{3, \alpha}+u,_{\alpha} \cdot a_{3, \beta}^{0}+u,{ }_{\beta} \cdot a_{3, \alpha}^{0}\right) \tag{2.54}
\end{equation*}
$$

where $a_{\alpha}^{0}$ denotes the shell tangent vector at the reference configuration, while the normal vector derivatives in the reference configuration are calculated using the reference Jacobian matrix $j^{0}$ as

$$
\begin{gather*}
a_{3, \alpha}^{0}=\left(j^{0}\right)^{-1}\left(a_{1}^{0}, \alpha \times a_{2}^{0}+a_{1}^{0} \times a_{2}^{0},{ }_{\alpha}\right)  \tag{2.55a}\\
\Delta a_{3, \alpha}=\left(j^{0}\right)^{-1}\left(u,{ }_{1 \alpha} \times a_{2}^{0}+u^{0}{ }_{1} \times a_{2}^{0},{ }_{\alpha}+a_{1}^{0},{ }_{\alpha} \times u,_{2}+a_{1}^{0} \times u_{2}, \alpha\right) \tag{2.55b}
\end{gather*}
$$

By combining eqs. 2.55 a and 2.55 b the total in-plane strain at a point that lies distance $\zeta$ from the midsurface can be calculated.

$$
\begin{equation*}
\epsilon_{\alpha \beta}^{\zeta}=\epsilon_{\alpha \beta}^{m i d}+\zeta \kappa_{\alpha \beta} \tag{2.56}
\end{equation*}
$$

The stiffness matrix of the shell is derived by applying the principle of virtual work, which can be written as

$$
\begin{equation*}
W=\int_{V} \sigma: \delta \epsilon d V=\int_{V} f \cdot \delta u d V \tag{2.57}
\end{equation*}
$$

where $\delta u$ is the virtual displacement. The equation of virtual work can be further elaborated as:

$$
\begin{equation*}
\int_{V} \sigma: \delta \epsilon d V=\int_{A}(\mathbf{n}: \delta \epsilon+\mathbf{m}: \delta \kappa) d A \tag{2.58}
\end{equation*}
$$

where the stress resultant components of the forces $\mathbf{n}$ and moments $\mathbf{m}$ are calculated
via through thickness integration as

$$
\begin{align*}
n_{\alpha \beta} & =\int_{-\frac{h}{2}}^{\frac{h}{2}} \sigma^{\alpha \beta} d \zeta  \tag{2.59a}\\
m_{\alpha \beta} & =\int_{-\frac{h}{2}}^{\frac{h}{2}} \sigma^{\alpha \beta} \zeta d \zeta \tag{2.59b}
\end{align*}
$$

In a similar fashion, the constitutive matrices at each midsurface integration point are obtained by the thickness integration of constitutive matrices corresponding to equivalent thickness integration points.

$$
\begin{align*}
C_{A} & =\int_{-\frac{h}{2}}^{\frac{h}{2}} C d \zeta  \tag{2.60a}\\
C_{B} & =\int_{-\frac{h}{2}}^{\frac{h}{2}} C \zeta d \zeta  \tag{2.60b}\\
C_{D} & =\int_{-\frac{h}{2}}^{\frac{h}{2}} C \zeta^{2} d \zeta \tag{2.60c}
\end{align*}
$$

and the gradients of the membrane forces and bending moments are computed by

$$
\begin{align*}
d n^{\alpha \beta} & =C_{A}^{\alpha \beta \gamma \delta} d \epsilon_{\gamma \delta}+C_{B}^{\alpha \beta \gamma \delta} d \kappa_{\gamma \delta}  \tag{2.61a}\\
d m^{\alpha \beta} & =C_{B}^{\alpha \beta \gamma \delta} d \epsilon_{\gamma \delta}+C_{D}^{\alpha \beta \gamma \delta} d \kappa_{\gamma \delta} \tag{2.61b}
\end{align*}
$$

Since equilibrium must be met for any variation of the displacement matrices $\delta u_{r}$, the following equation holds for the variation of the principle of virtual work:

$$
\begin{equation*}
\delta W=\frac{\partial W}{\partial u_{r}} \delta u_{r}=0 \tag{2.62}
\end{equation*}
$$

Based on eq. 2.62 the internal and external nodal forces can be extracted:

$$
\begin{gather*}
F_{r}^{\text {internal }}=\int_{A}\left(\mathbf{n}: \frac{\partial \epsilon}{\partial u_{r}}+\mathbf{m}: \frac{\partial \kappa}{\partial u_{r}}\right) d A  \tag{2.63a}\\
F_{r}^{\text {external }}=\int_{A} f \cdot \frac{\partial u}{\partial u_{r}} d A \tag{2.63b}
\end{gather*}
$$

Subsequently, the stiffness matrix is obtained by

$$
\begin{equation*}
K_{r s}^{\text {internal }}=\int_{A}\left(\frac{\partial \mathbf{n}}{\partial u_{s}}: \frac{\partial \epsilon}{\partial u_{r}}+\frac{\partial \mathbf{m}}{\partial u_{s}}: \frac{\partial \kappa}{\partial u_{r}}\right) \tag{2.64}
\end{equation*}
$$

By substituting eq. 2.61, eq.2.64 can be further elaborated as:

$$
\begin{equation*}
K_{r s}^{\text {internal }}=\int_{A}\left(\left(C_{A}: \frac{\partial \epsilon}{\partial u_{s}}+C_{B}: \frac{\partial \kappa}{\partial u_{s}}\right): \frac{\partial \epsilon}{\partial u_{r}}+\left(C_{B}: \frac{\partial \epsilon}{\partial u_{s}}+C_{D}: \frac{\partial \kappa}{\partial u_{s}}\right): \frac{\partial \kappa}{\partial u_{r}}\right) d A \tag{2.65}
\end{equation*}
$$

### 2.4 ISOGEOMETRIC COLLOCATION

The analysis of linear elasticity PDEs with the isogeometric Galerkin method has proven to provide results with significantly increased accuracy per degree of freedom compared to its FEM counterparts. This is mainly attributed to the increased continuity of the shape functions, that inevitably lead to minimized error and increased smoothness of second order quantities such as stresses and strain. Unfortunately, this increased accuracy comes at a great cost for the assembly of the resulting matrices, since the equivalent integration points of IGA can be orders magnitude more compared to FEM. As a result, great efforts are made by the scientific community to employ alternative integration schemes, in order to minimize this computational burden.

To this end, the well known collocation methods are examined, as a strong form alternative to the weak formulation and integration of PDEs introduced by Galerkin, that minimizes the multitude of integration points required. Thus, this section will provide a brief summary of isogeometric NURBS-based collocation methods for the analysis of linear elasticity PDEs. According to [151], given a structure represented by a domain $\Omega \subset \mathbb{R}^{d}$, where d the dimensionality of the structure, which is subjected to body
forces $\mathbf{f}$ and the boundary $\Gamma$ of the domain is divided into a portion $\Gamma_{D}$ with prescribed displacements $\mathbf{g}$ and a portion $\Gamma_{N}$ with prescribed tractions $\mathbf{h}$, the strong form of the linear elasticity equation is defined as

$$
\begin{align*}
\nabla \cdot\left(C \nabla^{S} \mathbf{u}\right)+\mathbf{f} & =0 & & \text { in } \Omega  \tag{2.66a}\\
\mathbf{u} & =\mathbf{g} & & \text { on } \Gamma_{D}  \tag{2.66b}\\
\left(C \nabla^{S} \mathbf{u}\right) \cdot \mathbf{n} & =\mathbf{h} & & \text { on } \Gamma_{N} \tag{2.66c}
\end{align*}
$$

In eq.2.66, the terms $\nabla, \nabla^{S}$ are the standard and symmetric nable operators equivalently, C the elasticity tensor and $\mathbf{n}$ the outward normal vector at the boundary of the domain. In its variational form eq. 2.66 can be written as:

$$
\begin{equation*}
\int_{\Omega}\left(C \nabla^{S} \mathbf{u}\right): \nabla^{S} \mathbf{w} d \Omega=\int_{\Omega} \mathbf{f} \cdot \mathbf{w} d \Omega+\int_{\Gamma_{N}} h \cdot \mathbf{w} d \Gamma \tag{2.67}
\end{equation*}
$$

where $\mathbf{w}$ are the test functions. Integrating eq. 2.67 by parts produces

$$
\begin{equation*}
\int_{\Omega}\left[\nabla \cdot\left(C \nabla^{S} \mathbf{u}\right)+\mathbf{f}\right] \cdot \mathbf{w} d \Omega-\int_{\Gamma_{N}}\left[\left(C \nabla^{S} \mathbf{u}\right) \cdot \mathbf{n}-\mathbf{h}\right] \cdot \mathbf{w} d \Gamma=0 \tag{2.68}
\end{equation*}
$$

It is already known from the weak Galerkin formulation that the displacement field $\mathbf{u}$ is approximated with the aid of the shape functions by

$$
\begin{equation*}
\mathbf{u}=\sum_{i=1}^{n} R_{i} u_{i} \tag{2.69}
\end{equation*}
$$

where $u_{i}$ are the unknown displacement variables. In case of collocation, the test function $\mathbf{w}$ is selected to be the Dirac delta function at each independent. The total number of Collocation Points is selected to be equal to the number of Control Points that define the geometry. The positions of the collocation points in the parametric domain can be defined by various formulas, the most common among which is by the Greville abscissae

$$
\begin{equation*}
\bar{\xi}_{i}=\frac{\sum_{k=1}^{p} \xi_{i+1}}{p} \tag{2.70}
\end{equation*}
$$

Eq. 2.70 provides the univariate Collocation Points, for each one of the parametric
directions of the NURBS domain. An example of bivariate Collocation points is depicted in Figure 2.9.


Figure 2.9: Parametric positions of Collocation Points in a two-dimensional domain. Blue rectangles represent the Knots while orange circles the Collocation points positions at the Greville absissae.

The method used to enforce boundary conditions in the collocation method is two-fold. In case of Dirichlet boundaries, no special treatment is required as the test functions utilized in the variational form of the linear elasticity PDE have a prerequisite that at the boundary the strong form of the Dirichlet conditions is satisfied.

On the other hand, in order to enforce Neumann boundary conditions a set of Dirac delta functions at the boundary collocation points have to be chosen. Here, it is important to make a distinction between the resulting equations at the interior Collocation points of the domain and the boundary ones. For the interior points $\bar{\xi}_{i j}$ the equation that governs them is defined by

$$
\begin{equation*}
\left[\nabla \cdot\left(C \nabla^{S} \mathbf{u}\right)+\mathbf{f}\right]\left(\bar{\xi}_{i j}\right)=0 \quad \bar{\xi}_{i j} \subset \Omega \tag{2.71}
\end{equation*}
$$

Equivalently, for the collocation points on the Neumann boundary, a distinction must be made among the edge collocation points and the corner ones due to the coexistence of different outwards normal vector in the second case. Specifically, for the edge case we have

$$
\begin{equation*}
\left[\left(C \nabla^{S} \mathbf{u}\right) \cdot \mathbf{n}-\mathbf{h}\right]\left(\bar{\xi}_{i j}\right)=0 \quad \bar{\xi}_{i j} \subset e d g e \subset \Gamma_{N} \tag{2.72}
\end{equation*}
$$

and for the corner case equivalently,

$$
\begin{equation*}
\left[\left(C \nabla^{S} \mathbf{u}\right) \cdot \mathbf{n}^{\prime}-\mathbf{h}^{\prime}\right]\left(\bar{\xi}_{i j}\right)+\left[\left(C \nabla^{S} \mathbf{u}\right) \cdot \mathbf{n}^{\prime \prime}-\mathbf{h}^{\prime \prime}\right]\left(\bar{\xi}_{i j}\right)=0 \quad \bar{\xi}_{i j}: \text { corner } \subset \Gamma_{N} \tag{2.73}
\end{equation*}
$$

where $\mathbf{n}^{\prime}, \mathbf{n}^{\prime \prime}$. According to [161], from the former variational equations for the case of linear elasticity, the stiffness matrix K at each collocation point $\bar{\xi}_{i j}$ is defined by:

$$
K_{i j}= \begin{cases}L\left(N_{j}\left(\bar{\xi}_{i j}\right)\right), & \text { for } 1 \leq i \leq k,  \tag{2.74}\\ \mathbf{n}_{i} \cdot C \nabla N_{j}\left(\bar{\xi}_{i j}\right), & \text { for } k+1 \leq i \leq n\end{cases}
$$

and the load vector F equivalently:

$$
F_{i}= \begin{cases}-L\left(\tilde{u}_{D}\left(\bar{\xi}_{i j}\right)\right)+f\left(\bar{\xi}_{i j}\right), & \text { for } 1 \leq i \leq k  \tag{2.75}\\ -\mathbf{n}_{i} \cdot C \nabla u_{D}\left(\bar{\xi}_{i j}\right)_{i}+h\left(\bar{\xi}_{i j}\right), & \text { for } k+1 \leq i \leq n\end{cases}
$$

In eqs. 2.74, 2.75, $n$ represents the total number of Control Points, while k the number of collocation points in the interior of the domain, letting $n-k$ be the multitude of collocation points on the boundary. Note that in the case of linear elasticity the operator $L$ of eqs. 2.74, 2.75, is defined by

$$
\begin{equation*}
L \mathbf{u}+\mathbf{f}=0 \Longrightarrow \nabla \cdot\left(C \nabla^{S} \mathbf{u}\right)+\mathbf{f}=0 \quad \text { in } \Omega \tag{2.76}
\end{equation*}
$$

And in a similar manner the operator B can be defined for the application of Neumann boundary conditions as

$$
\begin{equation*}
B \mathbf{u}=\mathbf{h} \Longrightarrow\left(C \nabla^{S} \mathbf{u}\right) \cdot \mathbf{n}=\mathbf{h} \quad \text { in } \Gamma_{N} \tag{2.77}
\end{equation*}
$$

In the following subsections, the cases of two-dimensional and three-dimensional stiffness matrices and load vectors will be briefly summarized.

### 2.4.1 Stiffness matrix 2D

In a similar fashion to the IGA Galerkin approach, for the extraction of the stiffness matrix, a mapping is required for the transformation of parametric quantities to the Cartesian space. Due to the isoparametric concept that also holds in case of IGA collocation methods, the Jacobian transformation is employed.

$$
\underset{(2 x 2)}{[J]}=\left[\begin{array}{cccc}
R_{1, \xi}(\xi, \eta) & R_{2, \xi}(\xi, \eta) & \ldots & R_{N, \xi}(\xi, \eta)  \tag{2.78}\\
R_{1, \eta}(\xi, \eta) & R_{2, \eta}(\xi, \eta) & \ldots & R_{N, \eta}(\xi, \eta)
\end{array}\right] \cdot\left[\begin{array}{cc}
X_{1} & Y_{1} \\
X_{2} & Y_{2} \\
\ldots & \ldots \\
X_{n} & Y_{N}
\end{array}\right]
$$

In collocation methods apart from first derivatives, second derivatives must also be transformed to the physical space thus raising the need for the Hessian transformation matrix, as well as the square derivatives of $J_{2}$ of the Jacobian transformation.

$$
\begin{gather*}
\underset{(3 x 2)}{[H]}=  \tag{2.79}\\
{\left[\begin{array}{cccc}
R_{1, \xi \xi}(\xi, \eta) & R_{2, \xi \xi}(\xi, \eta) & \ldots & R_{N, \xi \xi}(\xi, \eta) \\
R_{1, \eta \eta}(\xi, \eta) & R_{2, \eta \eta}(\xi, \eta) & \ldots & R_{N, \eta \eta}(\xi, \eta) \\
R_{1, \xi \eta}(\xi, \eta) & R_{2, \xi \eta}(\xi, \eta) & \ldots & R_{N, \xi \eta}(\xi, \eta)
\end{array}\right] \cdot\left[\begin{array}{cc}
X_{1} & Y_{1} \\
X_{2} & Y_{2} \\
\ldots & \ldots \\
X_{n} & Y_{N}
\end{array}\right]}  \tag{2.80}\\
\underset{(3 x 3)}{\left[J_{2}\right]=}=\left[\begin{array}{ccc}
J_{11}^{2} & J_{11} J_{12} & J_{12}^{2} \\
2 J_{11} J_{21} & J_{11} J_{22}+J_{12} J_{21} & 2 J_{12} J_{22} \\
J_{21}^{2} & J_{21} J_{22} & J_{22}^{2}
\end{array}\right]
\end{gather*}
$$

Given eqs.2.78, 2.79 and 2.80 the transformation from parameter to physical space is realized by

$$
\begin{equation*}
J_{2} \mathbf{R}_{x} x=\mathbf{R}_{\xi \xi}-H^{T} \mathbf{R}_{x} \tag{2.81}
\end{equation*}
$$

where $\mathbf{R}_{x} x, \mathbf{R}_{\xi \xi}, \mathbf{R}_{x}$ represent the vectors of second derivatives in physical and parametric coordinates, and the vector of first derivatives in physical space respectively. Having computed the transformations and given the Lamè constants of elasticity $\lambda$ and $\mu$, where based on Young's modulus of elasticity $E$ and Poisson's ration $\nu$ they are
calculated as

$$
\begin{gather*}
\lambda=\frac{\nu E}{(1+\nu)(1-2 \nu)}  \tag{2.82a}\\
\mu=\frac{E}{2(1+\nu)} \tag{2.82b}
\end{gather*}
$$

and the operators of eqs.2.76 and 2.77 can written in matrix form as:

$$
\begin{gather*}
L=\left(\begin{array}{cc}
(\lambda+2 \mu) \frac{\partial^{2}}{\partial x^{2}}+\mu \frac{\partial^{2}}{\partial y^{2}} & (\lambda+\mu) \frac{\partial^{2}}{\partial x \partial y} \\
(\lambda+\mu) \frac{\partial^{2}}{\partial x \partial y} & (\lambda+2 \mu) \frac{\partial^{2}}{\partial y^{2}}+\mu \frac{\partial^{2}}{\partial x^{2}}
\end{array}\right)  \tag{2.83}\\
B=\left(\begin{array}{cc}
(\lambda+2 \mu) n_{x} \frac{\partial}{\partial x}+\mu n_{y} \frac{\partial}{\partial y} & \lambda n_{x} \frac{\partial}{\partial y}+\mu n_{y} \frac{\partial}{\partial x} \\
\lambda n_{y} \frac{\partial}{\partial x}+\mu n_{x} \frac{\partial}{\partial y} & (\lambda+2 \mu) n_{y} \frac{\partial}{\partial y}+\mu n_{x} \frac{\partial}{\partial x}
\end{array}\right) \tag{2.84}
\end{gather*}
$$

where $n_{x}, n_{y}$ are the direction cosines of the outward normal vector $\mathbf{n}$.

### 2.4.2 Stiffness matrix 3D

Once again for the three-dimensional collocation case, the need arises to define the Jacobian transformation from parameter to physical space.

$$
\left[\begin{array}{l}
\frac{\partial \phi}{\partial \xi}  \tag{2.85}\\
\frac{\partial \phi}{\partial \eta} \\
\frac{\partial \phi}{\partial \zeta}
\end{array}\right]=[J] \cdot\left[\begin{array}{l}
\frac{\partial \phi}{\partial x} \\
\frac{\partial \phi}{\partial y} \\
\frac{\partial \phi}{\partial z}
\end{array}\right]
$$

Analogously to the two-dimensional case, second derivatives must be transformed between physical and parameter space and thus the Hessian matrix and square derivatives matrix are computed as

$$
\left.\begin{array}{c}
{[H]=\left[\begin{array}{ccccc}
R_{1, \xi \xi}(\xi, \eta, \zeta) & R_{2, \xi \xi}(\xi, \eta, \zeta) & \ldots & R_{N, \xi \xi}(\xi, \eta, \zeta) \\
R_{1, \eta \eta}(\xi, \eta, \zeta) & R_{2, \eta \eta}(\xi, \eta, \zeta) & \ldots & R_{N, \eta \eta}(\xi, \eta, \zeta) \\
R_{1, \zeta \zeta}(\xi, \eta, \zeta) & R_{2, \zeta \zeta}(\xi, \eta, \zeta) & \ldots & R_{N, \zeta \zeta}(\xi, \eta, \zeta) \\
R_{1, \xi \eta}(\xi, \eta, \zeta) & R_{2, \xi \eta}(\xi, \eta, \zeta) & \ldots & R_{N, \xi \eta}(\xi, \eta, \zeta) \\
R_{1, \xi \zeta}(\xi, \eta, \zeta) & R_{2, \xi \zeta}(\xi, \eta, \zeta) & \ldots & R_{N, \xi \zeta}(\xi, \eta, \zeta) \\
R_{1, \eta \zeta}(\xi, \eta, \zeta) & R_{2, \eta \zeta}(\xi, \eta, \zeta) & \ldots & R_{N, \eta \zeta}(\xi, \eta, \zeta)
\end{array}\right] \cdot\left[\begin{array}{ccc}
X_{1} & Y_{1} & Z_{1} \\
X_{2} & Y_{2} & Z_{2} \\
\ldots & \ldots & \ldots \\
X_{n} & Y_{N} & Z_{N}
\end{array}\right] \quad(2.86)} \\
\left(J_{2}\right]  \tag{2.87}\\
{[6 x 6)}
\end{array}\right]\left[\begin{array}{cccccc}
J_{11}^{2} & J_{12}^{2} & J_{13}^{2} & 2 J_{11} J_{12} & 2 J_{11} J_{13} & 2 J_{12} J_{13} \\
J_{21}^{2} & J_{22}^{2} & J_{23}^{2} & 2 J_{21} J_{22} & 2 J_{21} J_{23} & 2 J_{22} J_{23} \\
J_{31}^{2} & J_{32}^{2} & J_{33}^{2} & 2 J_{31} J_{32} & 2 J_{31} J_{33} & 2 J_{32} J_{33} \\
J_{11} J_{21} & J_{12} J_{22} & J_{13} J_{23} & \left(J_{11} J_{22}+J_{21} J_{12}\right) & \left(J_{11} J_{23}+J_{21} J_{13}\right) & \left(J_{12} J_{23}+J_{22} J_{13}\right) \\
J_{11} J_{31} & J_{12} J_{32} & J_{13} J_{33} & \left(J_{11} J_{32}+J_{31} J_{12}\right) & \left(J_{11} J_{33}+J_{31} J_{13}\right) & \left(J_{12} J_{33}+J_{32} J_{13}\right) \\
J_{21} J_{31} & J_{22} J_{32} & J_{23} J_{33} & \left(J_{21} J_{32}+J_{31} J_{22}\right) & \left(J_{21} J_{33}+J_{31} J_{23}\right) & \left(J_{22} J_{23}+J_{32} J_{23}\right)
\end{array}\right] .
$$

Matrices $[\mathrm{H}]$ and $\left[J_{2}\right]$ are then used in the transformations bellow

$$
\begin{gather*}
J \mathbf{R}_{x}=\mathbf{R}_{\xi}  \tag{2.88a}\\
J_{2} \mathbf{R}_{x x}=\mathbf{R}_{\xi \xi}-H^{T} \mathbf{R}_{x} \tag{2.88b}
\end{gather*}
$$

Finally, the operators L and B defined for the computation of the Collocation matrices in the three-dimensional case are defined as follows:
$L=\left(\begin{array}{ccc}(\lambda+2 \mu) \frac{\partial^{2}}{\partial x^{2}}+\mu \frac{\partial^{2}}{\partial y^{2}}+\mu \frac{\partial^{2}}{\partial z^{2}} & (\lambda+\mu) \frac{\partial^{2}}{\partial x \partial y} & (\lambda+\mu) \frac{\partial^{2}}{\partial x \partial z} \\ (\lambda+\mu) \frac{\partial^{2}}{\partial x \partial y} & (\lambda+2 \mu) \frac{\partial^{2}}{\partial y^{2}}+\mu \frac{\partial^{2}}{\partial x^{2}}+\mu \frac{\partial^{2}}{\partial z^{2}} & (\lambda+\mu) \frac{\partial^{2}}{\partial y \partial z} \\ (\lambda+\mu) \frac{\partial^{2}}{\partial x \partial z} & (\lambda+\mu) \frac{\partial^{2}}{\partial y \partial z} & (\lambda+2 \mu) \frac{\partial^{2}}{\partial z^{2}}+\mu \frac{\partial^{2}}{\partial x^{2}}+\mu \frac{\partial^{2}}{\partial y^{2}}\end{array}\right)$

$$
\left.B=\left(\begin{array}{cc}
(\lambda+2 \mu) n_{x} \frac{\partial}{\partial x}+\mu n_{y} \frac{\partial}{\partial y}+\mu n_{z} \frac{\partial}{\partial z} & \lambda n_{x} \frac{\partial}{\partial y}+\mu n_{y} \frac{\partial}{\partial x}  \tag{2.90}\\
\lambda n_{y} \frac{\partial}{\partial x}+\mu n_{x} \frac{\partial}{\partial y} & (\lambda+2 \mu) n_{y} \frac{\partial}{\partial y}+\mu n_{x} \frac{\partial}{\partial x}+\mu n_{z} \frac{\partial}{\partial z} \\
\lambda n_{z} \frac{\partial}{\partial x}+\mu n_{x} \frac{\partial}{\partial z} & \lambda n_{z} \frac{\partial}{\partial y}+\mu n_{y} \frac{\partial}{\partial z} \\
\lambda n_{x} \frac{\partial}{\partial z}+\mu n_{z} \frac{\partial}{\partial x} \\
\lambda n_{y} \frac{\partial}{\partial z}+\mu n_{z} \frac{\partial}{\partial y} \\
(\lambda+2 \mu) n_{z} \frac{\partial}{\partial z}+\mu n_{x} \frac{\partial}{\partial x}+\mu n_{y} \frac{\partial}{\partial y}
\end{array}\right)\right)
$$



## Isogeometric solution methods

### 3.1 Introduction

IGA method was developed with the aim of eliminating the geometry approximation introduced by FEM and providing a tighter integration with CAD models. The strongest asset of IGA is the increased polynomial degree of the shape functions, that is accompanied with higher interelement continuity. In case of the CAD counterpart of IGA, this translates to smooth and accurate representation of curves, while for the CAE case, it results into smoother variation of the analysis characteristics such as stresses or strains. This property, however desired it may be regarding the accuracy of the results, it significantly increases the computational cost for the assembly and the solution of the produced linear systems. The increased shape function support results in increased bandwidth and population of the stiffness matrices. As a result, efficient and scalable solution methods are considered open issue towards the establishment of IGA.

A variety of methods have been proposed for addressing the solution of the resulting IGA system of equations. A relationship between solution cost and degrees od freedom is presented in [51], by examining different levels of continuity from $C^{0}$ of FEM to full continuity $C^{p-1}$ of IGA. Similar research has been conducted for iterative solvers [49] and specifically with the preconditioned conjugate gradient method, for which various preconditioners, like diagonal-Jacobi, successive-symmetric over-relaxation (SSOR)
and incomplete Cholesky factorizations were examined $[141,46,96]$ to improve the computational cost for the solution of highly continuous IGA discretizations.

Similarly, DDM solution methods were investigated with the first [55] introducing overlapping additive Schwarz preconditioners for IGA. IETI method was proposed in [106] as an isogeometric variant of the Finite Element Tearing Interconnecting DualPrimal method. Primal and mixed Schwarz preconditioner for linear elasticity systems were introduced in [179], while [27] studied the BDDC preconditioners for isogeometric scalar elliptic problems.

This chapter, will briefly discuss two categories of solution methods that are utilized latter in this manuscript. Specifically, iterative and domain decomposition solution schemes are described, with PCG and GMRES being the iterative algorithms described and FETI-DP and P-FETI-DP the domain decomposition ones. The reason for the exploration of two different algorithms in each category is that Chapters 4 and 5 , address the solution of the isogeometric Galerkin and Collocation methods equivalently, that result into symmetric and non-symmetric stiffness matrices, hence making imperative the need for different algorithms.

### 3.2 ITERATIVE

The first major category of solution methods considered for the estimation solution arising from structural mechanics problems is iterative solvers. They utilize an initial starting point and approximate the final solution via consecutive iterations. When a certain criterion is met, such as the error tolerance, the iterative method is considered to have converged to the final solution of the linear system. Unfortunately, the efficiency severely depends on the choice of preconditioning technique used. In this subsection, the PCG and GMRES methods will be briefly discussed, as they will be utilized later in the manuscript for the solution of symmetric and non-symmetric linear systems deriving from the isogeometric Galerkin or Collocation method equivalently. Their description is kept as concise as possible as they are considered standard textbook material.

### 3.2.1 PCG

PCG is considered to be one of the most widely used iterative solvers for the solution of symmetric positive definite systems, such as the ones deriving from isogeometric Galerkin processes [154, 49]. Specifically, a linear system of the form:

$$
\begin{equation*}
\mathbf{A} \cdot \mathbf{x}=\mathbf{b} \tag{3.1}
\end{equation*}
$$

where $\mathbf{A}$ is a symmetric positive definite matrix and let $\mathbf{x}_{0}$ be the initial guess solution vector, which in most cases is chosen as the zero vector, the solution $\mathbf{x}_{k}$ of the $k$-th iteration, the solution of the next iterative step is estimated by

$$
\begin{equation*}
\mathbf{x}_{k+1}:=\mathbf{x}_{k}+\alpha_{k} \mathbf{p}_{k} \tag{3.2}
\end{equation*}
$$

where $\mathbf{p}_{k}$ defined in eq. 3.2 are the direction vectors pointing at the steepest possible gradient at the point $\mathbf{x}_{k}$ and $\alpha_{k}$ a scalar cooeficient. These consecutive direction vectors $\mathbf{p}_{k}, \mathbf{p}_{k+1}$ must satisfy the following orthogonality principle

$$
\begin{equation*}
\mathbf{p}_{i}^{T} \mathbf{A} \mathbf{p}_{j}=0, \quad \forall i \neq j \tag{3.3}
\end{equation*}
$$

Similar to the solution vectors, the direction vectors are updated in each iteration based on their value in the previous iteration step

$$
\begin{equation*}
\mathbf{p}_{k+1}:=\mathbf{r}_{k}+\beta_{k} \mathbf{p}_{k} \tag{3.4}
\end{equation*}
$$

The term $\mathbf{r}_{k}$ of eq. 3.4 defines the residual vector and is calculated as $\mathbf{r}_{k}=\mathbf{f}-\mathbf{A} \mathbf{x}_{k}$, while $\beta_{k}$ is another scalar coefficient. The preconditioned version of the conjugate gradient method examined here, introduced one additional vector $\mathbf{z}_{k}$, which represents the preconditioned residual forces vector and is calculated by

$$
\begin{equation*}
\mathbf{z}_{k+1}=\overline{\mathbf{A}}^{-1} \tilde{r}_{k} \tag{3.5}
\end{equation*}
$$

```
Algorithm 1: PCG algorithm
    Data: Linear system matrix: A,
            Right hand side: \(\mathbf{b}\),
            Initial solution guess: \(\mathbf{x}_{0}\),
            Preconditioner matrix \(\tilde{M}\)
    Result: solution vector: \(\mathbf{x}_{k+1}\)
    \(\mathbf{r}_{0}:=\mathbf{b}-\mathbf{A} \mathbf{x}_{0}\);
    \(\mathbf{z}_{0}:=\tilde{M}^{-1} \mathbf{r}_{0} ;\)
    \(\mathbf{p}_{0}:=\mathbf{z}_{0} ;\)
    \(\mathrm{k}=0\);
    while (convergence is not met) do
        \(\alpha_{k}:=\frac{\mathbf{r}_{k}^{T} \mathbf{z}_{k}}{\mathbf{p}_{k}^{T} \mathbf{A p}_{k}} ;\)
        \(\mathbf{x}_{k+1}:=\mathbf{x}_{k}+\alpha_{k} \mathbf{p}_{k} ;\)
        if \(\mathbf{r}_{k+1}\) is not sufficiently small then
            \(\mathbf{z}_{k+1}:=\tilde{\mathbf{A}} \mathbf{r}_{k+1} ;\)
            \(\beta_{k}:=\frac{\mathbf{z}_{k+1}^{T} \mathbf{r}_{k+1}}{\mathbf{z}_{k}^{T} \mathbf{r}_{k}} ;\)
            \(\mathbf{p}_{k+1}:=\mathbf{z}_{k+1}+\beta_{k} \mathbf{p}_{k} ;\)
            \(\mathrm{k}=\mathrm{k}+1\);
        else
            exit loop ;
        end
    end
```

The choice of the preconditioning matrix $\tilde{\mathbf{A}}$ is significant for the efficiency of the method. Choosing the preconditioner to be the equal to the matrix $\mathbf{A}$, would result in the PCG converging in a single iteration, however the computational cost would be inexpedient. Thus, the preconditioner matrix is chosen to be sufficiently close to the initial matrix $\mathbf{A}$, yet easily reversible in order to minimize the resulting computational cost per required iteration. The algorithm of PCG method according to [154] is given finally provided in Algorithm 1.

### 3.2.2 GMRES

GMRES is an iterative solution method that belong to the Krylov subspace family of methods and extends the conjugate gradient solution scheme, for the solution of linear systems that are governed by non-symmetric matrices [154]. In a similar fashion to the PCG method that was previously analyzed, GMRES utilizes of orthogonal vectors, which due to the non-symmetric nature of the matrices must be stored for the computation of the next one. In detail, the orthogonal base of the residual vectors is Arnoldi process given by Alg. 2 .

```
Algorithm 2: Arnoldi algorithm
    Data: Unit vector \(\mathbf{v}_{1}\)
    for \(j=1,2, . ., m\) do
        for \(i=1,2, . . j\) do
            \(h_{i, j}=\left(\mathbf{A v}_{j}, \mathbf{v}_{i}\right) ;\)
        end
        \(\mathbf{w}_{j}=\mathbf{A} \mathbf{v}_{j}-\sum_{i=1}^{j} h_{i, j} \mathbf{v}_{i} ;\)
        \(h_{j+1, j}=\left\|\mathbf{w}_{j}\right\|_{2}\);
        if \(h_{j+1, j}=0\) then
            exit loop
        end
        \(\mathbf{v}_{j+1}=\frac{\mathbf{w}_{j}}{h_{j+1, j}}\)
    end
```

In Alg. 2, the quantities $h_{i, j}$ create the Hessenberg matrix and thus based on the Arnoldi process, the GMRES algorithm is formed in Alg. As a result, the approximate solution of the $i$-th iteration is calculated based on a combination of the vectors generated by the Arnoldi process and the equivalent solutions vectors of previous iterations as follows

$$
\begin{equation*}
\mathbf{x}_{i}=\mathbf{x}_{i-1}+\sum_{j=1}^{m} \beta_{j} \mathbf{v}_{j} \tag{3.6}
\end{equation*}
$$

```
Algorithm 3: GMRES algorithm
    Data: Matrix A
            Right hand side b
            Initial solution guess \(\mathbf{x}_{0}\)
    \(\mathbf{r}_{0}=\mathbf{b}-\mathbf{A x} \mathbf{x}_{0} ;\)
    \(\beta:=\left\|\mathbf{r}_{0}\right\|_{2}\);
    \(\mathbf{v}_{1}:=\frac{\mathbf{r}_{0}}{\beta}\);
    for \(j=1,2, . ., m\) do
        \(\mathbf{w}_{j}:=\mathbf{A} \mathbf{v}_{j} ;\)
        for \(i=1, \ldots, j\) do
            \(h_{i, j}:=\left(\mathbf{w}_{j}, \mathbf{v}_{i}\right) ;\)
            \(\mathbf{w}_{j}:=\mathbf{w}_{j}-h_{i, j} \mathbf{v}_{i} ;\)
        end
        \(h_{j+1, j}=\left\|\mathbf{w}_{j}\right\|_{2}\) if \(h_{j+1, j}=0\) then
            \(\mathrm{m}:=\mathrm{j}\);
            exit all loops;
        end
        \(\mathbf{v}_{j+1} \frac{\mathbf{w}_{j}}{h_{j+1, j}} ;\)
    end
    Compute the Hessenberg matrix \(\overline{\mathbf{H}}_{m}=\);
    \(\mathbf{y}_{m}=\min \left(\left\|\beta e_{1}-\overline{\mathbf{H}}_{m} \mathbf{y}\right\|_{2}\right) ;\)
    \(\mathbf{x}_{m}=\mathbf{x}_{0}+\mathbf{V}_{m} \mathbf{y}_{m}\)
```


### 3.3 Domain Decomposition

### 3.3.1 PSM

Primal Substructuring Method (PSM) is considered to be a fundamental method for the solution of computational mechanics problems with subdomains [71, 33]. The underlying idea on which the method is based on, is initially the segmentation of a domain into subdomains, followed by a static condensation of the internal boundary degrees of freedom of a subdomain to the common boundary degrees of freedom between adjacent subdomains.

Specifically, for each one of the subdomains, a partitioning is performed that separates the dof into boundary, denoted as (b) and internal, denoted as (i). Boundary dof are
defined by those degrees that belong to more than one subdomains. In terms of the subdomain stiffness matrix and forces vector this translates to:

$$
\begin{gather*}
\mathbf{K}^{s}=\left[\begin{array}{ll}
K_{i i}^{s} & K_{i b}^{s} \\
K_{b i}^{s} & K_{b b}^{s}
\end{array}\right]  \tag{3.7a}\\
\mathbf{f}^{s}=\left[\begin{array}{l}
f_{i}^{s} \\
f_{b}^{s}
\end{array}\right] \tag{3.7b}
\end{gather*}
$$

by applying eq. 3.7 to the equilibrium equation $\mathbf{K} \cdot \mathbf{u}=\mathbf{f}$, where the internal dofs are numbered first followed by the boundary dof, it can be written as follows:

$$
\left[\begin{array}{cccc}
\mathbf{K}_{i i}^{(1)} & 0 & 0 & \overline{\mathbf{K}}_{i b}^{(1)}  \tag{3.8}\\
0 & \ddots & 0 & \vdots \\
0 & 0 & \mathbf{K}_{i i}^{\left(N_{s}\right)} & \overline{\mathbf{K}}_{i b}^{\left(N_{s}\right)} \\
\overline{\mathbf{K}}_{b i}^{(1)} & \ldots & \overline{\mathbf{K}}_{b i}^{\left(N_{s}\right)} & \mathbf{K}_{\mathbf{b b}}
\end{array}\right] \cdot\left\{\begin{array}{c}
\mathbf{u}_{i}^{(1)} \\
\vdots \\
\mathbf{u}_{i}^{\left(N_{s}\right)} \\
\mathbf{u}_{b}
\end{array}\right\}=\left\{\begin{array}{c}
\mathbf{f}_{i}^{(1)} \\
\vdots \\
\mathbf{f}_{i}^{\left(N_{s}\right)} \\
\mathbf{f}_{b}
\end{array}\right\}
$$

In eq.3.8 the terms that refer to the boundary problem of PSM, such as $\mathbf{K}_{\mathbf{b b}}$, bf and $\mathbf{f}_{b}$ are as the sum of contribution of the boundary dofs, mapped to their equivalent global boundary dofs of the PSM problem.

The goal of PSM is to reduce the multitude of the dofs of the initial system only to the boundary dofs of the between the subdomains. This transforms the initial linear system $\mathbf{K} \cdot \mathbf{u}=\mathbf{f}$ to

$$
\begin{equation*}
\mathbf{S} \cdot \mathbf{u}_{b}=\hat{\mathbf{f}}_{b} \tag{3.9}
\end{equation*}
$$

where the matrix $\mathbf{S}$ is the Schur complement of the initial stiffness matrix $\mathbf{K}$ to the boundary dof between the subdomain. Matrix $\mathbf{S}$ can be assembled by adding the contributions of each of the subdomain matrices as follows:

$$
\begin{equation*}
\mathbf{S}=\sum_{s=1}^{N_{s}} \overline{\mathbf{S}}^{s} \tag{3.10}
\end{equation*}
$$

where $\overline{\mathbf{S}}$ is the contribution of the subdomain matrix to the boundary problem Schur complement, and $N_{s}$ the number of subdomains.

$$
\begin{equation*}
\overline{\mathbf{S}}^{s}=\left(\mathbf{L}_{b}^{S}\right)^{T} \mathbf{S}^{s} \mathbf{L}_{b}^{s} \tag{3.11}
\end{equation*}
$$

In eq.5.15, the matrix $\mathbf{L}_{b}$ is an unsigned Boolean matrix that maps the local boundary dof of the subdomain to the global boundary dof of the problem, while the matrix $\mathbf{S}^{s}$ is calculated by:

$$
\begin{equation*}
\mathbf{S}^{s}=\mathbf{K}_{b b}^{s}-\left(\mathbf{K}_{i b}^{s}\right)^{T}\left(\mathbf{K}_{i i}^{s}\right)^{-1} \mathbf{K}_{i b}^{s} \tag{3.12}
\end{equation*}
$$

The same procedure is applied for the subdomain forces, where the right hand side of eq. 5.13 can be expanded as

$$
\begin{equation*}
\hat{\mathbf{f}}_{b}=\mathbf{f}_{b}-\sum_{s=1}^{N_{s}}\left(\mathbf{L}_{b}^{s}\right)^{T}\left(\mathbf{K}_{i b}^{s}\right)^{T}\left(\mathbf{K}_{i i}^{s}\right)^{-1} \mathbf{f}_{i}^{s} \tag{3.13}
\end{equation*}
$$

### 3.3.2 P-FETI-DP

P-FETI-DP method constitutes an enhancement of the aforementioned PSM method, as it introduces a preconditioner $\tilde{A}^{-1}$ to the boundary linear system of eq. 5.13 , that is based on the coarse problem of the FETI-DP method. Its expression is given by:

$$
\begin{align*}
\tilde{\mathbf{A}}^{-1}=\left(\tilde{\mathbf{L}}_{p r}^{e}\right)^{T}\left(\mathbf{K}_{r r}^{e}\right)^{-1} \tilde{\mathbf{L}}_{p r}^{e}+\left({ }_{b} \mathbf{N}_{b c}-\left(\tilde{\mathbf{L}}_{p r}^{e}\right)^{T}\left(\mathbf{K}_{r r}^{e}\right)^{-1} \mathbf{K}_{r c}^{e} L_{c}^{e}\right)\left(\mathbf{K}_{c c}^{*}\right)^{-1}  \tag{3.14}\\
\left(-\left(\mathbf{L}_{c}^{e}\right)^{T} \mathbf{K}_{c r}^{e}\left(\mathbf{K}_{r r}^{e}\right)^{-1} \tilde{\mathbf{L}}_{p r}^{e}+{ }_{b c} \mathbf{N}_{b}\right)
\end{align*}
$$

In order to accurately describe the mapping matrices introduced by this preconditioner, a brief description of the partitionings appearing in FETI-DP method are provided.

Figure 3.1 provides an example of a bicubic domain. Knot value vectors $\Xi=$ $\{0,0,0,0,1,2,2,2,2\}$ and $H=\{0,0,0,0,1,2,2,2,2\}$ are utilized for the initial parameterization of the domain, which produces two isogeometric nurbs elements per direction as illustrated in Figure 3.1a. A multitude of $n=m-p-1=9-3-1=5$ Control Points are defined per parametric direction, resulting to a total of 25 Control Points for the two-dimensional domain. In the latter expression, $n$ represents the number of Control Points, $m$ the number of values existing in the knot value vector and $p$ the polynomial degree. The positions of the Control Points on the parametric domain are shown as blue circles, while the Knots that define the element boundaries are derived from the distinct


Figure 3.1: P-FETI-DP node partitioning
values of the knot value vectors and are depicted with yellow squares in Figure 3.1a. Figure 3.1 b shows a partitioning of the parametric domain into subdomains. Note that the subdivisioning is performed in a Control Point basis, not a element basis in order to achieve as uniform distribution among the subdomains as possible. Specifically, each
parametric axis is split into two subdomains, considering only a single Control Point as their common interface. The tensor product result of this univariate subdivisioning, produces the partitioned domain, depicted as shaded areas in Figure 3.1b. At the common edges between the produced subdomains, Control Points produce an interface, that is the boundary problem of the PSM method. As already explained by eq. 3.7, this interface between the subdomains leads to a separation of the degrees of freedom into boundary and internal ones. This separation is schematically illustrated in Figure 3.1c, where nodes that belong to the interface problem of PSM are highlighted with the red rectangles. All remaining nodes belong to the internal nodes category.

Another partitioning arises from the coarse problem of FETI-DP method and is based on the definition of corner nodes. Specifically, corner nodes are defined as the nodes that either belong to the interface between more than two subdomains and lie on the interior of definition domain $\Omega$, or belong to the interface between two subdomain and lie on the boundary $\partial \Omega$ of the domain $\Omega$. This definition introduces a new partitioning of the subdomain nodes to corner and remainder ones. In terms of the local subdomain stiffness matrix and forces vector, this translates to :

$$
\begin{gather*}
\mathbf{K}^{s}=\left[\begin{array}{ll}
K_{r r}^{s} & K_{r c}^{s} \\
K_{c r}^{s} & K_{c c}^{s}
\end{array}\right]  \tag{3.15a}\\
\mathbf{f}^{s}=\left[\begin{array}{l}
f_{r}^{s} \\
f_{c}^{s}
\end{array}\right] \tag{3.15b}
\end{gather*}
$$

This definition is illustrated in Figure 3.1d, where corner nodes are depicted as green triangles. As it can be observed only a single Control Point belongs to the case of interior points with multitude of converging subdomains greater than two. All other corner nodes belong to the the domain boundary case, with number of converging nodes equal to two. Having defined all required partitionings, the constituents of the eq. 5.31 can now be defined. Starting from left to right all unknown terms of the preconditioner are explained in detail. $\tilde{\mathbf{L}}_{p r}^{e}$ matrix is used to map the remainder dofs of the discretized domain and the boundary problem of the PSM method. Its expression is given by

$$
\begin{equation*}
\tilde{\mathbf{L}}_{p r}^{e}={ }_{r} \mathbf{N}_{b}^{e} \mathbf{L}_{p b}^{e} \tag{3.16}
\end{equation*}
$$

The purpose of matrix ${ }_{r} \mathbf{N}_{b}^{e}$ as its subscripts indicate, is the compatibility of matrix dimensions. When subdivided into subdomains it can be written with the following block diagonal expression

$$
{ }_{r} \mathbf{N}_{b}^{e}=\left[\begin{array}{lll}
{ }_{r} \mathbf{N}_{b}^{(1)} & &  \tag{3.17}\\
& \ddots & \\
& & { }_{r} \mathbf{N}_{b}^{\left(N_{s}\right)}
\end{array}\right]
$$

Each of the subdomain contributions ${ }_{r} \mathbf{N}_{b}^{\left(N_{s}\right)}$ is a Boolean matrix that maps the remainder dofs of the subdomain $s$ to the boundary dofs the same subdomain. The matrix $\mathbf{L}_{p b}^{e}$ of eq. 5.32 can be similarly written

$$
\mathbf{L}_{p b}^{e}=\left[\begin{array}{c}
\mathbf{L}_{p b}^{(1)}  \tag{3.18}\\
\vdots \\
\mathbf{L}_{p b}^{\left(N_{s}\right)}
\end{array}\right]
$$

where for each subdomain the matrix $\mathbf{L}_{p b}^{(s)}$ is computed as

$$
\begin{equation*}
\mathbf{L}_{p b}^{(s)}=\mathbf{L}_{b}^{s} \mathbf{W} \tag{3.19}
\end{equation*}
$$

In eq. 5.35, the matrix $\mathbf{L}_{b}^{S}$ is a Boolean matrix that maps local boundary dofs of the subdomain to the global boundary dofs of the PSM problem. Additionall, the matrix $\mathbf{W}$ is a diagonal matrix, with terms equal to the inverse multiplicity of the boundary dofs. The term multiplicity for the case of boundary dofs, refers to the number of subdomains this dof belongs to. Moving to the next undefined terms $\mathbf{K}_{r r}^{e}, \mathbf{K}_{r c}^{e}$, these constitute block diagonal matrices generates from the partitioning of the subdomain matrices to corner and remainder dofs as per eq. 3.15a.

$$
\begin{align*}
& \mathbf{K}_{r r}^{e}=\left[\begin{array}{lll}
\mathbf{K}_{r r}^{(1)} & & \\
& \ddots & \\
& & \mathbf{K}_{r r}^{\left(N_{s}\right)}
\end{array}\right]  \tag{3.20a}\\
& \mathbf{K}_{r c}^{e}=\left[\begin{array}{lll}
\mathbf{K}_{r c}^{(1)} & & \\
& \ddots & \\
& & \mathbf{K}_{r c}^{\left(N_{s}\right)}
\end{array}\right] \tag{3.20b}
\end{align*}
$$

while the $\mathbf{K}_{c c}^{*}$ matrix is derived as the Schur complement of the remainder dofs of each subdomain, to its boundary corner ones and consequently its mapping to the global boundary dofs of the corner problem define by FETI-DP. The matrix ${ }_{b} \mathbf{N}_{b c}$ of eq. 5.31, is another Boolean mapping matrix, that links the boundary dofs of the PSM problem, to the corner dofs of the FETI-DP method. Finally, the matrix $\mathbf{L}_{c}$ is written in subdomain form as

$$
\mathbf{L}_{c}^{e}=\left[\begin{array}{c}
\mathbf{L}_{c}^{(1)}  \tag{3.21}\\
\vdots \\
\mathbf{L}_{c}^{\left(N_{s}\right)}
\end{array}\right]
$$

and defines an unsigned Boolean matrix that links the local corner dof of each subdomain to the equivalent corner dof of the coarse problem. Note that for all the Boolean matrices involved in this process no matrix vector multiplications are required, rather the utilization of the proper submatrix.

### 3.3.3 FETI-DP

FETI-DP method, belongs to the category of dual DDM methods, that chooses as a solution quantity for the boundary problem, the traction forces developed between subdomains.

Similar to the aforementioned DDM methods, FETI-DP is based on the partitioning of subdomain matrices based on their geometrical or interface properties with adjacent subdomain. Thus, given a subdomain $s$, and its stiffness matrix $\mathbf{K}^{s}$, displacement vector $\mathbf{u}^{s}$ and force vector $\mathbf{f}^{s}$, it can be partitioned as follows:

$$
\begin{gather*}
\mathbf{K}^{s}=\left[\begin{array}{cc}
\mathbf{K}_{i i}^{s} & \mathbf{K}_{i b}^{s} \\
\left(\mathbf{K}_{i b}^{s}\right)^{T} & \mathbf{K}_{b b}^{s}
\end{array}\right]  \tag{3.22a}\\
\mathbf{u}^{s}=\left\{\begin{array}{l}
\mathbf{u}_{i}^{s} \\
\mathbf{u}_{b}^{s}
\end{array}\right\}  \tag{3.22b}\\
\mathbf{f}^{s}=\left\{\begin{array}{l}
\mathbf{f}_{i}^{s} \\
\mathbf{f}_{b}^{s}
\end{array}\right\} \tag{3.22c}
\end{gather*}
$$

The subscripts $b$ and $i$ of eq. 3.22, denote the boundary and internal dofs of the subdomain equivalently. The boundary dofs in analogy to the PSM method, are the degrees of freedom that are shared among multiple subdomains, while internal dof, belong solely to a single subdomain. A further partitioning of the boundary dof, results into the following expression for the boundary displacement terms:

$$
\mathbf{u}_{b}^{s}=\left\{\begin{array}{l}
\mathbf{u}_{b r}^{s}  \tag{3.23}\\
\mathbf{u}_{b c}^{s}
\end{array}\right\}
$$

Again the subscripts $c$ and $r$, denote the partitioning of the boundary degrees of freedom into corner and remainder ones. Corner nodes and dof, are those that belong to either of the following two categories. The first category includes nodes that lie on the crosspoints between subdomains and as a result this point belong to more than two subdomains. On the other hand, the second category takes into account nodes that lie of the boundary of the domain and at the same time belong to an interface between adjacent subdomains. Given two adjacent subdomains $s_{1}$ and $s_{2}$, the expression that defines their displacement compatibility is given by

$$
\begin{equation*}
\mathbf{u}_{b}^{\left(s_{1}\right)}-\mathbf{u}_{b}^{\left(s_{2}\right)}=0 \tag{3.24}
\end{equation*}
$$

Eq. 3.24 can be extended to include the compatitbility equations for all subdomains

$$
\begin{equation*}
\sum_{s=1}^{N_{s}} \mathbf{B}^{s} \mathbf{u}^{s}=0 \tag{3.25}
\end{equation*}
$$

where $\mathbf{B}^{s}$ is a signed Boolean matrix with values $(+1,-1,0)$ that maps the local subdomain boundary degrees of freedom, to the global boundary dofs of the problem. Eq. 3.25 represents the compatibility equation for all subdomains of the structure which is enforced by introducing Lagrange multipliers, while at the same time, the displacement compatibility at the corner nodes is ensured.

To this end, the stiffness matrix $\mathbf{K}^{s}$, the displacement vector $\mathbf{u}^{s}$ and force vector $\mathbf{f}^{s}$ of
an arbitrary subdomain $s$, can be further partitioned as follows:

$$
\begin{gather*}
\mathbf{K}^{s}=\left[\begin{array}{cc}
\mathbf{K}_{r r}^{s} & \mathbf{K}_{r c}^{s} \\
\left(\mathbf{K}_{r c}^{s}\right)^{T} & \mathbf{K}_{c c}^{s}
\end{array}\right]  \tag{3.26a}\\
\mathbf{u}^{s}=\left\{\begin{array}{c}
\mathbf{u}_{r}^{s} \\
\mathbf{u}_{b c}^{s}
\end{array}\right\}  \tag{3.26b}\\
\mathbf{f}^{s}=\left\{\begin{array}{c}
\mathbf{f}_{r}^{s} \\
\mathbf{f}_{b c}^{s}
\end{array}\right\} \tag{3.26c}
\end{gather*}
$$

where the remainder dof include the internal nodes of the subdomain and the boundary nodes that do not belong to the corner category. As a result, the stiffness matrix can be further elaborated as

$$
\mathbf{K}^{s}=\left[\begin{array}{ccc}
\mathbf{K}_{i i}^{s} & \mathbf{K}_{i b r}^{s} & \mathbf{K}_{i c}^{s}  \tag{3.27}\\
\left(\mathbf{K}_{i b b}^{s}\right)^{T} & \mathbf{K}_{b b b r}^{s} & \mathbf{K}_{b r c}^{s} \\
\left(\mathbf{K}_{i c}^{s}\right)^{T} & \left(\mathbf{K}_{b r c}^{s}\right)^{T} & \mathbf{K}_{c c}^{s}
\end{array}\right]
$$

Additionally to the global displacement vector, the corner dof displacement vector is introduced.

$$
\mathbf{u}_{c}=\left\{\begin{array}{c}
\mathbf{u}_{c}^{(1)}  \tag{3.28}\\
\vdots \\
\mathbf{u}_{c}^{\left(N_{s}\right)}
\end{array}\right\}
$$

In a similar fashion to eq. 3.25, another compatibility equation is added

$$
\begin{equation*}
\sum_{s=1}^{N_{s}} \mathbf{B}_{r}^{s} \mathbf{u}_{r}^{s}=0 \tag{3.29}
\end{equation*}
$$

where $\mathbf{B}_{r}^{s}$ is a signed matrix with values $(1,-1,0)$ that maps the remainder dofs of the subdomain to to the global boundary remainder dofs. In addition, for each subdomain, a new Boolena mapping matrix $\mathbf{L}_{c}^{s}$ is introduced which connects the local corner dofs of a subdomain to the global corner dofs as follows

$$
\begin{equation*}
\mathbf{L}_{c}^{s} \mathbf{u}_{c}=\mathbf{u}_{b c}^{s} \tag{3.30}
\end{equation*}
$$

Taking into account all the above equation, the final linear system to be solved takes the following form:

$$
\left[\begin{array}{cc}
\mathbf{K}^{e} & \left(\mathbf{B}^{e}\right)^{T}  \tag{3.31}\\
\mathbf{B}^{e} & 0
\end{array}\right]\left\{\begin{array}{c}
\mathbf{u}^{e} \\
\lambda
\end{array}\right\}=\left\{\begin{array}{c}
\mathbf{f}^{e} \\
\mathbf{0}
\end{array}\right\}
$$

where the matrix $\mathbf{K}^{e}$ is a block diagonal matrix that contains the local subdomain stiffness matrices, while matrix $\mathbf{B}^{e}$ is derived based on the compatibility of the remainder dofs of eq. 3.29

$$
\mathbf{B}^{e}=\left[\begin{array}{ll}
{\left[\begin{array}{ll}
\mathbf{B}_{r}^{(1)} & 0
\end{array}\right]} & \ldots
\end{array}\left[\begin{array}{ll}
\mathbf{B}_{r}^{\left(N_{s}\right)} & 0 \tag{3.32}
\end{array}\right]\right]
$$

With the aid of eqs. $3.26,3.29,3.30,3.31$ the equilibrium equation for the remainder dof is obtained.

$$
\begin{equation*}
\mathbf{K}_{r r}^{s} \mathbf{u}_{r}^{s}+\mathbf{K}_{r c}^{s} \mathbf{L}_{c}^{s} \mathbf{u}_{c}=\mathbf{f}_{r}^{s}-\left(\mathbf{B}_{r}^{s}\right)^{T} \lambda \tag{3.33}
\end{equation*}
$$

The additional equilibrium equation for the displacements at the corner dof is expressed as:

$$
\begin{equation*}
\sum_{s=1}^{N_{s}}\left(\mathbf{L}_{c}^{s}\right)^{T}\left(\mathbf{K}_{r c}^{s}\right)^{T} \mathbf{u}_{r}^{s}+\sum_{s=1}^{N_{s}}\left(\mathbf{L}_{c}^{s}\right)^{T} \mathbf{K}_{c c}^{s} \mathbf{L}_{c}^{s} \mathbf{u}_{c}=+\sum_{s=1}^{N_{s}}\left(\mathbf{L}_{c}^{s}\right)^{T} \mathbf{f}_{b c}^{s}=\mathbf{f}_{c} \tag{3.34}
\end{equation*}
$$

where the matrix $\mathbf{K}_{c c}$ is computed by

$$
\begin{equation*}
\mathbf{K}_{c c}=\sum_{s=1}^{N_{s}}\left(\mathbf{L}_{c}^{s}\right)^{T} \mathbf{K}_{c c}^{s} \mathbf{L}_{c}^{s} \tag{3.35}
\end{equation*}
$$

Assuming that selection of corner dof is adequate, so that given their values all subdomains are considered sufficiently supported and thus the matrix $\mathbf{K}_{r r}^{s}$ is reversible, so eq. 3.33 can be written as:

$$
\begin{equation*}
\mathbf{u}_{r}=\left(\mathbf{K}_{r r}^{s}\right)^{-1}\left[\mathbf{f}_{r}^{s}-\left(\mathbf{B}_{r}^{s}\right)^{T} \lambda-\mathbf{K}_{r c}^{s} \mathbf{L}_{c}^{s} \mathbf{u}_{c}\right] \tag{3.36}
\end{equation*}
$$

Replacing the latter to eq. 3.29 we obtain:

$$
\begin{gather*}
\sum_{s=1}^{N_{s}} \mathbf{B}_{r}^{s}\left(\mathbf{K}_{r r}^{s}\right)^{-1}\left[\mathbf{f}_{r}^{s}-\left(\mathbf{B}_{r}^{s}\right)^{T} \lambda-\mathbf{K}_{r c}^{s} \mathbf{L}_{c}^{s} \mathbf{u}_{c}\right]=0  \tag{3.37a}\\
\sum_{s=1}^{N_{s}} \mathbf{B}_{r}^{s}\left(\mathbf{K}_{r r}^{s}\right)^{-1} \mathbf{f}_{r}^{s}-\sum_{s=1}^{N_{s}} \mathbf{B}_{r}^{s}\left(\mathbf{K}_{r r}^{s}\right)^{-1}\left(\mathbf{B}_{r}^{s}\right)^{T} \lambda-\sum_{s=1}^{N_{s}} \mathbf{B}_{r}^{s}\left(\mathbf{K}_{r r}^{s}\right)^{-1} \mathbf{K}_{r c}^{s} \mathbf{L}_{c}^{s} \mathbf{u}_{c}=0 \tag{3.37b}
\end{gather*}
$$

For the sake of simplification, the following terms of eq. 3.37 are defined as

$$
\begin{align*}
\mathbf{d}_{r} & =\sum_{s=1}^{N_{s}} \mathbf{B}_{r}^{s}\left(\mathbf{K}_{r r}^{s}\right)^{-1} \mathbf{f}_{r}^{s}  \tag{3.38a}\\
\mathbf{F}_{I_{r r}} & =\sum_{s=1}^{N_{s}} \mathbf{B}_{r}^{s}\left(\mathbf{K}_{r r}^{s}\right)^{-1}\left(\mathbf{B}_{r}^{s}\right)^{T}  \tag{3.38b}\\
\mathbf{F}_{I_{r c}} & =\sum_{s=1}^{N_{s}} \mathbf{B}_{r}^{s}\left(\mathbf{K}_{r r}^{s}\right)^{-1} \mathbf{K}_{r c}^{s} \tag{3.38c}
\end{align*}
$$

which translate eq. 3.37 to

$$
\begin{equation*}
\mathbf{F}_{I_{r r}} \lambda+\mathbf{F}_{I_{r c}} \mathbf{u}_{c}=\mathbf{d}_{r} \tag{3.39}
\end{equation*}
$$

In a similar fashion, replacing eq. 3.36 to eq. 3.34 the following expression is derived

$$
\begin{equation*}
\sum_{s=1}^{N_{s}}\left(\mathbf{L}_{c}^{s}\right)^{T}\left(\mathbf{K}_{r c}^{s}\right)^{T}\left(\mathbf{K}_{r r}^{s}\right)^{-1}\left[\mathbf{f}_{r}^{s}-\left(\mathbf{B}_{r}^{s}\right)^{T} \lambda-\mathbf{K}_{r c}^{s} \mathbf{L}_{c}^{s} \mathbf{u}_{c}\right]+\mathbf{K}_{c c} \mathbf{u}_{c}=\mathbf{f}_{c} \tag{3.40}
\end{equation*}
$$

which by defining

$$
\begin{gather*}
\mathbf{K}_{c c}^{*}=\mathbf{K}_{c c}-\sum_{s=1}^{N_{s}}\left(\mathbf{L}_{c}^{s}\right)^{T}\left(\mathbf{K}_{r c}^{s}\right)^{T}\left(\mathbf{K}_{r r}^{s}\right)^{-1} \mathbf{K}_{r c}^{s} \mathbf{L}_{c}^{s}  \tag{3.41a}\\
\mathbf{f}_{c}^{*}=\mathbf{f}_{c}-\sum_{s=1}^{N_{s}}\left(\mathbf{L}_{c}^{s}\right)^{T}\left(\mathbf{K}_{r c}^{s}\right)^{T}\left(\mathbf{K}_{r r}^{s}\right)^{-1} \mathbf{f}_{r}^{s} \tag{3.41b}
\end{gather*}
$$

turns into

$$
\begin{equation*}
\left(\mathbf{F}_{I_{r c}}\right)^{T} \lambda-\mathbf{K}_{c c}^{*} \mathbf{u}_{c}=-\mathbf{f}_{c}^{*} \tag{3.42}
\end{equation*}
$$

The eqs.3.39, 3.42 represent a dual-primal linear system, as its unknown quantities are both the Lagrange multipliers, as well as displacements of the corner dofs

$$
\left[\begin{array}{cc}
\mathbf{F}_{I_{r r}} & \mathbf{F}_{I_{r c}}  \tag{3.43}\\
\left(\mathbf{F}_{I_{r r}}\right)^{T} & -\mathbf{K}_{c c}^{*}
\end{array}\right]\left\{\begin{array}{c}
\lambda \\
\mathbf{u}_{c}
\end{array}\right\}=\left\{\begin{array}{c}
\mathbf{d}_{r} \\
-\mathbf{f}_{c}^{*}
\end{array}\right\}
$$

The second hypothesis of FETI-DP method is introduced in this step regarding the corner displacements $\mathbf{u}_{c}$, which assumes that that if the subdomains are connected only to the corner nodes, then these connections suffice to transfer the loads applied to the strucure to its external supports. This results to the matrix $\mathbf{K}_{c c}^{*}$ being reversible, thus from the second equation of the linear system in eq.3.43, the displacement is of the corner dof is obtained as

$$
\begin{equation*}
\mathbf{u}_{c}=\left(\mathbf{K}_{c c}^{*}\right)^{-1}\left[\mathbf{f}_{c}^{*}+\left(\mathbf{F}_{I_{r c}}\right)^{T} \lambda\right] \tag{3.44}
\end{equation*}
$$

By replacing eq. 3.44 to the first equation of the linear system in eq.3.43 the final equation of FETI-DP method is produced

$$
\begin{equation*}
\left[\mathbf{F}_{I_{r r}}+\mathbf{F}_{I_{r c}}\left(\mathbf{K}_{c c}^{*}\right)^{-1}\left(\mathbf{F}_{I_{r c}}\right)^{T}\right] \lambda=\mathbf{d}_{r}-\mathbf{F}_{I_{r c}}\left(\mathbf{K}_{c c}^{*}\right)^{-1} \mathbf{f}_{c}^{*} \tag{3.45}
\end{equation*}
$$



# Non-overlapping domain decomposition solution schemes for structural mechanics isogeometric analysis 

### 4.1 Introduction

This Chapter focuses on the development of a family of solution algorithms for the purposes of isogeometric Galerkin methods that exploit the advantages of an iterative solution scheme, namely PCG coupled with domain decomposition methods. Specifically, by introducing an appropriate modification to the NURBS shape function overlapping nature, a non-overlapping equivalent of the initial domain is introduced, that possess the same geometrical features with the initial one, yet has artificially induced discontinuities in the form of truncated shape functions. This allows the development of a robust and scalable preconditioner that minimizes the computational cost in both sequential as well as high-performance parallel computing environments. In this work, the PCG iterative solver is coupled with the IETI domain decomposition method, in order to investigate the numerical characteristics of the proposed method.

### 4.2 Existing solution techniques

Due to the capabilities introduced by the IGA, along with the CAD tools, it has gained a wide acceptance by the scientific community. This rapid evolution creates the need for efficient computational methods for solving complex problems. In both FEM and IGA methods the resulting algebraic equation linear system has the form:

$$
\begin{equation*}
K \cdot u=f \tag{4.1}
\end{equation*}
$$

where K is the stiffness matrix, f is the external load vector and u the vector of unknown displacements. The computational effort required for the solution of eq. 4.1 highly depends on the size and the sparsity pattern of the stiffness matrix. In the case of IGA, shape functions of higher continuity that enable exact geometrical representation, reduce the sparsity and increase the computational cost for the solution. Specifically, the overlapping of shape functions through several IGA elements leads to denser matrices and higher interelement continuity, while the utilization of higher polynomial degrees leads to a more computational demanding solution procedure compared to FEM for the same dof.

This characteristic feature of IGA may hinder its capability of addressing large-scale problems unless cost-effective solution methods are developed to address the inherent features of IGA. Both direct and iterative solution schemes have been utilized for the efficient treatment of large-scale IGA problems, but their computational efficiency suffers as continuity increases [50]. At the same time, DDM were proposed for coupled subdomains $[153,9,83,35]$ and were implemented for the solution of IGA simulated problems [56, 24, 27, 57, 26, 86, 43]. Furthermore, IETI [106, 86] was among the first attempts to implement DDM for IGA problems. This method, is based on the wellestablished FETI-DP solver [69, 102, 120, 63, 104] which combines both primal and dual DDM formulations. In IETI, the subdivision in subdomains coincides with the non-overlapping patterns of patches of the model. This makes the number and the size of subdomains geometry-dependent, severely impairing load balancing and scalability in paralle architectures.

### 4.2.1 The IETI method

IETI was introduced in [106] as an extension to the FETI family of methods [63, 70, 185, 138]. It utilizes the exact geometrical representation of IGA with the advanced subdomain coupling and solution capabilities of FETI methods. Specifically, the NURBS representation of a structure is naturally subdivided into patches, to accurately describe abrupt changes of geometry. The boundary between these patches describes the interface problem of IETI where each patch coincides with a subdomain and thus constitutes a local problem to be solved in parallel.

The stiffness matrix $K^{s}$, force vector $f^{s}$ and displacement vector $u^{s}$ of each patch (s) can be partitioned as follows:

$$
\begin{gather*}
K^{s}=\left[\begin{array}{ll}
K_{i i}^{s} & K_{i b}^{s} \\
K_{b i}^{s} & K_{b b}^{s}
\end{array}\right]  \tag{4.2a}\\
f^{s}=\left[\begin{array}{l}
f_{i}^{s} \\
f_{b}^{s}
\end{array}\right]  \tag{4.2b}\\
u^{s}=\left[\begin{array}{l}
u_{i}^{s} \\
u_{b}^{s}
\end{array}\right] \tag{4.2c}
\end{gather*}
$$

with the $(i)$ subscript denoting the internal dof and the (b) subscript denoting the boundary dof.

In order to impose continuity between patches, the following equation is introduced:

$$
\begin{equation*}
\sum_{s=1}^{N_{s}} B^{s} u^{s}=0 \tag{4.3}
\end{equation*}
$$

with $N_{s}$ being the number of patches and $B^{s}$ being a signed Boolean matrix. The $u_{b}^{s}$ vector is further partitioned as:

$$
u_{b}^{s}=\left[\begin{array}{l}
u_{b r}^{s}  \tag{4.4}\\
u_{b c}^{s}
\end{array}\right]
$$

with the subscript (c) denoting corner nodes which are usually defined as nodes belonging to more than two patches. Subsequently, $K^{s}, u^{s}$ and $f^{s}$ can be partitioned as
follows:

$$
\begin{gather*}
K^{s}=\left[\begin{array}{ll}
K_{r r}^{s} & K_{r c}^{s} \\
K_{c r}^{s} & K_{c c}^{s}
\end{array}\right]  \tag{4.5a}\\
f^{s}=\left[\begin{array}{l}
f_{r}^{s} \\
f_{b c}^{s}
\end{array}\right]  \tag{4.5b}\\
u^{s}=\left[\begin{array}{l}
u_{r}^{s} \\
u_{b c}^{s}
\end{array}\right] \tag{4.5c}
\end{gather*}
$$

where

$$
\begin{align*}
& f_{r}^{s}=\left[\begin{array}{c}
f_{i}^{s} \\
f_{b r}^{s}
\end{array}\right]  \tag{4.6a}\\
& u_{r}^{s}=\left[\begin{array}{c}
u_{i}^{s} \\
u_{b r}^{s}
\end{array}\right] \tag{4.6b}
\end{align*}
$$

and subscript ( $r$ ) denoting all dof that do not belong to a corner node. Considering this repartitioning, the continuity between patches can be re-written as:

$$
\begin{equation*}
\sum_{s=1}^{N_{s}} B_{r}^{s} u_{r}^{s}=0 \tag{4.7}
\end{equation*}
$$

with $B_{r}^{s}$ being the signed Boolean matrix $B^{s}$, pertaining to the $(r)$ dof. Moreover, the following global vector of corner dof is introduced

$$
u_{c}=\left[\begin{array}{lllll}
u_{c}^{1} & \ldots & u_{c}^{j} & \ldots & u_{c}^{N_{c}} \tag{4.8}
\end{array}\right]^{T}
$$

with $u_{c}^{j}$ denoting all of the displacement dof attached to the j -th global node that is also a corner node of the mesh decomposition and $N_{c}$ denoting the total number of corner nodes.

In order to connect $u_{c}$ with $u_{b c}^{s}$, the following equation is introduced:

$$
\begin{equation*}
B_{c}^{s} u_{c}=u_{b c}^{s} \tag{4.9}
\end{equation*}
$$

with $B_{c}^{s}$ being an unsigned Boolena matrix.
Considering all the above equations, the patch equilibrium is expressed as:

$$
\begin{gather*}
K_{r r}^{s} U_{r}^{s}+K_{r c}^{s} B_{c}^{s} u_{c}=f_{r}^{s}-B_{r}^{s T} \lambda  \tag{4.10a}\\
\sum_{s=1}^{N_{s}} B_{c}^{s T} K_{r c}^{s T} u_{r}^{s}+\sum_{s=1}^{N_{s}} B_{c}^{s T} K_{c c}^{s} u_{c}=\sum_{s=1}^{N_{s}} B_{c}^{s T} f_{b c}^{s}=f_{c} \tag{4.10b}
\end{gather*}
$$

with $\lambda$ being the traction forces between each Patch.
From the above relations, it follows that

$$
\begin{equation*}
u_{r}^{s}=K_{r r}^{s-1}\left(f_{r}^{s}-B_{r}^{s T} \lambda-K_{r c}^{s} B_{c}^{s} u_{c}\right) \tag{4.11}
\end{equation*}
$$

which, when substituted to eq. 5.23, the following system of equations arises

$$
\left[\begin{array}{cc}
F_{I_{r r}} & F_{I_{r c}}  \tag{4.12}\\
F_{I_{r c}}{ }^{T} & -K_{c c}^{*}
\end{array}\right]\left[\begin{array}{c}
\lambda \\
u_{c}
\end{array}\right]=\left[\begin{array}{c}
d_{r} \\
f_{c}^{*}
\end{array}\right]
$$

where:

$$
\begin{gather*}
F_{I_{r r}}=\sum_{i=1}^{N_{s}} B_{r}^{s} K_{r r}^{s-1} B_{r}^{s T}  \tag{4.13a}\\
F_{I_{r c}}=\sum_{i=1}^{N_{s}} B_{r}^{s} K_{r r}^{s-1} K_{r c}^{s} B_{c}^{s}  \tag{4.13b}\\
K_{c c}=\sum_{i=1}^{N_{s}} B_{c}^{s T} K_{c c}^{s} B_{c}^{s}  \tag{4.13c}\\
K_{c c}^{*}=K_{c c}-\sum_{i=1}^{N_{s}}\left(K_{r c}^{s} B_{c}^{s}\right)^{T} K_{r r}^{s-1}\left(K_{r c}^{s} B_{c}^{s}\right)  \tag{4.13d}\\
d_{r}=\sum_{i=1}^{N_{s}} B_{r}^{s} K_{r r}^{s-1} f_{r}^{s}  \tag{4.13e}\\
f_{c}^{*}=f_{c}-\sum_{i=1}^{N_{s}}\left(K_{r c}^{s} B_{c}^{s}\right)^{T} K_{r r}^{s-1} f_{r}^{s} \tag{4.13f}
\end{gather*}
$$

By eliminating $u_{c}$ from the baove equations, the following interface problem needs to be solved:

$$
\begin{equation*}
\left(F_{I_{r r}}+F_{I_{r c}} K_{c c}^{*-1} F_{I_{r c}}^{T}\right) \lambda=d_{r}-F_{I_{r c}} K_{c c}^{*-1} f_{c}^{*} \tag{4.14}
\end{equation*}
$$

The solution of eq.5.30 is usually performed with an iterative solution algorithm and for the case of structural mechanics where positive definite matrices occur, the PCG algorithm is used.

### 4.2.2 Handling the interface problem: Multi-patch (IETI-P) and Overlapping IETI (IETI-O)

As described in the previous section, the boundary between the patches of an IGA model describes the interface problem of IETI, with each patch defining a subdomain. Usually, these patches occur in IGA when designing the model and are introduced in order to accurately describe the geometrical characteristics of the model. However, such patches can also be introduced by the designer, in an arbitrary fashion, without disrupting the aforementioned geometrical characteristics. In this work, a multi-patch IETI variant called IETI-P, is considered where the model to be solved is altered with the introduction of additional patches that serve the purpose of defining IETI subdomains. Such introduction can have a positive impact on the IETI's mesh dependent load balancing and scalability, at the expense of introducing more dof.

An alternative approach for the definition of subdomains it the IETI-O variant by applying the overlapping approach as first described in [130], for the case of element-free Galerkin simulation methods, and later in [27, 57] for the BDDC where the resulting interface is referred to as "fat interface". Specifically, a physical domain subdivision is performed along Control Points instead of relying to the existing patches. Due to the continuity characteristics of the shape functions, the interface problem (Figure 4.1b) in case of two overlapping subdomains is larger when compared to the interface problem of two patchesin IETI (Figure 4.1a). However, as in the case of IETI-P, this consideration alleviates the problem of path dependency encountered in IETI. The difference of overlapping terms of the stiffness matrix is visualized in Figure 4.1 for a 2D domain. The gray area depicts the elements associated to the interface dofs.

Both IETI-O and IETI-P share the same characteristics, pertaining to their mathe-
matical properties as well as their numerical and parallel scalability, with IETI [106]. This stems from the fact that these IETI variants differ only, either in the magnitude of the interface problem or in the way the domain is divided into subdomains. properties and characteristics of IETI have been throughly investigated in [106, 27, 57, 69, 102, 77].


Figure 4.1: Global stiffness matrix graphs of a 2 D domain for $\mathrm{p}=2$ and the interface of two subdomains.

### 4.3 PCG-IETI-N

Despite its favorite features, IETI has some drawbacks that decrease its efficiency, with the most important one being the dependency between partitioning and structure geometry. Specifically, IETI relies on patches already present in the model to define the subdomains of the structure, making partitioning geometry-dependent and thus severely impairing both load balancing and scalability, especially in fine grain high-performance computing environments. The proposed alternative versions of IETI-P and IETI-O overcome the problem of patch dependency, by either introducing new patches or be extending the interface problem. This comes at the expense of increasing the overlapping domains, since a multitude of new Control points are introduced, and the resulting interface problem can become prohibitively large as shape function continuity increases.

In order to alleviate the aforementioned mesh dependency of partitioning without the associated drawbacks, a solution methodology for structural mechanics problems is proposed thta combines the advantages of both PCG [154] and DDM. In addition to the original model with stiffness matrix K , the proposed algorithm introduces another model with stiffness matrix $K_{p}$, referred to as the "non-overlapping model". The procedure for building $K_{p}$ will be described in the next section. The non-overlapping model has identical properties and geometry to the original model, but its shape functions have been truncated at the boundaries of the subdomains. These discontinuities result in non-overlapping subdomains, but at the same time reduce the accuracy of the original model.

Matrices K and $K_{p}$ have the same size and due to their similarity, they are connected with the following relation:

$$
\begin{equation*}
K=K_{p}+\Delta K \tag{4.15}
\end{equation*}
$$

where $\Delta K$ is a sparse matrix with the size of K and $K_{p}$, with terms only near the interface where continuity has been reduced. By substituting eq. 4.15 to eq. 4.1, the linear system at hand can be written as:

$$
\begin{equation*}
\left(K_{p}+\Delta K\right) u=f \tag{4.16}
\end{equation*}
$$

Following the rationale of incomplete Cholesky preconditionings[73], $\Delta K$ can be considered as the error matrix E contributing to the small terms in the lower triangular matrix produced by the Cholesky factorization, which can be ignored of they do not satisfy a specified magnitude criterion. In the proposed method, the preconditioning matrix $K_{\text {prec }}$ of the iterative method used (i.e.:the PCG method[154] in this work) becomes the stiffness matrix $K_{p}$ of the non-overlapping model. This means that for each iteration, a linear system involving the non-overlapping model needs to be solved, in order to evaluate the preconditioned residual vector $z_{j+1}=K_{\text {prec }}{ }^{-1} r_{j+1}$.

The solution of the equation, $K u=f$, where the evaluation of the preconditioned residual at each iteration is performed with IETI, with $K_{\text {prec }}=K_{p}$, constitutes the PCG-IETI non-overlapping (PCG-IETI-N) method. In particular, the residual vector $r_{j+1}$, becomes the load vector ofr IETI which is split into $N_{s}$ parts, with $N_{s}$ being the number of non-overlapping subdomains. The load vector of each subdomain is equal to

$$
\begin{equation*}
L^{s} r_{j+1}=f^{s} \tag{4.17}
\end{equation*}
$$

with $L^{s}$ being an unsigned Boolean matrix. By partitioning the non-overlapping subdomain quantities as follows

$$
\begin{gather*}
K^{s}=\left[\begin{array}{cc}
K_{p_{r r}}^{s} & K_{p_{r c}}^{s} \\
K_{p_{r c}}^{s}{ }_{T} & K_{p_{c c}}^{s}
\end{array}\right]  \tag{4.18a}\\
u^{s}=\left[\begin{array}{c}
u_{r}^{s} \\
u_{b_{c}}^{s}
\end{array}\right]  \tag{4.18b}\\
f^{s}=\left[\begin{array}{l}
f_{r}^{s} \\
f_{b_{c}}^{s}
\end{array}\right] \tag{4.18c}
\end{gather*}
$$

the problem of eq. 5.30 is solved with respect to $\lambda$. Following the computation of $\lambda$, vector $u_{c}$ is evaluated from the second eq.5.26 as follows:

$$
\begin{equation*}
u_{c}=K_{c c}^{*-1}\left(F_{I_{r c}}{ }^{T} \lambda-f_{c}^{*}\right) \tag{4.19}
\end{equation*}
$$

Then, vector $z_{j+1}$ is computed for each subdomain as:

$$
\begin{equation*}
z_{j+1}^{s}=K_{p_{r r}}^{s}-1\left(f_{r}^{s}-B_{r}^{s T}\right) \lambda-K_{p_{r c}}^{s} B_{c}^{s} u_{c} \tag{4.20}
\end{equation*}
$$

and global vector $z_{j+1}$, by

$$
\begin{equation*}
z_{j+1}=\sum_{s=1}^{N_{s}} W^{s} L^{s} z_{j+1}^{s} \tag{4.21}
\end{equation*}
$$

where $W^{s}$ being a scaling diagonal subdomain matrix that accounts for eventual subdomain heterogeneities [152].

The repeated solutions required for the evaluation of the preconditioned residual vector $z_{j+1}$ are treated as problems with multiple right-hand sides, as described in [77, 172, 73, 41], further enhancing the convergence properties of PCG-IETI-N.

### 4.4 Building the non-OVERLAPPING Stiffness matrix

In order to further explain the process of constructing the non-overlapping model and its stiffness matrix, a brief overview of Gauss integration and shape function evaluation, as performed in IGA, is provided in the following subsections. Advanced quadrature techniques for IGA are presented in $[16,12,6,123,38,132,94,67]$.

### 4.4.1 GaUSS INTEGRATION

According to [93], in order to accurately integrate a piecewise polynomial of degree $\mathrm{p}, \frac{p+1}{1}$ and $\frac{p+2}{2}$, Gauss Points are required for odd and even degrees, respectively. Numerical integration is performed for the evaluation of the stiffness matrix [176], which is an integral of the form

$$
\begin{equation*}
K=\int_{\Omega} B^{T} E B d \Omega \tag{4.22}
\end{equation*}
$$

with E being the constitutive matrix and B the deformation matrix which is evaluated from the derivatives of the shape functions. In the one-dimensional case and for polynomial degree $p$ of the shape functions, the differentiation produces a ( $\mathrm{p}-1$ ) degree polynomial. As a result, the stiffness matrix of eq.4.22 is a polynomial of maximum degree $(p-1)+(p-1)=2 p-2$ which is an even number. The minimum number of Gauss Points for integrating an even degree polynomials is equal to:

$$
\begin{equation*}
\frac{(2 p-2)+2}{2}=\frac{2 p}{2}=p \tag{4.23}
\end{equation*}
$$

In an analogous fashion, the minimum number of Gauss Points can be derived for 2D and 3D cases. The maximum polynomial degree, needed to accurately compute the shape function partial derivatives used in the deformation matrix, is p. eq.4.22 is a polynomial of maximum degree 2 p which is an even number and the minimum number of integration points are computed as:

$$
\begin{equation*}
\frac{2 p+2}{2}=p+1 \tag{4.24}
\end{equation*}
$$

Figure 4.2a illustrates an example of a 2D domain, modeled with biquadratic shape functions. According to the above discussion, the minimum number of integration points are $(p+1)=3$ for both parametric directions.

It is also important to notice another property that stems from the definition of BSpline shape functions; according to [143], each control point is associated to one shape function and their support is equal to $(\mathrm{p}+1)$ knot spans. This property is illustrated in Figure 4.2 b where the affected area of the indicated control point is shown shaded, while the connectivity of the control point is indicated in Figure 4.2c. Furthermore, each knot span contains $(p+1)$ non-zero shape functions of degree $p$. In two dimensions, each element that is created from tensor product knot spans, contains $(p+1) \times(q+1)$ shape functions for polynomials degrees p and q that affect an element. Following the same rationale, in three dimensions, $(p+1) \times(q+1) \times(r+1)$ shape functions for polynomials degrees $\mathrm{p}, \mathrm{q}$ and r affect and element. Inductively, since each Gauss Point belongs to an element, its numerical value is affected by the control points associated with this particular element, as illustrated in Figure 4.3.

(a) The parametric space of a 2D domain: Circles indicate control points, squares indicate knots and $x$-symbols indicate integration points

(b) Control point - shape function support

(c) Element - control point connectivity

Figure 4.2: A 2D domain modeled with $6 \times 10$ control points and biquadratic shape functions $(p=2)$..

### 4.4.2 Shape function truncation

Following the presentation of the control point support, a shape function support truncation process will be described. For this purpose, an implementation that truncates the support of shape function along predefined boundaries in the parameter space will be examined.

Let $\Omega$ be a one-dimensional NURBS patch, which is required to be split at a certain position $\xi_{t}$ of parametric axis $\Xi$. This procedure will remodel that initial domain into two subdomains, namely $\Omega_{s_{1}}$ and $\Omega_{s_{2}}$. Each subdomain contains a set of shape functions $R_{s_{1}}$ and $R_{s_{2}}$ for which:


Figure 4.3: 2D domain for $\mathrm{p}=\mathrm{q}=2$. N control points $(\mathrm{p}+1) \times(\mathrm{q}+1)=9$ have non-zero influence to the circled Gauss point.

To these sets of functions, a truncation function $T\left(\xi_{t}\right)$ will be applied which will modify them by reducing the subdomain common support to a single shape function. Since the application of the truncation function will eliminate the contribution of the shape function sets beyond position $\xi_{t}$, the truncation functions is chosen to be expressed with the aid of the Heaviside function, which is defined as follows:

$$
H(\xi)= \begin{cases}0, & \text { for } \xi<0  \tag{4.26}\\ 1, & \text { for } \xi \geq 0\end{cases}
$$

As a result, each of the subdomains' shape function sets $R_{s_{1}}, R_{s_{2}}$ are truncated as follows:

$$
\begin{gather*}
R_{s_{1}}^{*}=R_{s_{1}}\left[1-H\left(\xi-\xi_{t}\right)\right]=R_{s_{1}} T_{L}\left(\xi_{t}\right)  \tag{4.27a}\\
R_{s_{2}}^{*}=R_{s_{2}} H\left(\xi-\xi_{t}\right)=R_{s_{2}} T_{R}\left(\xi_{t}\right) \tag{4.27b}
\end{gather*}
$$

An immediate outcome of the above is that, for the subdivision of the initial domain into a multitude of subdomains, each intermediary subdomain can be described as follows:

$$
\begin{equation*}
R_{s i}^{*}=R_{s i} T_{L}\left(\xi_{t}^{a}\right) T_{R}\left(\xi_{t}^{b}\right) \tag{4.28}
\end{equation*}
$$

with $\xi_{t}^{a}, \xi_{t}^{b}$ being the equivalent truncation positions. Since $T_{L}(0)$ and $T_{R}(1)$ do not affect the contribution of the shape functions, eq. 4.28 can be generalized for the description of the first and last subdomains with knot value vector equal to $\Xi=\left[\xi_{1}=\right.$ $\left.0, \ldots, \xi_{n+p+1}=1\right]$. Moreover, eq. 4.28 can be expanded for more dimensions with the introduction of similar functions for each of the corresponding parametric directions.

In order to examine the properties of shape functions, both even and odd polynomials degrees are examined for the 2D domain of Figure 4.4a. The subdivision of the domain into two subdomains by the knot line as indicated in Figure 4.4a is considered for $\mathrm{p}=3$, the penetration of the shape functions of the left subdomain to the right one and vice-verca are depicted in Figure 4.4b and 4.4c. The graph of the non-zero tems of its stiffness matrix is demonstrated in Figure 4.5a, while Figure 4.5b depicts the shared dof between the two subdomains before the truncation of the $\mathrm{p}=3$ shape functions.

The parameterization with $p=3$ corresponds to $6 \times 11$ control points. Figure 4.6 shows the domains of influence of the truncated shape functions for the two subdomains of the 2D domain example. The expansion of the shape functions is spatially limited to the knot line, leaving the area beyond the knot line unaffected. Since, for the case of odd polynomial degrees, the control points lie on knot lines where truncation is performed, this results in shared dof between the subdomains, thus retaining the minimum continuity of the domain after the shape function truncation.

For the biqubic polynomial degree case the global stiffness matrix shown in 4.5a, is transformed to the graph of Figure 4.7.

(c) Domains of influence for shape functions of second subdomain.

Figure 4.4: 2D domain with bicubic shape functions subdivided into two subdomains by the red dash line. Shape functions depicted are identical across the dashed line due to tensor product property of NURBS.

For the case of even polynomial degrees, the control points lie on the center of elements, as shown in Figure 4.8 for $\mathrm{p}=2$, and the truncated shape functions terminate at the boundary knot line. For this case, the sparsity patterns of the full continuity and reduced continuity stiffness matrices are depicted in Figure 4.9. It can be seen in Figure 4.9b that the two subdomains do not interact since there are no common control points at the boundary knot line.


Figure 4.5: Stiffness matrix of the 2D domain of Figure 4.4.

In order to alleviate this shortcoming, the subdomain boundaries are defined by control point lines, and not by knot point lines, as shown in Figure 4.12. Thus, choosing a control point line as the boundary between two subdomains, the compatibility along the new boundary is restored as shown in Figure 4.10. For an one-dimensional with knot value vector equal to $\Xi=\left[\xi_{0}, \xi_{1}, \ldots, \xi_{n+p+1}\right]$, the Greville absissae as described in [161] can be used for the evaluation of the parametric position of the control points which also serve as the possible positions for domain subdivision. Specifically, the parametric coordinates are given by:

$$
\begin{equation*}
\xi_{i}=\frac{\sum_{k=1}^{p} \xi_{i+k}}{p} \tag{4.29}
\end{equation*}
$$



Figure 4.6: Truncated shape functions along the subdomain boundary knot line for bicubic polynomial degree. Knots coincide with controls points on the element vertices.

### 4.4.3 Benchmark test

In order to evaluate the numerical scalability of the PCG-IETI-N method, two benchmark examples are considered. The first one relates to the numerical scalability of the method, examining the number of iterations related to both the mesh size and the subdomain size, considering a cubic mesh with continuity $\mathrm{p}=3$. The initial guess of the method is the zero vector and iteration count is considered for convergence with tolerance $10^{-6}$. The number of iterations required for each case are depicted in Table 4.1.

The second relates to how numerical scalability is influenced by the continuity parameter p in terms of iterations needed for convergence, a parametric study of a 3D cantilever with dof in the range of 3 K was considered with shape function polynomial


Figure 4.7: Stiffness matrix graph of 2D domain for $\mathrm{p}=3$ with artificially reduced continuity.
degrees ranging from $\mathrm{p}=2$ to $\mathrm{p}=5$, subdivided into 4 and 16 subdomains. As in the previous test, the initial guess of the method is the zero vector and iteration count is considered for convergence with tolerance $10^{-6}$. The number of iterations required and respective condition numbers are depicted in Tables 4.2, 4.3.


Figure 4.8: Truncated shape functions along a knot line for $\mathrm{p}=2$.


Figure 4.9: Stiffness matrix graphs of a 2D domain for $\mathrm{p}=2$.

| N | $1 / \mathrm{h}=8$ | $1 / \mathrm{h}=16$ | $1 / \mathrm{h}=32$ |
| :---: | :---: | :---: | :---: |
| $2 \times 2$ | 10 | 11 | 13 |
| $4 \times 4$ | 11 | 11 | 15 |
| $8 \times 8$ | - | 13 | 17 |
| $4 \times 4$ | - | - | 17 |

Table 4.1: Iteration metrics considering mesh ( $1 / \mathrm{h}$ ) and subdomain size ( N ) for a cubic sample for $\mathrm{p}=3$

| p | Unpreconditioned <br> System |  | Diagonal | Cholesky |  |  |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- |
|  | k 2 | It. | k 2 | It. | k 2 | It. |
| 2 | 19221 | 207 | 22632 | 192 | 3902 | 35 |
| 3 | 25223 | 234 | 35824 | 188 | 2318 | 25 |
| 4 | 33449 | 271 | 55348 | 191 | 2548 | 21 |
| 5 | 42722 | 399 | 77509 | 234 | 2081 | 18 |

Table 4.2: Iteration and condition number metrics for the case of various PCG preconditioners with p ranging from 2 to 5 for the 3D cantilever example.

The results show a similar behavior of both the condition number and iterations with IETI [27, 43]. This is an indication that the process described has a minor effect on the numerical scalability of the DDM used which for this case is IETI.

The PCG method was also used for the solution of the 3D contilever example for $\mathrm{p}=2$ and $\mathrm{p}=3$ in the range of 10 K dof, using the PCG-D and PCG-IC methods which correspond to the diagonal and the incomplete Cholesky factorization preconditioners. The incomplete Cholesky preconditioner by position is implemented with $K=\tilde{L} \tilde{L}^{T}+E$, in which the sparsity pattern of the lower triangular part of K is retained in $\tilde{L}$ [32]. The iteration required for convergence are shown in Table 4.4 and the convergence history in Figure 4.11.

In both cases, PCG-IETI-N required less iterations than the incomplete Cholesky preconditioner, which is considered a strong precondioner for the examined test case, with the addittional advantage of being amenable to parallelization. In the following section, a set of large IGA models are used for further investigating the performance of the methods discussed.


Figure 4.10: Stiffness matrix graph for truncated shape functions along the boundary of the control point line for $p=2$.


Figure 4.11: Convergence history of 3D cantilever for various quadratic and cubic polynomial degrees.

| p | 4 Subdomains <br> Non-Overlapping |  | 16 Subdomains <br> Non-Overlapping |  |
| :---: | :--- | :--- | :--- | :---: |
|  | k2 | It. | k2 | It. |
| 2 | 2011 | 14 | 5756 | 15 |
| 3 | 263 | 10 | 804 | 11 |
| 4 | 3204 | 24 | 8615 | 27 |
| 5 | 4124 | 19 | 7717 | 21 |

Table 4.3: Iteration and condition number metrics for the case of 4 and 16 subdomains with $p$ ranging from 2 to 5 for the 3D cantilever example.

|  | $\mathrm{p}=2$ | $\mathrm{p}=3$ |
| :--- | ---: | ---: |
| PCG-D | 123 | 255 |
| PCG-IC | 39 | 29 |
| PCG-IETI-N | 21 | 18 |

Table 4.4: Iteration metrics PCG-D, PCG-IC and PCG-IETI-N methods for the 3D cantilever
example.

### 4.5 Numerical tests

In this section two numerical examples have been chosen to demonstrate the performance of the methods in three dimensional elasticity problems using the in house open-source code MSolve developed in the framework of ERC grant Master [MSo].

Model range from 100 K to 1000 K dof, enabling the assesment of the methods in a large-scale context. The influence of the number of subdomains on the performance of the methods is also considered by performing a parametric study in the range of 9 to 4800 subdomains for the numerical examples considered. For the case of PCG-IETI-N, these subdomains are defined by constructing a non-overlapping model with truncated shape functions as described in the presious section. For the case of IETI, both IETI-P and IETI-O are considered. The computing platform is an Intel Core i7 X980 with 6 cores.

### 4.5.1 Crossed beams example

The first model is a crossed beams model comprised of approximately 100 K dofs and is depicted in Figure 4.13

All control points of the bottom and left faces of the crossed beams are clamped

(a) Control Point line (green dotted line) - Knot line (red dashed line).

(b) Subdomain subdivisioning at a control point line

Figure 4.12: Truncated shape functions along a control point for $\mathrm{p}=2$.
constraining the base displacements. Loads of magnitude 100 KN , are applied to interpolatory control points of the two edges as illustrated in the figure. The material used for the linear elastic analysis has a Young's modulus E of $10^{5} \mathrm{KPa}$ and Poisson's ration of 0.3 .

Tables 4.5, 4.6 give the convergence behavior of the methods with respect to the number of iterations, the size of the subdomains and the equivalent interface problem. For the case of PCG-IETI-N, both preconditioning step iterations and the global iterations are depicted.

The computing time measured in seconds is provided in Table 4.7 for both sequential and parallel execution, where for the latter, all 6 cores were utilized. As for the case of the pipe model, the PCG-IETI-N outperforms all other methods considered in terms of


Figure 4.13: Crossed beams with 32.175 control points.
execution time in both sequential and parallel execution modes.
Figure 4.14 demonstrates the parallel execution time for all methods where there is an optimal combination of the size of the local problems and the size of the interface problem. It can be observed, however, that the performance of the PCG-IETI-N is less dependent on the number of subdomains.

| Subdomains |  | IETI-P |  | IETI-O |  |
| :--- | ---: | :--- | ---: | :--- | ---: |
| Number | Size(dof) | Iter | Interface(dof) | Iter. | Interface(dof) |
| $9=9 \times 1 \times 1$ | 11925 | 14 | 5220 | 15 | 20620 |
| $36=18 \times 2 \times 1$ | 4185 | 15 | 19665 | 17 | 42345 |
| $104=26 \times 2 \times 2$ | 1963 | 18 | 37323 | 20 | 63549 |

Table 4.5: Iterations subdomain metrics of IETI-P and IETI-O methods for the crossed beams model.

### 4.5.2 Pipe example

In order to assess the performance of the methods in a a larger-scale context, a second model is considered as shown in Figure 4.15


Figure 4.14: Performance of the various IETI methods in terms of parallel execution time for the crossed beams model.

| Subdomains | PCG-IETI-N |  |  |  |
| :--- | ---: | :--- | ---: | :--- |
| Number | Size(dof) | Iter | Prec. iter. | Interface(dof) |
| $9=9 \times 1 \times 1$ | 11925 | 14 | 10 | 7920 |
| $36=18 \times 2 \times 1$ | 4185 | 17 | 12 | 30240 |
| $104=26 \times 2 \times 2$ | 1963 | 20 | 14 | 47190 |

Table 4.6: Iterations subdomain metrics of the PCG-IETI-N method for the crossed beams model.

The pipe model was created with three dimensional NURBS using the NURBS Toolbox [M] and consist of 57 control points per parametric axis $\xi$ that creates the circumference of the circle, 9 per parametric axis $\eta$ that creates the radius of the annulus and 306 per parametric axis $\zeta$ that gives height to the pipe. The degree of NURBS shape functions is considered to be consistent in all parametric directions and is equal to $\mathrm{p}=2$. The base of the pipe is clamped by constraining the displacements of the corresponding control points. Concentrated loads are at the control points, interpolatory to the geometry on the top of the pipe with magnitude of 100 KN , introducing both bending and torsional strain to the structure. The material used for the linear elastic analysis is identical with the previous model and has a Young's Modulus E of $10^{5} \mathrm{KPa}$ and Poisson's ratio 0.3.

Tables 4.8, 4.9 give the performance of the solution methods considered for the pipe model of approximately 500 K dof in terms of number of iterations, equivalent subdomain

| Subdomains | IETI-P |  | IETI-O |  | PCG-IETI-N |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | Time | Time | Time | Time | Time | Time |
|  | seq. | par. | seq. | par. | seq. | par. |
| 9 | 5.677 | 1.061 | 5.297 | 1.019 | 4.072 | 0.754 |
| 36 | 4.989 | 0.891 | 5.625 | 0.996 | 3.883 | 0.705 |
| 104 | 7.729 | 1.445 | 6.14 | 1.181 | 4.137 | 0.766 |

Table 4.7: Performance metrics of the various IETI methods for the crossed beam model.
size and interface problem. For the case of PCG-IETI-N, the preconditioned iterations are also displayed which correspond to the toal number of iterations needed for the estimation of the preconditioned residual.

| Subdomains |  | IETI-P |  | IETI-O |  |
| :--- | ---: | :--- | ---: | :--- | ---: |
| Number | Size(dof) | Iter | Interface(dof) | Iter. | Interface(dof) |
| $100=25 \times 4 \times 1$ | 5670 | 15 | 61399 | 16 | 88939 |
| $100=25 \times 4 \times 1$ | 847 | 16 | 244135 | 17 | 306211 |
| $2400=75 \times 16 \times 2$ | 519 | 18 | 338004 | 19 | 368875 |

Table 4.8: Iterations subdomain metrics of IETI-P and IETI-O methods for the crossed beams model.

| Subdomains | PCG-IETI-N |  |  |  |
| :--- | ---: | :--- | ---: | :--- |
| Number | Size(dof) | Iter | Prec. iter. | Interface(dof) |
| $100=25 \times 4 \times 1$ | 5670 | 15 | 10 | 67069 |
| $100=25 \times 4 \times 1$ | 847 | 17 | 10 | 195751 |
| $2400=75 \times 16 \times 2$ | 519 | 20 | 12 | 244183 |

Table 4.9: Iterations subdomain metrics of the PCG-IETI-N method for the crossed beams model.

Table 4.10 presents the performance of the method in terms of the required computing time in sequential as well as in parallel computing environments. It is evident by this table that the PCG-IETI-N outperforms all other methods considered in terms of execution time in both sequential and parallel implementations. Execution time is measured in seconds, for both sequential and parallel execution, where for the latter, all 6 cores were utilized. Moreover, while the numerical scalability of PCG-IETI-N is in line with the numerical scalability of the other two methods, it outperforms them in terms of parallel scalabilty. Figure 4.16 depicts the parallel execution time for all methods.


Figure 4.15: Pipe cylinder with coarse discretization.

The curves depict the usual behavior of wall clock time when dealing with DDM, where there is an optimal balance between the size of the local problems and the size of the interface problem.

| Subdomains | IETI-P |  | IETI-O |  | PCG-IETI-N |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | Time | Time | Time | Time | Time | Time |
|  | seq. | par. | seq. | par. | seq. | par. |
| 100 | 37.25 | 6.77 | 36.91 | 6.71 | 26.84 | 4.97 |
| 1200 | 34.92 | 6.24 | 34.65 | 6.42 | 21.23 | 3.93 |
| 2400 | 50.71 | 9.48 | 35.94 | 6.78 | 23.27 | 4.22 |

Table 4.10: Performance metrics of the various IETI methods for the pipe model of 500 K dof.

The execution time of the various IETI methods on a paralle environment, with respect to the number of subdomains, are graphically represented in Figure 4.16. It is worth noting that there is a significant increase in execution time of IETI-P and to a lesser extends to IETI-O with respect to the number of subdomains. This is attributed in both cases to larger interface problem to be solved by the IETI algorithm.


Figure 4.16: Parallel performance of the various IETI methods in terms of the number of subdomains for the pipe model.

To evaluate further the numerical scalability properties of the proposed solution schemes for even larger models, a finer discretization of the previous model is performed, reaching a total 1 M dof and 4800 subdomains. Table 4.11 provides a comparison between the computational times of the previous model for the cases of 500 K and 1 M dof, considering the maximum number of subdomains for each case.


Figure 4.17: Computational improvement of PCG-IETI-N with respect to IETI-O and IETI-P for different model sizes.

| Size(dof) | Subdomains IETI-P |  | IETI-O |  |  | PCG-IETI-N |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | Time | Time | Time | Time | Time | Time |
|  |  | seq. | par. | seq. | par. | seq. | par. |
| 500 K | 2400 | 50.71 | 9.48 | 35.94 | 6.78 | 23.27 | 4.22 |
| 1 M | 4800 | 116.01 | 21.82 | 84.52 | 16.51 | 49.48 | 9.06 |

Table 4.11: Performance metrics of the various IETI methods for 500 K and 1 M pipe models.

Figure 4.17 presents a graphical representation of the speedup ratios of the numerical results for the PCG-IETI-N compared to the IETI-P and IETI-O respectively. The ascending trend in the computational efficiency of the PCG-IETI-N when compared to IETI-P and IETI-O becomes more evident in thsi figure. As the models get larger in scale the computational predominance of the proposed solution scheme becomes more pronounced, providing a speedup of more than 2.3 x and 1.7 x , compared to IETI-P and IETI-O, respectively.

## 5

# Domain Decomposition Solution Schemes for Isogeometric Collocation Methods 

### 5.1 Introduction

This Chapter focuses on the development of a family of solution algorithms for the purposes of isogeometric collocation methods, that exploit the advantages of an iterative solution scheme, name the GMRES coupled with domain decomposition methods. By introducing an appropriate decomposition of the NURBS overlapping nature, nonoverlapping decomposition of the initial domain is performed, that allows the utilization of established DDM methods. Both primal and dual alternatives are examined for the preconditioner of GMRES method, with P-FETI-DP being the most suitable one to serve as a robust and scalable preconditioner.

### 5.2 ISOGEOMETRIC METHODS

### 5.2.1 Galerkin vs Collocation

The analysis of linear elasticity PDEs with the isogeometric Galerkin method has been proven to provide results with significantly increased accuracy per degree of freedom
compared to its FEM counterparts. This is mainly attributed to the increased continuity of the shape functions, that consequently lead to minimized errors and increased smoothness of second order characteristics such as stresses and strains. Unfortunately, this comes at an increased cost for the assembly of the resulting matrices. As a result, a number of studies has been conducted for implementation of alternative more efficient integration schemes, such as the isogeometric collocation method [19, 13]. A comparison between isogeometric Galerkin and collocation methods was conducted in [161] where collocation was proven to be significantly more efficient than the corresponding Galerkin implementation in terms of the computation of the resulting stiffness matrix.

Specifically, for each collocation point, the cost of its contribution to the stiffness matrix is of magnitude $O\left(p^{d}\right)$, where p is the polynomial degree and d the dimensionality of the problem. This cost is mainly attributed to the requirement for evaluation of shape functions second derivatives at each collocation integration point, due to the increased continuity requirements of the collocation discretizations. On the contrary, Galerkin method requires $O\left(p^{2 d}\right)$ computational effort for the stiffness contribution at each Gauss integration point. Apart from the reduced cost per collocation point, collocation method requires the evaluation of only a single collocation point per shape function, while fully integrated isogeometric Galerkin methods require $(p+1)^{d}$ Gauss point evaluations per isogeometric element, thus dramatically increasing the stiffness matrix computation cost.

An example of the number of Gauss and collocation points needed for the computation of the stiffness matrix, in each case respectively, is illustrated in Figure 5.1. Namely, for the bicubic domain depicted in Fig. 5.1a of the IGA Galerkin method, a multitude of 16 Gauss Points per isogeometric element are needed leading to a total of 64 Gauss Points for all four isogeometric elements. On the contrary, the same domain discretized with the isogeometric collocation method (Fig. 5.1b) requires only 25 collocation integration points, thus significantly reducing the computational burden for the assembly. However, the accuracy deficit of the isogeometric collocation method can be more than two orders of magnitude, for a minimum polynomial degree $\mathrm{p}=3$ and grows more profound as the polynomial degree rises.

Despite this markedly advantage of collocation over Galerkin IGA methods, they have shortcomings that need to be addressed. In order for the collocation methods to match the accuracy of the Galerkin methods, they have to resort to excessively refined meshes or to higher polynomial degrees that exponentially the number of dof, thus leading to larger non-symmetric matrices. Furthermore, the condition number of the collocation
stiffness matrices grows rapidly in case of mesh refinement or polynomial degree elevation [25]. A comparison of the resulting stiffness matrices for Galerkin and collocation for a square domain for the same accuracy is depicted in Figure 5.2. In case of Galerkin, the domain is discretized with 13 control points per parametric axis. In order to attain the same level of accuracy, the domain must be discretized with $63 \times 63$ control points in case of collocation discretization. This leads to 338 dof in the Galerkin case and 7938 dof in the collocation case, indicating the increased computational effort required for the solution of the equivalent collocation systems. This deficiency makes imperative the introduction of efficient and robust solution techniques for addressing the problem of solving isogeometric non-symmetric linear systems associated with the collocation methods.


Figure 5.1: Integration points needed for the computation of the stiffness matrix of $2 \times 2$ isogeometric Galerkin and collocation discretizations.


Figure 5.2: Stiffness matrix sparsity patterns for isogeometric Galerkin and collocation discretizations for accuracy $10^{-2}$.

### 5.3 Existing solution techniques

The non-symmetric nature of the resulting matrices with high condition numbers, creates the need for efficient computational methods to address the solution of complex and large-scale problems. The resulting linear systems of isogeometric collocation, described in the previous section, can be represented in a matrix form as

$$
\begin{equation*}
\mathbf{K} \cdot \mathbf{u}=\mathbf{F} \tag{5.1}
\end{equation*}
$$

where $\mathbf{K}$ is the stiffness matrix, $\mathbf{F}$ is the external load vector and $\mathbf{u}$ the displacement vector. The computational effort needed for the solution of eq. (5.1), depends highly on the size, the ellipticity and the sparsity pattern of the stiffness matrix. Specifically,the number of non-zero entries per row, for a vector field with $k$ unknown quantities per node, are $O\left(k \cdot p^{d}\right)$ [161], for both isogeometric collocation and finite elements, while for
isogeometric Galerkin is $O\left((k \cdot 2 p)^{d}\right)$, where $p$ is the shape function polynomial degree and $d$ the dimensionality of the problem. In case of IGA, the CAD shape functions utilized for the exact geometrical representation of the geometry, leads to a reduced sparsity patterns due to their increased interelement continuity, while high polynomial degrees increase the expected bandwidth of the matrices. All the above, in conjunction to the non-symmetric nature of matrices, lead to a computationally demanding solution procedure.

This deficit of isogeometric collocation, significantly hinders its capability to address complex large-scale problems, unless efficient solution techniques capable of alleviating the solution computational cost are proposed. In this context, multi-frontal parallel direct solver was proposed in [116], for the solution of one-dimensional nanolithography collocation problem. Optimal multilevel preconditioners for isogeometric collocation methods were introduced in [48], where a Bramble-Pasciak-Xu and multigrid V-cycle accelerated GMRES is proposed for the solution of collocation resulted systems of equations. The use of the overlapping Schwarz preconditioners in [25] is the first attempts to introduce domain decomposition methods in isogeometric collocation. It is based on an algebraic decomposition of the stiffness matrix $\mathbf{K}$ into subdomain matrices that share multiple rows of control points per parametric direction. At the same time, a coarse problem is introduced based on an p-th degree interpolation, where p is the polynomial degree of the shape functions corresponding to selected collocation points of the domain.

### 5.3.1 Direct Solvers

The most widely applied methods for the solution of non-symmetric problems are direct solvers. They are based on a factorization of the stiffness matrix, with the most common factorization methods being the LU factorization [145].

$$
\begin{equation*}
\mathbf{K}=\mathbf{L} \cdot \mathbf{U} \tag{5.2}
\end{equation*}
$$

where $\mathbf{L}$ and $\mathbf{U}$ are a lower and an upper triangular matrix. After factorization of the stiffness matrix, the solution is obtained with a forward and backward substitution with the aid of $\mathbf{L}$ and $\mathbf{U}$ matrices, with minimal cost. This renders LU factorization ideal in case of problems with multiple right hands sides, yet factorization cost and memory requirements of the method are its main limitations. Despite, the reduced
bandwidth form of isogeometric collocation matrices compared to Galerkin methods, its non-symmetric nature significantly increases the required memory allocation. This shortcoming, in connection to the parallelization difficulties involved in fine grain parallel computer implementations, renders direct solvers not efficient for the solution of large scale problems. A parallel implementation of a direct multi-frontal solver for the univariate case is proposed in [115].

### 5.3.2 Iterative Solvers

One of most widespread iterative methods for non-symmetric linear systems is the GMRES method [155]. In line with all iterative methods, the convergence of the GMRES method can be significantly improved by introducing an appropriate preconditioner. Preconditioners should abide by the rule to enhance the approximation of the solution at each iteration step with the minimum computational cost. The main focus of all proposed collocation iterative solution schemes is the introduction of an efficient preconditioner for accelerating the convergence of the GMRES method. While its algorithmic description is considered standard textbook material, it is provided below since it will be utilized in this work as solver of the global non-symmetric equation system.

### 5.3.3 Overlapping Schwarz preconditioner

A brief introduction to the overlapping Schwarz method will be provided based on [25], as it will serve as a comparison basis for the method proposed in the next section. Specifically, in the univariate case, given a knot value vector $\xi=\left\{\xi_{1}=0, \ldots, \xi_{n+p+1}=1\right\}$, where $n$ is the number of control points and $p$ is the polynomial degree, a subset of knot values $\xi_{i}^{s}$ are selected, that partition the domain into similar span intervals. This subset can be written in a vector as

$$
\begin{equation*}
\Xi^{\text {interface }}=\left\{\xi_{1}^{s}=0, \ldots, \xi_{i}^{s}, \ldots, \xi_{N+1}^{s}=1\right\} \tag{5.3}
\end{equation*}
$$

As apparent by eq. (5.3), the selection of these knot values, splits the univariate domain into N consecutive spans $S_{i}=\left\{\xi_{k}^{s}, \xi_{k+1}^{s}\right\}$, whose union is the initial reference interval. Note that the initial and final values of the domain $\xi_{1}^{s}, \xi_{N+1}^{s}$ are the boundary of the reference interval, while all internal values define the interface among adjacent subdomains.

```
Algorithm 4: GMRES preconditioned algorithm
    Data: Matrix K
            Right hand side \(\mathbf{f}\)
            Initial solution guess \(\mathbf{u}_{0}\)
    \(\mathbf{r}_{0}=\mathbf{K}_{\text {prec }}^{-1}\left(\mathbf{f}-\mathbf{K u}_{0}\right) ;\)
    \(\beta:=\left\|\mathbf{r}_{0}\right\|_{2}\);
    \(\mathbf{v}_{1}:=\frac{\mathbf{r}_{0}}{\beta} ;\)
    for \(j=1,2, . ., m\) do
        \(\mathbf{w}_{j}:=\mathbf{K}_{\text {prec }}^{-1} \mathbf{K v}_{j} ;\)
        for \(i=1, \ldots, j\) do
            \(h_{i, j}:=\left(\mathbf{w}_{j}, \mathbf{v}_{i}\right) ;\)
            \(\mathbf{w}_{j}:=\mathbf{w}_{j}-h_{i, j} \mathbf{v}_{i} ;\)
        end
        \(h_{j+1, j}=\left\|\mathbf{w}_{j}\right\|_{2}\) if \(h_{j+1, j}=0\) then
            \(\mathrm{m}:=\mathrm{j}\);
            exit all loops;
        end
        \(\mathbf{v}_{j+1} \frac{\mathbf{w}_{j}}{h_{j+1, j}} ;\)
    end
```

    Compute the Hessenberg matrix \(\overline{\mathbf{H}}_{m}\);
    \(\mathbf{y}_{m}=\min \left(\left\|\beta e_{1}-\overline{\mathbf{H}}_{m} \mathbf{y}\right\|_{2}\right)\);
    \(\mathbf{u}_{m}=\mathbf{u}_{0}+\mathbf{V}_{m} \mathbf{y}_{m}\)
    For each one of the interface knot values $\xi_{k}^{s}$ between two adjacent subdomains, a shape function $n_{k}$ is selected, whose support intersects both subdomains.

Since the decomposition needs to be overlapping, a non-negative integer value $m$ defines the shared shape functions between the subdomains such that

$$
\begin{equation*}
A_{k}=\left\{n_{k}-m \leq i \leq n_{k+1}+m\right\}, \quad k=1,2, . . N \tag{5.4}
\end{equation*}
$$

Note that eq. (5.4) has two boundary cases for the initial and final subdomain, since the integer $i$ of eq. (5.4) takes values that belong within the multitude of shape function of the univariate reference domain, i.e. $i \in\{1, \ldots, n\}$. As eq. (5.4) implies, $2 m+1$ shape functions are shared between adjacent subdomain, thus the minimum number is given
for $m=0$ and is equal to 1 shared shape function. The extention to multiple dimensions is derived in a straightforward manner by employing tensor products. Specifically, in the two-dimensional case, the subdomains are defined as

$$
\begin{gather*}
S_{i}=\left\{\xi_{k}^{s}, \xi_{k+1}^{s}\right\}  \tag{5.5a}\\
S_{j}=\left\{\eta_{l}^{s}, \eta_{l+1}^{s}\right\}  \tag{5.5b}\\
S_{i j}=S_{i} \times S_{j} \tag{5.5c}
\end{gather*}
$$

In a similar fashion the function indices that affect each subdomain in the bivariate case can be derived, by extending eq. (5.4) as

$$
\begin{equation*}
A_{k l}=\left\{n_{k}-m \leq i \leq n_{k+1}+m, s_{l}-m \leq j \leq s_{l+1}+m\right\} \tag{5.6}
\end{equation*}
$$

where $k \in\{1,2, \ldots, N\}$ and $l \in\{1,2, \ldots, M\}$. The extension to the three-dimensional case can be produced is a similar manner.

Based on eq. (5.6) and taking into account the degrees of freedom corresponding at each control point, a mapping matrix $\mathbf{L}_{i}^{s}$ can be defined. This mapping matrix provides the connection between the global degrees of freedom and those included only in the overlapping subdomain partitioning, as defined by eq. (5.5). It is an unsigned Boolean matrix whose rows denote the degrees of freedom of the subdomain, while the columns represent the degrees of freedom of the whole domain. By applying these mapping matrices on the global stiffness matrix $\mathbf{K}$ of eq. (5.1), the matrices of each of the overlapping subdomains can be derived as follows:

$$
\begin{equation*}
\mathbf{K}_{k l}=\mathbf{L}_{k l}^{s T} \mathbf{K L}_{k l}^{s} \tag{5.7}
\end{equation*}
$$

Based on eq. (5.7) suffices for the extraction of the one-level overlapping additive Schwarz preconditioner is provided by:

$$
\begin{equation*}
\mathbf{K}_{\text {prec }}^{(1)}=\sum_{k=1}^{N} \sum_{l=1}^{M} \mathbf{L}_{k l}^{s} \mathbf{K}_{k l}^{-1} \mathbf{L}_{k l}^{s T} \tag{5.8}
\end{equation*}
$$

The preconditioner of eq. (5.8) can be further enhanced by introducing a coarse problem to it. In an analogy to the domain subdivision, the extraction of the coarse problem
for the overlapping Schwarz preconditioner will be performed in a univariate domain which will then be expanded to higher dimensions. As before, a selection of knot values is performed from the knot value vector of the reference domain, in a way that the distance between consecutive distinct knot values are at a distance equal to the span of the subdomains. This leads to the generation of a coarse knot vector of the form

$$
\begin{equation*}
\Xi^{c}=\left\{\xi_{1}^{c}, \ldots, \xi_{N_{c}+p+1}^{c}\right\} \tag{5.9}
\end{equation*}
$$

Using the tensor product property, eq. (5.9) is extended to determine the multidimensional domain that will serve as the coarse problem of the overlapping Schwarz method. According to [25], multiple procedures can be followed for the formation of the coarse space matrices, yet the one followed here is by utilizing the interpolation operator $\mathbf{L}_{0}$ from the coarse space to the reference space of the structure. As a result, the coarse space matrix is derived as follows:

$$
\begin{equation*}
\mathbf{K}_{0}=\mathbf{L}_{0}{ }^{T} \mathbf{K} \mathbf{L}_{0} \tag{5.10}
\end{equation*}
$$

thus extending the preconditioner of eq. (5.8) to

$$
\begin{equation*}
\mathbf{K}_{p r e c}^{(2)}=\mathbf{R}_{0} \mathbf{K}_{0}{ }^{-1} \mathbf{L}_{0}^{T}+\sum_{k=1}^{N} \sum_{l=1}^{M} \mathbf{L}_{k l}^{s} \mathbf{K}_{k l}{ }^{-1} \mathbf{L}_{k l}^{s}{ }^{T} \tag{5.11}
\end{equation*}
$$



Figure 5.3: Overlapping Additive Schwarz $2 \times 1$ domain partitioning of a $4 \times 4$ collocation discretized domain

Figure 5.3, provides an example of a $2 \times 1$ domain partitioning of a $4 \times 4$ discretized domain for the overlapping additive Schwarz method. According to [25], $2 m+1$ shape functions are shared among adjacent subdomains, with $m=0$ being the non-overlapping case. In case of $m=1$, then $2 m+1=3$ shape functions are shared at the common subdomain interface, as depicted in Figure 5.3a. Specifically, the domain is partitioned in middle of axis X, as indicated by the dashed line. Since, three overlapping control point columns are required, apart from the column defined by the dashed line, the two adjacent columns form the interface problem. The control points that belong to the interface problem denoted with circles in Figure 5.3a. This translates to a major part of the final stiffness matrix being shared among subdomains, with this situation deteriorating as the overlapping index $m$ grows. The effect of the common interface on the stiffness matrix is depicted in Figure 5.3b.

### 5.4 GMRES and Non-overlapping Domain Decomposition Methods

Despite its favorite features, overlapping additive Schwarz (OAS) method has some drawbacks that decrease its efficiency, with the most notable one the size of the overlapping submatrices, as well as the definition of the underlying coarse problem. Specifically, OAS relies on an overlapping decomposition of the initial domain, fact that leads to a
significantly increased computational cost for the solution of the equivalent subdomain problems in each preconditioning step. These interface problems can become prohibitively large for increased polynomial degrees as interelement continuity increases.

In addition, based on its definition, the extraction of the coarse problem matrices relies heavily on an interpolation operator between the reference and the coarse problem domains. In [25] various polynomial degrees for the interpolation between the coarse and reference domain were examined, from linear interpolation to $p^{\text {th }}$ degree interpolation, $p$ being the polynomial degree of the shape functions of the reference domain. In terms of performance, the $p^{t h}$ degree interpolation case was proven to be the most effective and thus it chosen for thee evaluation of the interpolation operator in the numerical comparison performed in this work. Note that, in contrast to $\mathbf{L}_{k l}^{s}$ operators that perform only a mapping, $\mathbf{L}_{0}$ interpolation operator requires a matrix vector multiplication for coarse problem contributions, adding an overhead to the solution procedure.

In order to alleviate the aforementioned deficiencies of the OAS method, an alternative solution methodology is proposed that combines both GMRES and non-overlapping primal and dual domain decomposition methods. In addition to the original model with stiffness matrix $\mathbf{K}$, the proposed algorithm introduces another stiffness matrix $\mathbf{K}_{p}$, referred to as the "non-overlapping matrix". Matrices $\mathbf{K}$ and $\mathbf{K}_{p}$ have the same size and are connected as follows:

$$
\begin{equation*}
\mathbf{K}=\mathbf{K}_{p}+\Delta \mathbf{K} \tag{5.12}
\end{equation*}
$$

In the proposed method, the preconditioning matrix $\mathbf{K}_{\text {prec }}$ of the iterative GMRES method becomes the $\mathbf{K}_{p}$ matrix of the non-overlapping model. This means that for each iteration, a linear system involving the non-overlapping stiffness matrix needs to be solved in order to evaluate the preconditioned quantity $\mathbf{w}_{j}=\mathbf{K}_{\text {prec }}^{-1} \mathbf{v}_{j}$ of algorithm 4.

Figure 5.5, illustrates the major difference between the overlapping Schwarz method compared the non-overlapping alternative. Figures 5.4 a,b depict the interface problem, in case of a non-overlapping (Figure 5.4a) and a non-overlapping (Figure 5.4b). In the first case, 7 control points compose the subdomain interface, while in the second case 21. The effect of the increased interface problem to the matrix decomposition is provided in Figures 5.5a,b. As expected the interface problem in the non-overlapping case is significantly reduced. Specifically, in case of the OAS method, each preconditiong step of GMRES method is evaluated by superposition of the solution obtained by each


Figure 5.4: Overlapping vs Non-overlapping domain partitioning effect on the interface problem.


Figure 5.5: Interface stiffness elements for (a) Non-overlapping and (b) Overlapping decompositions.
one of the subdomain matrices. This leads to the solution of the interface dof for each subdomain. On the contrary, the non-overlapping domain decomposition methods requires a single evaluation of the Schur complement of the stiffness matrix to the
interface problem, where the preconditioning step is now evaluated. The benefits of the proposed alternatives are profound, as the introduced errors depend only on the neglected terms of the non-overlapping decomposition, while the solution of the interface problem required for the evaluation of the preconditioning step is significantly smaller and thus less computationally intensive than the solution of all subdomain matrices required in OAS.

### 5.4.1 PSM

PSM [71, 33], emanating from the method of substructures [146] is considered to be the standard DDM method. This method subdivides the domain into subdmomains and after elimination of internal degrees of freedom of each subdomain the resulting equations refer to the interface problem among subdomains. The goal of PSM is to reduce the multitude of the dofs of the initial system only to the boundary dof between the subdomains. This transforms the initial linear system $\mathbf{K} \cdot \mathbf{u}=\mathbf{f}$ to

$$
\begin{equation*}
\mathbf{S} \cdot \mathbf{u}_{b}=\hat{\mathbf{f}}_{b} \tag{5.13}
\end{equation*}
$$

where the matrix $\mathbf{S}$ is the Schur complement of the initial stiffness matrix $\mathbf{K}$ to the interface dof between the subdomain. Matrix $\mathbf{S}$ can be assembled by adding the contributions of each of the subdomain matrices as follows:

$$
\begin{equation*}
\mathbf{S}=\sum_{s=1}^{N_{s}} \overline{\mathbf{S}}^{s} \tag{5.14}
\end{equation*}
$$

where $\overline{\mathbf{S}}$ is the contribution of the subdomain matrix to the boundary problem Schur complement, and $N_{s}$ the number of subdomains:

$$
\begin{equation*}
\overline{\mathbf{S}}^{s}=\left(\mathbf{L}_{b}^{s}\right)^{T} \mathbf{S}^{s} \mathbf{L}_{b}^{s} \tag{5.15}
\end{equation*}
$$

In eq. (5.15), the matrix $\mathbf{L}_{b}$ is an unsigned Boolean matrix that maps the local boundary dof of the subdomain to the global boundary dof of the problem, while the matrix $\mathbf{S}^{s}$ is calculated by:

$$
\begin{equation*}
\mathbf{S}^{s}=\mathbf{K}_{b b}^{s}-\left(\mathbf{K}_{i b}^{s}\right)^{T}\left(\mathbf{K}_{i i}^{s}\right)^{-1} \mathbf{K}_{i b}^{s} \tag{5.16}
\end{equation*}
$$

The same procedure is applied for the subdomain forces, where the right hand side of eq. (5.13) can be expanded as

$$
\begin{equation*}
\hat{\mathbf{f}}_{b}=\mathbf{f}_{b}-\sum_{s=1}^{N_{s}}\left(\mathbf{L}_{b}^{s}\right)^{T}\left(\mathbf{K}_{i b}^{s}\right)^{T}\left(\mathbf{K}_{i i}^{s}\right)^{-1} \mathbf{f}_{i}^{s} \tag{5.17}
\end{equation*}
$$



Figure 5.6: Non-overlapping decomposition of a unit square domain with PSM method.

Figure 5.6, schematically illustrates the PSM domain decomposition method. Specifically, for a unit square domain partitioned into 4 x 4 isogeometric elements and 2 x 2 subdomains. The interface problem consists of 13 control points. All dof of the initial domain (Figure 5.6a) are condensed to the interface dof and subsequently the interface problem is solved, as described by the PSM procedure above.

### 5.4.2 FETI-DP

FETI-DP $[68,103,121,64,105]$ is a well established domain decomposition solver for the case of FEM that utilizes both primal PSM and dual FETI, DDM formulations. Its performance in IGA was studied in [107] and was extended to discontinuous Galerkin problems in [87].


Figure 5.7: Non-overlapping decomposition of a unit square domain with FETI-DP method.

Figure 5.7 illustrated schematically displacements and traction forces acting on the interface of FETI-DP. Specifically, the initial domain of Figure 5.6a, is discretized with 4 x 4 isogeometric elements,and is partitioned into 2 x 2 subdomains. In contrast to PSM method, the unknown values are no longer the displacements of the interface problem, but their dual quantities the traction forces of the interface nodes. The traction forces are the Lagrange multipliers, illustrated in Figure 5.7a, which are necessary to enforce continuity between the subdomains. In order to accelerate the propagation of information among the subdomains, the displacements of the coarse problem are taken into account as well. The coarse problem is formed by the nodes that belong to more than two subdomains aswell as by the nodes of the boundary belonging to two subdomains in the 2D case. An example of the coarse problem displacements of FETI-DP is shown in Figure 5.7b. The unknown quantities at the corner nodes are their displacements.

The algorithmic stages of the method are briefly described below. The stiffness matrix $K^{s}$, force vector $f^{s}$ and displacement vector $u^{s}$ of each patch (s) can be partitioned as
follows:

$$
\begin{gather*}
K^{s}=\left[\begin{array}{ll}
K_{i i}^{s} & K_{i b}^{s} \\
K_{b i}^{s} & K_{b b}^{s}
\end{array}\right]  \tag{5.18a}\\
f^{s}=\left[\begin{array}{l}
f_{i}^{s} \\
f_{b}^{s}
\end{array}\right]  \tag{5.18b}\\
u^{s}=\left[\begin{array}{l}
u_{i}^{s} \\
u_{b}^{s}
\end{array}\right] \tag{5.18c}
\end{gather*}
$$

with subscript $(i)$ denoting the internal dof and $(b)$ the boundary dof.
In order to impose continuity between subdomains, the following equation is introduced:

$$
\begin{equation*}
\sum_{s=1}^{N_{s}} B^{s} u^{s}=0 \tag{5.19}
\end{equation*}
$$

with $N_{s}$ being the number of subdomains and $B^{s}$ being a signed Boolean matrix. The $u_{b}^{s}$ vector is further partitioned as:

$$
u_{b}^{s}=\left[\begin{array}{l}
u_{b r}^{s}  \tag{5.20}\\
u_{b c}^{s}
\end{array}\right]
$$

with the subscript $(c)$ denoting the coarse problem nodes or "corner" nodes. Subsequently, $K^{s}, u^{s}$ and $f^{s}$ can be partitioned as follows:

$$
\begin{gather*}
K^{s}=\left[\begin{array}{ll}
K_{r r}^{s} & K_{r c}^{s} \\
K_{c r}^{s} & K_{c c}^{s}
\end{array}\right]  \tag{5.21a}\\
f^{s}=\left[\begin{array}{l}
f_{r}^{s} \\
f_{b c}^{s}
\end{array}\right]  \tag{5.21b}\\
u^{s}=\left[\begin{array}{l}
u_{r}^{s} \\
u_{b c}^{s}
\end{array}\right] \tag{5.21c}
\end{gather*}
$$

where

$$
\begin{align*}
& f_{r}^{s}=\left[\begin{array}{c}
f_{i}^{s} \\
f_{b r}^{s}
\end{array}\right]  \tag{5.22a}\\
& u_{r}^{s}=\left[\begin{array}{c}
u_{i}^{s} \\
u_{b r}^{s}
\end{array}\right] \tag{5.22b}
\end{align*}
$$

and subscript $(r)$ denoting all dof that do not belong to a corner node.
Considering this repartitioning, the continuity between patches can be re-written as:

$$
\begin{equation*}
\sum_{s=1}^{N_{s}} B_{r}^{s} u_{r}^{s}=0 \tag{5.23}
\end{equation*}
$$

with $B_{r}^{s}$ being the signed Boolean matrix $B^{s}$, pertaining to the $(r)$ dof. Moreover, the following global vector of corner dof is introduced

$$
u_{c}=\left[\begin{array}{lllll}
u_{c}^{1} & \ldots & u_{c}^{j} & \ldots & u_{c}^{N_{c}} \tag{5.24}
\end{array}\right]^{T}
$$

with $u_{c}^{j}$ denoting all displacement dof attached to the $j$-th global node that is also a corner node of the mesh decomposition and $N_{c}$ denoting the total number of corner nodes.

In order to connect $u_{c}$ with $u_{b c}^{s}$, the following equation is introduced:

$$
\begin{equation*}
L_{c}^{s} u_{c}=u_{b c}^{s} \tag{5.25}
\end{equation*}
$$

with $B_{c}^{s}$ being an unsigned Boolean matrix.
Considering all the above equations, the patch equilibrium condition is expressed as:

$$
\begin{gather*}
K_{r r}^{s} U_{r}^{s}+K_{r c}^{s} L_{c}^{s} u_{c}=f_{r}^{s}-B_{r}^{s T} \lambda  \tag{5.26a}\\
\sum_{s=1}^{N_{s}} L_{c}^{s T} K_{r c}^{s T} u_{r}^{s}+\sum_{s=1}^{N_{s}} L_{c}^{s T} K_{c c}^{s} u_{c}=\sum_{s=1}^{N_{s}} L_{c}^{s T} f_{b c}^{s}=f_{c} \tag{5.26b}
\end{gather*}
$$

with $\lambda$ being the traction forces between each patch.

From the above relations, it follows that

$$
\begin{equation*}
u_{r}^{s}=\left(K_{r r}^{s}\right)^{-1}\left(f_{r}^{s}-B_{r}^{s T} \lambda-K_{r c}^{s} L_{c}^{s} u_{c}\right) \tag{5.27}
\end{equation*}
$$

which, when substituted to eq. (5.23), the following system of equations arises

$$
\left[\begin{array}{cc}
F_{I_{r r}} & F_{I_{r c}}  \tag{5.28}\\
F_{I_{r c}}{ }^{T} & -K_{c c}^{*}
\end{array}\right]\left[\begin{array}{c}
\lambda \\
u_{c}
\end{array}\right]=\left[\begin{array}{c}
d_{r} \\
f_{c}^{*}
\end{array}\right]
$$

where:

$$
\begin{gather*}
F_{I_{r r}}=\sum_{i=1}^{N_{s}} B_{r}^{s} K_{r r}^{s-1} B_{r}^{s T}  \tag{5.29a}\\
F_{I_{r c}}=\sum_{i=1}^{N_{s}} B_{r}^{s} K_{r r}^{s-1} K_{r c}^{s} B_{c}^{s}  \tag{5.29b}\\
K_{c c}=\sum_{i=1}^{N_{s}} B_{c}^{s T} K_{c c}^{s} B_{c}^{s}  \tag{5.29c}\\
K_{c c}^{*}=K_{c c}-\sum_{i=1}^{N_{s}}\left(K_{r c}^{s} B_{c}^{s}\right)^{T} K_{r r}^{s-1}\left(K_{r c}^{s} B_{c}^{s}\right)  \tag{5.29d}\\
d_{r}=\sum_{i=1}^{N_{s}} B_{r}^{s} K_{r r}^{s-1} f_{r}^{s}  \tag{5.29e}\\
f_{c}^{*}=f_{c}-\sum_{i=1}^{N_{s}}\left(K_{r c}^{s} B_{c}^{s}\right)^{T} K_{r r}^{s-1} f_{r}^{s} \tag{5.29f}
\end{gather*}
$$

By eliminating $u_{c}$ from the baove equations, the following interface problem needs to be solved:

$$
\begin{equation*}
\left(F_{I_{r r}}+F_{I_{r c}} K_{c c}^{*-1} F_{I_{r c}}^{T}\right) \lambda=d_{r}-F_{I_{r c}} K_{c c}^{*-1} f_{c}^{*} \tag{5.30}
\end{equation*}
$$

The solution of eq. (5.30) is usually performed with an iterative solution algorithm and for the case of isogeometric collocation method where non-symmetric matrices occur with, the GMRES algorithm has been used.

### 5.4.3 P-FETI-DP

P-FETI-DP [76] method constitutes an enhancement of the aforementioned PSM method, as it introduces a preconditioner $\tilde{A}^{-1}$ to the interface system of eq. (5.13), that is based on the coarse problem of the FETI-DP method. Its expression is given by:

$$
\begin{align*}
& \tilde{\mathbf{A}}^{-1}=\left(\tilde{\mathbf{L}}_{p r}^{e}\right)^{T}\left(\mathbf{K}_{r r}^{e}\right)^{-1} \tilde{\mathbf{L}}_{p r}^{e}+\left({ }_{b} \mathbf{N}_{b c}-\left(\tilde{\mathbf{L}}_{p r}^{e}\right)^{T}\left(\mathbf{K}_{r r}^{e}\right)^{-1} \mathbf{K}_{r c}^{e} L_{c}^{e}\right)\left(\mathbf{K}_{c c}^{*}\right)^{-1}  \tag{5.31}\\
&\left(-\left(\mathbf{L}_{c}^{e}\right)^{T} \mathbf{K}_{c r}^{e}\left(\mathbf{K}_{r r}^{e}\right)^{-1} \tilde{\mathbf{L}}_{p r}^{e}+{ }_{b c} \mathbf{N}_{b}\right)
\end{align*}
$$

Starting from left to right all components of the preconditioner are explained below: $\tilde{\mathbf{L}}_{p r}^{e}$ matrix is used to map the remainder dof of the discretized domain and the boundary problem of the PSM method. Its expression is given by

$$
\begin{equation*}
\tilde{\mathbf{L}}_{p r}^{e}={ }_{r} \mathbf{N}_{b}^{e} \mathbf{L}_{p b}^{e} \tag{5.32}
\end{equation*}
$$

The purpose of matrix ${ }_{r} \mathbf{N}_{b}^{e}$ as its subscripts indicate the compatibility of matrix dimensions. When subdivided into subdomains it can be written with the following block diagonal expression

$$
{ }_{r} \mathbf{N}_{b}^{e}=\left[\begin{array}{lll}
{ }_{r} \mathbf{N}_{b}^{(1)} & &  \tag{5.33}\\
& \ddots & \\
& & { }_{r} \mathbf{N}_{b}^{\left(N_{s}\right)}
\end{array}\right]
$$

Each of the subdomain contributions ${ }_{r} \mathbf{N}_{b}^{\left(N_{s}\right)}$ is a Boolean matrix that maps the remainder dof of the subdomain $(s)$ to the boundary dof the same subdomain. The matrix $\mathbf{L}_{p b}^{e}$ of eq. (5.32) can be similarly written

$$
\mathbf{L}_{p b}^{e}=\left[\begin{array}{c}
\mathbf{L}_{p b}^{(1)}  \tag{5.34}\\
\vdots \\
\mathbf{L}_{p b}^{\left(N_{s}\right)}
\end{array}\right]
$$

while for each subdomain the matrix $\mathbf{L}_{p b}^{(s)}$ is computed as

$$
\begin{equation*}
\mathbf{L}_{p b}^{(s)}=\mathbf{L}_{b}^{s} \mathbf{W} \tag{5.35}
\end{equation*}
$$



| Q | Interface control points |
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| A | Corner control points |

Figure 5.8: P-FETI-DP domain partitioning

In eq. (5.35), the matrix $\mathbf{L}_{b}^{s}$ is a Boolean matrix that maps local boundary dofs of the subdomain to the interface dof of the PSM problem. Additionall, the matrix $\mathbf{W}$ is a diagonal matrix, with terms equal to the inverse multiplicity of the interface dof. The term multiplicity for the case of interface dof, refers to the number of subdomains this dof belongs to. Moving to matrices $\mathbf{K}_{r r}^{e}, \mathbf{K}_{r c}^{e}$, these constitute block diagonal matrices generated from the partitioning of the subdomain matrices to corner and remainder dof as per eq. ( 5.21 d ).

$$
\begin{align*}
& \mathbf{K}_{r r}^{e}=\left[\begin{array}{lll}
\mathbf{K}_{r r}^{(1)} & & \\
& \ddots & \\
& & \mathbf{K}_{r r}^{\left(N_{s}\right)}
\end{array}\right]  \tag{5.36a}\\
& \mathbf{K}_{r c}^{e}=\left[\begin{array}{lll}
\mathbf{K}_{r c}^{(1)} & & \\
& \ddots & \\
& & \mathbf{K}_{r c}^{\left(N_{s}\right)}
\end{array}\right] \tag{5.36b}
\end{align*}
$$

while the $\mathbf{K}_{c c}^{*}$ matrix is denoted as the Schur complement of the remainder dof of each
subdomain, to its boundary corner ones and consequently its mapping to the global boundary dof of the corner problem defined by FETI-DP. The matrix ${ }_{b} N_{b c}$ of eq. (5.31), is also Boolean mapping matrix, that links the boundary dof of the PSM problem, to the corner dof of the FETI-DP method. Finally, the matrix $\mathbf{L}_{c}$ is written in subdomain form as

$$
\mathbf{L}_{c}^{e}=\left[\begin{array}{c}
\mathbf{L}_{c}^{(1)}  \tag{5.37}\\
\vdots \\
\mathbf{L}_{c}^{\left(N_{s}\right)}
\end{array}\right]
$$

and defines an unsigned Boolean matrix that links the local corner dof of each subdomain to the equivalent corner dof of the coarse problem. Note that for all Boolean matrices involved in this process, no matrix vector multiplications are required to be performed, rather than the utilization of the proper submatrix.

Figure 5.8, illustrates schematically the P-FETI-DP method. Specifically, for a unit square domain discretized with 4 x 4 isogeometric elements and 7 x 7 control points, a 2 x 2 decomposition is performed. The interface problem control points are indicates with squares. All internal dof of the subdomains are condensed to the interface dof, as described by the PSM procedure. In order to accelerate the solution of the PSM interface problem of eq.(5.13), a preconditioner is crated based on the coarse problem of FETI-DP method operated on the interface control points. This strategy allows for a faster convergence of the interface problem, of the multitude of subdomain or the size of the interface problem.

### 5.4.4 Primal and dual non overlapping domain decomposition preCONDITIONERS FOR IGA COLLOCATION METHODS

For assessing the performance of non-overlapping domain decomposition-based preconditioners for the solution of IGA problems, we considered both primal and dual variants. Primal variants, such as the PSM method described above, introduce a subdomain interface problem, whose unknown quantities match the unknown field of the PDE. In the case of linear elasticity, this means that the unknowns of the interface quantities are the displacements of the interface nodes among adjacent subdomains. On the contrary, dual methods, create an interface problem, whose unknown quantities are the duals of the
displacements, which are the subdomain interaction forces of the interface nodes. In the literature, often these dual quantities that represent the interaction forces are denoted as Lagrange multipliers, due to the mathematical theory used for their development.

While both the aforementioned variants worked as expected for the Galerkin IGA implementation, the dual variants were problematic when stiffness matrices were composed using the collocation procedure. In particular, all the dual DD variants examined produced erroneous results while some of them failed to converge. This behavior can be explained by examining the mechanical interpretation of these two family of solution methods. Dual variants perform iterations on the Lagrange multiplier vector $\lambda$, as opposed to the interface displacements of the primal ones. For Galerkin-composed stiffness matrices, each matrix component $K_{i j}$ represents the force required to be exerted on the degree of freedom $i$ to cause a unit displacement for degree of freedom $j$. For elasticity problems as considered in this work, the opposite also applies according to Betti's law which means that a unit displacement applied in degree of freedom $j$ will result in this unit force reaction in degree of freedom $i$. This leads to a physical explanation of symmetric nature of the Galerkin-composed stiffness matrices. However, collocation-composed matrices are not symmetric and this mechanical interpretation does not apply. As a result, if the same process considered for the formulation of dual domain decomposition methods for Galerkin-composed stiffness matrices is applied for collocation-composed matrices, the resulting solver fails.

### 5.4.5 STIFFNESS MATRIX-BASED NON-OVERLAPPING PRECONDITIONER

Following the presentation of the P-FETI-DP method, this section will provide the process of constructing the non-overlapping decomposition of the reference domain, as well as the resulting stiffness matrix which will be used as the preconditioner to the GMRES method. In the univariate case, given an axis defined by the knot value vector $\Xi=\left\{\xi_{1}=0, \ldots, \xi_{n+p+1}\right\}$, where $p$ being the polynomial degree and $n$ the number of control points, a subset of the control points are selected as the interface entities between adjacent subdomains.

$$
\begin{equation*}
S_{k}=\left\{i \in \mathbb{N}: g_{m} \leq i \leq g_{m+1}\right\}, \quad \forall k \in\{1, \ldots, N\} \tag{5.38}
\end{equation*}
$$

where $N$ is the number of subdomains. The indices of these control points $g_{m} \in\{1, n\}$ are selected so that each subdomain partitioning $S_{k}$ contains a similar multitude of
control points. Following to the introduction of the interface control points, a diagonal weighting matrix $\mathbf{W}$ is introduced. Its order being the number of degrees of freedom of the univariate domain, while its values equal to the inverse number of subdomains each degree of freedom belongs to.

The aforementioned univariate partitioning can be extended in the bivariate case as a tensor product of the univariate decomposed axes. This results to equations analogous to eq. (5.38) which can be expressed as follows:

$$
\begin{equation*}
S_{k l}=\left\{(i, j), \in \mathbb{N}^{2}: g_{m} \leq i \leq g_{m+1}, h_{m} \leq j \leq j_{m+1}\right\} \tag{5.39}
\end{equation*}
$$

where $k \in\{1, N\}$ and $l \in\{1, M\}, \mathrm{N}, \mathrm{M}$ being the number of subdomains per parametric direction. The weighting matrix $\mathbf{W}$ is also computed by the inverse multiplicity of the subdomains each dof belongs to. The extension to the trivariate case is also straightforward. As a result, the subdomain stiffness matrices are calculated by

$$
\begin{equation*}
\mathbf{K}_{k l}=\mathbf{L}_{w} \mathbf{K} \mathbf{L}_{w}^{T} \tag{5.40}
\end{equation*}
$$

where $\mathbf{L}_{w}$ being a scaling matrix given by

$$
\begin{equation*}
\mathbf{L}_{w}=\mathbf{L}_{s} \mathbf{W} \tag{5.41}
\end{equation*}
$$

and the matrix $\mathbf{L}_{s}$ maps the dof of the subdomain to the dof of the global domain. Based on the coarse points definition provided for the FETI-DP method, their definition can be generalized for the case of isogeometric analysis. For a two-dimensional domain, coarse problem control points are defined as those points whose multitude of converging subdomains, in the non-overlapping subdomain decomposition, either equals to four or equal to two for those belonging to the boundary edges of the bivariate domain.


Figure 5.9: (a) Overlapping (b) non-overlapping domain partitionings

The domain decomposition process, described above differs from the partitioning of FEM.Specifically, in the context of finite elements, the subdomain partitioning was
performed by requiring all subdomain to have similar number of elements. Especially, when the domain was discretized with the same element types, the equal element number among subdomains guaranteed an equal distribution of the degrees of freedom and ultimately load balancing. On the other hand, in case of IGA, the domain partitioning is performed according to the multitude of control points each subdomain contains. It is apparent that this partitioning does split the domain into equally spaced areas due to the nature of isogeometric shape functions, yet ensures properly load balanced subdomains in terms of their matrix size.

Another difference among the two methods is that the partitioning of IGA requires an averaging of the matrices at the interface dof. The reason for this is that each integration quantity such as the element contributes to matrices areas outside its definition domain and thus the stiffness of a control point cannot be divided into its elemental contribution in a straight forward manner. This averaging process is further explained in Figure 5.9, by partitioning axis X into two subdomains, each one containing a multitude of four control points along this axis. The final control point column of the first subdomain (Figure 5.9a) and first column of the second subdomain (Figure 5.9b) create the interface problem. As can observed, by retaining the existing interelement continuity among subdomain would result in shape functions penetrating neighbouring subdomains. This property of isogeometric shape functions is no longer desired as this would to increase influence among subdomains. To alleviate this, any such influence is truncated as depicted in Figures $5.9 \mathrm{c}, \mathrm{d}$. In terms of stiffness matrix, this translated to the decomposition of Figure 5.10, where the gray area illustrates the interface among subdomains. Since the interface matrix are belong to two adjacent subdomains, an averaging is performed that splits the interface contribution to two equal parts, assigning each to one to the corresponding subdomain.


Figure 5.10: Non-overlapping decomposition of a collocation stiffness matrix generated for a unit square domain with $7 \times 7$ control points and polynomial degree $p=4$.

Apart from the averaging performed at the interface among adjacent subdomains, Figure 5.10 showcases the truncated terms that are ignored during the creation of the preconditioner via the non-overlapping decomposition. Specifically, as can be observed, stiffness matrix terms that do not belong to regions defined by the domain partitioning are disregarded. This allows the non-overlapping decomposition to retain a minimal interface problem among adjacent subdomains, thus allowing the computationally efficient solution of the respective preconditioner.

### 5.5 Numerical Results

In this section, several numerical tests are performed in order to test the convergence properties of the P-FETI-DP preconditioner accelerated with GMRES, when utilized for the solution of the linear systems deriving from linear elasticity PDEs. The reference domain utilized for the numerical examples is a unit square, with homogeneous Dirichlet boundary conditions aplied to all degrees of freedom of its left edge and vertical load of

100 KN applied to upper right interpolatory control point of the domain.
The domain is discretized by utilizing isogeometric NURBS shape functions, with parameters $h$ denoting the mesh size, polynomial degree of the shape functions $p$, subdivided into $N$ subdomains per parametric direction. The Young's modulus is 100 MPa and Poisson's ratio $\nu=0.3$. The reference linear systems are solved with the aid of the GMRES iterative method, with zero initial guess and a normalized displacement convergence criterion of $10^{-6}$.


Figure 5.11: Unit square domain utilized for the scalability tests of the numerical tests.

### 5.5.1 Preconditioned GMRES performance metrics

In this subsection, a comparison of the performance, in terms of both iterations as well as CPU times in sequential execution environment, is performed between the proposed preconditioner method and its strongest competitor, the overlapping Schwarz method [25]. Numerical tests were performed in large-scale models, with dof ranging from $10^{2} \mathrm{~K}$ to $10^{3} \mathrm{~K}$ dof and subdomains numbers in the span between 16 and 1024 . For all numerical tests, a convergence accuracy of $10^{-6}$ is considered for both the convergence of GMRES global problem as well as the interface problem in the case of the proposed method. The computing platform used is an Intel Core i7 X980 with 24 Gb RAM memory. In all cases, for the solution of the resulting linear system, equivalent preconditioners are studied. Specifically, both one-level preconditioners, such as the the PSM-D method and

OAS with out coarse problem are provided, as well as 2-level preconditioners like the P-FETI-DP method and 2-level OAS.

The first comparison is performed for the case of approximately 130 K dof model. Table 5.1, as well as Figures 5.12a,b present all the data pertaining to the aforementioned model. Figure 5.12a schematically illustrates the iterations behavior with an increasing number of subdomains. As it can be observed, both one level preconditioner alternatives present incremental rise of the number of iteration needed for convergence, with the PSM-D method requiring significantly more iterations compared all other methods with the P-FETI-DP method to require the least number of iterations to converge to the desired accuracy.

| 256x256 |  |  | OAS 1-level |  | OAS 2-level |  | PSM-D |  |  | P-FETI-DP |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N | Interface dof | Coarse dof | Gmres it. | Time seq. (s) | Gmres it. | Time seq. (s) | Gmres it. | Prec it. | Time seq. (s) | Gmres it. | Prec it. | Time seq. (s) |
| 4 x 4 | 3060 | 36 | 129 | 32.71 | 81 | 19.29 | 1 | 297 | 14.32 | 1 | 26 | 7.59 |
| 8 x 8 | 7084 | 140 | 188 | 47.12 | 102 | 21.41 | 1 | 454 | 10.35 | 1 | 34 | 4.14 |
| 16x16 | 14940 | 540 | 280 | 102.56 | 126 | 25.45 | 2 | 690 | 27.7 | 2 | 33 | 4.33 |
| $32 \times 32$ | 29884 | 2108 | 442 | 355.33 | 149 | 30.07 | 2 | 964 | 132.37 | 2 | 31 | 10.62 |

Table 5.1: Performance metrics for the solution 100 K dof problem with various preconditioners to the GMRES method.

In terms of wall-clock time metrics, the situation is reversed among the PSM-D and OAS 1-level methods. Specifically, a $2.28 x$ speedup is noted for the minimum case of 16 subdomains, which slowly rises to 2.36 x in the case of 1024 subdomains. This speedup of PSM-D method is attributed to the nature of the non-overlapping preconditioner proposed, as the solution of the global problem is transformed to the solution of the interface problem among adjacent subdomains, which is orders of magnitude smaller than the original problem, as can be seen in Table 5.1.

In a similar fashion, P-FETI-DP method outperforms the OAS 2-level alternative. The biggest speedup of P-FETI-DP method is observed for a multitude of 64 subdomains and is 5.17 x faster than the equivalent OAS 2-level alternative. Note that P-FETI-DP wall-clock time metric are affected by the multitude of subdomains, as a descending path is followed by an ascending one. The reason for this is that the method requires to strike a balance between the size of subdomain problems and the corresponding coarse problem, so that a small interface problem is maintained, while the coarse problem is large enough to provide an effective preconditioner. This behavior was expected, as it has been observed in previous publications regarding non-overlapping domain decomposition
methods [76, 173].
A similar behavior to the 100 K dof case, is observed for the 500 K test case. In terms of iteration count, the PSM-D preconditioner performs poorly, while P-FETI-DP method outperforms all other preconditioners as depicted in Figure 5.13a. In terms of wall-clock time, both PSM-D and OAS 1-level preconditioners exhibit an incremental rise of the wall-clock time with number of subdomains, with the first being up to 2.6 x times faster. The same observation holds for the two-level methods. An inspection of the results of Table 5.2 and Figure 5.13b, yield the same descending, ascending behavior of the P-FETI-DP preconditioner. The highest speedup provided by P-FETI-DP, is observed for 256 non-overlapping subdomains and is 8.9 x times faster than its OAS counterpart. Note that, for the comparison to be fair among the two-level methods, the overlapping between subdomains in the OAS case, is kept at a minimum of one overlapping shape function.

| 512x512 |  |  | OAS 1-level |  | OAS 2-level |  | PSM-D |  |  | P-FETI-DP |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N | Interface dof | Coarse dof | Gmres it. | $\begin{gathered} \text { Time } \\ \text { seq. (s) } \end{gathered}$ | Gmres <br> it. | $\begin{gathered} \text { Time } \\ \text { seq. (s) } \end{gathered}$ | Gmres it. | Prec it. | $\begin{gathered} \text { Time } \\ \text { seq. (s) } \end{gathered}$ | Gmres it. | Prec <br> it. | $\begin{gathered} \text { Time } \\ \text { seq. (s) } \end{gathered}$ |
| $4 \times 4$ | 6132 | 36 | 179 | 282.45 | 92 | 130.09 | 1 | 426 | 192.38 | 1 | 27 | 93.09 |
| 8 x 8 | 14252 | 140 | 265 | 265.02 | 120 | 136.96 | 2 | 645 | 94.4 | 2 | 36 | 37.37 |
| 16x16 | 30300 | 540 | 393 | 760.62 | 157 | 215.55 | 2 | 983 | 157.31 | 2 | 36 | 24.26 |
| 32x32 | 61628 | 2108 | 550 | 1965.27 | 176 | 246.33 | 3 | 1361 | 758.54 | 3 | 33 | 45.25 |

Table 5.2: Performance metrics for the solution 500 K dof problem with various preconditioners to the GMRES method.

Finally, for the 1000 K dof case, the former observations are validated. In overall, the same behavior regarding the iteration metrics is observed for all preconditioner cases, with two-level methods significatly outperforming the computational cost of one-level methods and P-FETI-DP being the most computationally efficient. Regarding the wall-clock execution time, P-FETI-DP achieves a 5.7 x times speedup compared to the OAS 2-level method, hence proving its efficiency in isogeometric collocation problems of various scales.

Note that the parallelization of the aforementioned preconditioners is not bound by the number of subdomains. This means that the number of cores that can be utilized can exceed the total number of subdomains, as apart from the utilization of one core per subdomain for the matrix vector operations of eq. (5.16), the undelying solution of $K_{i i}$ with the subdomain vectors can be further parallelized with block direct or iterative solvers that spawn the solution of the internal problems across multiple cores [76]. Thus,

| 768x768 |  |  | OAS 1-level |  | OAS 2-level |  | PSM-D |  |  | P-FETI-DP |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N | Interface <br> dof | Coarse dof | Gmres it. | Time seq. (s) | Gmres it. | Time seq. (s) | Gmres it. | Prec it. | $\begin{aligned} & \text { Time } \\ & \text { seq. (s) } \end{aligned}$ | Gmres it. | Prec it. | Time seq. (s) |
| 4 x 4 | 9204 | 36 | 218 | 977.81 | 113 | 336.25 | 1 | 523 | 756.97 | 2 | 28 | 358.93 |
| 8 x 8 | 21420 | 140 | 323 | 1270.14 | 149 | 373.24 | 2 | 794 | 542.42 | 2 | 38 | 163.65 |
| 16x16 | 45660 | 540 | 478 | 1892.42 | 233 | 410.23 | 2 | 1207 | 467.72 | 3 | 37 | 72.026 |
| 32 x 32 | 93372 | 2108 | 669 | 4655.56 | 257 | 447.22 | 3 | 1670 | 1729.4 | 3 | 35 | 102.81 |

Table 5.3: Performance metrics for the solution 1000K dof problem with various preconditioners to the GMRES method.
the speedup of the P-FETI-DP preconditioner, compared to its overlapping competitors, can be retained even in fine grain parallel computing environments. Note that the current approach for the solution of the subdomain internal problems, in both P-FETI-DP and OAS preconditioners, is by an LU factorization of the respective matrices.

### 5.5.2 P-FETI-DP scalability in N

In this section, the scalability of the proposed method is studied. GMRES iterations required for the convergence of the global and equivalent interface problems are reported in Table 5.4. For a unit square domain, different mesh partitionings are considered ranging from $1 / h=8$ elements to $1 / h=128$ elements for each direction. These meshes are the subdivided into $N$ subdomains with multitude ranging from 4 to 1024 . As it can be observed, the non-overlapping model serves as excellent preconditioner for the solution of the global linear system. Iteration count for the global GMRES are minimal, which is attributed to the minimization of the discarded stiffness matrix values. An in-depth investigation of the polynomial degree influence on iteration count is provided in a later section.

| GMRES with P-FETI-DP preconditioner ( $\mathrm{p}=3$ ) |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $1 / \mathrm{h}=8$ |  | $1 / \mathrm{h}=16$ |  | $1 / \mathrm{h}=32$ |  | $1 / \mathrm{h}=64$ |  | $1 / \mathrm{h}=128$ |  |
| N | GMRES it. | Interface it. | GMRES it. | Interface it. | GMRES <br> it. | Interface it. | GMRES it. | Interface it. | GMRES it. | Interface it. |
| 2x2 | 1 | 7 | 1 | 8 | 1 | 9 | 1 | 9 | 1 | 10 |
| 4 x 4 | - | - | 1 | 9 | 2 | 10 | 2 | 11 | 2 | 12 |
| 8 x 8 | - | - | - | - | 1 | 9 | 2 | 11 | 2 | 11 |
| 16x16 | - | - | - | - | - | - | 3 | 10 | 2 | 10 |
| 32x32 | - | - | - | - | - | - | - | - | 2 | 9 |

Table 5.4: Iteration metrics

Table 5.4 examines the scalability of the PSM method when preconditioned with the first step of the coarse problem of the FETI-DP which is briefly described as the P-FETI-DP
method. As it can be observed, iteration count for the solution of the global problem is kept at a minimum due to the non-overlapping model of the interface problem introduced, while the iteration count for the solution of the interface problem remains unaffected by the mesh partitiong $1 / h$ as well as by the number of subdomains $N$. This renders the P-FETI-DP method an ideal candidate for the solution of linear systems deriving from isogeometric collocation methods. For all numerical tests of Table 5.4 the required preconditioner accuracy was set to $10^{-6}$ for both global and interface GMRES solutions.

### 5.5.3 P-FETI-DP ROBUSTNESS WITH RESPECT TO PRECONDITIONER ACCURACY

This numerical investigation, addresses the influence of interface problem preconditioner accuracy to the overall performance of the proposed iterative method. Table 5.5 shows the effect of the accuracy of the interface for various subdomain partitionings ranging from 4 to 1024 subdomains In agreement to the iteration count presented in Table 5.4 , the minimal number of external iterations required for the solution of the global problem seems to be unaffected by the relaxation of the solution accuracy of the interface problem.

In case of the P-FETI-DP method, the decrease of the preconditioner accuracy reduces the number of required iterations by half, while resulting to a minimal effect on the total iterations of the global problem.

| GMRES with P-FETI-DP preconditioner ( $1 / \mathrm{h}=150$ ) |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N | Subd. dofs | Interface dofs | GMRES <br> it. | Prec. it. $10^{-6}$ | GMRES <br> it. | $\begin{gathered} \hline \text { Prec. } \\ \text { it. } 10^{-5} \end{gathered}$ | GMRES <br> it. | Prec. it. $10^{-4}$ | GMRES <br> it. | Prec. it. $10^{-3}$ |
| 2x2 | 11026 | 596 | 1 | 10 | 2 | 9 | 2 | 7 | 2 | 6 |
| 4 x 4 | 2594 | 1776 | 1 | 12 | 2 | 10 | 2 | 8 | 3 | 5 |
| 8 x 8 | 612 | 4088 | 2 | 12 | 2 | 9 | 2 | 8 | 2 | 5 |
| 16x16 | 171 | 7980 | 2 | 10 | 2 | 7 | 2 | 6 | 2 | 5 |

Table 5.5: Iteration metrics investigation of the preconditioner accuracy effect of the P-FETI-DP method.

### 5.5.4 P-FETI-DP DEPENDENCE ON P

In order to study the effect of polynomial degree on the efficiency of the method, a numerical investigation was performed for the domain with $1 / h=64$ mesh size,
subdivided into 16 non-overlapping subdomains. Table 5.6, provides the total iterations count needed for the solution of the domain defined, by utilizing as a preconditioner both aforementioned methods PSM-D and P-FETI-DP. As expected, all methods provide an effective and robust preconditioner regarding the iteration count of the global problem, utilizing GMRES. The augmentation of the polynomial degree has a minor effect of the total number of global problem iterations. For polynomial degree $p=4$ to $p=7$ an increase of only 10 external iterations is observed, while for all chosen interface problem preconditioners, the total number of iterations required for attaining a $10^{-6}$ remain unaffected by the polynomial degree increase. This can be attributed to the fact that the introduced non-overlapping model abolishes the augmented interelement continuity. The truncated terms of the initial stiffness matrix only affect the external GMRES iterations, due to the deviation of the truncated model compared to initial one that becomes more pronounced as matrix bandwidth and interelement continuity increase along with the polynomial degree.

| $\mathrm{h}=1 / 64, \mathrm{~N}=4 \mathrm{x} 4$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | PSM Unprec. |  | PSM-D |  | P-FETI-DP |  |  |
| p | GMRES | Interface | GMRES |  | Interface | GMRES |  | Interface 0 it.

Table 5.6: Effect of polynomial degree of the shape function to the total iteration count.

### 5.5.5 P-FETI-DP ROBUSTNESS WITH RESPECT TO ILL-CONDITIONING

In this section, the effect of ill-conditioning to the proposed preconditioner is studied. Table 5.7, presents the iterations metrics of a unit square domain with different mesh partitionings ranging from $1 / h=16$ to $1 / h=128$ and three cases of Poisson's ratio, namely $0.3,0.45$ and 0.4995 . As it can be observed, the non-overlapping model that is used for preconditioning the solution, is unaffected by the increase of the ill-conditioning of the resulting stiffness matrices. On the contrary, interface problem iteration metrics increase with both Poisson's ratio with mesh partitioning. The P-FETI-DP preconditioner case exhibits reduced iteration metrics, that validate the robustness of the proposed method even in extreme ill-conditing cases.

| GMRES with P-FETI-DP preconditioner ( $\mathrm{N}=4 \mathrm{x} 4$ ) |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $1 / \mathrm{h}=16$ |  | 1/h=32 |  | $1 / \mathrm{h}=64$ |  | $1 / \mathrm{h}=128$ |  |
| $\nu$ | GMRES it. | Interface it. | GMRES it. | Interface it. | GMRES it. | Interface it. | GMRES it. | Interface it. |
| 0.3 | 1 | 9 | 2 | 10 | 2 | 11 | 2 | 12 |
| 0.45 | 1 | 14 | 2 | 21 | 2 | 26 | 1 | 35 |
| 0.4995 | 1 | 20 | 1 | 31 | 1 | 41 | 1 | 45 |

Table 5.7: Iteration metrics for unit square domain with various mesh partitionings and Poisson's ratio, preconditioned with P-FETI-DP.

| GMRES with OAS preconditioner (N=4x4) |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | $1 / \mathrm{h}=16$ | $1 / \mathrm{h}=32$ | $1 / \mathrm{h}=64$ | $1 / \mathrm{h}=128$ |
| $\nu$ | GMRES it. | GMRES it. | GMRES it. | GMRES it. |
| 0.3 | 22 | 27 | 45 | 99 |
| 0.45 | 22 | 29 | 47 | 106 |
| 0.4995 | 22 | 30 | 47 | 108 |

Table 5.8: Iteration metrics for unit square domain with various mesh partitionings and Poisson's ratio, preconditioned with P-FETI-DP.

To compare the robustness of the P-FETI-DP with OAS 2-level preconditioner, the same numerical investigation with repsect to ill-conditioning was performed with respect to ill conditioning. Table 5.8, show the effect of ill conditioning on the performance of OAS method. As it can be observed, the increase of the Poisson's ratio has a minor effect on the iterations of the global problem. Yet, in contrast to the equivalent metrics of the P-FETI-DP method, a significant increase of the iteration metrics is observed as the mesh becomes finer, thus rendering OAS 2-level preconditioner less effective with increasing mesh.


Figure 5.12: Iteration and wall-clock time metrics of the different preconditioners with increasing subdomain partitioning. 100 K problem size.


Figure 5.13: Iteration and wall-clock time metrics of the different preconditioners with increasing subdomain partitioning. 500K problem size.


Figure 5.14: Iteration and wall-clock time metrics of the different preconditioners with increasing subdomain partitioning. 1000 K problem size.

## 6

# Isogeometric Kirchhoff-Love shell 

 formulation for multiscale material simulations
### 6.1 Introduction

Thin lightweight structures are often modeled either with the Kirchhoff-Love theory, in case of thin shells, or with Reissner-Midlin theory, in case of thick shells. Even though most product belong to thin or very thin shell category, the computational limitations of thin shell theory when formulated in the framework of the FEM method, made Reissner-Midlin theory dominant in most FEM codes. This is attributed to the prerequisite of Kirchhoff-Love shells for a minimum $C^{1}$ continuity between adjacent elements, which classical FEM could not easily provide, thus resulting to non-conforming meshes. Special care must be taken for thin shell theory in the context of FEM, by applying non-local formulations, nodal enforcementof the $C^{1}$ continuity, or even penalty method applied to selected material points. On the other hand, IGA, enables for a straightforward implementation of Kirchhoff-Love theory, as continuity is raised from typical $C^{0}$ to $C^{p-1}$, where p being the polynomial degree of the shape functions used.

This Chapter aims to extend existing isogeometric thin shell formulations to incorpo-
rate constitutive laws generated by a stochastic mutliscale analysis. A nested IGA-FEM multiscale analysis scheme is proposed, in which IGA is used for the discretization at the macroscopic level and standard FEM are used for the discretization of the RVEs assigned at each integration point of the macrostructure. The discretization of the macroscale structure is performed with T-Splines, which are favored over NURBS, as they allow the extraction of arbitrarily complex geometries without a laborious pre-processing stage.

### 6.2 A TWO-SCALE NESTED IGA-FEM FORMULATION

The models considered in the present work are macroscale models of shell structures consisted in composite materials that contain arbitray inclusions and cavities. These heterogeneities are located in the microstructure of the material and are thus undetectable at the macroscale level of the model. As a result, the material is considered to be homogeneous in the macroscale, while highly disparate in its microstructure. To determine the influene of the material impurities to its actual constitutive relations, a nested IGA-FEM solution scheme is proposed, which can be split into three discrete steps as described in Figure 6.1.

In the first step, IGA discretization of the macroscale model takes place, which is performed using T-Splines as described in Chapter 1 (Figure 6.1a). The Bezier extraction of the T-Spline model is automatically performed via a CAD tool and resulting Bezier elements are utilized for the computation of the stiffness matrix. For each midsurface integration position (point $A_{0}$ in Figure 6.1b), a multitude of through thickness integration points (points $A_{i}$ in Figure 6.1c) are considered, each one corresponding to the material zone of a subsection in which plane stress conditions are assumed. This layered representation of the shell's section enables the modelling of through thickness material variability.

In the second step, the material constitutive relations are extracted at each material integration point via stochastic computational homogenization. For each integration point $A_{i}$, a random 3D RVE is generated as a prismatic mesoscale model describing the local microstructural topology of the material. Arbitrary volumetric inclusions comprised of either cavities and/or surface/line inclusions are accurately specified. Three-dimensional elasticity continuum finite elements are used for the discretization of the matrix, while inclusions are modeled as structural elements such as shells and beams embedded in the matrix. The random RVE generator is described in detail in Section


Figure 6.1: Schematic representation of the nested IGA-FEM flow for the analysis of Kirchhoff-Love shells (a) IGA discretization (b) Shell element discretization (c) Through-thickness discretization at midsurface point $A_{0}$ of a shell element (d) Random RVE of local microstructural material totpology at thickness integration point $A_{i}$.
6.2.4. For the computational homogenizations, the total macroscopic in-plane strains $\epsilon_{\alpha \beta}^{M}$ of equation 2.56 at a distance $\zeta$ of the mid-surface, are assigned to the corresponding section integration material point (i.e. point $A_{i}$ in Figure 6.1c) represented by a 3D RVE of the composite material (localization step of Figure 6.1). The in-plane strains $\epsilon_{\alpha \beta}^{M}$ are enforced as equivalent displacements to the 3D RVE, following the transformation described in Section 6.2.2. This way, an RVE microscale boundary value problem is formulated which computes averaged equivalent material properties, namely the stress $\sigma_{\alpha \beta}^{M}$ and the corresponding plane stress consitutitve matrix $C_{M}$ and returns them back to the macroscale Gauss Point $A_{0}$.

The final step of the two-scale nested scheme integrates through the thickness of the shell element and computes the stress resultants at the mid-surface point $A_{0}$ of the macroscopic model as well as their sensitivities. A detailed description of this step is provided in Section 6.2.3. Note that for the purposes of this work a linear response of the RVE is assumed. However, the proposed scheme can be readily applied to non-linear
cases in straightforward manner. The steps of the proposed IGA-FEM scheme are presented in detail in the following Sections.

### 6.2.1 Microscale boundary value problem

Neglecting inertia forces, we assume that the RVE in Figure 6.1d deforms in a state of equilibrium [108]:

$$
\begin{equation*}
\nabla \cdot \sigma=0 \quad \text { in } \Omega_{R V E} \tag{6.1}
\end{equation*}
$$

One of the basic assumptions of the proposed formulation is that the total strain of the macro-continuum equals the volume average of the microscopic strain:

$$
\begin{equation*}
\epsilon_{M}=\frac{1}{V_{R V E}} \int_{\Omega_{R V E}} \epsilon_{m} d V \tag{6.2}
\end{equation*}
$$

For the case of thin shells, this classic strain averaging condition is translated to an in-plane constraint only. Accordingly, in the following equation, a circumflex denotes restriction of the strain tensor to its in-plane coefficients only that are given be equation 2.56 and they refer to the covariant basis of the undeformed configuration.

$$
\begin{equation*}
\hat{\epsilon}_{M}=\frac{1}{V_{R V E}} \int_{\Omega_{R V E}} \hat{\epsilon}_{m} d V \tag{6.3}
\end{equation*}
$$

This condition is met by imposition of appropriate constraints in the 3D RVE boundary value problem. Specifically, a virtual plane stress element (element ABCD in Figure 6.2a) is embedded at the mid-surface of the RVE as shown in Figure 6.2. Then, in-plane dispplacements are equal to

$$
\begin{equation*}
\hat{u}_{m}=\hat{\epsilon}_{M} \hat{\mathbf{X}}_{m} \tag{6.4}
\end{equation*}
$$

are prescribed to all perimeter nodes of the virtual element ABCD, while all peripheral mesh nodes of the 3D RVE are subjected to the same displacementsas their projection nodes on the perimeter of the virtual element. More specifically, with reference to Figure 6.2, and edge nodal point $L_{i n}$ of the RVE with coordinates $X_{1}, X_{2}, X_{3}$ is prescribed with the same $u_{1}$ and $u_{2}$ displacement values, as dictated by eq. 6.4 , with those of the corresponding vertex node $V_{i}$ of the virtual element, i.e. with the node having the same


Figure 6.2: Microstructure boundary value problem on a 3D RVE.
$X_{1}, X_{2}$ coordinates.

$$
\begin{align*}
& u_{1}^{\text {edge }}\left(X_{1}, X_{2}, X_{3}\right)=\hat{u}_{1}^{\text {vertex }}\left(X_{1}, X_{2}\right)  \tag{6.5a}\\
& u_{2}^{\text {edge }}\left(X_{1}, X_{2}, X_{3}\right)=\hat{u}_{2}^{\text {vertex }}\left(X_{1}, X_{2}\right) \tag{6.5b}
\end{align*}
$$

This way, the in-plane enforcd displacements of the virtual element ABCD, make the 3D RVE to deform in a pattern that is consistent to the plane stress conditions. The basic 3D deformation modes consistent to plane stress $\epsilon_{11}^{M}, \epsilon_{22}^{M}, \epsilon_{12}^{M}$ are shown in Figure $6.2 \mathrm{~b}-\mathrm{d}$. As for the out-of-plane strain coefficients $\epsilon_{33}^{M}$, there is no need of imposing it as a aconstraint, since its value results indirectly from the out-of-plane deformation of the 3D RVE. As a result, out-of-plane shear strains $\epsilon_{3 \alpha}^{M}$ are automatically set to zero. Special care is taken to constraint the out-of-plane rigid body motions. This is attained by constraining the displacements of three nodes of the bottom face, that are parallel to axis 3 . Specifically, with reference to Figure 6.2a, vertical displacements of nodes $3,4,7$ of the RVE are constrained. This boundary conditions allows the RVE to deform freely in the in-plane directions, while at the same time eliminating possible out-of-plane rigid body motions.

The following strain averaging relation concerning the stress holds [108]:

$$
\begin{equation*}
\hat{\sigma}_{M}=\frac{1}{V_{R V E}} \int_{\Omega_{R V E}} \hat{\sigma}_{m} d V=\frac{1}{V_{R V E}} \int_{\partial \Omega_{R V E}} \operatorname{sym}[\hat{t} \otimes x] d A \tag{6.6}
\end{equation*}
$$

where the divergence theorem has been applied and $\hat{t}=\sigma \cdot n$ is the field of the developed tractions on the boundary of the RVE. Out of plane traction $t$ are identically equal to zero, as no constraint is enforced in the direction 1 and the plane stress condition $\sigma_{33}^{M}=0$ holds. By combination of eqs. 6.2 and 6.6 and taking into account eq. 6.4, the 3D macroscopic stress power equals to the volume average of the microscopic stress power.

$$
\begin{equation*}
\sigma_{M}: \dot{\epsilon}=\int_{\Omega_{R V E}} \frac{1}{V_{R V E}} \sigma_{m}: \dot{\epsilon}_{m} d V \tag{6.7}
\end{equation*}
$$

This relation satisfies the Hill-Mandel principle of macro-homogeneity [84]. Thsi way, the macroscopic energetic conjugate strain and stress measures can be replaced by their averaged microscopic counterparts in the expression of the principle of virtual work at the macroscale level.

### 6.2.2 Enforcing Plane stress conditions

A standard finite element solution scheme is employed for the boundary value problem of Figure 6.2, expressed at the microlevel in eq. 6.2. Upon discretization of the displacement
field $u_{m}$ and after constraining the rigid body moves of the 3D RVE model, the remaining degrees of freedom are partitioned into two categories, the constrained ones enforced by eq. 6.4 and the internal nodes that are totally free. The constrained nodes, denoted as $e$, include the in-plane displacement degrees of freedom of the peripheral nodes of the RVE and the internal, denotes as $p$, are the remainder internal nodes.

$$
u=\left[\begin{array}{l}
u_{e}  \tag{6.8}\\
e_{p}
\end{array}\right]
$$

The same partitioning applies to the internal nodal forces P and the stiffness matrix K as well:

$$
\begin{gather*}
f=\left[\begin{array}{l}
f_{e} \\
f_{p}
\end{array}\right]  \tag{6.9a}\\
K=\left[\begin{array}{ll}
K_{e e} & K_{e p} \\
K_{p e} & K_{p p}
\end{array}\right] \tag{6.9b}
\end{gather*}
$$

For a peripheral node $q$ of the RVE, the in-plane displacement vector $u_{q}$ is derived from the corresponding projection of the RVE on ABCD and is given as:

$$
u_{q}=\left[\begin{array}{ll}
u_{1} & u_{2} \tag{6.10}
\end{array}\right]^{T}=D_{q}^{T} \hat{\epsilon}
$$

where $D_{q}$ and $\hat{\epsilon}^{T}$ are given as:

$$
\begin{align*}
D_{q} & :=\frac{1}{2}\left[\begin{array}{cc}
2 x_{1} & 0 \\
0 & 2 x \\
x_{2} x_{1} &
\end{array}\right]  \tag{6.11a}\\
\hat{\epsilon}^{T} & =\left[\begin{array}{lll}
\epsilon_{11}^{M} & \epsilon_{22}^{M} & 2 \epsilon_{12}^{M}
\end{array}\right] \tag{6.11b}
\end{align*}
$$

Assembling a global matrix D associated with all peripheral nodes P , the discretized form of the constraint eq. 6.4 is given as:

$$
\begin{equation*}
u_{e}=D^{T} \hat{\epsilon}, \quad D=\left[D_{1}, d_{2}, \ldots, D_{p}\right] \tag{6.12}
\end{equation*}
$$

Regarding the reaction forces acting on the internal degrees of freedom " $e$ ", an appropriate Lagrange multiplier $\delta$ is applied to enforced eq. 6.12. Then the discretized boundary value problem takes the form of the following algebraic equations:

$$
\begin{gather*}
f_{e}=\delta  \tag{6.13a}\\
f_{p}=0  \tag{6.13b}\\
u_{e}-D^{T} \hat{\epsilon}=0 \tag{6.13c}
\end{gather*}
$$

Upon solution of the micro-level boundary value problem of Figure 6.2, the macroscopic stress tensor can be calculated for eq.6.6 that takes the discretized form:

$$
\begin{equation*}
\hat{\sigma}:=\frac{1}{|V|} D \delta \tag{6.14}
\end{equation*}
$$

For an equilibrium state of the microstructure and for an infinitesimal macroscopic strain increment $\Delta \hat{\epsilon}$, the corresponding increments of the displacements $\Delta u_{e}, \Delta u_{p}$, Lagrange multiplier $\Delta \delta$ and the total macroscopic strain $\Delta \hat{\sigma}$, is given as follows:

$$
\begin{gather*}
\Delta u_{e}=D^{T} \Delta \hat{\epsilon}  \tag{6.15a}\\
\Delta u_{p}=-K_{p p}^{-1} K_{p e} \Delta u_{e}  \tag{6.15b}\\
\Delta \delta=\tilde{K}_{e e} D^{T} \Delta \hat{\epsilon}  \tag{6.15c}\\
\Delta \hat{\sigma}:=\frac{1}{|V|} D \Delta \delta \tag{6.15~d}
\end{gather*}
$$

where $\tilde{K}_{e e}=K_{e e}-K_{e p} K_{p p}{ }^{-1} K_{p e}$. Hence the macroscopic moduli are given as:

$$
\begin{equation*}
C=\frac{1}{|V|} D \tilde{K}_{e e} D^{T} \tag{6.16}
\end{equation*}
$$

### 6.2.3 Macroscopic shell stiffness matrix

The macroscopic shell stiffness matrix matrix is derived from the principle of virtual work which can be written as

$$
\begin{equation*}
W=\int_{V} \sigma_{M}: \delta \epsilon_{M} d V=\int_{V} f \cdot \delta u_{M} d V \tag{6.17}
\end{equation*}
$$

where the virtual displacement $\delta u_{M}$ is in the macroscopic level. The expression of internal virtual work at the left hand side is further elaborated as:

$$
\begin{equation*}
\int_{V} \sigma_{M}: \delta \epsilon_{M} d V=\int_{A}\left(\mathbf{n}: \delta \epsilon_{M}+\mathbf{m}: \delta \kappa_{M}\right) d A \tag{6.18}
\end{equation*}
$$

where through thickness integration delivers the macroscopic stress resultants as

$$
\begin{equation*}
n^{\alpha \beta}=\int_{-\frac{h}{2}}^{\frac{h}{2}} \sigma_{M}^{\alpha \beta} d \zeta m^{\alpha \beta}=\int_{-\frac{h}{2}}^{\frac{h}{2}} \sigma_{M}^{\alpha \beta} \zeta d \zeta \tag{6.19a}
\end{equation*}
$$

where $\alpha, \beta$ take the values 1,2. Similar expressions are used for "thickness integrated" material matrices [100]. The moduli at each thickness integration point are obtained directly from eq.6.16 as:

$$
\begin{align*}
C_{A} & =\int_{-\frac{h}{2}}^{\frac{h}{2}} C d \zeta  \tag{6.20a}\\
C_{B} & =\int_{-\frac{h}{2}}^{\frac{h}{2}} C \zeta d \zeta  \tag{6.20b}\\
C_{D} & =\int_{-\frac{h}{2}}^{\frac{h}{2}} C \zeta^{2} d \zeta \tag{6.20c}
\end{align*}
$$

The differentials of membrane forces and bending moments are computed from:

$$
\begin{align*}
& d n^{\alpha \beta}=C_{M_{A}}^{\alpha \beta \gamma \delta} d \epsilon_{\gamma \delta}+C_{M_{B}}^{\alpha \beta \gamma \delta} d \kappa_{\gamma \delta}  \tag{6.21a}\\
& d m^{\alpha \beta}=C_{M_{B}}^{\alpha \beta \gamma \delta} d \epsilon_{\gamma \delta}+C_{M_{D}}^{\alpha \beta \gamma \delta} d \kappa_{\gamma \delta} \tag{6.21b}
\end{align*}
$$

Since equilibrium must be met for any variation of the displacement matrices $\delta u_{r}$ it can be written that

$$
\begin{equation*}
\delta W=\frac{\partial W}{\partial u_{r}} \delta u_{r}=0 \tag{6.22}
\end{equation*}
$$

This leads to the following internal and external forces:

$$
\begin{gather*}
F_{r}^{\text {internal }}=\int_{A}\left(\mathbf{n}: \frac{\partial \epsilon_{M}}{\partial u_{r}}+\mathbf{m}: \frac{\kappa_{M}}{\partial u_{r}}\right) d A  \tag{6.23a}\\
F_{r}^{\text {external }}=\int_{A} f \cdot \frac{\partial u}{\partial u_{r}} d A \tag{6.23b}
\end{gather*}
$$

Subsequently, the stiffness matrix is obtained as:

$$
\begin{equation*}
K_{r s}^{\text {internal }}=\int_{A}\left(\frac{\partial \mathbf{n}}{\partial u_{s}}: \frac{\partial \epsilon_{M}}{\partial u_{r}}+\frac{\partial \mathbf{m}}{\partial u_{s}}: \frac{\partial \kappa_{M}}{\partial u_{r}}\right) d A \tag{6.24}
\end{equation*}
$$

Substitution of eq. 6.21 in eq.6.24 yields the final expression for the shell's macroscopic stiffness matrix:
$K_{r s}^{\text {internal }}=\int_{A}\left(\mathbf{C}_{M_{A}}: \frac{\partial \epsilon_{M}}{\partial u_{s}}+\mathbf{C}_{M_{B}}: \frac{\partial \kappa_{M}}{\partial u_{s}}\right): \frac{\partial \epsilon_{M}}{\partial u_{r}}+\left(\mathbf{C}_{M_{B}}: \frac{\partial \epsilon_{M}}{\partial u_{s}}+\mathbf{C}_{M_{D}}: \frac{\partial \kappa_{M}}{\partial u_{s}}\right): \frac{\partial \kappa_{M}}{\partial u_{r}} d A$

### 6.2.4 Random RVE generator

As mentioned above, a stochastic RVE generator is developed to account for material heterogeneities at the mesoscale level of RVEs. The generator is based on two uncertainty type, namely the inclusion dispersion and orientation inside the matrix as well as their spatial variability inside the RVE described with a variable volume fraction parameter [10].

## RVE WITH EMBEDDED INCLUSIONS

Given the RVE dimensions, i.e. length $L_{\text {matrix }}$, width $W_{\text {matrix }}$ and height $H_{\text {matrix }}$ and the type of inclusions, the RVE generator distributes the inclusions in the matrix either uniformly in a unidirectional pattern (Figure 6.4), or with random orientations (Figure 6.10). The coordinates of an insertion point (Point A in Figure 6.3a) of an inclusion are randomly generated inside the matrix assuming a uniform distribution described by the uncorrelated random variables $X_{A}$, uniformly distributed in the range $\left[0, L_{\text {matrix }}\right]$, $Y_{A}$ uniformly distributed in the range $\left[0, W_{\text {matrix }}\right]$ and $Z_{A}$, uniformly distributed in the range $\left[0, H_{\text {matrix }}\right]$.

To define the orientation of the inclusions, an additional point is inserted (Point B in Figure 6.3a) defining an additional orientation random variable, namely the Euler angler $\phi$, which for the purposes of this work is also assumed uniformly distributed in $[0,2 \pi]$. This angle, together with a fixed length parameter completely define the coordinates of insertion point B.

The spatial variability of the Volume Fraction (VF) is taken into account by assigning a different RVE at each integration point of the domain. Specifically, a multitude of RVEs with varying VFs are constructed and randomly distributed throughout the macroscopic domain. The spatial varability of the VF used for the construction of the RVEs at different domain locations is modeled using random fields and simulated via series expansion of the Karhunen-Loève method [78]

$$
\begin{equation*}
w(\mathbf{x}, \theta)=\sum_{n=0}^{\infty} \sqrt{\lambda_{n}} \xi_{n}(\theta) f_{n}(\mathbf{x}) \tag{6.26}
\end{equation*}
$$

where $\xi_{n}(\theta)$ is a set of uncorrelated Gaussian random variables and $\lambda_{n}$ and $f_{n}(\mathbf{x})$ are the eigenvalues and eigenvectors of the autocorrelation functions, respectively.

Both the matrix and the inclusions are discretized independently, i.e. without common nodes. For the purposes of the numerical examples, solid finite elements are used for the discretization of the RVE matrix, while the inclusions in the form of carbon nanotubes are discretized with two-noded beam elements. The contribution of each inclusion to the stiffness of the RVE is calculated via the embedded element technique (Figure 6.3a), in which the discretized inclusion degrees of freedom are kinematically constrained to the degrees of freedom of the surrounding matrix. This compatibility between the matrix and the inclusions degrees of freedom, is demonstrated in the three-dimensional case, by
utilizing a single spatial beam elements, representing a CNT, embedded in an n-noded continuum finite element. The degrees of freedom of the CNT element are given by

$$
\begin{equation*}
U_{\text {beam }}=\left\{u_{1}^{b}, u_{2}^{b}, u_{3}^{b}, \ldots, u_{12}^{b}\right\} \tag{6.27}
\end{equation*}
$$

and the equivalent degrees of freeedom of the continuum finite element by:

$$
\begin{equation*}
U_{\text {continuum }}=\left\{u_{1}^{c}, u_{2}^{c}, u_{3}^{c}, \ldots, u_{3 n}^{c}\right\} \tag{6.28}
\end{equation*}
$$

The kinematic relation between the inclusion degrees of freedom and those of the solid finite element can be expressed as:

$$
\begin{equation*}
U_{\text {inclusion }}=\left[T_{\text {embedded }}\right] U_{\text {matrix }} \tag{6.29}
\end{equation*}
$$

where T is a compatibility matrix that contains the shape function values at each of the inclusion nodes, and is given by

$$
\left[T_{\text {embedded }}\right]=\left[\begin{array}{cccc}
\mathbf{T}_{A}^{(1)} & \mathbf{T}_{A}^{(2)} & \ldots & \mathbf{T}_{A}^{(n)}  \tag{6.30}\\
\mathbf{T}_{B}^{(1)} & \mathbf{T}_{B}^{(2)} & \ldots & \mathbf{T}_{B}^{(n)}
\end{array}\right]
$$

where A, B denote the initial and final node of the beam element according to Figure 6.3a. $\mathbf{T}_{K}^{(j)}$ is a matrix that transforms the translational and rotational degrees of freedom of a beam element to the translational degrees of freedom of the matrix element, as follows:

$$
\mathbf{T}_{K}^{(j)}=\left[\begin{array}{ccc}
N_{j}\left(\xi_{K}, \eta_{K}, \zeta_{K}\right) & 0 & 0  \tag{6.31}\\
0 & N_{j}\left(\xi_{K}, \eta_{K}, \zeta_{K}\right) & 0 \\
0 & 0 & N_{j}\left(\xi_{K}, \eta_{K}, \zeta_{K}\right) \\
0 & -\frac{1}{2} \frac{\partial N_{j}\left(\xi_{K}, \eta_{K}, \zeta_{K}\right)}{\partial z} & -\frac{1}{2} \frac{\partial N_{j}\left(\xi_{K}, \eta_{K}, \zeta_{K}\right)}{\partial y} \\
-\frac{1}{2} \frac{\partial N_{j}\left(\xi_{K}, \eta_{K}, \zeta_{K}\right)}{\partial z} & 0 & -\frac{1}{2} \frac{\partial N_{j}\left(\xi_{K}, \eta_{K}, \zeta_{K}\right)}{\partial x} \\
-\frac{1}{2} \frac{\partial N_{j}\left(\xi_{K}, \eta_{K}, \zeta_{K}\right)}{\partial y} & -\frac{1}{2} \frac{\partial N_{j}\left(\xi_{K}, \eta_{K}, \zeta_{K}\right)}{\partial x} & 0
\end{array}\right]
$$

The terms $\frac{\partial N_{j}}{\partial x}, \frac{\partial N_{j}}{\partial y}, \frac{\partial N_{j}}{\partial z}$ represent the shape function derivatives, evaluated at the coordinates $\xi_{K}, \eta_{K}, \zeta_{K}$ of the beam node at the local coordinate system of the solid element. As a result, the stiffness contribution of the inclusion to the matrix is given as follows:


Figure 6.3: Examples of 3D RVEs.

$$
\begin{equation*}
K_{\text {embedded }}=T_{\text {embedded }}^{T} \cdot K_{\text {inclusion }} \cdot T_{\text {embedded }} \tag{6.32}
\end{equation*}
$$

The final stiffness matrix of the RVE is calculated as the sum of the contributions of the continuum finite elements and the equivalent contributions of the beam elements transformed to the nodal degrees of freedom of their host elements with the aid of eq. 6.32. The use of the embedded FEM technique [127] allows for the use of relatively coarse and simple meshes, with respect to a standard FEM discretization. A standard FEM discretization would require fully conforming meshes in the matrix-inclusion interphases that would lead to complicated and laborious preprocessing of the RVE FEM models. This is avoided in the present work with the use of the embedded FEM technique. As a result, the proposed discretization procedure reduces significantly the computational cost for the solution of the RVE.

## Metamaterial RVEs

Another typical material microstructure used in advanced composites is the metamaterial illustrated in Figure 6.3b. A metamaterial is created as a combination of a matrix with volumetric inclusions of different material properties or cavities. The volumetric nature of these inclusions does not allow their modelling as beams or shell elements. As a result, both the matrix and the inclusion are discretized with 3D continuum finite elements, ensuring that the mesh at the boundary between them is conforming. This might lead to increased RVE mesh size compared to the embedded inclusions presented in the previous section., yet it is inevitable in case of complex inclusion geometries. Since these materials do not exist in nature and are manufactured, they are commonly placed in a periodic lattice as Figure 6.3b illustrates. A single periodic portion of the lattice is extracted (Figure 6.3b) and serves as the RVE geometry to be used throughout the model. The stochasticity for this RVE case is introduced as the variability of the material properties of the matrix or the incorporated inclusions. Similar to the embedded inclusions case, the spatial variability of the material properties is dictated by the Karhunen-Loève method as provided in eq. 6.26.

### 6.3 Numerical Results

This section provides benchmark examples that demonstrate the merits of the proposed computational methodology. The first example verifies the accuracy of the imposed plane stress conditions as described in Section6.2.2, followed by two real-scale examples that demonstrate the applicability of the proposed approach of integrating isogeometric T-Splines discretization of Kirchhoff-Love shells with stochastic multiscale analysis of composite materials. The second benchmark example illustrates the performance of the proposed methodology applied to a cylindrical shell composed of a metamaterial, while the third example deals with the analysis of a real-scale car bumper made of polymer reinforced with stochastically distributed Carbon Nanotube (CNT) inclusions.

All modules of isogeometric analysis, multiscale analysis and stochastic analysis were developed and integrated in the open-source computational mechanics software platform MSolve [MSo] with HPC capcabilities.

### 6.3.1 VERIFICATION OF HOMOGENIZATION PROCEDURE FOR PLANE STRESS CONDITIONS

This benchmark test is used as a proof of concept of the proposed computational procedure described in Section 6.2.2 for extracting the plane stress constitutitve law from the analysis of a three-dimensional microstructure. For a Young's modulus $\mathrm{E}=4 \mathrm{GPa}$ and Poisson's ratio $\nu=0.4$, the theoretic isotropic plane stress elasticity matrix is calculated as:

$$
\mathbf{C}=\frac{E}{1-\nu^{2}}\left[\begin{array}{ccc}
1 & \nu & 0  \tag{6.33}\\
\nu & 1 & 0 \\
0 & 0 & 1-\nu
\end{array}\right]=\left[\begin{array}{ccc}
4.762 & 1.905 & 0 \\
1.905 & 4.762 & 0 \\
0 & 0 & 1.429
\end{array}\right]
$$

The same material properties are used for the computation of the constitutive matrix $\mathbf{C}^{\prime}$ via the homogenization procedure implementing the plane stress extraction described in Section 6.2.2. To this purpose, a cubic RVE of 100 nm edge is considered, and discretized with a mesh $10 x 10 \times 10$ hexahedral finite elements. The difference $\Delta \mathbf{C}$ between this calculation and the theoretic matrix of eq. 6.33 is computed at:

$$
\Delta \mathbf{C}=\mathbf{C}-\mathbf{C}^{\prime}=\left[\begin{array}{ccc}
0.0 & -9.992 E-15 & -9.60 E-16  \tag{6.34}\\
-9.992 E-15 & 0.0 & -2.20 E-16 \\
-7.08 E-16 & -3.37 E-16 & 0.0
\end{array}\right]
$$

The comparison of the constitutive matrix components in eq. 6.34 illustrates the accuracy of the proposed plane stress constraint procedure. It can be seen that the nonzero values of both matrices coincide, while the zero terms of the isotropic plane stress elastiity matrix are computed close to zero within the computer accuracy. This indicates that the extraction of the constitutive matrix from the homogenization procedure described in Section 6.2.2 provides accurate results compared to the analytical formula of plane stress costitutive matrix.

To test the performance of the proposed procedure for an anisotropic material, two composite RVE cases are examined with a matrix of the same material as before reinforced with CNTs of different volume fractions. The CNTs are modelled as embedded beam elements assuming fully bonded interfacial conditions [137], with properties listed in Table 6.1. The finite element model is created using the random RVE generator described in Section 6.2.4 for 200 and 800 emdedded CNTs respectively. A unidirectional orientation

| EBE proporties for $\operatorname{CNT}(8,8)$ |  |
| :--- | :--- |
| CNT diameter | 1.06 nm |
| CNT thickness | 0.34 nm |
| Bending inertia X,Y | $100.18 \mathrm{~nm}^{4}$ |
| Torsional constant | $68.77 \mathrm{~nm}^{4}$ |
| Young's Modulus | 4 GPa |
| Poisson's ratio | 0.4 |

Table 6.1: CNT Properties.
of CNTs is considered with the principal direction being the axis X , as illustrated in Figure 6.4


Figure 6.4: Representative volume elements with embedded CNTs a) $2.5 \%$ embedded CNTs volume fraction b) $10 \%$ embedded CNTs volume fraction.

The length of the CNTs is considered to be 100 nm while its position in the YZ plane is given by two uncorrelated uniform variables fro coordinates $Y_{A}$ and $Z_{A}$, as described in Section 6.2.4.

$$
\begin{align*}
\mathbf{C}_{R V E_{a}} & =\left[\begin{array}{ccc}
18.328 & 1.905 & -9.09 E-18 \\
1.905 & 4.762 & 5.80 E-16 \\
4.57 E-16 & -5.01 E-16 & 1.429
\end{array}\right]  \tag{6.35a}\\
\mathbf{C}_{R V E_{b}} & =\left[\begin{array}{ccc}
58.554 & 1.905 & 6.47 E-16 \\
1.905 & 4.762 & -3.18 E-17 \\
9.68 E-17 & 1.15 E-15 & 1.429
\end{array}\right] \tag{6.35b}
\end{align*}
$$

The computed constitutive matrices for the two RVE case are preseneted in eq. 6.35. In comparison with the constitutive matrix of eq. 6.33, the reinforced RVE matrices provide a notable increase of stiffness in the X direction. Specifically, the principal component of axis X for the RVE reinforced with $2.5 \%$ VF of CNTs, is increased by $385 \%$ compared to the isotropic case, while for the $10 \%$ VF case an increase of $1230 \%$ is observed, thus making apparent the contribution of the reinforcing material in its mechanical performance. In both case, the zero terms of the isotropic elasticity matrix are close to zero within computer accuracy and thus the extracted constitutive matrices are in agreement with the plane stress matrix.

### 6.3.2 Cylindrical shell

The second example is the benchmark example of the cylindrical shell shown in Figure 6.5 a . Its cross-section is a circular arc of 25 meters with its angle being $40^{\circ}$. The thickness of the shell is 0.25 m and the total length of the structure is 50 m . The shell is subjected to a gravitational load of magnitude $f_{0}=90 \mathrm{~N} / \mathrm{m}^{2}$ per unit surface [119, 164]. The boundary conditions of the structure are the following: translational degrees of freedom per axis X and Z are constrained in edge AB and CD .

The material considered in this example is the metamaterial of Figure 6.5b with periodic void. A unit cell of 100 x 100 x 100 nm with a void of 50 x 50 x 50 nm is used to construct the 3D RVE for this case. The modulus of elasticity of the RVE material is considered to be a random variable assumed to follow the lognormal distribution with mean value $\mathrm{E}=4 \mathrm{GPa}$ and standard deviation 0.5 GPa . Two spatial correlation cases were considered. In the first case, a through thickness variation of the modulus of elasticity was considered in addition to the surface variability. The modulus of elasticity


Figure 6.5: Geometries of the cylindrical shell example.
in this case is described as a white noise random field, according to eq. 6.26.
20.000 Monte Carlo simulations of the stochastic cylindrical shell are performed for each spatial variability case. Figure 6.6a, displays the histogram of the vertical displacements of monitor node in the middle of the edge BC for the first spatial variability case. As can be seen, the results follow a near-to normal distribution, with mean value of -0.038762 m and a standard deviation of $1.3428 \mathrm{e}-04 \mathrm{~m}$. In the white noise spatial variability case the histogram of displacements versus probability is displayed in Figure 6.6b, where the mean value of the results is -0.0791 m and their standard deviation 0.0233 m .

Inspection of these results immediately indicates the importance of the multiscale modelling proposed in this study. Considering a constant material for the macroscale model, gives a standard deviation of the displacements equivalent to $30 \%$, i.e. $\mathrm{COV}=0.3$ of the resulting mean value, while in the white noise case the COV reduces to 0.18. In addition, the shapes of the distributions differ significantly with the first (Figure 6.6a) being near to Gaussian and the second being near to lognormal, thus in alignment to


Figure 6.6: Histograms for the vertical displacements of monitor Control Point $C$.
the input random variables.

### 6.3.3 CAR COMPOSITE BUMPER EXAMPLE

The next example is a real-scale model of a car bumper illustrated in Figure 6.7. The model is retrieved from [Tur]. Utilizing T-Spline plugin for Rhino [165],the CAD surface is transformed to T-Splines surface. By extracting a Bezier mesh, an analysis of the bumper is performed in MSolve platform [MSo]. Details of the bumper boundary conditions and 6.7a and Table 6.2, respectively. A front view of the bumper is given in Figure 6.7. The right edge of the bumper is considered clamped, while loading of 100 KN is applied at the Control Points of the left edge. The deformed bumper configuration is given in Figure 6.7b for an isotropic material with $\mathrm{E}=4 \mathrm{GPa}$ modulus of elasticity and Poisson's ratio $\nu=0.4$.

Assuming that the bumper is made of a polymer matrix reinforced with CNTs, the multiscale analysis described in the previous section is applied. In this context, a cubic RVE with dimensions of $100 \times 100 \times 100 \mathrm{~nm}$ is constructed using the RVE generator of Section 6.2.4. The RVE is comprised of a poly-ether-ether-ketone (PEEK) [109] matrix with Young's modulus $\mathrm{E}=4 \mathrm{GPa}$ and Poisson's ratio $\nu=0.4$. The matrix is reinforced with $(8,8)$ armchair CNTs that are modelled as beam elements [137](Figure 6.8) embedded in the surrounding matrix assuming fully bonded interfacial conditions, as described in Section 6.2.4.

Both matrix and CNTs are considered linear elastic. The matrix is discretized with 1000 hexahedral elements, while the CNTs are modelled utilizing Equivalent


Figure 6.7: Histograms for the vertical displacements of monitor Control Point C.

Beam Elements (EBE). The EBEs are extracted from detailed Molecular Structural Mechanics (MSM) models of the CNTs [137]. As shown in Figure 6.8, a CNT portion is modelled as a space frame lattice according to the MSM formulation and then projected to an equivalent surrogate beam model with much lower degrees of freedom. The full CNT is then modeleed as a series of EBE elements. Table 6.1 presents the mechanical properties of the EBEs that are extracted with the MSM approach for a CNT (8,8). A detailed description of this surrogate modelling procedure can be found in [137, 157].

Since nanotubes are in theory indefinately long cylinders organized in hexagonal lattice form, the notation ( $\mathrm{m}, \mathrm{n}$ ) serves to define the atoms positioning on the circumference of the nanotube. In literature, the term ( $\mathrm{m}, \mathrm{m}$ ) refers to armchair type nanotubes, whose paths are defined by two consecutive $60^{\circ}$ left turns, followed by two $60^{\circ}$ right turns repeated every four steps. Figure 6.9 provides an example of a graphene sheet that will serve as the cylindrical development of a CNT. The vectors $c_{1}, c_{2}$ depicted are considered the unit vectors based on a unit cell hexagon of the lattice. By combining $\mathbf{m}$ unit cells along $c_{1}$ direction and $\mathbf{n}$ along $c_{2}$ direction a ( $\mathrm{m}, \mathrm{n}$ ) type nanotube is generated.

| Model |  |
| :--- | :--- |
| Control Points | 23312 |
| Bezier Elements | 24664 |
| Degrees of freedom | 69936 |

Table 6.2: Details of the T-Spline model discretization.


Figure 6.8: Schematic CNT representation a) MSM model of the CNT b) Beam element with equivalent propoerties to the detailed CNT model

A sensitivity analysis is initially performed to determine the sensitivity of the bumpers response to the CNTs VF. To this purpose, 10 RVEs are constructed with varying VFs in the range between $2.5-10 \%$. The RVE matrix geometry is considered constant throughout the structure, while the CNTs are placed unidirectionally parallel to the X axis of the mesoscale model (see Figure 6.4) in the first subcase and randomly oriented in the second subcase (see Figure 6.10). The longitudinal direction coincides with $a_{1}$ local element axis as shown in Figure 6.1. Their position in the YZ plane is determined by the random RVE generator as described in section 6.2.4, with the coordinates $Y_{A}$ and $Z_{A}$ modeled with two uniformly distributed and uncorrelated random variables as

$$
\begin{align*}
& Y_{A} \sim U(0,100 \mathrm{~nm})  \tag{6.36a}\\
& Z_{A} \sim U(0,100 \mathrm{~nm}) \tag{6.36b}
\end{align*}
$$

Figure 6.11 , presents the results of the aforementioned sensititvity analysis. The horizontal axis represents the VF of the inclusions, while the vertical provides a measure of the stiffness increase of the structure expressed as a normalized displacement. This displacement is defined as the ratio of the maximum bumper displacement of the CNT reinforced bumper to the maximum displacement for the unreinforced bumper, at the same monitoring degree of freedom:


Figure 6.9: Graphene sheet honeycomb structure.

$$
\begin{equation*}
U(\%)=\frac{U_{C N T_{\max }}}{U_{\text {Matrix }}^{\max }} \tag{6.37}
\end{equation*}
$$

As observed in Figure 6.37, the minimum volume fraction of $2.5 \%$ results in a maximum displacement U 0.55 , that is approximately $55 \%$ of the corresponding displacement of the bumper with neat PEEK material. This reduction can reach a maximum $\mathrm{U}=30 \%$ in the case of $10 \%$ CNT volume fraction randomly dispersed in the matrix, revealing $\mathrm{a} 70 \%$ stiffness increase of the bumper. In addition, it can be observed that the variation of U as a function of the weight fraction is nonlinear reaching towards a plateau beyond which the increase of stiffness for weight fractions larger than $10 \%$ becomes negligible. Inspection of the curves for longitudinal and randomly oriented CNTs presented in Figure 6.11, immediately emphasizes the importance of the proposed material microstructure modelling in revealing the sensitivity of the macroscale response to microstructural parameters. A significant stiffness increase is observed for the case of longitudinal CNTs. For example, for a stiffness increase of $50 \%$ with respect to the unreinforced material illustrated with a dashed line in Figure 6.11, a 3\% VF of longitudinal CNTs is required, while the same increase is achieved with a $7 \% \mathrm{VF}$ of randomly oriented CNTs This indicates that the CNT inclusions of a polymer matrix can be reduced up to $57 \%$ while meeting the desired stiffness requirements. In a similar fashion, for a given CNT VF of $4.3 \%$, a $58 \%$ stiffness increase is observed for the case of longitudinal CNTs


Figure 6.10: Randomly distributed CNTs.
compared to $40 \%$ in case of the random oriented CNTs, as indicated by the dotted lines of Figure 6.11. This translates to a $31 \%$ deviation between the two cases, showcasing the importance of the detailed microstructure modelling. As a result, it is observed that the proposed nested IGA-FEM scheme, can quantitatively assess the influence of the material micrstructure to the final structural response, while at the same time providing crucial insight for the design of advanced composite materials.

The random RVE generator is utilized next, to introduce spatial and through thickness variability to the RVEs. Four cases for the reinforcement of the bumper are examined. In the first two cases, unidirectional CNTs are assummed parallel to the axis X of the mesoscale model(Figure 6.4), uniformly distributed inside the matrix according to eq. 6.36. For the latter two cases, the embedded CNTs have random orientations (Figure 6.10) given by eq. 6.26. In both cases, a Gaussian band limited white noise is assumed for the generation of a 3D random field, with two VF subcases of $3.5 \%$ and $6 \%$ respectively and a coefficient of variation of $1 \%$. Table6.3, contains the results generated by 2.500 Monte Carlo simulations for each of the cases described above, while Figure 6.12 presents their respective histograms.Comparing unidirectional and randomly oriented


Figure 6.11: Impact of CNT volume fraction to the maximum deflection of the car bumper

CNTs for their two equivalent volume fraction cases, it can be observed that the random orientation of the CNTs has more impact on the performance of the bumper as indicated by the maximum displacement ratio which is significantly lower for the case of randomly oriented CNTs. Specifically, for the $3.5 \%$ volume fraction the mean ratio of $50 \%$ stiffness augmentation for the aligned CNTs is reduced to $35 \%$ for the randomly oriented and similarly for the $6 \%$ volume fraction case, the $60 \%$ stiffness increase is reduced to $46 \%$. In both cases the impact of random orientation gives a compelling $25-30 \%$ reduced stiffness compared to the corresponding unidirectional positioning of the inclusions. From Figure 6.11 it can be seen that the stiffness of the nanocomposites exhibits a significant increase for CNT volume fractions ranging between $2.5-9 \%$. In addition, the rate of the stiffness increase is slowing down for higher CNT volume fraction exhibiting a plateau behavior in which the stiffness increase becomes insignificant.

As in the previous example, inspection of the results immediately indicates the importance of the detailed multiscale modelling proposed in this study. As indicated in the examples considered, the modelling of the micromechanics can severely affect the constitutive response of the material, therefore the accurate description of the materials microstructure, as addressed by the proposed approach, becomes crucial. The inclusion's

| \% Reduction | Lognitudinal | Lognitudinal | Random <br> orientation | Random <br> orientation |
| :--- | :--- | :--- | :--- | :--- |
|  | CNTs 3.5\% | CNTs 6\% | CNTs 3.5\% | CNTs 6\% |
|  | VF | VF | VF | VF |
| Mean value | $50.98 \%$ | $60.53 \%$ | $35.16 \%$ | $46.44 \%$ |
| Standard <br> Deviation | $7.36 \%$ | $3.55 \%$ | $7.58 \%$ | $7.04 \%$ |

Table 6.3: Results for two volume fraction cases, for longitudinal and randomly oriented CNTs
volume fraction effect on the final material performance follows a non-linear law (Figure 6.11), while the randomness of the inclusion directionality can reduce the overall material performance up to $30 \%$. The sensitivity of material and structural performance to the parameters assumed for the micromechanics modelling emphasizes the necessity of utilizing approaches like the one proposed in this work, for the accurate modeling of shell composites.

### 6.3.4 Parallel computer implementation

Since both the nested IGA-FEM semi-concurrent multiscale analysis and the Monte Carlo simulations require extensive computational workload, the developed code is parallelized with the aid the High performance computing (HPC) oriented platform MSolve[MSo] which implements the Task Parallel Library (TPL)[110] and MPI.NET [Mpi] , which are the equivalents to the OpenMP[52] and MPI[White] frameworks for the C\# programming language. The parallelization procedure is illustrated schematically in Figure 6.13 and is performed in two phases. Phase 1 includes the generation of the random RVE geometries, of multitude $n$ for each macroscale model and the off-line computation of their equivalent properties. In this phase each computing node of the MPI environment is assigned to a number of RVE geometries. This number is equal to the independent integration points of the macroscale model. Then, finite element analyses are performed independently for each RVE utilizing the cores of the computing node in a shared memory computing environment. As a result, a collection of constitutive responses, linked to a specific RVE is created in each MPI node.


Figure 6.12: Histogram for the displacement reduction vs its probability of occurence.


Following the generation of the required multitude of RVEs, a second parallelization phase (Phase 2) is implemented for the Monte Carlo simulations of macroscale models. In this Phase a different mesoscale RVE model is assigned to each of the thickness integration points for each macroscale model generated by MCS and the corresponding constitutive matrix is retrieved from the formerly generated collection without additional calculation. The FEM analyses of the macroscale models are also independent and are performed in an embarrassingly parallel way as well. Specifically, each MPI computing node is assigned to macroscale models in which their corresponding RVEs are already computed in the node. As a result, there is no need for communication between the nodes to retrieve RVE data, thus maximizing the parallelization performance.

| Analysis <br> time | Degrees of <br> freedom | Monte <br> Carlo <br> Simulations | Sequential <br> time | Parallel <br> $(6$ cores $)$ | Parallel <br> $(36$ cores $)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Cylindrical <br> shell | 1.083 | 20.000 | 363 min | 64 min | 11 min |
| Bumper | 69.936 | 2.500 | 6.325 min | 1.351 min | 226 min |

Table 6.4: Comparison of sequential and parallel stochastic analysis times.

Table 6.4 shows the discretized degrees of freedom of the macroscale level shell models, the number of Monte Carlo simulations and the corresponding computing times required for examples 2 and 3 in both sequential and parallel computing implementations. The CPU used in in the single CPU case is an i7-980x with 6 cores. Specifically, the sequential time of 363 minutes is reduced to 96 minutes resulting in a speedup of 5.67 times, in the case of 20.000 Monte Carlo simulations of the cylindrical shell. Similarly, for 2.500 simulations of the CNT reinforced bumper, the sequential time is 6.325 minutes is reduced in the parallel implementation to 2.027 minutes resulting in a 4.68 times speedup. It is observed that for the bumper model the speedup is reduced compared to the linear speed up of the cylindrical shell example. This is attributed to the increased memory requirements of the bumper model, that do not allow for the full utilization of the CPU cores. In order to study the scalability of the proposed parallel implementation, both examples are computed on a cluster consisting of 6 computing nodes, containing a 6 core i7-980x processor each. For the cylindrical shell test case, the sequential time of 363 minutes is further reduced to 11 minutes thus achieving a 33 times faster execution.

Similarly, for the car bumper case, the sequential time of 6.325 minutes is reduced to 226 minutes achieving a 28 times faster execution of the MCS simulations. It is observed that in both the single node and multi-node cases the parallelization scheme yields a close to linear speedup and thus significantly reduces the required execution time to tractable computational timeframes.

## 7

## Summary - Innovation of thesis

This thesis presented a numerical framework that addresses the efficient implementation of isogeometric method in real-scale mechanical applications. With the main focus being on the introduction of efficient solution schemes, existing state-of-the-art solution schemes were investigated and efficient alternatives were introduced that alleviate the computational cost for the solution of the resulting linear systems in both symmetric and non-symmetric cases.

Specifically, a family of solution algorithms was proposed for the purposes of isogeometric Galerkin methods that exploit the advantages of an iterative solution scheme coupled with domain decomposition methods. Due to the enhanced continuity introduced by CAD shape functions, a considerable increase in the bandwidth and population of the resulting matrices is observed. This introduced a significant computational overhead to existing DDM. Especially, in the case of isogeometric tearing and interconnecting method (IETI), its main deficit is that the subdivisioning is geometry dependent, thus producing patches of irregular shape and size. Hence, IETI is rendered inefficient in terms of performance, as load balancing is impaired due to the irregularities of the patches. To address these shortcomings, two IETI variants are examined in this work, namely multi-patch IETI, called IETI-P and overlapping IETI, called IETI-O and a non-overlapping version PCG-IETI-N, where in all cases subdivisioning is independent of the patch structure, thus enabling large-scale computations. IETI-P version is basically
the IETI method, with the introduction of an appropriate number of patches that ensure proper load balancing of the resulting subdomains. IETI-O on the other hand proposes a way to subdivide the model, without requiring the subdomains to match the patches, at the expense of up $40 \%$ larger interface problems. This has a negative effect on the solution performance, yet exhibits improved performance when compared to IETI-P. Finally, the PCG-IETI-N method, exploits a non-overlapping decomposition of the domain in order to introduce a strong and scalable preconditioner for the PCG iterative solution scheme. This is attained by introducing a proper non-overlapping decomposition of the domain in the form of truncated shape functions. The process of shape function truncation introduces a non-overlapping version of the model, that has identical geometry and features yet properly induced discontinuities. For the solution of the interface problem among the non-overlapping subdomains, the IETI method is utilized. Numerical results indicate improvements in terms of both CPU time as well as iterations, rendering PCG-IETI-N method up to 2,4 times faster compared to its IETI counterpart. These improvements are expected to be more pronounced as the model gets larger.

In a similar fashion, the solution of linear systems stemming from isogeometric collocation problems is addressed. Existing solution schemes are limited to overlapping implementations of DDM that automatically rendered the solution inefficient due to the increased interface problem. At the same time, dual domain decomposition schemes such as IETI method cannot be applied to isogeometric collocations methods, as the duality of the unknown fields is no longer valid due to the non-symmetric nature of the resulting matrices. In order to alleviate the aforementioned deficiencies, a non-overlapping domain decomposition method was introduced as an efficient and scalable preconditioner to the GMRES solver. This was achieved by a partitioning of the initial stiffness matrix into multiple subdomains. Compared to its overlapping competitors and namely the overlapping Additive Schwarz method, the proposed solution scheme indicated superior performance in terms of both iteration count and CPU time with an up to 5x times faster execution being attained.

Finally, the efficient implementation of isogeometric shells structures is addressed under the prism of semi-concurrent multiscale material modelling. Existing isogeometric thin shell formulations, employing Kirchhoff-Love shell theory, are extended to incorporate detailed modelling of advanced composites. A nested IGA-FEM multiscale analysis scheme is proposed, in which IGA is used for the discretization of the macroscopic level
and FEM for the discretization of the corresponding RVE. As a result, the plane stress material required for the integration of the shell stiffness is derived via a computational homogenization procedure, thus taking into account the microstructural material topology. Numerical results, showcase the effect of detailed material modeling to the overall mechanical performance of the shell structure, as well as the applicability of the proposed formulation to real life applications
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