NATIONAL TECHNICAL UNIVERSITY OF
ATHENS

SCHOOL OF ELECTRICAL AND COMPUTER ENGINEERING
MSc IN DATA SCIENCE AND MACHINE LEARNING

Paddy Rice Mapping based on Multi-temporal
Sentinel-1 and Sentinel-2 Data in a High Performance

Data Analytics Environment

MASTER THESIS

KOUKOS ALKIVIAIDS-MARIOS

Supervisor: Karantzalos Konstantinos
Associate Professor NTUA

Athens, November 2020






National Technical University of Athens
School of Electrical and Computer Engineering

MSc in Data Science and Machine Learning

Paddy Rice Mapping based on Multi-temporal
Sentinel-1 and Sentinel-2 Data in a High Performance

Data Analytics Environment

MASTER THESIS

KOUKOS ALKIVIAIDS-MARIOS

Supervisor: Karantzalos Konstantinos
Associate Professor NTUA

Approved by the three-member examination committee on 12th November 2020.

(Signature) (Signature) (Signature)

K. Karantzalos C. Kontoes G. Goumas
Assoc. Professor NTUA Reearch Director NOA  Assistant Professor NTUA

Athens, November 2020



(Signature)

Koukos ALKIVIADIS-MARIOS
© 2020 — All rights reserved



National Technical University of Athens
School of Electrical and Computer Engineering

MSc in Data Science and Machine Learning

Copyright (©)—All rights reserved Koukos Alkiviadis-Marios, 2020.

It is forbidden to copy, store and distribute this work, all or part of it, for commercial purposes.
Reprinting storage and distribution is allowed, for non - profit, educational or of a research
nature, provided that the source is indicated and that this message is retained. Questions
regarding the use of work for profit should be addressed to the author.

The aspects and the conclusions contained in this document are those of the author and
should not be construed as representing the official positions National Technical University of

Athens.






Abstract

Over the last years, the continuous increase of global population, together with the climate
change, is expected to affect the food sector significantly. Rice is a main source of nutrition for
more than half of world’s population and it contributes significantly to food security, global
economy and climate change. Towards the efficient rice growth and yield monitoring, the main
objective of this thesis is to develop a generic and transferable model for rice crop mapping
based on Sentinel-1 and Sentinel-2 imagery.

Specifically, the present thesis deals with agriculture monitoring challenges, for the pur-
poses of food security monitoring in South Korea. South Korea’s food security problems
include the overproduction of rice, which consequently leads to low self-sufficiency in the pro-
duction of other major crops. For this reason, the accurate and large scale mapping of the
paddy rice offers valuable information for the high-level decision-making related to food secu-
rity. Therefore, in order to address this problem, a big data paddy rice mapping application
was developed. In this regard, a set of processes has been implemented, using the computing
framework Apache Spark and the Hadoop Distributed File System (HDFS) in a High Per-
formance Data Analytics (HPDA). The input data comprise of long time-series of Sentinel-1
and Sentinel-2 images, but also pertinent vegetation indices produced from them.

At first, a 2-step data interpolation methodology was implemented to create a robust
feature space with fixed timestamps. Furthermore, an unsupervised pixel-based technique,
which utilizes the K-means algorithm, was approached for creating trustworthy and close-to-
reality training data. Finally, a Random Forest model was trained using the generated training
data in order to classify paddy rice in every pixel of the Area of Interest. The proposed paddy
rice classification method achieves an accuracy of more than 92%, from as early as the end of

July, for a study area in Northwestern South Korea.
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ITepirandm

To teheutabor ypodvia, 1 cLVEYOUEVY adENoT Tou Toryxdouou TANGUcUOD, GE GUVAETNOY UE
TNV XMUATIXT) GAAAYT), AVOEVETOL VoL ETNEEACOUY CNUAVTIXG ToV eTOLTIo TG Touéa. To ol
anoTeAel xVpL0 TEOLOV Yiot TOMAES YWRES YNG X0t TEEPEL TEQLOCOTERO Amd TOV WO TANIUCUO
e Emouévec, 1 mopaxohotinocy| Tou cUVEICQEREL GNUAVTIXG OTOV EAEYYO TNC EMOITIOTXAC
ACPANELNG, TNG TYXOOULNG owxovopiag xodwg tTng xhatixAc ohhayns. Me oxond tnv amo-
TEASOUOTIXNY TAEAXOAOVUNOT TN AVATTUENG Xou TopaywY g Tou puliol, o Baocxde aTtdyog TG
ToEOLCAS BITAWUATIXAC EQYACTOC Vol Var ovomTUZEL €Vl YEVIXEUUEVO ol Ywexd UeTtaBiBdoluo
HOVTENO, UE OXOTO T1 YAPTOYRdPNoN TS xoAMERYELS Tou pLLLoY, XAVOVTAS Ye1oT BEBOUEVKY
Sentinel-1 xou Senintel-2.

Luyxexpiéva, 1 napoloa epyacio aoyoleiton e TEOXANCELS TopoxoholUnoNne Tne Yewpeylog,
Yiot TOUC o%0TOUE NG TopaxohoLUnoNg Tng emottio Tixng aopdietag otn Notia Kopéa. Ta npo-
BMuarta emottio g aopdielag tne Notwg Kopéog, agopodv otny uneprnopaywyy| pulol, n
omola xatd cuvémelor odnyel oe LPNAL x0T anodrixeucn Tou TAcovdouatog. Emmiéov, auth
1) UTEQTIOEOY YY) CUVETAYETOL YOUUNAT] QUTAEXELN GTNY TOEAYWYT) CAAWY CNUAVTIXDY XUAAEQYEL-
@v. T autdv Tov Aoyo, 1 udninc axplBeloc xon YeydAng xhlpoxac yopTtoyedpnot tou puliod
TpOGPEREL TONDTIIES TANPOYOopRies Yiot TN Adn anogdoewy udmiold emnédou, 6cov apopd TNV
EMOITIO TN aopdheta. Enopéveg, yio va ovTueTomo el autd To meofBAnue, oavamtiyUnxe i
EQUPUOYT) UEYSANG BEBOUEVWV YLar TN YopToYedpnon opulnvwy. TTo avahutind, €yel uhomoindetl
€vat GOVORO BLABLXAOLOY, TOU XAVEL YEHON TNS UTOAOYIC TIXNC TAATPORUAS XAUTOUVEUNUEVNG ETE-
Eepyooioc Apache Spark xot tou xatoveunuévou anodnxevtixd cvotnua Hadoop (HDFS) oe
évo utoloyloxd cbotnue udhmiey emdboewy (High Performance Data Analytics - HPDA).
Ta dedopéva €l0600U AmoTEAODVTOL UO UEYGAES YPOVOTELRES EXOVWY Sentinel-1 xou Sentinel-2,
xadwg xan oyetnolg delnteg BAdoTNONE TOL ToEdYOVTOL AN AUTES.

Apyind, epopudotnxe uio uevodoroyia mapeuBoiric dedouévmy 2 Brudtwy yio tn dnuiovpyio
EVOC BUVAULXOU YWEOV YUEAXTNELOTIXWY UE 0TOERO Ypovixd Briua. Emmicov, vhorodnxe e wa
uédodog un emBAenoyevng Ldinone o eNinESO EXOVOGTOLYEIOL, YENOULOTOIWVTAS TOV dAYOpLIu0
v (K-means), yio ) dnpovpyio afiémotmy dedouévwy exnoideuonc. Téhog, exnadedtn e éva
povtého Random Forest yproylonoudvtag o moporyOUeEVa BEBOUEVI EXTUOEUCTC, TEOXEWEVOU
va ta€vounoel to pOlL oe xdle ewovooTtolyelo TN meploy e evdlapépovtog. H mpotevouevn
pédodoc tavounone puliot emtuyydver oxpifeta dve touv 92%, and to téhog Tovhiou, yio o

Teploy Y| HeEAETNE oTn Popetodutiny Notia Kopéa.
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Chapter 1

Introduction

Over the last years, the continuous increase of global population, together with the climate
change, is expected to affect the food sector significantly[1]. Therefore, the increase in global
food production is of paramount importance in the coming years. The agricultural produc-
tivity needs to significantly increase to accommodate the growing population. This, however,
needs to happen under environmentally-friendly and sustainable agricultural practices to alle-
viate, at the same time, the adverse impacts of climate change. It is therefore understood that
there is great significance in the timely, large-scale and accurate monitoring of agriculture; to
provide the necessary knowledge for evidence-based decision making on food security matters.
Earth Observation (EO) science and data, constitute a unique basis for addressing the afore-
mentioned requirements. In that direction, the European Union (EU), has invested greatly in
the exploitation of EO i) to monitor the compliance of farmers to the Common Agricultural
Policy (CAP), ii) to develop smart farming services that will increase the productivity and
decrease the costs of the farmers and iii) to accurately monitor the extent, health, growth and
productivity of the agricultural land over very large areas for the purposes of food security
monitoring.

EO data can be collected through multiple sources; however, satellite EO data are the ones
that allow the exhaustive and large-scale monitoring, which is so important in food security
monitoring systems. The Landsat satellites have been successfully used the past years for
food security purposes. However, due to their rather long revisit times (15 days), their usage
is considered insufficient or suboptimal for solving specific problems, such as crop classifica-
tion. This is particularly true in countries that suffer from extended cloud coverage. This
gap has been filled the last few years by the Sentinel missions from the Copernicus Program,
which has been developed and is being operated by European Space Agency (ESA). The data
provided by the Sentinels are open, have a much shorter revisit time compared to Landsat
(5-6 days) and offer a EO data of high spatial resolution (at 10, 20 and 60m). Therefore, large
scale agricultural monitoring for food security is now possible, with minimal cost. Moreover,
the frequent revisit times combined with the high image resolution offered by these missions

creates paradigm shift in the applications and services that they enable. These new applica-
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14 Chapter 1. Introduction

tions and services can be viewed as disruptors, tapping new non-traditional markets, allowing
evidenced-based decision making and retrieval of actionable information for domains such as
food security. However, these new opportunities may come along with a demand of handling
these Big Earth Observation Data.

1.1 Problem Statement

The present work deals with agriculture monitoring challenges, for the purposes of food secu-
rity monitoring in South Korea. South Korea’s food security issues engage the overproduction
of rice together with the low self-sufficiency in the production of other major crops. For this
reason the systematic and large scale monitoring of the paddy rice extent has been identified
as key knowledge for the high-level decision-making in regard to food security. Therefore, in
order to address this problem a Big Data paddy rice mapping application was created. In
this regard, a pipeline of processes has been implemented, using the computing framework
Apache Spark and the Hadoop Distributed File System (HDFS) in a High Performance Data
Analytics (HPDA). Specifically, the pipeline consists of a Data interpolation methodology, an
unsupervised technique for creating training data and finally supervised learning for paddy
rice classification. The input data comprise of long time-series of Sentinel radar and optical

data, but also pertinent vegetation indices produced from them.

1.2 Thesis Objectives and Contributions

Through the extended literature review, which is presented in the following section, certain
challenges and gaps become evident to the large-scale crop classification state-of-the-art, for
food security monitoring. Multiple studies, have used optical and SAR imagery to classify
rice and thus monitor food security. Additionally, several papers have used advanced machine
learning and deep learning techniques to tackle such a problem. However, to the author’s
knowledge, there is no study that looks to all pertinent challenges of food security monitoring,
namely scalability, transferability, scarcity of ground truth information, without utilizing cloud
processing services such as Google Earth Eninge (GEE). To be more specific, this study
addresses the processing of Big Earth Observation data, which are required for the large scale
mapping of crops. This is done through the use of distributed filing systems and distributed
implementations of machine learning algorithms. Furthermore, this work addresses the ever-
present scarcity of high quality ground truth information for model training; using pseudo-
labeling approaches based on unsupervised classifiers. Finally, this study is one of the few
to attempt to provide crop classification outputs that early in the year (i.e. July for the rice
crop). This is significant when talking about food security monitoring, as timely information
is of essence.

To break it down even further, the overarching contribution of this work is the development

and evaluation of a novel approach for a rice classification scheme that can scale to a national
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application, which combines unsupervised and supervised learning techniques. The specific

contributions of this thesis are:

1. Development of a temporal interpolation method for Big Earth Observation data to fit

a distributed processing engine.

2. Generation of training data for paddy rice in the regions of Seosan and Dangjin using
an unsupervised technique on Big Earth Observation data, in order to fill the gap of
missing or unreliable ground truth data, to further train and create a transferable and

generic model.

3. Creating a transferable model with fixed time steps for paddy rice mapping across the

whole country of South Korea.

4. Producing trustworthy validation data for paddy rice through photo-interpretation in

the Seosan and Dangjin provinces in South Korea.






Chapter 2

Literature Review

2.1 Background on rice cultivation

Rice is ranked, worldwide, as the third-highest commodity in production, with 7.82 million
tonnes in 2018 (FAOSTAT). It is harvested in over 167 million ha in multiple countries all
over the world, mainly in Asia and Africa. Regional, national and global statistics about rice
production can be found, for example on FAOSTAT, but in many cases this information is
restricted to only national level.

Rice plants take around 3-6 months to grow from seeds to mature plants, depending on the
variety and environmental conditions. The phenological stages of the plant are the germina-
tion, vegetative, reproductive, and ripening phases.|...|]. Germination occurs when the first
shoots and roots start to emerge from the seed and the rice plant begins to grow. During the
vegetative phase, tillers and more leaves are developed, with a simultaneous increase of the
plant height. The duration of this stage is typically between 55 and 85 days. The vegetative
phase can be split into 3 suphases, the early vegetative, the seedling and the late vegetative
phases. The early vegetative phase begins right after the seed germination. The seedling
stage starts with the emergence of the first root and shoot, and end with the appearance of
the first tiller. Later on, the late vegetative phase begins when first tiller appears and lasts
until the maximum number of tillers is reached. Following the vegetative, comes the repro-
ductive phase. Entering this stage, a bulging of the leaf stem that conceals the developing
panicle appears on the plant, which then continues to grow. Afterwards, flowering begins a
day after the panicle is fully visible and can continue for about a week. Finally, the ripening
phase starts with the flowering and ends, when the rice is ready to be harvested. This stage
is affected directly by the temperature and usually takes around 30 days, but it can last even

twice as much, in cool temperate areas. |2]
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18 Chapter 2. Literature Review

Figure 2.1: Rice life cycle [3]

2.2 Remote Sensing

Remote sensing (RS) can be defined as the technology used to acquire physical data about
an object by detecting energy reflected or emitted by that object when the distance between
the object and the sensor is much greater than any linear dimension of the sensor. [4] [5] The

remote sensing data consists of three different types of resolution|6]:

1. Spatial resolution, which indicates the size of the smallest area from which a satellite
sensor can receive information. With higher spatial resolution, the image received from

a sensor contains more detailed information.

2. Spectral resolution, which is the ability of a RS system to separate the difference in

reflectance of the same ground object at different wavelengths.

3. Temporal resolution, which refers to the frequency that required for imaging the same

ground area at the same viewing angle by the same sensing system.

4. Radiometric resolution, which corresponds to the sensitivity to the magnitude of the

electromagnetic energy of the sensor.

2.2.1 Earth Observation

Earth observation (EO) is a specific field of Remote Sensing which refers to the gathering
of information about planet Earth’s physical, chemical and biological systems via remote
sensing technologies, usually involving satellites carrying imaging devices |7]. For purposes
of agricultural monitoring, EO data has been widely used, mainly focusing on the crop type
classification, the cropping intensity and the farming practices monitoring, in various scales
of precision. The data generated via remote sensing are of two types depending on the source
of energy; Passive and active. Passive remote sensing indicates the existence of a natural
source of energy, which is the sun. On the other hand, active remote sensing exploits several

controlled energy sources that beam section of the electromagnetic spectrum.
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2.2.2 Multispectral remote sensing

The passive remotely sensed data are known as optical imagery. The basic characteristic of
this type of remote sensing is that the imagery is acquired only during the day as it depends on
the on the reflections of sunlight from objects on the earth surface. In addition, the existence
of clouds is considered as another drawback. The optical satellites are set in near earth orbits.
Thus, they have the potential to provide detailed data at high ground resolution. Data from
these satellites is provided both free and commercial. Free data can be found at least 10m of
spatial resolution. Therefore, optical satellite imagery can and is used to several fields such

as land use — land cover change, crop mapping, disaster monitoring et cetera.

2.2.3 SAR remote sensing

The active remotely sensed data can be found as imagery (e.g. Synthetic Aperture Radar,
SAR) or in other form such as altimeters. The process of generating data is based on the
emission of radar signals towards an area of interest. As the objects in that area reflect the
signals, radar instruments capture the reflected signal. The main advantages of the radar is
the penetration of cloud cover and the potential to acquire images at any instance, day or
night. Thus. SAR satellites are used to measure soil moisture in bare areas, water bodies’
detection and land-use and land cover change. The drawback of this type of sensors is that
various surfaces or objects can be significant backscatters affecting the accuracy of captured

information.

2.2.4 Satellites in this study

Sentinel-1

The launch of Sentinel-1 mission took place on April 3, 2014 for Sentinel-1A and on April
25,2015 for Sentinel-1B. Sentinel-1 provide observations under any weather conditions [8] and
its products are suitable for water detection, which is the key indicator for paddy rice mapping
during the transplanting period. In Figure 2.3 we can see snapshot taken from space of the

satellite.
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Figure 2.2: Sentinel-1 satellite image. source: https://sentinel.esa.int

2.2.5 Sentinel-2

The launch of Sentinel-2 mission took place on June 23,2015 for Sentinel-2A and on March

7, 2017 for Sentinel-2B. As all Sentinel data, Sentinel’s 2 data can be found free from several

hubs. In this case, data has been downloaded automatically from the Hellenic Mirror Site.

The spatial resolution of raw data is 10m, 20m and 60m. Table 2.1 presents information about

the central wavelength and resolution of each band.

Sentinel-2 Bands Central Wavelength (um) | Resolution (m)
BO1 - Coastal aerosol 0.443 60
B02 - Blue 0.490 10
B03 - Green 0.560 10
B04 - Red 0.665 10
B05 - Vegetation Red Edge | 0.705 20
B06 - Vegetation Red Edge | 0.740 20
BO7 - Vegetation Red Edge | 0.783 20
BO8 - NIR 0.842 10
B8A - Vegetation Red Edge | 0.865 20
B09 - Water Vapour 0.945 60
B10 - SWIR - Cirrus 1.374 60
B11 - SWIR 1.610 20
B12 - SWIR 2.190 20
Table 2.1: Sentinel-2 Bands.

All available cloud-free Sentinel-2 data were acquired from March to October of 2018.
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Figure 2.3: Sentinel-2 satellite image. Source: https://sentinel.esa.int

Sentinels (1, 2), Landsat-8, MODIS: spectral channels, spatial resolution, revisit time, swath/FOV
SAR: TSX, COSMO-SKYMED, ALOS2/PALSAR (carrier frequency, spatial resolution, re-
visit time, swath/FOV, polarisations)

2.3 Rice Classification in Earth Observation

Paddy rice is a major crop and staple food in many Asian countries, including South Korea.
It is usually overproduced, due the long experience of local farmers on this cultivation and the
absence of incentivization for the cultivation of alternative crops.This results in large storage
costs for the overproduced rice, but also great dependence on imports for most of other major
grains. It is therefore apparent that the accurate, timely and large-scale mapping of paddy rice
in a country, such as South Korea, is of great importance towards food security monitoring.

The accurate classification of paddy rice requires the input data to capture the different
phenological phases of the fields, thus demanding the exploitation of a time-series of images.
Over the last years, several different approaches have been tested for EO-based rice mapping,
which can be divided into four main categories; namely supervised learning, unsupervised
learning, knowledge-based and phenology-based approaches, using a variety of data sources [9].
During the 80s and 90s, Landsat was the main data source for paddy rice classification. Most
of these studies have explored supervised learning techniques, such as Maximum Likelihood
Classification (MLC)[10] [11], or unsupervised learning techniques [12]. Unfortunately, the
issue of frequent cloud coverage created restrictions and challenges that remained unsolved
for the scientific sector. After 2000, improved techniques were introduced by applying new
classification methods, and thanks to new data sources, such as MODIS, together with the
integration of vegetation indices (VIs). The usage of vegetation indices, which arise from
spectral transformation of two or more bands, in specific phenological stages of the rice crop,
provided useful information for feature engineering in the classification. For example, since

paddy rice is transplanted in inundated fields, water related indices can be used to identify such



22 Chapter 2. Literature Review

areas. Respectively, indices measuring its greenness after a couple of months from seeding,
can offer very valuable information about the plant’s growth. Together with the use of Vls,
other more sophisticated algorithms were used. For example, Neural Networks, which were
combined with backscatter input data [13] [14] and Support Vector Machines (SVM) [15] [16]
presented very promising results. Moreover, studies have been conducted using time series
of vegetation indices and threshold-based techniques. For example [17] followed a threshold-
based approach in the Mekong Delta using EVI[18] and [19] used a NDVI|18] threshold-based
approach in southern China. Additionally, the capabilities of rice mapping using SAR data
has been also examined in multiple studies so far|20] [21] [22], resulting to very efficient results.
All the studies that were mentioned, highlight the significance of paddy rice growth phases
in the rice mapping. Some of the approached include temporal variations of VIs, but the do
not make use of remote sensing data to recognise the key phenological stages. In more recent
studies, phenology-based approaches research has been examined extensively. Researchers,
have managed to generate large scale paddy rice maps, for example in South and Southeast
Asia and southern China [23] [24] using MODIS data, in northeastern Asia (Japan, North
Korea, South Korea, and NE China) [25] using Landsat-8 data. Monitoring of rice from remote
sensing requires SAR data at high resolution (10-30 m) and temporal resolution of 10 days
[26]. These type of data became freely available after the launch of Sentinel-1A and Sentinel-
1B missions, at 2014 and 2016 respectively. Specifically, for paddy rice mapping multiple
studies have been conducted over the last 5 years either only Sentinel-1 data [27] or combined
with data from optical sensors [28] [29] [30]. Moreover, the last couple of year Sentinel-2
images have been also used extensively for rice crop mapping and monitoring resulting also
to efficient and more accurate regional and national paddy rice maps [31] [32] [33] [34]. It is
apparent that rice classification and monitoring issues have been examined since many years,
but the last five and thanks to the data offered by the Sentinel satellites, the scientific interest
has been raised significantly resulting to more improved results, not only for rice crops, but
also in agricultural monitoring in general. To reinforce this argument, figure 2.4 presents
the number of publications about agricultural monitoring and remote sensing, as searched in
the Scopus website (https://www.scopus.com/). It is worth mentioning that the number of

publications in 2019 is more than double compared to that of 2014.

2.4 Big Data technologies for remote sensing

Big Data as a term was introduced by Roger Mougalas in 2005, to refer to a large set of data
that cannot be managed and processed using traditional algorithmic techniques. In 2010, Eric
Schmidt stated: “there were 5 exabytes of information created by the entire world between the
dawn of civilization and 2003. Now that same amount is created every two days.”. Currently,
Big Data is defined by the “5Vs”, which are also termed as the characteristics of Big Data as

follows:

1. Volume: Typically, volume of data itself defines if the term “Big Data” is suitable.
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Number of publications

Year

Figure 2.4: Number of publications per year for keywords crop classification and remote
sensing available on Scopus.

Cloud—computing, [oT, mobile traffic etc, have been major causes for the Big Data
effect.

2. Velocity: Refers to the speed at which data is being accumulated. What is prominent

from the past decade is the accelerating pace of data creation/processing/storage etc.

3. Variety: Refers to the structure of the acquainted data. From that perspective, they

may be:

e Structured: Traditional structured data, that can be stored in a relational database.

e Semi-Structured: Data organized in variant informal structures, (i.e. Log files,
JSON files etc).

e Unstructured: Include all other types of data, i.e. e-mails, images, voicemails etc.

It is estimated that more than 80% of data generated today are unstructured.

4. Veracity: Since data can be collected from various sources, there is a growing need for
the evaluation of data gathered, before using it for business/research purposes. Most

indicative such metrics are quality, integrity, credibility and accuracy of the data.

5. Value: Another metric, which relates the data to its actual contribution in decision

making and/or the solution suggested, is Value.
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The Sentinel mission created new opportunities in the remote sensing and earth observation,
and therefore in the food security monitoring using these resources. However, together with
these new opportunities comes the need of handling and processing Big EO Earth. In parallel,
massive amounts of satellite images are becoming available that can be used for the creation
of value-added Earth Observation (EO) products. One challenge is to extract knowledge from
the raw satellite data in an automated way. An additional technical challenge involves the
effective management of the extracted information, to allow fast and accurate decisions of
spatio-temporal nature in a real operational scenario. Remote sensing big data are attracting
more and more attention from commercial applications to academic fields. This argument is
reinforced by an increase in the number of publications relevant to the big data and remote
sensing subjects over the last years, as shown in Figure 2.5. The cloud-based platform Google
Earth Engine (GEE), which combines a tremendous amount of satellite imagery and geospatial
datasets with planetary-scale analysis capabilities [35], has offered a lot of potential to the
scientific sector. As far as the agricultural monitoring is concerned, GEE has been widely
used for multiple purposed such as covering areas around vegetation monitoring [36] [37] [38]
and cropland mapping [39] [40] [41], among others [42]. Moreover, research about the paddy
rice crop mapping, which is the subject of study in this thesis, has been conducted [25] [34]
[43] |44] . However, as helpful as these tools may be, they do have some restrictions. The
most frequent problems found when running an program in the GEE environment are time
limits and memory and storage. Memory limit problems normally arise when running some
commands on big images. Secondly, restrictions exists in saving results in Google Drive or
Google Cloud where the standard free space is 15 Gb storage [45]. Moreover, models created
on the GEE platform are also limited to be used only inside the platform. Another solution to
manipulate Big Data is High Performance Computers (HPC). Nowadays, HPCs have become
abudant and large-scale computing is available. Furthermore, a variety of tools have been
created in order to process large-scale data such as GeoSpark [46] and HADOOP [47]|. The

drawback of using these resources is that it requires specific technical expertise.
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Mumber of publications

Year

Figure 2.5: Number of publications per year for keywords big data and remote sensing avail-
able on Scopus.






Chapter 3

Study Area, Datasets and Data

Analytics Framework

3.1 Area of Study

Methods and results that will be presented refer to the region of South Korea, and more
specifically a wide area containing mainly two adjacent cities, Dangjin and Seosan, which are
located at the northwestern end of South Chungcheong Province of the country. Dangjin and
Seosan are in the temperate monsoon and continental climate zones, as is the entire country.
Based on meteorological data for the last years, Seosan has a humid subtropical climate/humid
continental climate with annual mean temperature of 11.8 C and annual precipitation of
1,285 mm and mean humidity of 74.1%. The total area is 741.2 km?, consisting of 261.51km?
cultivated land from which 78% are paddy rice fields [48|. At the same time, Dangjin’s annual
precipitation reaches 1,158.7 mm and annual mean temperature is 11.4 C. The total area here
is 664.13 km?, while the cultivated land extends to 244.29 km? with paddy rice area consisting
83.5% of it [48]. The two regions are recorded among the highest rice producers in the country
[49]. The planting and transplanting processes take place in May, while the harvesting starts
from September and lasts until the end of October.

27
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South Korea
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Figure 3.1: Study Area located in the cities of Seosan and Dangjin in South Korea

3.2 Data

The data used involved Sentinel-1 and Sentinel-2 imagery retrieved from the Hellenic Mirror
Site, and were made available from the National Observatory of Athens as part of the EOPEN
project of the European Space Agency (ESA).

3.2.1 Sentinel Data

The data acquired, dated from 01/03/2018 to 31/10/2018. Specifically, for Sentinel-1, data
were acquired for one date inside each 10-day window of each month from March to October.
Subsequently, the Level 1 Ground Range Detected products in Ground Range Detected High
Resolution (GRDH) format and in Interferometric Wide (IW) swath mode were used. There
are two types of incoming data; dual-polarized vertical transmission with Single copolarization
along with vertical transmit/vertical receive (VV) and Dual-band cross-polarization along
with vertical transmit/horizontal receive (VH) bands in a spatial resolution of 10 m and a
swath of 250 km. As the raw data does not have the required format, a preprocess pipeline
has been build up. It consists of several modules such as clipping to the area of interest,
radiometric calibration, speckle filtering using Lee filter, terrain correction using Shuttle Radar
Topography Mission (SRTM) 10-m and conversion of back-scatter coefficient (¢°) in decibels
(dB).

For Sentinel-2 data, since the images are prone to clouds, cloud free ones were selected for
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the year of inspection (e.g. 2018), from March to October in order to capture the entire
crop period of the paddy rice cultivation. Figure 3.2 presents the acquisitions dates for both
Sentinel-1 (red lines) and Sentinel-2 (blue lines) products. The 60m bands were excluded
from the final dataset while the 10m (B02, B03, B04 and B08) and 20m (B05, B06, B07,
B8A, B11 and B12) bands were included. Moreover, an atmospheric correction was applied
to the downloaded data using the sen2cor software [50]. In detail, images were transformed
from Top-Of-Atmosphere (TOA) Level 1C products, to Bottom-Of-Atmosphere (BOA) Level
2A products. The total amount of the retrieved images is 230, which includes 23 different

acquisitions for each of the 10 used bands.

Jul Aug Sep Oct

= = Senfingl-1 acquisitions
= = Sentinel-2 acquisitions

Figure 3.2: Dates that data was acquired from Sentinel-1 and Sentinel-2 satellites

3.2.2 Volume of Data

Products of Sentinel-2 imagery include 10 bands that were mentioned before, as well as three
vegetation indices, as described at chapter 4.1. Sentinel-2 images were acquired for 23 different
dates across the rice cultivation period resulting to a very large dataset of 93GB volume in
a .csv format. Likewise, Sentinel-1 data, which include 24 VV and 24 VH backscatter, has
a volume of 15GB in a .csv format, creating thus, a total of 107GB remote sensing data.
It is obvious that data of those volumes cannot be processed by conventional computational
machines. There is a necessity for technologies that can cope with such large data, and thus,
Hadoop Apache File System (HDFS) of the High Performance Data Analytics (HPDA) was

used to store it.

3.2.3 High Performance Data Analytics (HPDA)

High performance computing (HPC) has bee widely utilized to satisfy the needs of Big data
analytics for many years. The exponential increase in data, however, creates new require-
ments in high performance computing in order to handle massive amounts of data. High

Performance Data Analytics is a term that was conceived to explain the meeting of high per-
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formance computing and big data analytics. HPDA is the process of investigating extremely
large datasets to extract enlightening information, using parallel processing of HPC to run
powerful analytic software. In this study , the powerful system for data analytics workflows
Cray-Urika-GX from the High-Performance Computing Center Stuttgart (HLRS) was used.
The system comes with state-of-the-art frameworks and tools in the data science domain such
as Apache Hadoop and Apache Spark to cater the needs of analytics experts. Specifically,
the system consists of 41 compute nodes. Each of the nodes is equipped with 2 Intel BDW
18-Core, 2.1 GHz processors, has memory of 512G and disk capacity of 2TB. There are a
number of resource/workload management tools installed on the Urika-GX system, including
Mesos, Marathon and YARN. These tools enable management of analytic workloads, dy-
namically allocate system resources to applications as needed, and provide the flexibility of
running multiple jobs across the cluster concurrently. Specifically, Apache Mesos acts as the
primary resource manager on the Urika-GX platform . It is a cluster manager that provides
efficient resource isolation and sharing across distributed applications and/or frameworks. It
lies between the application layer and the operating system and simplifies the process of man-
aging applications in large-scale cluster environments, while optimizing resource utilization

[51]. Finally, for the connection to the HLRS system, the ssh protocol was used.

Number of compute nodes | 41

Processor compute nodes | 2 x Intel® BDW 18-Core, 2.1 GHz
Memory/node 512 GB (DDR4 2400)

Disk capacity per node 2 TB HDD; Intel DC P3608 (1.6TB, MLC) SSD
Lustre filesystem Sonexion 900: 240 TB, 4.0 GB/s

Software Stack SPARK, Hadoop, Cray Graph Engine

Table 3.1: Specifications og Cray-Urika-GX computer of High-Performance Computer Center
of Stuttgard

3.2.4 Hadoop Distributed File System (HDFS)

The Hadoop Distributed File System (HDFS)! is a distributed file system designed to run on
commodity hardware. HDFS has a master/worker architecture. The master server, namely
the NameNode, executes file system namespace operations like opening, closing, and renaming
files and directories. It also determines the mapping of blocks to DataNodes. The workers,
namely the DataNodes, manage storage attached to the nodes that they run on. They are
responsible for reading and writing requests from the file system’s clients, as well as block
creation, deletion, and replication when instructed by the NameNode [52]. In figure 3.3 is
shown the architecture of the file system.

HDEFS is very suitable for applications of large data. Apart from csv format, Apache
Hadoop suports a columnar storage format, called parquet, which is a more efficient way of

storing and handling data, and was also used for this study. First of all, by converting the

"https://hadoop.apache.org/docs/r1.2.1/hdfs_design.html
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data to parquet format its size is reduced from 107GB to 30GB, equivalent to 72% decrease.
Moreover, this format maximizes the effectiveness of querying data, which is very crucial for
the computational complexity of the experiments that are presented on the next chapters.
Indicatively, the total time of parsing a parquet file, compared to a csv file that contains the

same information, can be more that 30 times faster.
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Figure 3.3: HDFS architecture

3.2.5 Validation Data

A labeled dataset has been created for the area of interest to choose the optimal clustering for
pseudo-labels (see Section 4.3) and ii) evaluate the accuracy of supervised classification. The
rice paddy area for the validation datasets was extracted from the level-three land cover map,
as acquired from the Korean Ministry of Environment (KME)2. The level-3 land cover maps
are 3-m wide for linear elements and 100 m2 for plane elements, thus the spatial resolution is
comparable to the one of the Sentinel data.The maps are digitized using VHR satellite imagery
(KOMPSAT-2 and IKONOS) and aerial ortho-photos [53]. KME produces these land cover
maps for each county, but they are updated only every few years, while being subject to
significant errors. The year of inspection for this study is 2018, for which a validation rice
map has been created for the Seosan/Dangjin region. In this case, the latest available level-3
land cover map was for 2015. For this reason, the past land cover map of 2015 was updated
to be representative for 2018. This was done using a change detection method, as published
in [54], to remove instances that have been classified as rice in 2015, but do not represent
rice fields in 2018. Then, a photointerpretation was conducted based on the time-series of
Sentinel-1 and Sentinel-2 data to create the labeled datasets. Labels for approximately 5%
of the pixels of the area of interest were created, for both the rice and the non-rice classes.
More specifically, random sub-regions were generated and within those regions rice and non-
rice pixels were selected, ensuring that the validation dataset is representative and therefore

the classification metrics are trustworthy. Finally, 1,380,643 non-rice and 1,281,934 were

’https://eng.me.go.kr/eng/web/main.do
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selected. For the photo-interpretation, both radar and optical satellite data were used along
with NDVI and NDWTI (see section 4.2.3). In Seosan the the flooding period starts in end
of April/start of May. Sentinel’s -1 sensitivity to water, in combination with its weather
independent capacity helped in identifying flooded plots before transplanting stage begins.
In addition, observation of Sentinel-2 natural color RGB time series from April to October
contributed in visual monitoring of whether the specific crop follows the different phenological
stages of rice (vegetative, reproductive and ripening). Finally, the analysis of NDVI and NDWI
(see section 4.2.3), multi-temporal profiles of the potential rice crop led to the determination
of the labelling. Specifically, NDVI values start rising after the transplanting period and then
decrease after reaching their maximum in flowering stage, whereas the NDWI values are higher
before the transplanting period and they decrease afterwards. For the non-rice class, pixels
that represent forest and cities were selected. Moreover, pixels of water, and mainly sea areas
near the coast or lake areas, were selected as non-rice. Under many of those environments,
it seems that plants are growing and the spectral signatures of these plants are usually very

similar to the corresponding spectral signatures of rice.

Figure 3.4: The validation dataset. Purple color represent the rice while red color the non-rice
class.



Chapter 4

Methodology

4.1 Algorithmic architecture

The architecture of the proposed methodology consists of three sections, data preprocessing,
creation of training data and rice classification. At first, raw data are retrieved from Sentinel-
1 and Sentinel-2 satellite sensors and then processed using Python scripts in order to create
a large feature space consisting of a time-series of Sentinel-1 backscatters, Sentinel-2 bands
as well as Sentinel-2 VIs for each pixel. Then they are passed as input in an unsupervised
model (k-means), which is used to extract the land, water and rice classes of the region.
Afterwards, a 2-step interpolation method is applied to generate time-series of fixed time
step. The interpolation to create a fixed time-step is used to make the model transferable
to other regions. S-1 and S-2 acquisitions over different areas have different dates of pass.
Having a methodology that translates the scattered, in time, acquisitions to a fixed temporal
grid, allows for potentially applying the model to other regions; now that one-to-one matching
among the features is possible. Finally, using the created rice map a Random Forest classifier

is trained, to generate the final model for paddy rice pixel classification.

33
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Sentinel-1/2 Land Cover Map of 2015 Photo-interpretation
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Figure 4.1: Workflow of the proposed methodology

4.2 Data Preprocessing

4.2.1 Data Transformation

Sentinel data are offered freely via various data hubs. For this study, data was retrieved
through the Hellenic Mirror Site. At the time the raw data was discovered and downloaded,
a preprocess pipeline was triggered automatically. This process consists of the atmospheric
correction applied to Top-Of-Atmosphere (TOA) Level-1C orthoimage products in order to
create an orthoimage Bottom-Of-Atmosphere (BOA) corrected reflectance series of products
and was based on the Sen2Cor software. In addition, Sen2cor produces a scene classification
map indicating cloud, snow and other probabilities for each pixel. Figure 4.2 presents the
result of the scene classification map of Sen2cor for an image acquired in the 2nd of June.
The corrected images were then converted to TIFF format, resampled at 10m and reprojected
to EPSG 3857. The final step of this pipeline consists of the generation of Level-3 products;

vegetation indices and binary cloud masks.
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Figure 4.2: Scene Classification product from sen2cor software, of the 2nd of June.

4.2.2 Data Interpolation

The dates of data acquired by the Sentinels differ from region to region. Therefore, in order
to be able create a transferable model, a feature space with fixed time stamps for each band
and index was necessary. In order to avoid temporal gaps between acquisitions, due also to
prior image selection after cloud coverage with a threshold of 65%, this approach lies on the
creation of robust dekadal time-series, indicating the 5th, 15th and 25th day of each month.
For this purpose, a pipeline of two interpolation methods was applied. Initially, the method
examines a 10-day window temporal space of the acquisition dates and applying weighted
average interpolation for each pixel, for the dates that fall within, constructs part of the
dekadal time-series. More specifically, for constructing features for the 5th of each month,
acquisitions between 1 and 10 of that month were considered, relevantly for the features of
the 15th of each month, acquisitions between 11 and 20 of that month were inspected, while
for the features that generate the 25th of each month, we examined the acquisitions from 21
to the end of each month. Since many images have been dropped, due to cloud coverage, from

Sentinel-2 data, it is very possible we have no image information within one of these specific
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time intervals. Consequently, linear interpolation is applied to form the remaining dekadal
dates, as well as the remaining null values of cloudy pixels. An example of the interpolation
pipeline is presented in Figure 4.3. The first column corresponds to the real data acquired from
the Sentinel-2 satellites, in the listed dates, the second to the results of the weighted average
method and the third to the final outcome, after interpolating the data linearly to fill the
missing dates. Furthermore, Figures 4.4 and 4.5 present an example of the data interpolation
pipeline. At Figure 4.4 can be observed an example of the weighted interpolation method,
between 2 NDVI images that fall within the same 10-day time interval. Respectively, Figure
4.5 indicates the outcome of the second part of interpolation, where there are no data for a
specific time interval, namely from 20 to 31 of August. Indicatively, NDVI image for that
date is presented, which is constructed through linear interpolation between the previous and
the next available acquisition. In section 4.5, is described in detail the implementation and
the tools that were used for this task.

< Weighted Linear
Average Interpolation
July 27 > July 25 July 25
Aug 1
L %@ > Aug5 Aug 5
Aug 6
— > Aug 15 —— Aug 15
Aug 11 !
Aug 25 D Aug 25
Aug 16 0
Sep 5 , Sep5 —— Sep 5

Figure 4.3: An example of the interpolation method. EXPLANATION!

4.2.3 Extration of Vegetation Indices

For crop monitoring and classification, there are multiple indices that have been extensively
used, including the Normalized Difference Vegetation Index (NDVI) and the Normalized Dif-
ference Water Index (NDWI) [55] [56], which were also used here. Also, the usage of Plant

Senescence Reflectance Index (PSRI) was considered valuable for this study, being particu-
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(a) August 11 (b) August 16

(c) Weighted Average Result

Figure 4.4: Weighted Average Interpolation example. (a) refers to the NDVI image from 11th
of August, (b) to the NDVI image from the 16th of August and (c) in the final product from
the weighted average method, which indicates the 15th of August. The black pixels of the
figures (a) and (b) correspond to nan values due to clouds.
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(b) September 5
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(c¢) Missing date, August 25

Figure 4.5: Linear Interpolation example. (a) refers to the constructed NDVI image for 15th
of August, (b) to the NDVI image from the 5th of September and (c) in the final product
from the linear interpolation which created a new image on the 25th of August.
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larly sensitive to the senescence phase of the rice cultivation. NDVI is a vegetation index
widely used for its ability to measure the greenness of plants, their chlorophyll content and
their vigor. This is possible and well proven as chlorophyll strongly absorbs the visible light
(0.4-0.7 pm) and strongly reflects the NIR (0.7-1.1 pm) light [57]. NDVI formula is presented

in equation (4.1), and in formula (4.2) for Sentinel-2 bands:

NIR — Red
NDVI = TR+ Red (41)
B08 — B04
NDV] = —— 4.2
v B08 + B04 (4.2)

NDWI is an index in regard to plant water content. It uses the NIR and Green parts of the
electromagnetic spectrum in order to provide a normalized index of the NIR reflectance of
plants’ chlorophyll varies along with its water -or otherwise- dry matter content [57]. NDWI

formula is presented in equation (4.3), and in formula (4.4) for Sentinel-2 bands:

Green — NIR
NDWI= ————— 4.
W Green+ NIR (43)
B03 — B08
NDWI = ——— 4.4
B03 + BO8 (44)

PSRI has been proposed to determine the stage of leaf senescence with a high degree of
precision, because it is sensitive to retention of carotenoid [58|. PSRI formula is presented in

equation (4.5), and in formula (4.6) for Sentinel-2 bands:
Red — Blue

B04 — B02
PSRl = ———— 4.6
B06 (46)

4.3 Creation of Training Data

As described in section 3.2.5, the only available ground truth information for training a rice
classification algorithm were some out of date land cover maps, provided by Korea Statistics.
These land cover maps, which are ilot based, are updated every several years through sampled
based statistics. In the case of Seosan/Dangjin the latest available land cover map was from
2015. After carefully inspecting the land cover map and comparing it with the 2018 reality,
which is the year of inspection for this study, certain issues became apparent. First of all, as
expected, approximately 15% of the rice fields of 2015 land cover map, were no longer rice
fields in 2018. In the same manner, some new rice fields in 2018 were not included in the land
cover map.

Inspecting, the parcel boundaries of land cover map it became obvious that they have been
subject to serious delineation errors. So much so that did not make sense to correct them.

Therefore, a pixel based approach seemed to be the only alternative. Additionally, and given
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that this study ultimately aspires to an upscale of its application to a national extent, a pixel
based approach makes more sense, as quality parcel boundaries are a rarity.

Now, from a remote sensing point of view, rice classification is not that challenging. It is
a binary classification problem for a crop class of distinctive characteristics. Therefore, and
as supported by the literature, unsupervised classification algorithms can suffice for such a
problem. However, unsupervised classifiers such as k-means are algorithmically exhaustive,
implying an immense computational complexity when talking about a pixel based nationwide
application. However, the high accuracy results of an unsupervised method for only a small
area like Seosan /Dangjin can create quality labels that can then be used to train a supervised
classifier. This way, we end up with a trained model that only needs to be applied to the rest
of the country to provide rice maps. It is understood that the complexity of a nationwide

application is now significantly reduced and the problem is now manageable.

4.3.1 K-means

K-means is one of the simplest and most popular unsupervised machine learning clustering
algorithms [59] [60] [61] [62]. The algorithm aims to cluster the data into k categories, where
k is user-specified variable. At first, k different clusters are created, using either k randomly
generated candidates or generated by sophisticated algorithms as kmeans++ [63]. Each clus-
ter is characterised by a signature of length equal to the number of features, which is called
centroid of the cluster. Then, iteratively, every instance is assigned to a cluster based on the
minimum distance between the centroid and the features of the instance; the most common
metric that is used the Euclidean distance. The algorithm keeps iterating until the assign-
ment of data points to clusters remains unchanged. The outputs of the algorithm are the
centroids of the k clusters, as well as the labels for each sample, to be then used as training
data. The computational complexity of the algorithm is O(ndki), where n is the number of

d-dimensional vectors, k the number of clusters and i the number of maximum iterations.

4.3.2 Pseudo-labeling

The lack of reliable ground truth information in general for crop classification problems, and
specifically here the rice classification model, has driven us to the generation of labeled data;
using only a limited amount of photo-interpreted ground truth information (section 3.2.5), in
order to automatically assign meaningful labels to the k-means cluster. For this reason, an
unsupervised approach is introduced using the k-Means algorithm. The proposed methodology
resulted in labeling each pixel of the whole image with water, rice or other. As mentioned in
section 4.3.1, the computational complexity of k-means is linear with relevant to the number of
features, the number of instances, the numbers of iterations and the number of clusters. Since
the number of pixels of the area of interest is in the scale of tens of millions, each feature that
is used increases linearly the computational complexity, and even for the HPDA environment
this can be computational and time consuming. Therefore, only NDVI, NDWI and PSRI
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were selected as input data. Furthermore, experiments proved that acquisitions until June
did not generate a satisfying result (see section 5.1.2), while acquisitions from March to early
July resulted to much more better results. The creation of training data was designed to
be applied only to the Seosan-Dangjin region, and thus there was no need of applying the
temporal interpolation methodology. Instead, a simple linear interpolation was performed in
order to fill the null values from cloudy pixels. Moreover, the pixels of the validation dataset
have been excluded from the data fed to the unsupervised method, to avoid any bias. The
pipeline begins with an execution of k-means with only two clusters in order to separate land
from water pixels. Afterwards, a second-level clustering on the land mask was executed, this
time for multiple k values (5-15). For each of the different k-means, a rice cluster emerged and

the clustering with the highest precision and recall combination of the rice cluster is selected.

(a) RGB image from 2 of June (b) Water Mask (¢) Rice Mask

Figure 4.6: Example of the resulted maps of the clustering methodology

Label assignment on clusters

K-means algorithm results’, however, are not labeled as rice or water or whatever the label of
interest may be. Consequently, a methodology that assigns a meaningful label to each cluster
was necessary. Often, this assignment is achieved through exploratory analysis of the results.
On the contrary, in this study an automated technique was approached. For the water label,
a small water area was selected in the area of interest and then the mean values for that area’s
pixels were calculated for each index and each date of the feature space. Likewise, for the rice
label means of the validated rice pixels were also estimated. This way, average time-series
signatures of water and rice labels were created. Thus, the identification of water and rice
categories on each K-Means execution is based on the Mean Squared Error (MSE) that each

cluster has against the aforementioned time-series signatures, respectively.

4.4 Supervised Classification

4.4.1 Random Forest

Random Forest is a supervised learning algorithm [64]. Specifically, it is an ensemble classifier

which is based on multiple different individual decision trees and each one is trained on a
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subset of the original data created using the bootstrap method. Finally, for the classification
each decision tree exports a result for the dominant class of the input and predictions are
made through a majority voting mechanism of all trees [64]. The number of trees and the
number of features used by each tree for a split is defined by the user. A default value is
usually the square root of the total number of features, and a such limitation can reduce
the computational complexity of the algorithm significantly. As a result, the Random Forest

algorithm can handle high dimensional data and use a large number of trees in the ensemble.

4.4.2 Paddy Rice Classification

The Random Forest algorithm was used in this thesis, since it has been efficiently used over
the last years for paddy rice mapping, as mentioned in section 2.3. It is important to mention
here that climate conditions are not similar across the country of South Korea and thus the
cultivation practices differ from place to place. This study aims to create a generalized and
geographically transferable model which could be applied over any area of the country. Thus,
and since the majority of rice fields are transplanted no later than early-June, the input data
passed to the model consists of images with dates from early-June and further. Moreover,
to be able to identify paddy rice regions in different times of the year, from July until the
end of the cultivation period, multiple models were trained with incrementally larger feature
spaces. These incrementally larger feature spaces refer to any new Sentinel-1 and Sentinel-2
acquisitions that accumulate each month and amend the previous set of features. For each
one of these models, a grid search hyperparameter optimization of depth and number of trees
parameters, which is explained in detail in section 5.1.2, is also applied to determine the best
set of parameters for each model. Finally, from the available training data, 20% was used for
training the Random Forest algorithm; the pixels of the validation dataset have also excluded

from the selection of the training data.

4.5 Implementation

In section 3.5, it was mentioned that for the purposes of this study the Hadoop Distributed File
System was used to store and handle the large amount of the available data. However, Hadoop
data require a compatible processing engine. Spark is a data processing framework that can
perform processing tasks fast on huge data sets, handle distributed files and distribute the
data processing tasks across multiple computational nodes. So in this study, PySpark, which
is a Python API for Spark, was used to implement the methods and techniques that were
described, apart from the retrieval and proccessing of the satellite data which was made in
pure Python. Pyspark offers two data structures, the Resilient Distributed Datasets (RDDs)
and the DataFrame. An RDD is the fundamental data structure of Spark and represents an
immutable distributed collections of data elements, partitioned across nodes. On the other
hand, PySpark DataFrame is a distributed collection of data organized into named columns.

Conceptually, is equivalent to a data frame in Python but designed to support big data along
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with data science applications. As far as Machine Learning in Spark is concerned, there exist
two separate libraries, the Spark MLIlib which is based on RDDs and the Spark ML which
is based on DataFrames. The primary API of Spark is the DataFrame-based API, while the
RRD-based one has been in maintenance mode. To that reason, and because DataFrames
are more user friendly structures with many capabilities, utilization of them was preferred
instead of RDDs. For the algorithms of K-means and Random Forest, the corresponding
functions of ML library were used. On the other hand, in PySpark there exists any function
or method to perform even a simple linear interpolation. To that reason, the interpolation
method was implemented upon DataFrames from scratch. Specifically, three different methods
were implemented. The first fills the nan values of each time-series feature, using linear
interpolation throughout time. The second conducts the weighted average methodology as
described in section 4.2.2, and respectively the third one implements the linear interpolation

to generate features for the missing dates, as described also in the same section.

4.6 Quantitative evaluation metrics

In the metrics that are presented below, TP the refers to True Positive instances or the
number of correctly classified rice pixels, FP to the False Positive instances or the number of
non-rice pixels classified as rice, TN to the True Negative or the number of correctly classified
non-rice pixels and FN to the False Negative instances or the number of rice pixels classified

as non-rice.

e Precision
Refers to the ratio of correctly classified pixels for a given class to the total number of

pixels predicted to belong to that class.

TP
P 18I0 = ——— 4.
recision TP FP (4.7)

e Recall

Refers to the ratio of correctly classified pixels over the total number of pixels for a

ground truth class.

TP
Recall = m (48)

e Fl-score

Refers to the harmonic mean of precision and recall [65].

2
F - 4.
LT = S TP+ FP L FN (49)

or

2 - Precision - Recall
F = 4.10
Lseore Precision + Recall ( )







Chapter 5
Experimental Results

This chapter explains the outcomes of the different experiments performed based on the
methods defined in Section 5. This chapter is also divided into two sections. The first
evaluates the results of each componenet of the proposed methodology, while the second

evaluate the model in terms of computational complexity.

5.1 Performance of proposed methodology

The evaluation of both the psedo-labeling and random forest classification results was

assessed by the created validation data, as described in Section 3.2.5.

5.1.1 Evaluating the developed Interpolation method

At first, in order to evaluate the interpolation method on the time-series data, Figure 5.1, 5.2.
and 5.3 present the interpolated values along with the original NDVI, NDWI and PSRI values.
As we can see, the interpolation is rather successful, not only for filling appropriately any
missing values, but also for effectively removing any obvious outliers. Outliers may be present
due to unmasked cloudy pixels, as explained in previous sections. This can be particularly
seen in the acquisition of the 6th of August for NDVI and NDWI plots. The black dot, which
corresponds to the value obtained directly by the bands of S-2, has significantly lower value

than we would normally expect, and the interpolated values correct this anomaly.
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Figure 5.1: Interpolated NDVI values of a random rice pixel.
600 1 . -®- Interpolated NDWI values
‘,»”\ e Initial values
500 // Y ° * e
¢« o \ _e» -
% \ S » .
L e o o
400 rf. o
] 1
!
3001 oe i o !
! j
\ :
|
200 | i .
\ |
100 ! !
]
\ ! \
! : \
\ ! \
04 + 1 v
i ! °
=. -
@-_ ;s
—-100+ A T
o
o> o o o ol I\ » A0
2 B 2 2 2 B 2 S
Date

Figure 5.2: Interpolated NDWTI values of a random rice pixel.
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Figure 5.3: Interpolated PSRI values of a random rice pixel.

5.1.2 Pseudo-labeling evaluation

In this section are presented the results of the pseudo-labeling methodology. Table 5.1 presents
the results obtained from K-means runs in different time instances throughout the cultivation
period. It can be observed that for the first two runs, late-May and late-June the performance,
particularly for recall, is less than optimal. In early-July, however, the recall substantially
increases and for this reason this run constitutes the training data of choice. In order to have
a representative training dataset that incorporates as much of the plurality of the reality, a

high recall is necessary.

Rice
Date Precision | Recall | F1-score
Late-May 97.07 90.44 | 93.64
Late-June 98.14 89.26 | 93.49
Early-July 97.96 92.02 | 94.90

Table 5.1: Metrics for clustering in Seosan-Dangjin region for different time periods.

Table 5.2 presents the precision, recall and f1-score for every different run of k-means algorithm
for the feature space of choice, namely the one that includes acquisitions until early-July. We
can see that the best result, seen in Table 5.1, arose from the run with 7 clusters. High recall

is necessary in order to have a representative training dataset that includes as many different
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paddy rice examples as possible, while high precision is also important since we do want to
keep the noise in the created training data in low levels. So, from Table 5.2 the acceptable
created labels would be those of 6, 7, 8 and 10 clusters, from which the one with the best

recall score (i.e. of 7 clusters) is selected as the training data.

Clusters | Precision | Recall | Fl-score

4 79.08 99.68 | 88.19
) 80.77 98.98 | 88.95
6 97.80 90.88 | 94.21
7 97.96 92.02 | 94.90
8 97.99 91.07 | 94.40
9 98.48 79.15 | 87.77
10 98.37 88.19 | 93.00
11 98.44 82.25 | 89.62
12 98.57 78.83 | 87.60
13 98.64 77.58 | 86.65

Table 5.2: Metrics for all different clusterings in Seosan-Dangjin region for acquisitions until
5 of July.

Finally, Table 5.3 shows the precision, recall and fl-score of the clustering of choice, namely

the run of early-July, for both rice and non-rice classes.

Class Precision | Recall | Fl-score | Num of Clusters
Non-Rice | 93.91% 97.81% | 95.82% 7
Rice 97.96% 92.02% | 94.90% 7

Table 5.3: Metrics for clustering in Seosan-Dangjin region compared to the validation dataset.

In Figure 5.4, we have the visual representation of the optimal clustering result. It is apparent

that even this unsupervised classification method represent the reality rather closely.
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Figure 5.4: Result of the clustering methodology upon an RGB image of the area of interest.
Rice is represented with purple color while water with blue.

In Figures 5.5 and 5.6, we present indicative sub-regions of the study area in order to further
evaluate qualitatively the resulted map. In particular, cases that the developed model fail
to perform optimally and lead to misclassification errors are presented. In Figure 5.5 the
algorithm misclassifies water to rice. This is actually the most common mistake that has
been noticed. Respectively, in Figure 5.6 a similar case is presented in which the cluster-
ing methodology does not manage to capture all the rice areas completely.Such errors are
usually observed in rice parcels located in the mountains and having irregular shapes, which

consequently leads to more noisy spectral signatures satellite data observations.
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(a) Zoomed RGB image (2nd of June) (b) Misclassification

Figure 5.5: An example of over-estimation for the rice class in a Seosan sub-region.

(a) Zoomed RGB image (2nd of June) (b) Misclassification

Figure 5.6: An example of under-estimation of the rice class, on the 2nd of June in a Seosan
sub-region. Blue color represents the water, purple the rice from the clustering and green the
rice of the validation dataset

5.1.3 RF Hyperparameter Optimization

The High Perfomance Data Analytics (HPDA) offers the potential to train a model in much
shorter time than a conventional machine. Therefore it is possible to train the Random Forest
model with multiple parameterizations in a efficient amount of time. Thus, different models
were trained with multiple combinations of depth and number of trees parameters and with
input the interpolated data from June to July. Specifically, the range of values for depth
was from 3 to 20 while for the number of trees parameter the values 15, 35, 50, 100 and
400 were tried. As Figure 5.7 implies, as depth parameter is increased, the performance of
the model is lessened, while the tree parameter does not have too much effect on the accu-
racy of the model. The difference of the models is not significant in terms of absolute values

(only 1% decrease), but since the input image consists of 42 million pixels, 1% reduction
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could be translated in loss of valuable information. In general, it is understood, that the ran-

dom forest algorithm using pseudo-labeled training data can accurately map paddy rice pixels.
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Figure 5.7: F1 score for varying values of the parameters of the number of trees and depth.

Figures 5.8 and 5.9 present precision and recall scores for the models that achieve the highest
scores. The parameterization that resulted to the highest combined score, of both recall and
precision, is 4 for the depth and 35 for the number of trees parameter. Based on 5.7, the
recall of 35 trees and depth of 4 is by far the best. On the other hand, the precision scores
for the different depths and trees, as shown in Figure 5.6, are comparable. For this reason,

the aforementioned of the two parameters is considered to be the optimal one.
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Figure 5.9: Random forest recall of varying number of trees and depth.
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Table 5.4, present the precision, recall and fl-score of both rice and non-rice classes for the

parameterization of choice.

Class Precision | Recall | Fl-score
Non-Rice | 95.36% 99.00% | 97.14%
Rice 98.64% 93.79% | 96.15%

Table 5.4: Precision, Recall and F1-score for rice and non-rice classes, for the final RF model.

In Figures 5.10 and 5.11, we can observe the evolution of the performance of rice classification.
In Figure 5.10, we see the evolution of fl-score throughout time, while in Figure 5.11 we see
the visual representation of those results. Looking at 5.11, it is seen that even from July on
wards near-optimal results are achieved. This is particularly important in a study like this,
working towards food security monitoring where timely and accurate information is of the

essence.
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Figure 5.10: Evolution of random forest fl-scores throughout time.
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May June July
August September October

Figure 5.11: Evolution map of random forest results

5.1.4 Feature importance

From the results above, it is obvious that RF algorithm successfully copes with the problem of
paddy rice mapping. In order to understand the significance of each feature to the decisions
of the RF algorithm, the features importances are presented in this section. At first, the
importance of each feature was calculated using the corresponding method of the PySpark
random forest model, and then they were grouped per feature (Figure 5.14) and per date
(Figure 5.13). Based on Figure 5.12, the most important features comprise of the NRI and
NDVI of the acquisitions of June 5 and 25 and July 5 and 15. Thus, becomes apparent that
NIR observations are really important in differentiating rice against anything else. As we
see the 4 most important features come from acquisitions as early as the 5 of July, which is
supported by the satisfactory results early in the year as seen in Figure 5.11, However, the
NDVI of July 15 is 5th in rank, explaining the jump in near optimal performance at the end
of July. This can be additionally supported by the aggregated importances of each date of
the month in Figure 5.13.
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Figure 5.12: The top 20 random forest feature importances
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Figure 5.13: Random forest feature importances aggregated by acquisition date.

As expected, inspecting 5.14, NDVI is by far the most important feature with respect to the
spectral information. The same holds true, for the NIR band B08. Other important spectral
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features include the Red-Edge bands B06, BO7 and B8A. Finally, NDWI is also another
important feature, which can be explained by the importance of water content sensitive indices

for the classification of an inundated cultivation, such as rice.

RF Importances for alla bands and indices

0.10

W VH PSRl NDWI NDVI B8A Blz Bl1l B08 BO07 BO06 BO5 B04 BO3 BO2

Figure 5.14: Random forest feature importances aggregated by acquisition type of feature
(bands, indices, back-scatters)

5.2 Computational Complexity

Another major achievement of this study is the scalability of the underlying methodology.
The processing is done at a per pixel basis, which results in very large feature spaces, even
for small areas, such as the one that was presented indicatively in this study. Even a single
region like Dangjin/Seosan can amount to more than a 100 of GB, which requires to be batch
processed. Therefore, the need for distributed filing systems and distributed machine learning
is a given, both for the complexity of the problem even in small scales and of course for its
upscale to national applications. In this section, is presented the computational complexity
of the supervised classification procedure. Specifically, Figure 5.15 presents the total time of
training process, which includes reading files from HDFS, training the Distributed Random
Forest with the best combination of parameters (see Section 5.1.2) and saving the results back
to HDFS. It obvious that the total time is reduced exponential as more system nodes are used
for the processing, which reaches a plateau at the level of 10 nodes. Moreover, moving from

1 node to 10, we can observe a decrease of over 5 times.
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Figure 5.15: Computational complexity of training the Random Forest model, using varying
number of system nodes.






Chapter 6

Conclusions and Future Work

6.1 Conclusions

The overall objective of this thesis was to develop a transferable model for paddy rice crop
mapping using multitemporal Senintel-1 and Sentinel-2 images, while utilizing a High Per-
formance Data Analytics environment together with the Hadoop Distributed File System
(HDFS) and the PySpark processing tool. The feasibility of this work was evaluated through
a case study in the region of Seosan and Dangjin cities of South Korea.

Scarcity of ground truth data is one of the most common problems in remote sensing. For
example, in South Korea, and specifically in the area of study, the existing rice map is of the
year 2015 and with several mislabeled pixels. In this work, as described in section 3.2.5, a rep-
resentative validation dataset was created in order to assess the results of the rice classification
as reliably as possible.

Moreover, using a small amount of ground truth information and an unsupervised technique,
trustworthy training data for paddy rice crop was successfully created for the region of Seosan-
Dangjin in South Korea. The results indicated that to generate sufficiently accurate training
data, acquisitions from March until the start of July are much better than earlier dates.
Therefore, we can conclude that the unsupervised methodology can be used to successfully
generate labeled data, using only a small amount of ground truth information to create spectral
signatures of the rice crop, in order to correctly indicate the rice label.

Another important contribution of this thesis is the creation of large-scale feature spaces with
fixed time steps, in order to train and create transferable models for pixel-based paddy rice
classification. With the proposed methodology, close-to-reality images were generated for
the 5th, 15th and 25th of each month, building that way a robust feature space. Moreover,
possible inaccurate values of pixels in specific acquisitions (e.g. cloudy pixels that were not
masked from sen2cor software), could be corrected through the weighed average interpolation
method, as shown in section 5.1.

The results also demonstrated that the distributed Random Forest in the HPDA environment

is appropriate for large scale pixel-based paddy rice classification using time-series of big EO
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data. Multiple combinations of the depth and number of trees parameters of the Random
Forest algorithm were tested, which indicated that low values at the depth parameter showcase
better performance, while the best scores were achieved with the RF model of 35 different
trees of 4 depth.

Finally, section 5.2 indicated the significance of utilizing a High Performance Data Analytics
environment. Training the Random Forest model in multiple nodes can reduce the computa-
tional complexity more than 5 times, compared to a single node.

To summarize, taking everything mentioned above into consideration, we can conclude that
the regional application presented in this thesis, offers a lot of potential for further study,
which could result to a scaling up for the entire country, providing a useful indicator about

the rice extend.

6.2 Discussion and Future Work

The results presented in section 5, showcased the potential of distributed methods and al-
gorithms, using data derived from Sentinel-1 and Sentinel-2 imagery, in a High Performance
Data Analytics environment, to successfully map paddy rice across a large region in South
Korea. Useful baseline approaches, with the methodological potential of upscaling, were de-
veloped, that have been, nonetheless, applied to a single area of interest. The importance
of the results, however, can be extrapolated to the envisaged large scale application of those
methods, highlighting their impact to real case food security monitoring scenarios.

The developed interpolation method resulted in a representative and also improved, new
feature space with fixed timestamps. Therefore, it is feasible to easily transfer any model
trained in a specific region and time, in different ones across the country; for the same or
other years. Since this study was limited to the Seosan-Danjin area of South Korea, the
following step would be to apply the final Random Forest model of section 5.1.3 to other
regions of South Korea, in different geographic areas, with different climatic conditions, in
order to evaluate its generalization capability. This can be done also for multiple years. [54]
Furthermore, the outcomes of section 5.1.2 show that the automated unsupervised technique
generated accurate and trustworthy labeled data, for paddy rice, in the area of interest. As
a next step, we could test this methodology to other crops similar to rice, that have unique
spectral signatures, or even rice, in areas that there are no reference data. Producing a really
small amount of reference data at such areas, using photo-interpretation, can be enough to
successfully create training data using the proposed unsupervised methodology. Moreover,
it would be very interesting to expand this concept to a multi-class problem. This could be
achieved by conducted multiple different experiments for each one of the different classes, in a
one-vs-all fusion, creating by this way labels for each one them. Subsequently, by merging the

results of each experiment, a training dataset for multi-class problems would be generated.
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