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Abstract 

The purpose of the master thesis is to investigate the factors which explain optimally 

the stock returns and volatility of leaders of technology industry (FAANG – 

Facebook, Apple, Amazon, Netflix, Google).  

The first topic focuses on cross-sectional of returns with the factors like market, size, 

value, momentum, profit, investment, industry, the situation of stock market (bear or 

bull market) and the impact of the financial crisis in 2008. I show that the volatility 

acts as a proxy for their interpretation of the returns. Moreover, the optimal model that 

explains the returns, contains, in addition to volatility, the factors such as investment 

and industry. I show that the factors like volatility, investment and industry have 

better performance to explain the returns of leaders of technology industry than the 

factors like market, size and value.  

Finally, the second topic focuses on cross-sectional of volatility with the mentioned 

factors. I show that the factors such as market, size, value, momentum, profit, 

investment, industry, the situation of stock market (bear or bull market) and the 

impact of the stock market crisis in 2008, interpret the volatility of leaders of 

technology industry. 

 

 

 

Keywords: asset pricing, stock returns, volatility, technology industry, FAANG, cross 

sectional models. 
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Περίληψη 

Ο ζκοπόρ ηηρ μεηαπηςσιακήρ διαηπιβήρ είναι να διεπεςνήζει ηοςρ παπάγονηερ πος 

εξηγούν βέληιζηα ηιρ αποδόζειρ ηυν μεηοσών και ηη μεηαβληηόηηηα ηυν ηγεηών ηηρ 

ηεσνολογικήρ βιομησανίαρ (FAANG - Facebook, Apple, Amazon, Netflix, Google).  

Το ππώηο θέμα επικενηπώνεηαι ζηη διαηομή ηυν αποδόζευν με παπάγονηερ όπυρ η 

αγοπά, ηο μέγεθορ, η αξία, η οπμή, ηο κέπδορ, οι επενδύζειρ, η βιομησανία, η 

καηάζηαζη ηηρ σπημαηιζηηπιακήρ αγοπάρ (bear and bull market) και ο ανηίκηςπορ ηηρ 

σπημαηιζηηπιακήρ κπίζηρ ηο 2008. Σηην επγαζία, δείσνυ όηι η μεηαβληηόηηηα 

ενεπγεί υρ πληπεξούζιο για ηην επμηνεία ηυν αποδόζευν. Επιπλέον, ηο βέληιζηο 

μονηέλο πος εξηγεί ηιρ αποδόζειρ, πεπιέσει, εκηόρ από ηην μεηαβληηόηηηα ηος 

σαπηοθςλακίος, παπάγονηερ όπυρ οι επενδύζειρ και η βιομησανία. Δείσνυ όηι 

παπάγονηερ όπυρ η μεηαβληηόηηηα, οι επενδύζειρ και η βιομησανία έσοςν καλύηεπη 

επμηνεςηική ιζσύ για να εξηγήζοςν ηιρ αποδόζειρ ηυν ηγεηών ηηρ ηεσνολογίαρ από 

ηοςρ παπάγονηερ όπυρ η αγοπά, ηο μέγεθορ και η αξία.  

Τέλορ, ηο δεύηεπο θέμα επικενηπώνεηαι ζηη διαηομή ηηρ μεηαβληηόηηηαρ με ηοςρ 

πποαναθεπόμενοςρ παπάγονηερ. Δείσνυ όηι παπάγονηερ όπυρ η αγοπά, ηο μέγεθορ, η 

αξία, η οπμή, ηο κέπδορ, οι επενδύζειρ, η βιομησανία, η καηάζηαζη ηος 

σπημαηιζηηπίος (bear market ή bull market) και ο ανηίκηςπορ ηηρ κπίζηρ ηος 

σπημαηιζηηπίος ηο 2008, επμηνεύοςν ηην μεηαβληηόηηηα ηυν αποδόζευν ηυν 

ηγεηών ηηρ ηεσνολογικήρ βιομησανίαρ. 

 

 

 

Λέξειρ κλειδιά: ηιμολόγηζη πεπιοςζιακών ζηοισείυν, αποδόζειρ μεηοσών, 

μεηαβληηόηηηα, βιομησανία ηηρ ηεσνολογίαρ, FAANG, μονηέλα διαηομήρ. 
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1. Introduction 

The Capital Asset Pricing Model (CAPM), first introduced by Sharpe (1964) has 

made a profound impact on the way that investors understand the relationship 

between price and risk of capital assets. The CAPM simply states that the systematic 

difference in asset returns can be explained by a single measure of risk, beta. 

According to the CAPM, the expected return on any risky asset or portfolio of risky 

assets can be measured by the risk free rate and the market risk premium multiplied 

by the beta coefficient. Beta represents one of the most widely used concepts in 

finance. It is used by financial analysts to estimate a stock’s sensitivity to the overall 

market, to identify if a stock is underrated or overrated, to calculate the cost of a 

capital and to evaluate the performance of assets managers. In the context of the 

Capital Asset Pricing Model (CAPM), beta is assumed to be constant over time and is 

estimated via ordinary least squares (OLS).  

One of the main research topics in asset pricing in the 1990’s has been the work 

initiated by Fama and French (1992). Fama and French show that the Capital Asset 

Pricing Model (CAPM) can not explain the cross-section of asset returns in the US. 

They propose an alternative model which includes, apart from the market factor, a 

factor related to book-to-market (B/M) which they call HML, and a factor related to 

size (Market Value) called SMB. However, unlike CAPM, the Fama and French 

model is not an equilibrium model. The Fama and French model is purely empirically 

motivated. In a series of articles, Fama and French (1992, 1993, 1995, 1996, 2011, 

2015) document that their models do a good job in explaining average equity returns. 

Nevertheless, it still remains unknown whether their book-to-market and size related 

factors have any economic interpretation. New researches like Fama and French 

(2015) and Carhart (1997) show that there are more effects that influence stock 

returns. This would mean that the three-factor model is not complete to explain stock 

returns. Therefore Fama and French introduced the five-factor model, a new model 

that includes two new variables on top of the three-factor model. The two new 

variables are profitability (RMW) and investment (CMA).  

From the above, we can understand these relationships between excess expected 

returns on an asset or portfolio, and the factors like market risk premium, SMB, HML 

RMW, CMA and other factors are often questionable due to many obstacles. The 

CAPM has many problems. As a result, many of the tests, concerning simple CAPM 

model have failed to give a strong basis for evaluating beta as a reliable measure of 

systematic risk and this failure was attributed to inefficiency of markets (Fama and 

French (1992), Lo and MacKinlay (1988)). However, while the Fama and French 

models have more strength than CAPM, they have also several problems. The 

strongest problems are those of autocorrelation of residuals and multicollinearity.  

This study investigates a range of asset pricing models and factor investing. This is 

important because a large proportion of global wealth is invested by a certain method. 

Investors would benefit from a reliable model that can predict returns based on certain 
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risk factors. A few models have already been designed, for example by CAPM, Fama 

and French and Carhart. The main focus of this thesis will be on models with many 

risk factors that interpret optimally the returns and volatility of the leaders of 

technology industry. 

This research will estimate the optimal models and their factors for the returns and 

volatility of technology industry leaders, with data from Yahoo Finance and 

Kenneth’s French data library. We perform a cross-sectional regression. This 

regression shows the sensitivity of the portfolio’s returns to the risk factors. We show 

that volatility is an important factor in explaining part of the cross-sectional of 

average returns, it plays a proxy role. Then, we perform a cross-sectional regression 

for volatility. This regression shows the sensitivity of the portfolio’s volatility to the 

risk factors. 

The following chapters give a more detailed description of the performed study. It 

starts with a literature review which provides an overview of prior research on this 

topic. The next chapter states the research questions that this thesis will study. After 

that, the methodology subchapter shows how the different tests are set up and the data 

subchapter tells what data is used and how it was obtained. Then, the analysis and 

results chapter describes the test outputs. The study ends by concluding which models 

best explain the data and the usefulness of the different factors for an investor. 
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2. Literature Review – Theoretical Background 

2.1. CAPM 

The CAPM model tries to explain returns by the exposure to the market that a stock 

has. The model expresses this risk exposure as beta (β). A stock with a high beta has a 

high market exposure and should move with the market variation with the same 

weight as its β. The CAPM assumes that returns can be explained by market risk 

alone, because this is the only risk that investors encounter. Other risks like 

idiosyncratic risk can be diversified away. This means that investors can avoid this 

risk by diversifying their portfolio and thus don’t require a risk premium for it. The 

model explains a part of the return but it is quite unreliable because a lot of research 

(Fama and French 1992, 2015) has shown that market exposure is not the only factor 

that predicts stock returns and the unexplained parts of the returns in this model are 

large. The regression equation for the CAPM is the following: 

, , , , , ( )i t f t i i M t f t i tR R a b R R e      

where: 

,i tR  is the return on the capital asset at time t, 

,f tR  is the risk free rate of interest arising from the government bonds, 

,M tR  is the return of the market, 

,i te  are the residuals 

 

2.2. Fama & French three-factor model 

A first factor that was examined is the size of a firm. Research shows that larger firms 

tend to have lower returns than smaller firms, this is possibly due to the fact that 

smaller firms are seen as more risk carrying. If this is true, investors require an 

additional risk premium for smaller stocks. The same goes for the difference between 

value and growth stocks. Value stocks tend to have higher average returns compared 

to growth stocks (Fama and French 1992, 1993). Both of these effects aren’t taken 

into account in the CAPM model. Therefore, Fama and French introduced their three-

factor model. In this model they add the size and value effects to the CAPM model as 

new risk factors with their own beta’s (β). This means that returns of smaller value 

stocks can be predicted as higher in the three factor model. This happens because they 

are expected to pay an additional premium for being small and value stocks. This way 

the stock return can be predicted more accurate, because more effects are taken into 

account, but it still misses some effects according to more recent research. The 

regression equation for the three-factor model is the following: 

, , , , , ( )i t f t i i M t f t i t i t i tR R a b R R s SMB h HML e        
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where: 

,i tR  is the return on the capital asset at time t, 

,f tR  is the risk free rate of interest arising from the government bonds, 

,M tR  is the return of the market, 

tSMB  is the return on the diversified portfolio of small-cap stocks minus the return 

on the diversified portfolio of large-cap stocks (size factor), 

tHML  is the return on the diversified portfolio of high stocks book-to-market to 

market value minus the return to the diversified portfolio of low stocks book-to-

market to market value (value factor), 

,i te  are the residuals 

 

2.3. Carhart four-factor model 

The Carhart four-factor model instead uses momentum to extend the three-factor 

model because short term past performance tends to influence current returns as well. 

In this model higher momentum should yield higher returns. A stock has high 

momentum when the short term past performance was good. Stocks that 

underperformed have lower momentum (Carhart 1997). The regression equation for 

the four-factor model is the following: 

, , , , , ( )i t f t i i M t f t i t i t i t i tR R a b R R s SMB h HML m MOM e         

where: 

,i tR  is the return on the capital asset at time t, 

,f tR  is the risk free rate of interest arising from the government bonds, 

,M tR  is the return of the market, 

tSMB  is the return on the diversified portfolio of small-cap stocks minus the return 

on the diversified portfolio of large-cap stocks (size factor), 

tHML  is the return on the diversified portfolio of high stocks book-to-market to 

market value minus the return to the diversified portfolio of low stocks book-to-

market to market value (value factor),  

tMOM  is the return on the diversified portfolio with prior high stocks performance 

minus the return to the diversified portfolio of low stocks performance (momentum 

factor),  

,i te  are the residuals 
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2.4. Fama & French five-factor model 

New researches like Fama and French (2015) and Carhart (1997) show that there are 

more effects that influence stock returns. This would mean that the three-factor model 

is not complete to explain stock returns. Therefore Fama and French introduced the 

five-factor model, a new model that includes two new variables on top of the three-

factor model. The two new variables are profitability and investment. Research shows 

that these two variables seem to influence stock returns as well (Fama and French 

2015). Companies with higher investments tend to have lower returns than firms with 

lower investments. Companies with higher profitability tend to have higher returns. 

The regression equation for the five-factor model is the following: 

, , , , , ( )i t f t i i M t f t i t i t i t i t i tR R a b R R s SMB h HML rRMW c CMA e        

 

where: 

,i tR  is the return on the capital asset at time t, 

,f tR  is the risk free rate of interest arising from the government bonds, 

,M tR  is the return of the market, 

tSMB  is the return on the diversified portfolio of small-cap stocks minus the return 

on the diversified portfolio of large-cap stocks (size factor), 

tHML  is the return on the diversified portfolio of high stocks book-to-market to 

market value minus the return to the diversified portfolio of low stocks book-to-

market to market value (value factor), 

tRMW  is the return on the diversified portfolio of robust profit stocks minus the 

return on the diversified portfolio of weak profit stocks (profit factor), 

tCMA  is the return on the diversified portfolio of stocks of conservative companies 

in terms of investment minus the return on the diversified portfolio of shares of 

aggressive companies in terms of investments (investment factor), 

,i te  are the residuals 

 

2.5. Volatility  

Volatility (ζ) is a statistical measure of the dispersion of returns for a given asset. In 

most cases, the higher the volatility, the riskier the asset. Volatility is often measured 

as the standard deviation between returns from that same asset. It is well known that 

the volatility of stock returns varies over time. A higher volatility means that an 

asset's value can potentially be spread out over a larger range of values. This means 

that the price of the security can change dramatically over a short time period in either 

direction. A lower volatility means that a security's value does not fluctuate 

dramatically, and tends to be more steady. 
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3. Research Questions, Methodology and Data 

3.1. Research Questions 

The aim of this research is to study what are the factors that explain optimally the 

returns and volatility of stocks of technology industry leaders (FAANG-Facebook, 

Apple, Amazon, Netflix, Google). In addition, the study examines the significance of 

interpretation the volatility of stocks of technology industry leaders as a proxy for the 

interpretation of returns. Another question is the significance of the bear / bull factor, 

which refers to the situation in the stock market, to note that the value of this factor, 

as it is rarely studied in research. Furthermore, we study how important is the role of 

the technology industry in explaining returns, a factor not found in standard models 

(Fama & French three-factor model, Carhart four-factor model, Fama & French five-

factor model, etc) for explaining expected returns. Finally, we investigate which is the 

significance-impact of the stock market crisis of 2008 on the returns and the volatility 

of the shares of leaders of technology industry. 

 

3.2. Methodology 

This paragraph describes the creation and statistical tests of the different models used 

in this study. The models will be tested by a two stages. The first stage is to run cross-

sectional regressions to look for a relationship between the risk factors, the returns 

and the volatility. We estimate the betas of all risk factors. Then the second stage is 

used to find the optimally models for our data, for this process we need two 

algorithms, the stepwise technique and the backward technique for each model. Then 

we examine the correctness of optimally models and search for anomalies. Finally, we 

can extract information by our models. 

 

3.3. Data 

The first step of the process is to collect all the data that is needed for the calculation 

of the different variables. Firstly, we collected all the close prices for FAANG 

(Facebook, Apple, Amazon, Netflix, Google) stocks. The data collected for every 

month, from 01/2000 to 08/2020. These data are obtained from 

www.yahoofinance.com. We edited the close price for each stock and we extracted 

the returns of stocks. Subsequently, we constructed a weighted portfolio with these 

five stocks. Also, we calculated the estimated volatility of portfolio. Then, we 

collected all factors (market factor minus risk free rate (MktrRF), size factor (SMB), 

value factor (HML), profit factor (RMW), investment factor (CMA), momentum 

factor (MOM) and industry factor (IND)) for our models. The data are obtained from 

https://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html. In 

addition, we added two factors (bear/bull market factor, crsis_2008) depending on the 

http://www.yahoofinance.com/
https://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html
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situation of the market. We have bear market from 09/2000-02/2003, 11/2007-

02/2009, 02/2020-03/2020 and bull market from 01/2000-08/2000, 03/2003-10/2007, 

03/2009-01/2020, 04/2020-08/2020. The crisis_2008 factor declares the influence of 

crisis at 2008 to the market (stock returns, volatility of stocks, etc). 
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4. Descriptive Statistics 

Firstly, we present the relationships between the stocks that make up the portfolio 

with the leaders of technology industry that we have constructed. We present the 

correlations between the returns of stocks and how statistically significant they are 

(Table 4.1, Figure 4.1). 

Figure 4.1 

 

 

Table 4.1 

  

 

Next, a first thing to look at are the mean returns and volatility of the portfolio with 

the leaders of technology industry that we constructed (Table 4.2, 4.3 and Figure 4.2, 

4.3, respectively). Table 4.4 shows these returns for the equal weighted risk factors. 
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Table 4.2 

 

 

Table 4.3 

 

 

Figure 4.2 
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Figure 4.3 

 

 

Table 4.4 

 

As we can watch from Figure 4.2 and 4.3, we can notice that the volatility of portfolio 

with the leaders of technology industry decrease over the years. This may be due to 

the technological financial crisis of 2001 and the effects it had on the financial 

market. Furthermore, the first thing that stands out from the Table 4.4 is the market 

return. On average the data shows a positive market excess return for the sample 

period. It is commonly know that the market return for equities is on average positive 

for the long term. The data reflects this fact by a monthly market return of about 

0.511% and a monthly standard deviation of 4.52% on average. A second thing that 

stands out at this point is the negative median returns for the HML and CMA factors. 

A factor is in theory expected to contribute in a non-zero way to the returns. A 

positive contribution is visible in the industry factor. Finally, we present a graph 
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(Figure 4.4) that show us the level of portfolio returns relative to the market excess 

returns and the returns of technology industry. Also, the Figure 4.4 shows us that the 

returns of our portfolio over win the excess returns of market and the returns of 

technology industry. 

Figure 4.4 
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5. Analysis, Relations and Results 

5.1. Analysis of Returns 

This chapter will describe the analysis and the results of the regressions stated in the 

methodology chapter. The first part includes the cross-sectional regressions with all 

risk factors. We fit the data to a multi linear regression model by setting the Returns 

as the dependent variable and the other ten variables as explanatory, and we have the 

following results: 

Table 5.1.1 

 

 

Table 5.1.2 

 

 

Table 5.1.3 
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Table 5.1.4 

 

In the table of Coefficients (Table 5.1.2) we observe that variables have high p-values 

(p-value≥0.05), as a result these variables are not statistically significant, which 

is a concern for the suitability of model. Also, several variables have large VIF 

(Variance Inflation Factor). So there is the problem of multicollinearity. The 

following is the table of correlations of the explanatory variables (Table 5.1.5, Figure 

5.1.1): 

Figure 5.1.1 
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Table 5.1.5 

 

We observe that the variables MktRF-IND have quite high correlation (Table 5.1.5), 

as a result that there is the problem of multicollinearity. 

The model with ten explanatory variables is not optimal, as most of the explanatory 

variables are not statistically significant. There is also the problem of 

multicollinearity, as there are explanatory variables that have VIF>5. Finally, as we 

see in the table below (Table 5.1.6), the model that contains all the variables has a 

high AIC (1630.25) and a high Cp-Mallows (11.0).  

Table 5.1.6 

Response is Returns 

Vars R-Sq 

R-Sq 

(adj) 

R-Sq 

(pred) 

Mallows 

Cp S AICc BIC 

M 

k 

t 

R 

F 

S 

M 

B 

H 

M 

L 

R 

M 

W 

C 

M 

A 

M 

O 

M 

I 

N 

D 

b 

e 

a 

r 

/ 

b 

u 

l 

l 

c 

r 

i 

s 

i 

s 

_ 

2 

0 

0 

8 

1 58,3 58,1 57,3 22,3 6,6323 1639,668 1650,097             X     

1 39,2 38,9 37,9 143,4 8,0046 1732,577 1743,007 X                 

2 60,0 59,7 58,4 13,3 6,5070 1631,306 1645,178             X     

2 59,3 59,0 57,9 17,6 6,5618 1635,447 1649,320         X   X     

3 61,6 61,2 59,7 4,7 6,3836 1622,914 1640,212         X   X     

3 60,9 60,4 58,7 9,4 6,4448 1627,628 1644,926 X           X     

4 61,9 61,3 59,4 4,9 6,3725 1623,139 1643,845 X       X   X     

4 61,9 61,3 59,3 4,9 6,3731 1623,181 1643,888         X X X     

5 62,2 61,4 59,0 5,3 6,3651 1623,662 1647,759   X     X X X     

5 62,1 61,4 58,9 5,6 6,3680 1623,889 1647,986 X       X X X     

6 62,4 61,4 58,7 6,0 6,3605 1624,409 1651,879 X     X X X X     

6 62,4 61,4 58,4 6,0 6,3612 1624,467 1651,937 X X     X X X     
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7 62,6 61,6 58,6 6,4 6,3521 1624,881 1655,706 X     X X X X   X 

7 62,6 61,5 58,4 6,5 6,3534 1624,984 1655,809 X X     X X X   X 

8 62,7 61,5 58,2 7,7 6,3570 1626,398 1660,560 X X   X X X X   X 

8 62,7 61,5 58,1 7,8 6,3579 1626,474 1660,636 X X X   X X X   X 

9 62,8 61,4 57,8 9,3 6,3641 1628,101 1665,580 X X X X X X X   X 

9 62,8 61,4 57,8 9,4 6,3656 1628,221 1665,701 X X   X X X X X X 

10 62,9 61,3 57,5 11,0 6,3739 1630,025 1670,805 X X X X X X X X X 

 

Applying the stepwise technique (Table 5.1.8) and the backward elimination 

technique (Table 5.1.9) get the following optimal model (Table 5.1.7): 

Table 5.1.7 

 

 

Table 5.1.8 
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Table 5.1.9 
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As we can see from the tables below (Table 5.1.10), all three variables CMA-IND-

volatility are statistically significant (p-value<0.05). In addition, for all three variables 

we have VIF<5, as a result there is no multicollinearity. Finally, the values of the Cp-

Mallows and AIC criteria are among the lowest possible (4.7 and 1622.91 

respectively). 

Table 5.1.10 

 

 

Table 5.1.11 

 

 

Table 5.1.12 

 

Regarding the residuals, we conclude from the following graph that the residuals 

follow the normal distribution (Figure 5.1.2). Also, from the second graph we 

conclude that there is a constant variation of the errors (Figure 5.1.3), as it seems that 

the errors are randomly distributed around zero. In addition, there does not seem to be 

any autocorrelation problem, as the errors do not follow a pattern in time, they are 

randomly distributed around zero (Figure 5.1.4) and the Durbin Watson Statistic is 

D=1.93≅2 (Table 5.1.13). Therefore, the conditions of our model are met. 
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Figure 5.1.2 

 

 

Figure 5.1.3 
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Figure 5.1.4 

 

 

Table 5.1.13 

 

Finally, check for points of influence from ΗΙ diagram (Figure 5.1.5) and Cook’s 

distance diagram (Figure 5.1.6) in relation to the sequence of observations. The value 

of HI is called the leverage of the i-th observation. If 
2 p

HI
n

  , where 1p k   is the 

number of parameters to be estimated, k is the number of explanatory variables in the 

model and n is the sample size, then this observation is highly influential. From the ΗΙ 

diagram we have large values in observations 2000:11, 2001:01, 2001:02, 2001:04, 

2001:10, 2001:11, 2002:09, 2002:10, 2002:11. The value of Cook’s distance (Di) is 

called the influence of the i-th observation. If Di>1, then this observation is highly 

influential. There aren’t observations that beyond the one.  
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Figure 5.1.5 

 

 

Figure 5.1.6 
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5.2. Analysis of Volatility 

This paragraph will describe the analysis of volatility of portfolio with the leaders of 

technology industry and the results of the regressions stated in the methodology 

chapter. The first part includes the cross-sectional regressions with all risk factors. We 

fit the data to a multi linear regression model by setting the volatility as the dependent 

variable and the other nine variables as explanatory, and we have the following 

results: 

Table 5.2.1 

 

 

Table 5.2.2 

 

 

Table 5.2.3 
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Table 5.2.4 

 

In the table of Coefficients (Table 5.2.2) we observe that variables have high p-values 

(p-value≥0.05), as a result these variables are not statistically significant, which is a 

concern for the suitability of our model. Also several variables have large VIF 

(Variance Inflation Factor). So there is the problem of multicollinearity.  

Regarding the residuals, we conclude from the following graph that the residuals 

follow the normal distribution (Figure 5.2.1). However, from the second graph we 

conclude that there is not a constant variation of the errors (Figure 5.2.2), as it seems 

that the errors aren’t randomly distributed around zero. The last but the most 

important, there is a strong autocorrelation problem, as the errors follow a pattern in 

time, they aren’t randomly distributed around zero (Figure 5.2.3) and the Durbin 

Watson Statistic is D=0.33 (Table 5.2.5). Therefore, the conditions of model are not 

met. 
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Figure 5.2.1 

 

 

Figure 5.2.2 
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Figure 5.2.3 

 

 

Table 5.2.5 

 

The use of Cochrane-Orcutt method solves the autocorrelation problem. We apply the 

Cochrane-Orcutt procedure for two iterations. At the first iteration, we transform all 

our variables with the transformation 1 1_ t t tt Y Y Y   , where tY  is each variable of 

the model (Table 5.2.1) and π1 is the correlation between the residuals of the model 

and the lag residuals by a lag ( 1 1t t te e u    ). We find that the π1 is 0.8132.Then we 

run the regression with all transformations variables. The results are the following: 

Table 5.2.6 
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Figure 5.2.3 

 

 

Table 5.2.7 

 

The problem of autocorrelation didn’t solve (Figure 5.2.3, Table 5.2.7) at the first 

iteration of Cohrane-Orcutt procedure. At the second iteration, we transform all our 

variables of transformation model (Table 5.2.6) with the transformation 

2 12 _ _ _t t tt Y t Y t Y   , where _ tt Y  is each variable of the model (Table 5.2.6) and 

π2 is the correlation between the residuals of the transformation model and the lag 

residuals by a lag ( 2 1t t tu u   ). We find that the π2 is 0.4507. Then we run the 

regression with all new transformations variables. The results are the following: 

Table 5.2.8 
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Table 5.2.9 

 

 

Table 5.2.10 

 

 

Table 5.2.11 
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In the table of Coefficients (Table 5.2.9) we observe that variables have high p-values 

(p-value≥0.05), as a result these variables are not statistically significant, which is a 

concern for the suitability of  model. Also, several variables have large VIF (Variance 

Inflation Factor). So there is the problem of multicollinearity.  

The model with nine explanatory variables is not optimal, as most of the explanatory 

variables are not statistically significant. There is also the problem of 

multicollinearity, as there are explanatory variables that have VIF>5. Finally, as we 

see in the table below (Table 5.2.12), the model that contains all the variables has a 

high AIC (466.77) and a high Cp-Mallows (10.0).  

Table 5.2.12 

Response is t2_volatility 

Vars 

R-

Sq 

R-Sq 

(adj) 

R-Sq 

(pred) 

Mallows 

Cp S AICc BIC 

t 

2 

_ 

M 

k 

t 

R 

F 

t 

2 

_ 

S 

M 

B 
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_ 
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M 
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2 

_ 

R 

M 

W 

t 

2 

_ 

C 

M 

A 
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_ 

M 

O 
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_ 

I 

N 

D 

b 

e 

a 

r 

/ 

b 

u 

l 

l 

c 

r 

i 

s 

i 

s 

_ 

2 

0 

0 

8 

1 28,7 28,4 27,4 8,6 0,61926 464,545 474,950                 X 

1 14,1 13,8 12,2 59,9 0,67983 510,274 520,678               X   

2 30,0 29,5 27,5 6,1 0,61485 462,100 475,939               X X 

2 29,1 28,5 24,6 9,6 0,61919 465,551 479,390       X         X 

3 30,4 29,6 24,8 6,7 0,61439 462,808 480,063       X       X X 

3 30,2 29,4 26,6 7,4 0,61521 463,461 480,716   X           X X 

4 31,0 29,9 24,6 6,7 0,61313 462,886 483,541   X   X       X X 

4 30,8 29,6 25,4 7,5 0,61417 463,717 484,372 X           X X X 

5 31,9 30,5 24,8 5,6 0,61046 461,845 485,881 X     X     X X X 

5 31,5 30,1 23,3 6,9 0,61206 463,123 487,159   X X X       X X 

6 32,8 31,1 24,8 4,3 0,60747 460,545 487,945 X X   X     X X X 

6 32,0 30,3 23,6 7,1 0,61114 463,495 490,894 X     X X   X X X 

7 32,9 30,9 23,6 6,1 0,60845 462,461 493,206 X X   X X   X X X 

7 32,9 30,9 21,6 6,2 0,60869 462,654 493,399 X X   X   X X X X 

8 32,9 30,6 20,2 8,0 0,60967 464,583 498,656 X X   X X X X X X 

8 32,9 30,6 22,0 8,0 0,60971 464,612 498,684 X X X X X   X X X 

9 32,9 30,4 19,2 10,0 0,61096 466,770 504,151 X X X X X X X X X 
 

 

Applying the backward elimination technique (Table 5.2.13) get the following 

optimal model (Table 5.2.14): 
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Table 5.2.13 
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Table 5.2.14 

 

As we can see from the tables below (Table 5.2.15), almost all six variables MktRF-

SMB-RMW-IND-bear/bull-crisis_2008 are statistically significant (p-value<0.05). In 

addition, almost for all six variables we have VIF<5, as a result there is no 

multicollinearity. Finally, the values of the Cp-Mallows and AIC criteria are among 

the lowest possible (4.3 and 460.54 respectively). 

Table 5.2.15 

 

 

Table 5.2.16 
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Table 5.2.17 

 

Regarding the residuals, we conclude from the following graph that the residuals 

follow the normal distribution (Figure 5.2.4). The Cochrane-Orcutt method solved the 

autocorrelation problem and the problem of the non constant variation of errors. The 

second graph we conclude that there is a constant variation of the errors (Figure 

5.2.5), as it seems that the errors are randomly distributed around zero. In addition, 

there does not seem to be any autocorrelation problem, as the errors do not follow a 

pattern in time, they are randomly distributed around zero (Figure 5.2.6) and the 

Durbin Watson Statistic is D=1.97≅2 (Table 5.2.18). Therefore, the conditions of our 

model are met. 

Figure 5.2.4 
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Figure 5.2.5 

 

 

Figure 5.2.6 
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Table 5.2.18 

 

Finally, check for points of influence from ΗΙ diagram (Figure 5.2.7) and Cook’s 

distance diagram (Figure 5.2.8) in relation to the sequence of observations. If  

2 p
HI

n
 , where 1p k   is the number of parameters to be estimated, k is the number 

of explanatory variables in the model and n is the sample size, then this observation is 

highly influential. From the ΗΙ diagram we have large values in observations 2000:04, 

2000:07, 2001:02, 2001:10, 2002:10, 2002:12, 2020:04. We observe that the points of 

influence arise in times of financial crisis, with the result that there is great turmoil in 

the market. If Di>1, then this observation is highly influential. From Cook’s diagram 

(Figure 5.5.8), observe that there aren’t observations that beyond the one.  

Figure 5.2.7 
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Figure 5.2.8 

 

 

Finally, returning from the transformation to our original variables we have the 

following optimal model:  

Regression Equation 

 

        2 _ 2,7977 0,0272 2 _ 0,01581 2 _  

                               0,0344 2 _   0,02033 2 _ 0,0 / _ 0 

                               0, 261 / _1  0,0 _ 2

t volatility t MktRF t SMB

t RMW t IND bear bull

bear bull crisis

  

  

 

1 2

1 2 1 2

008 _ 0  0,6849 _ 2008 _1

2,7977
          0,0272 0,01581 0,0344 

(1 )(1 )

0,0 0, 261
                        0,02033  / _ 0  / _1 

(1 )(1 ) (1 )(1 )

      

crisis

volatility MktRF SMB RMW

IND bear bull bear bull

 

   



    
 

  
   

1 2 1 2

0,0 0,6849
                   _ 2008 _ 0  _ 2008 _1

(1 )(1 ) (1 )(1 )

     27, 2680 0,0272 0,01581 0,0344  

                        0,02033 0,0 / _ 0 2,5438

crisis crisis

volatility MktRF SMB RMW

IND bear bull

   
 

   

    

    / _1 

                        0,0 _ 2008 _ 0 6,6754 _ 2008 _1

bear bull

crisis crisis 
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6. Conclusion 

This paper examines the risk factors that explain optimally the returns and volatility 

of a portfolio consisting of shares of technology industry leaders. From our analysis 

we come to two optimal models, one for the returns and one for the volatility, 

respectively. 

The optimal model for the portfolio returns of technology industry leaders is: 

ˆ 5,57 0,739 1,0725 0,3578Returns   CMA  IND  volatility      

From this model we conclude that the factors that explain the portfolio returns of 

technology industry leaders are the investment factor (CMA), the industry factor 

(IND) and the volatility of the technology industry leaders’ portfolio. We observe that 

volatility plays the role of proxy for the interpretation of returns. In addition, the 

model informs us that if the investment factor (CMA) increases by one unit then the 

returns of the portfolio will decrease by 0.739 units on average. If the industry factor 

(IND) increases by one unit then the portfolio returns will increase by 1.0725 units on 

average. If the volatility of the technology industry leaders increases by one unit then 

the portfolio returns will increase by 0.2578 units on average. Finally, the percentage 

of variance of the variable Returns which is explained by the variables CMA, IND 

and volatility is 61.64% (Table 5.1.11 – R-sq=61,64%). 

The optimal model for the volatility of the portfolio of technology industry leaders is: 

ˆ   27,2680 0,0272 0,01581 0,0344 

                  0,02033 0,0 / _ 0  2,5438 / _1

                  0,0 _ 2008 _ 0 6,6754 _ 2008 _1

volatility MktRF SMB RMW

IND bear bull bear bull

crisis crisis

   

  

 

 

From this model we conclude that the factors that explain the volatility of the 

portfolio of the leaders in the technology industry are the market factor (MktRF), the 

size factor (SMB), the profit factor (RMW) and the situation of market factor 

(bear/bull). The model informs us that if the market factor (MktRF) increases by one 

unit then the portfolio volatility will increase by 0.0272 units on average. If the size 

factor (SMB) increases by one unit then the portfolio volatility will decrease by 

0.01581 units on average. If the profit factor (RMW) increases by one unit then the 

portfolio volatility will decrease by 0.0344 units on average. If the industry factor 

(IND) increases by one unit then the portfolio volatility will decrease by 0.02033 units 

on average. If the financial market is in a bull situation then the portfolio volatility 

will increase by 2.5438 units on average. In addition, the model informs us that after 

the stock market crisis of 2008, the portfolio volatility has increased by 6.6754 units 

on average. Finally, the percentage of variance of the variable volatility which is 

explained by the variables MktRF, SMB, RMW, IND, bear/bull and crisis_2008 is 

32.84% (Table 5.2.16 – R-sq=32,84%). 
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