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The ever expanding of greenhouse gas emission and limitation of fossil energy sources are
driving demand for the green energies. Among the variety of the renewable energy sources,
the wind power and PV in large scale is known as the best replacement for the conventional
source of energies. In this study, two smart algorithms have been built to manage an islandic
power system. The algorithms are based in the idea of battery energy storage system (BESS).
At first, a forecasting of the productions took place, as it was necessary to build the
predictive management algorithms. The prediction algorithm was built in Python. The
forecasting used Deep learning methods and especially, Convolutional Neural Networks and
Recurrent Neural Networks. In case of wind energy, a new control strategy is presented to
manage the amount of energy that is generated by wind farm plant. As the battery plays a
fundamental role in the control system. The control method reduces the fluctuation of
supplied wind power while it empowers the operator to make a balance between energy
supply and demand in a profitable way using battery energy storage. After that, a predictive
energy management (EMS) algorithm was developed, capable of load smoothing and peak
shaving of the maximum demand values, simultaneously. In this way, the maximum demand
of the island’s system, was covered from stored renewable energy, while the operation of
the diesel engines remained stable, diminishing the ramp up and the steep gradients before
the night hours’ peak demand. Additionally, considering the system’s ability for energy
storage, as a result of the BESS installation, a portion of the PV energy produced in daylight
time period could be shifted for later use and therefore the diesel engines could avoid abrupt
load changes. Through the forecasting, it was possible to estimate an hourly based trajectory
for the thermal energy generator operation and acquire the BESS setpoints which would
result in the desired peak shaving and smoothing level. This analysis is followed by a
simulation of the model to show how it works.
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1. Introduction

1.1 Background and motivation

More and more models are being built and developed nowadays around energy grid
management and performance. These models aim to reduce the production of carbon
dioxide and other chemicals that are harmful to the environment. Of course, an additional
goal is to reduce the total cost of energy production but also as much as possible the
contribution of renewable energy sources to electricity production. Renewable energy will
play an even greater role as an energy source in the future. This will result in a reduction in
the burning of fossil fuels for electricity and heat production with the associated CO2
reduction. Global warming and the dependence on fossil fuels primary energy sources will
also be reduced. Energy production rates from renewable sources such as wind or sun is not
in line with the rate of consumption. One, and probably the most important, handicap of
most of these generation technologies is the non-manageability of their generation since
they are solely responsible for production or climatic conditions, especially for wind and
solar energy. The demand for management systems for the maximum exploitation of
renewable energy sources is due to the fact that in 2050 the production of energy from
renewable energy sources will exceed 60% of the production rate [1].The solutions, so far,
seem to be focused on efficient battery energy storage systems (BESS). BESS can work in two
ways. In one case it can work as a storage of excess energy, to secure it when there is a
requirement for it. In the other case it can be used as a mechanism for smoothing the power
generation curve. After a resources analysis and total consumption and production
forecasting; a smart injection system has to be developed that control the energy flows. The
injection system stores the energy in the BESS whenever there is a surplus in the generation
from the PV system and uses it as an extra source of power when needed, for example during
night. In case of Wind Energy, via an optimization algorithm the optimal curve is located and
the BESS acts as a stabilizer of production on this curve. One challenge of finding a solution
lies in the lack of generation data of big PV and Wind plants which are able to create
perturbations in smaller grids. This data is needed to predict possible future behaviors of the
plant and control the system voltage and power (both active and reactive) levels to avoid
the grid perturbations.
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1.2 Smart Grid Overview

Smart Grid is a concept for transforming the electric power grid by using advanced automatic
control and communications techniques and other forms of information technology. It
integrates innovative tools and technologies from generation, transmission and distribution
all the way to consumer appliances and equipment. This concept integrates energy
infrastructure, processes, devices, information and markets into a coordinated and
collaborative process that allows energy to be generated, distributed and consumed more
effectively and efficiently [2].

At the following figure, the basic topology of a SG with all the communication and data
exchange pathways is presented. Common issues that are related with smart grids secure
control and operation are related with grid stability (frequency-voltage regulation),
balancing the power generation with the demand, the impulse renewable power
penetration which needs to be directly compensated and the ability for self-sufficiency.
These issues are commonly faced by load forecasting, predictive and optimization
algorithms, while during the recent years, more and more energy storage systems are
integrated into large smart grids.

Regarding the smart grids concept, a smart control and management system is necessary in
order to achieve the most efficient and optimized BESS operation. Thanks to recent
development in time-series forecasting and the possibility to access a big amount of data
related with the power system operation, an EMS could implement a predictive strategy
based on consumption/production forecasts and an objective function minimization.
Therefore, load forecasting is a necessary stepping stone in order to achieve better energy
dispatch planning, which is of great significance for the stable operation of conventional

generators.
.i!i Markets
Service Provider ! ‘\,a/ |
3 {"=¥" Operations 1

Gatewaye - e,/ ’,1 Information
Nt '
4 =

Bulk Generation
Customer

Transmission Distrbution

Figure 1.1 Smart Grid Topology
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1.3 Aim of this study

Aim of this study is to build forecast models for the renewable energy sources and to develop a
smart predictive control architecture for a BESS, based on load forecasting, for the optimum
integration of PV and Wind power into an islanded power grid, through peak demand shaving
and smoothening of the load curve and using a BESS system that will act as a stabilizer to smooth
the Wind load curve. The forecasted parameters were the total load demand and the
productions of thermal, solar and wind energy. The forecast was done with novelty neural
network algorithms combining Convolutional and Recurrent Neural Networks. Compared to
other studies, the present study differs as it studies the forecast of all energy sources, the
management of this forecasted values through an intelligent algorithm that uses machine
learning and then tests its operation in a model. The EMS algorithm, in concerning thermal
and the contribution of solar energy, it is a predictive algorithm. It uses the forecast of the
solar energy to define the degree of peak shaving the day before.
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2. Backround

2.1 Machine Learning

Mitchell [4] define machine learning with this definition:

A computer program is said to learn from experience E with respect to some class of tasks T
and performance measure Bif its performance at tasks in T,as measured by Pimproves the
experience E.

This is a little bit confusing definition, but after we introduce some examples for task T,
performance measure P and experience E, it will be make more sense.

The task T describes the task which should be fulfilled with the computer program. This could
be a classification, regression, clustering or some more complicated task, like driving a
vehicle. In this thesis the task T is a classification problem for both tasks. We have the task
to classify the pose into eight directions and to classify the vehicle class.

The performance measure P is a measurement of the quality of the learned task. The
performance measure P is depending on the task T. For classification it could be used the
accuracy, which describes the ratio of correct classified examples with respect to all
examples. In regression could it be the squared distance to the correct value, and in the task
of driving a vehicle, it could be the average traveled distance until occurred the first failure.
Sometimes could be used a measurement which penalize some mistakes not so hard like
others.

With this measurement, we could evaluate the learned program or the model. Usually, we
are inter- ested in the performance of the model on unseen data. But therefore, the model
must be evaluated on an independent test set. This test set is separated from the training
data and is never used for the training. Then we could do an estimation of the performance
on unseen data.

The experience E describes source of the data which is used to learn. In a classification and
regression task, it is a data set with input data and the desired output label to the input label.
In case of the driving a vehicle it are a recorded sequence of images and steering commands.
In this thesis, is the experience a huge amount of images, which shows one vehicle, and to
every image exists two labels, which describe the pose and the vehicle class of the vehicle
in the image.

A practical view of a machine learning system is depicted in Figure 2.1. The process is split
into two phases. In the first phase, the machine learning algorithm is used to learn from the
training data, and the second phase is the prediction. The training data could be labeled
images of vehicles with the task to predict the pose. The machine learning algorithm learns
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a model on these data and this model can then used to predict unseen images of the same
task. This prediction is happen in the second phase and apply only the learned model. In our
example, the learned model gets images of a vehicle and must predict the pose.

Training Data > ML Algorithm
training
prediction
Data > Learned Model Prediction

Figure 2.1 Workflow of a machine learning problem. The data will be used to train a model
with a machine learning algorithm. Then, in the prediction phase, the learned model can be
used to generate a prediction.

2.1.1 Learning Problems

2.1.1.1 Supervised Learning

Supervised learning methods [5] use labelled data and the goal of supervised algorithms is
to determine a good approximation between a set of inputs and correct outputs. More
formally, supervised methods approximate some function f that maps from some input
space X to an output space Y, formally f : X — Y. The iterative process of optimising this
function to achieve a good approximation is known as the learning process.

An example is if we want an algorithm that classifies a specific object such as a ball. The input
image has a corresponding output target that tells if the input image has a ball or not. By
using labelled data, such an algorithm can iteratively be optimised to learn particular
features describing a ball. Hence, for unseen images, the algorithm can correctly determine
whether or not an image contains a ball.

2.1.1.2 Unsupervised Learning

Unsupervised learning methods [5] does not use labelled data, and there is no explicit
description of how an algorithm should optimise the understanding of observations.
Unsupervised methods are concerned with finding patterns or groups in data, for instance,
by clustering similar observations which seemingly belong in the same categories. For
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example, an unsupervised algorithm cannot tell if it is a ball or not. It may, however, group
all similar images that potentially contains a ball in the same category.

2.1.1.3 Reinforcement Learning

Reinforcement Learning methods interact with an environment and must reach a certain
goal. This could be to learn playing a game, or to driving a vehicle in a simulation. The
algorithm gets only information how good or bad he interacts with the environment. For
example, in learning to play a game, could this information the winning or losing of a game.

2.1.2 Under- and Overfitting

A machine learning algorithm must perform well on unseen data. The ability to perform well
on unseen data is called generalization. The generalization error is measured on a test set.
If a model perform not well on unseen data, then there are two reasons. Either the model
has not enough capacity and underfit the underlying function, or it has too much capacity
and overfit the underlying function. If a model is underfitting, then will be the training error
and also the test error high. If the model is overfitting, then is the training error low and the
test error high. The goal is to find a model, which has a low generalization error. The typical
curves for training and generalization error are depicted in Figure 2.2.

error
Optimal Capacity

— Training error
Generalization error

I capacity

Figure 2.2Shows typical curves for training and generalization error in dependency of the
capacity of the model. Optimal capacity is reached at the minimal generalization error. Left
of the optimal capacity is the model underfitting. On the right side of the optimal capacity is
the model underfitting. On the right side of the optimal capacity is the model overfitting.
The generalization error has typical a U-shaped curve.

In Figure 2.3 are three diagrams depicted, which shows the same noisy sampling of a sinus
function. The samples are used learn a model, which describes the underlying function. The
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left diagram learned a model with a low capacity. So, the training error is high and a test set
would be also produce a high test error. In the center is depicted a model with a higher
capacity. This shows a good approximation of the underlying function. Nevertheless, the
model has a training error, because we sampled the sinus with noise. But this model will have
on a test set the best generalization error compared to the other two models. The third
diagram shows a model with a high capacity. The training error will be low, but the learned
model is not a good approximation of the sinus function, which would result on a test set
with a high error.

It is also important to use the right capacity of a model for the problem. And if we add right
regularization, then it is possible, that we can use a higher capacity [6]. Because the
regularization damping the capacity of the model.

Underfit Good Generalization Owvertit
L ] [ ) f !_.'\
. o* . ' %
~ ““x._: . A v\\. |.I ) ﬂ |
¢ ™~ 2 a’ \ | 1 'II ...‘ n
. k.‘a =34 Il = || II \\ III II
e - % \ } I|l III I'I
H""-\-\. v A - II
e e . ,a/ A \\.j-
. Ui s
|
x x X

Figure 2.3 Theses three diagrams show three different models, which tries to fit the sampled
points. The sampled points are sampled from a noisy sinus function. The models are
described by a polynom of degree {1,4,15} . The left model underfits the underlying function.
The right model overfits the underlying function. It has the smallest error to fit the
sampled points, but on unseen samples, it will provide a bad error. Idea for this figure is
from [6].

2.1.3 Artificial Neural Network

Artificial Neural Networks (ANN) are inspired by neuroscience. It is the attempt of mimicking
the biological neural network (BNN) of a brain, to solve problems in the same way. The
research of ANNs starts in the 1940s. Over the time, the ANNs had different periods of
popularity and was further development. The last period is today, under the name of Deep
Learning. After the winning of different competitions with ANNs, the popularity of ANNs are
increased in the research community. The main characteristic of deep learning are the larger
networks — deeper and wider — which are used to solve a problem. Goodfellow et al. [6] see

two reasons for the success of deep learning:
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1. More computationally power
2. Larger datasets

Today, the computers have more computationally power to train a bigger network in shorter
time. So, it is possible to test different structures and different hyperparameters in shorter
time. Furthermore, the larger datasets help to find a better generalization.

2.1.4 Feedforward Neural Networks

The feedforward neural networks or known under the name multilayer perceptron, are
multilayered networks of perceptrons. Several perceptrons are connected in series. Figure
2.4 depicts an example of a Feedforward Neural Network. A feedforward neural network
consists of multiple layers, which have specific names. The first layer is called the input layer.
The last layer is called the output layer. The other layers are the hidden layers. The hidden
and output layer consists of several perceptrons, which are called units. The input layers
contain only the input values. The depth of a network describes the number of layers, and
the width of a layer describes the number of units. The depicted example network in Figure
2.4 has the depth of two. The width of the hidden layers is four and the width of the input
and output layers is two. The bias units are depicted with the +1, and will be not count to
the width of the layer between every layer, the units are fully connected (FC). This means
that every unit of layer has the output of all units from layer as input.

Through this concatenation of several layers, the feedforward neural networks gets the
capability to solve non-linear problems, if the activation function is not linear. Would be the
activation function a linear function, then has the network only the capability to solve linear
problems, because the composition of linear function produce again a linear function. So the
activation function should be a non-linear function.

Furthermore, a feedforward neural network has a very powerful property. With only one
hidden layer with sufficient units and the right activation function, like the sigmoid function,
the network can approximate arbitrarily closely every continuous function on a closed and
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Figure 2.4 Feedforward Neural Network
2.1.5 Simple Neuron and Activation function

The activation function o(z) is the main part of a neural network, which gives the network
the power to solve non-linear problems. If the units have no activation function or only a
linear activation function, then the neural network could only solve linear problems. No
matter how deep the neural networkis. So the activation function should have a non-linear
characteristic. A further property for the activation function is, that it must be continously
differentiable. Otherwise, the backpropagation algorithm will not work, because it cannot
compute the gradient.

In the beginnings of the research of neural networks, there were used saturated activation
functions. This means that the activation was limited to (0,1) or (-1,1). As activation functions
were used the sigmoid or tanh function. Both have the problem, that by small or big values
of z the value of the gradient goes to zero, and the convergence of the learning decreases.
In other words, the training of the neural network needs much more time. Another problem
is the vanishing or exploding of the gradient, in case the network is depth. The vanishing
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gradient occurs in earlier layers, because through the backpropagation will often be
multiplied with small values. Many multiplications with small values between 0 and 1 tends
toward zero. The exploding gradient happens if the weights are big, and the activation is
near 0. At this point the derivative of sigmoid and tanh has reached their maximum.

The commonly known activation functions used in neural network models are: Sigmoid, Tanh,
RelU, Threshold, Softmax(Figure 2.5). The activation function, which have been used for this
thesis is RelLU.
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Figure 2.5 Commonly known activation functions used in neural network models
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2.1.5.1 RelLU - Rectifiere Linear Unit

The Rectifiere Linear Unit (ReLU) is the most used activation function for neural networks.
The formula for this function is simple

0, ifz<0

0(z) = max(0,z) = {Z’ if 230

This means, that the function is 0, if z is negative otherwise the value is z. The ReLU activation
is in Figure 2.5 depicted. The interesting fact is, that the function is for positive values linear
and not saturated. A further property, which makes ReLU so popular is the fast computation
of the derivative. The derivative is either 0 (at negative values) or 1 (at positive values).
Krizhevsky et al. [7] have applied RelLU in combination with Convolutional Networks and
have a six times faster convergence as with the same network with the activation function
tanh. Batch normalization with ReLU is heavily used in modern network architectures [8,9].
We introduce batch normalization in the next section, but ReLU with batch normalization
increases the learning speed of the network. This comes from the normalization of the batch
normalization, so that the mean is zero. The input with zero mean increases the
convergence [9].

RelLU has a problem with dying units. This is the case, if no example in the training set can
activate the unit. If this happens, then is the unit dead and cannot more activated, because
the gradient is forever 0 and the weights are not more changeable for this unit. To
counteract the dying units, it is possible to use leaky ReLU, which change the behavior for
negative activation. It adds for the negative z a linear component, with the slope 0 < a < 1.
So, the gradient is never zero.

2.1.6 Regularization

Regularization are methods to control the overfitting or rather to improve the generalization
error. There are different methods, how to apply regularization. Some of the methods are
common approaches in machine learning, and other are only usable for neural networks.
Goodfellow et al. [6] argument, that large models, that has been appropriately regularized,
find the best fitting model. At this point, we show three regularization methods, which are
used in this thesis.

2.1.6.1 Early Stopping

On training of large models, normally the training and validation error decreases over the
time, but at one point the validation error starts to increase. At this point the model is
starting to overfit and learn specific properties of the training set. To stop at this point, it is
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applied the method of Early stopping. It returns the model, which has the lowest validation
error. Therefore, the training needs a validation set, to evaluate periodically the validation
error. The normal period is after every epoch.

But how could we ensure, that this increasing was not caused by noise? The training is not
stopped after the first increasing of the validation error. The network is further trained until
a threshold of “number of epochs without improvements” is reached. Through the
evaluation of further epochs, we get the trend of the validation error for more training. For
example, if 10 times in a row, the validation error has no improvements compared to the
best validation error, then is the training stopped, and the model with the best validation
error is returned.

2.1.6.2 Batch Normalization

The training of a network changes the weights on every layer. This change has the effect,
that the input distribution changes during updates of previously layers. The authors of batch
normalization [20] called this effect internal covariate shift. To counteract the change of the
distribution during the learning, they introduced the batch normalization. Every minibatch,
which is inserted in the network, will be on every layer normalized on the input of the
previously layer. The formula for the normalization is the following

1 m
u *—in
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i=1
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where p and o describe the mean and the standard deviation, xi is the normalized value of
the input. The value m describe the size of the minibatch. The value x has then a mean of 0
and a standard deviation of 1. The batch normalization will be applied after the linear
combination of a unit.

To not lost the representation power of the units, the value xi will be scaled and shifted
yi < 6%+

where 6 and B are learned parameter during the training. So, the value yi could have any
mean and standard deviation. This is useful in the case of using sigmoid as the activation
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function. Without the scaling and shifting, the activation function will be act as an almost
linear function, because through the normalization, the input is scaled to a range, on which
the sigmoid function is almost linear. At test time, 4 and o are replaced with the average,
which is collected during the training. So, it is possible to predict a single example, without
to have a minibatch. Through the applying of batch normalization, the learning rate can be
increased, and this results in a faster training. Furthermore, the accuracy is increasing
compared to the same network without batch normalization [9] The batch normalization
helps the activation function ReLU to learn faster and have a better performance.

2.1.6.3 Dropout

Dropout was developed by Srivastava et al. [10] and is a regularization method for neural
networks. The key idea is, that units will be randomly dropped for every iteration of the
training. This means, that the dropped units and their connection are zero. This should
prevent the co-adapting of the units. During the testing the dropout is not available, and all
units are used for the predicting. Srivastava et al. [10] tested dropout on different datasets
and they had on all an improvement of performance. The drawback of dropout is the
increasing training time, because not all weights a trained in one iteration. If one unit is
dropped, then are all depending on gradients are zero and therefore the corresponding
weight will be not updated. Dropout could be seen as a training of a subset of the model.
Every iteration builds a different version of the model, and every weight is updated with
another set of weights. This prevents the co-adapting of the units, because a unit cannot
more rely on that another unit is available. A similar dropout is the Spatial Dropout, which is
introduced by Tompson et al. [11]. It is used in convolution neural networks to drop
complete feature maps and not only single units. This brings us to the next section, where
we introduce convolution neural networks.

2.1.7 Recurrent Neural Networks

Consider a simple neural network, but where nodes in each layer now have in-between
connections (recurrent connections). The result is a recurrent neural network (RNN) as
shown in Figure 2.6, where the connections represent temporal dependencies
(dependencies in time) and introduce an extra set of optimizable weights. RNNs are another
family of neural networks designed for applications on sequential problems like language
processing and the most simple RNNs only introduces these recurrent connections.
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Figure 2.6 An illustration of 4 standard recurrent units in a layer with their respective
recurrent connections. The output signal is a function of the current input and recurrent
input at time t and t-1, respectively.

Formally, as shown in Equation below, we let the input at time t be defined as x;: and
recurrent inputs from the previous timestep be defined as a1, both being vectorized inputs.
Similar to the weighted sum we described earlier, the latter denotes the signals of the
weighted sum g:; of the previous recurrent unit. By introducing recurrent inputs, we
introduce a new set of weights. We let the input weight set be defined as bi and the
recurrent input weight set be defined as bns, respectively denoting input hidden and hidden-
hidden weights.

9t = Bo + [Bin * x¢] + [Brn * a¢-1]

a1 = tanh(ge—1)

2.1.7.1 The learning process

The learning process in recurrent networks is similar to earlier definitions for feedforward
networks. Signals propagate forward through the network and tanh is usually applied for
non-linear activation of the weighted sum, hence a; = tanh(g;) being its specific form.
Lastly, because RNN units are recurrent applications of themselves, the backpropagation of
gradients is an ordered operation through each timestep. This is an extension of the ordinary
backpropagation algorithm known as backpropagation-through-time (BPTT)

2.1.7.2 Long Short-Term Memory units (LSTM)

Long Short-Term Memory (LSTM)-based networks use carefully designed LSTM cells. These
are computational units in networks controlling information flow through gating
mechanisms. Initially proposed by Hochreiter and Schmidhuber [12], the architecture was
designed to overcome the above-mentioned problem of learning long-term dependencies.
One LSTM unit is composed of multiple gating mechanisms, namely, the forget gate, output
gate and update gate. Collectively, they enable a possibility to maintain the overall cell state
in each unit such that a LSTM layer is able to effectively capture longer temporal
dependencies. As the names imply, the subset of information to be removed from the cell
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state is determined by the forget gate and the new information to add to the cell state is
controlled by the update gate. The output gate is concerned with controlling the output flow
from the cell state, and thus determines what information is passed onwards to the
succeeding LSTM-unit.

2.1.8 Convolutional Neural Networks

Convolutional neural networks (CNNs) are a family of neural networks that are commonly
applicable to problem domains where spatial information and other grid-like topologies are
of importance. The most common application is image classification, as images can be
considered 2D-grids. However, CNNs are also applicable on time-series [13], which in
essence are 1D grids with samples at fixed time intervals. Overall, the main difference
between standard feedforward networks and CNNs, is the architecture. Consider a standard
feedforward neural network about neural networks. There are two concerns when applying
a feedforward network to grid-like topologies with more than one dimension. The first is
that the spatial information is not preserved, as the grid has to be flattened to the networks.
Secondly, an application like this does not scale for use cases like image classification and
other grid-like topologies, due to the increased number of parameters as a result of many
interconnected neurons on the grid. An increase like this would require more computational
resources, as the optimization problem require more effort. CNNs solves these problems by
only looking at a subset of the input, known as local connectivity. The number of weights are
reduced and spatial information is still preserved by applying two additional mechanisms;
the convolution- and pooling operation.

2.1.8.1 The learning process

Inputs propagates forward in the network and generates some predictions. Backpropagation
and forward propagation of signals is conceptually equal to vanilla neural networks.
However, the difference in CNNs exists in their architecture, where convolutional- and
pooling layers are introduced. The general scheme of a CNN is shown in Figure 2.7.

2.1.8.2 Convolutional Layers

Convolutional layers in a CNN takes advantage of the convolution operation, a mathematical
operation on two functions, which generates a third function explaining an estimated
relationship between both [6]. In the context of grid-like topologies, the convolution
operation can be considered as a sliding window over the grid input, usually referred to as
convolving a filter or kernel on the input. Figure 2.7 illustrates the convolution operation in
CNNs. Each convolutional layer contains a set of learnable filters, more specifically a set of
weight matrices. The number of learnable filters is equivalent to the number of nodes in a
layer, as each node represents a filter learning different features. The filters are spatially
small and are convolved on the input by computing a weighted sum to generate an output
volume, the set of feature maps. Because one feature map is a linear activation, each map
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is passed through a non-linear activation function, similar to the process in feedforward
vanilla networks. However, the output
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Figure 2.7 lllustration of the convolution operation in CNNs for 2D-grids. The operation is
performed for each filter on the input, resulting in an output volume with the same spatial
size as the number of filters and the filter size. Three 2x2-filters, thus results in an output
dimension of 3x2x2.

volume of a convolution layer is not fixed. The process of adjusting the output volume is
dependent on multiple factors, introducing some additional hyperparameters. For instance,
step size (stride), filter bank (number of filters), filter size, padding and dilation rate are
additional mechanisms in the convolution layer that determine depth and spatial
dimensions of the output volume. We will not describe these in detail in this thesis, but their
importance in the process of model optimization should not be disgarded. Tuning these
hyperparameters share one common motivation, which is to reduce the model complexity
by reducing the number parameters and increase local connectivity. This enables filters to
look at larger proportions of input, without introducing additional computational
complexity.
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2.2 Related Work

This chapter presents the related work and theoretical background. In the first section, it is
presented related work of comparative studies of RNNs and CNNs. Further on, it is
presented the general concept of forecasting and a comparison between the most used
method for forecasting, ARIMA, and Deep Learning.

2.2.1 An Evaluation of Convolutional and Recurrent Neural Networks

This study presents the most extensive comparison of RNNs and CNNs. In their paper, Bai et
al. [14] presents an empirical comparison of different RNN architectures against CNN on
various sequence modelling tasks. They address the question of whether the recent
successes of CNNs on sequential problems are specific to the studied application domains,
or if they are applicable to sequence tasks in general. In their paper, they study the effect of
CNNs on various problems in which they conclude how CNNs are indeed applicable to
different domains. Their CNN, named TCN for Temporal Convolutional Network,
outperforms canonical recurrent architectures like LSTM and GRU. Through the
experiments, they use the same configurations with various kernel sizes and layers. Dilated
convolutions are used with Adam optimiser and a learning rate of 0.002. For the RNNs,
automatic hyperparameter optimisation is applied, where they use grid search to find
optimal configurations. Moreover, the study further analyses the effect on how the TCN
captures temporal patterns and how the memory mechanism works. Overall, they find that
the CNN-based network shows the ability to capture long history more efficiently than the
RNNs as well. While this comparison study is essential to our research, the effect on time-
series is not explored in their paper. This further motivates for our proposed research
qguestion, in which we extend the study to understand how CNNs can be used for time-series
classification.

2.2.2 Time series forecasting: ARIMA vs. Deep Learning

The aim of time series analysis is to study the path observations of time series and build a
model to describe the structure of data and then predict the future values of time series.
Due to the importance of time series forecasting in many branches of applied sciences, it is
essential to build an effective model with the aim of improving the forecasting accuracy. A
variety of the time series forecasting models have been evolved in the literature. Time series
forecasting is traditionally performed in econometric using ARIMA models which is
generalized by Box and Jenkins [15]. ARIMA has been a standard method for time series
forecasting for a long time. Even though ARIMA models are very prevalent in modeling time
series they have some major limitations [16]. For instance, in a simple ARIMA model, it is
hard to model the nonlinear relationships between variables. Furthermore, it is assumed
that there is a constant standard deviation in errors in ARIMA model, which in practice it
may not be satisfied. When an ARIMA model is integrated with a Generalized Auto-
regressive Conditional Heteroskedasticity (GARCH) model, this assumption can be relaxed.
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On the other hand, the optimization of an GARCH model and its parameters might be
challenging and problematic [18]. ARIMA usually only deal with univariate data. In real
world, it can be seen many datasets have multiple inputs. For instance, if the wanted is to
predict the air pressure in one area, it is also helpful investigate the air pressures in other
areas because they might have a potential effect on the given area. Finally, ARIMA models
usually do not work well in long term forecast, like in this thesis. On the other hand, RNN
and CNN models have multiple advantages. They have the ability to approximate arbitrary
nonlinear functions. Furthermore, they can handle noise. Neural networks are super robust
to noise and they can even learn with the existence of missing values. CNNs and RNNs accept
multivariate inputs. Any number of features can be sufficed.
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3. General informations

To evaluate CNN, LSTM and hybrid method and provide a comparison, we develop a system
testbed to perform experiments. In this chapter there is a description of the design decisions
in terms of model development and hyperparameter selection and the process from data
analysis to experiment execution.

3.1 Dataset

The dataset used for training and testing of all models collected from three years in an island.
The provided data concern electric production from three sources (Thermal, Wind and Solar
Energy), the various climatic conditions that prevailed and the Total Energy Consumption.
As previously assumed, the first task of this thesis is to forecast the total energy production
and consumption. As first step, the data were separated and by observation of the
interdependencies as well as the literature, the appropriate input values were selected for
the each output value.

3.2 System Specifications

The Python programming language [19] is used to perform data analysis, develop models,
run experiments and evaluations. With a rich ecosystem and a diverse set of supported
libraries and frameworks, tasks related to data analysis and neural network modelling are
more convenient. Further on, Table 2.1 summarises what software, hardware and
frameworks that are used.

Software
Name Version Description
MS Windows 10 Home | 10.0.18363 Operating System
Python Used for implementation
Keras Used for nuilding models
Pandas Used for data analysis
TensorFlow Used as backend for Keras
Cuda Required for Tensorflow
Hardware
Name Description
CPU Intel i5-8300H
GPU NVIDIA GTX 1050Ti
Memory 8.00GB
GPU Memory 4.00GB

Table 3.1 System specification of hardware and software

Pandas [20] have most direct applications in this thesis. The former is extensively used in the
field of data analysis and especially for time-series analysis. Keras however, is a high-level
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framework for developing neural network models. It is designed to be built on top of existing
platforms like TensorFlow [21], which is used as the backend for Keras and facilitates for
computational efficiency. In this thesis, the GPU-release of Keras is used, enabling GPU-
optimised computations. The corresponding drivers and interfaces responsible for the
underlying interaction between TensorFlow and hardware require additional installation
and configuration. CUDA [22] is additional underlying requirement when installing Keras
with TensorFlow.

3.2.1 TensorFlow

TensorFlow is an open-source framework designed for large scale numerical computations.
It has particular support for machine learning and deep neural networks and is supported
on most platforms. Additionally, there is an extensive open-source community actively
engaging in the development of TensorFlow. In general, TensorFlow represents
computations in a computational graph, where nodes represent operations and edges
represents tensors transitioning from one state of the graph to another. A tensor is a
multidimensional array flowing in-between each operation. This model of computing is
referred to as the dataflow paradigm, where information is a functional transformation of
operations.

In terms of architecture, TensorFlow is implemented as a layered architecture. Applications
and libraries like Keras utilize underlying computations, hardware interactions and
optimizations implemented in the TensorFlow core/kernel as an application on top. For
instance, implementations in Python and C++ are initial implementations whereas other
examples include JavaScript, Java and Go support.

3.2.2 Keras

Keras is a machine learning library primarily designed for neural network modelling. It is also
open-source and has gained popularity in recent years. Keras has a simple and intuitive
interface for the development of neural network models. Moreover, the library can be run
on top of multiple machine learning platforms like TensorFlow and Theano and reduces the
threshold of complexity when developing neural network models. Overall, the framework
works well as a high-level application interface.

Keras has a modular implementation of core elements in neural network models, which
includes different optimizers, layers and layer types, activation functions, metrics and
regularizes.

In general, Keras functions as an abstraction layer on top of the more technical platforms
like TensorFlow. The application interfaces are consistent and intuitive, which provide
modular functionality. For instance, implementations of the more complex gating units in
recurrent networks, like LSTM-units, are applied in this thesis. Such modules are also easily
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extensible, facilitating for custom implementations as well. In this thesis, however, custom
units and implementations were not required, and thus not used.

3.2.3 Pandas

Pandas is a library used for data analysis. It is open-source and provides a good interface for
advanced analytics and data manipulations. The library is tailored well for time-series
analysis in particular. For instance, Pandas has an interface for grouping and aggregating
observations, upsampling/downsampling of a time-series and well-defined interfaces
applicable to data interpolation and cleaning.

Moreover, Pandas takes advantage of structured data, tabular datasets and vectorized
operations and represents the data in Pandas data frames or Pandas series. Each data type
has its own set of data manipulation operations. For time-series data, Pandas is also able to
automatically infer and parse timestamps and creating an index so that operations on a
timeseries becomes a less tedious task. While Python provides similar parsing features, this
functionality is highly preferable and less time consuming. Many of these features are used
extensively in this thesis, especially for data analysis. They lower the complexity of
exploratory data analysis, making it easier to derive descriptive statistics and intuitive
visualisations. We aggregate, filter, clean and resample the time-series with Pandas, which
would otherwise become a manual task. Additionally, Pandas is used for generating
descriptive statistics and figures through the built-in plotting interface. The plotting interface
for Pandas is built on top of Matplotlib, a Python library used for creating figures. Matplotlib
is used in the thesis for generating figures.

3.3 Photovoltaic system and parameters

To understand how does a PV cell work and consequently to understand the operation of
the PV panel, two concepts are important: solar radiation and irradiance. solar radiation is
defined as a solar energy that reaches the earth in the form of electromagnetic radiation.
this can be divided into two categories the direct radiation and diffuse radiation. be first
directly he eats a horizontal surface on the planet through a straight path traveled by
sunlight. The second corresponds to the light that hits the surface indirectly, that his, after
being reflected and diffractive during its course.

The solar radiance or irradiation is a measure of solar radiation its units are W/m?, that
means that the irradiance measures the solar radiation power in relation to the area. The
value of 1000 W/m? is used as a reference to evaluate PV panels performance.

Figure 3.1 show the basic model of a photovoltaic cell. This model was built based on those
presenting by [23].
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Electrical contacts
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Figure 3.1 PV cell model

Analyzing the Figure 3.1, one can notice that the football to Excel is formed by the union of
two types of semiconductors materials: the N-type and P-type. there are also electrical
Contacts on both sides of the cell, used to closing the electrical circuit in which the current
flows. The operation of the effort will Accel is based on for the voltaic principle. This
principle describes the process of transforming the incident solar electromagnetic radiation
on the surface of the cell into electricity.

Another climatic variable that influences affordable like generation is temperature. The
change in temperature causes changes in the value of the open circuit voltage of a panel.
The higher are the temperatures, the lower will be the voltage values, that is, the
dependence is inversely proportional as shown in Figure 3.2. Given this, one can see how
climatic variables influence the generation levels of photovoltaic system. Considering that
the behavior of such variables is chaotic, it is inferred that the generation of photovoltaic
energy also exhibits a volatile behavior. Figure 3.3 shows the one- day generation profile of
a real photovoltaic system installed in the examined island. It can be seen the influence of
the intermittent behavior of the football taxers and how abrupt variations occur in the
profile, due to changes in the climatic variables.
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Figure 3.2 Temperature influence over the photovoltaic power generation [24]
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Figure 3.3 PV innovation daily profile of the PV system installed in the examined island
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4. Forecasting

A forecasting model is a necessary subsystem that needs to be implemented in a predictive
energy management algorithm capable of compensating future events. In this chapter the
forecasting methods is going to be analyzed. It will be analyzed separately for each means
of production as well as for consumption. It should be noted that since the final issue is
energy management algorithm, which has to be managed of batteries and electric vehicles,
the forecast is made in the depth of one year, also knowns as Long-Term, with the data of
the previous two years as a training unit of neural networks [25]. At this point, it is crucial to
clarify that the provided dataset, is real measurements of consumption and energy
production of an island from 2014 to 2016. In the case of a larger database, perhaps even
better results would have been achieved than what will be presented below. The first step
for developing a neural network model concerns the data preprocessing. This refers to a set
of actions that need to be applied to the dataset in order to divide the dataset to appropriate
subsets and prepare the data format, in order to be inserted to the training algorithm in each
case separately. In addition, below will be listed CNN, LSTM and Hybrid models(CNN and
LSTM combination).

4.1 Input Values and Training Description

4.1.1 Total Load Forecast

The first thing that needs to be predicted is the total load required. This as shown in the
Figure 4.1 below differs both from season to season and there are strong variations during
the day. The latter will concern in the next chapter, when the EMS algorithm will be analyzed.
A strong correlation between the trend of the load curve and the temperature data of the
island was observed, making the latter as an appropriate input for the developed neural
network model. The hourly temperature data was produced by the long validated CFSR
numerical weather model (NWM) from representative grid points near the most-highly
inhabited areas of the island for the years examined, so that the correlation of weather
phenomena with electricity consumption to be intensified. To find the best netwotk’s
structure all the possible models were built and tested. The possible structures are
demonstrated in the Figure 4.2. The figures are representative and do not show the exact
form of the models. The LSTM, CNN and Hybrid models were constructed from four, three
and six hidden layers respectively. The inputs of the neural network were determined based
on common input variables for similar networks referred in load forecasting studies and after
a trial-and-error iterative procedure. The inputs are summarized to the following:

i. 48 values of the hourly consumption data of the two previous days,

ii. 24 values of previous day temperature data

March 4, 2020



Diploma Thesis — Achilleas O. Achilleos

iii. 7 binary values corresponding to the day of the week

iv.  The network output consisted of a 24-variable vector containing the next day’s

forecasted load values.
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Figure 4.1Yearly time period load curve correlation with temperature, for the test case
system
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A similar issue was studied by Chapaloglou et al. [2] so after checking the same input

parameters were selected.
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Figure 4.3 Developed network structure and data flow

Before the training precedure it has been used MinMax Scaler function to be scaled between
[0,1].

x; —mean(x)

MinMax Scaler =
miax scater max(x) — min (x)

4.1.1.1 Network Training

As mentioned earlier, a training-test split is typically required for an ANN forecast. The test
set has to follow two conditions: First of all, it must be large enough to yield statistically
meaningful results. Secondly, the test set needs to be representative of the data set as a
whole. In other words, this set of data must not contain different characteristics than the
training set. Assuming that the test set meets the preceding two conditions, the goal is to
create a model that generalizes well to new data. The first issue here is the division of the
data into both sets. Although there is no general solution to this problem, several factors
such as the problem characteristics, the type of data and the size of the data set should be
considered while making the decision. The literature offers little guidance in selecting the
training and test samples. In general, the sample size is closely related to the required
accuracy of the problem. The larger the size, the more accurate the results will be. For this
particular problem, the models and the selected network hyperparameters did not
represent a high complexity, hence, the data size was not a limiting factor of the accuracy
achieved. Because the dataset was pretty large, it was achievable to have a 70/30 split, 70%
of the total dataset used for the training and 30% for the testing. As a result, the training
procedure took place in the years 2014 and 2015.

For the purpose of developing the neural network applied in this study, a supervised learning
method was implemented. With this methodology of training, the input stimulus that it is
applied to the network’s neurons results in an output response which is compared with a
prior desired output, namely the target signal. If the actual response differs from the target
response, the neural network generates an error signal which is then used to calculate the
appropriate correction that should be made to the network’s synaptic weights. This is
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repeated until the actual output matches the target output, considering a validation subset
of the dataset, whose output should be in an acceptable error range compared to the target
response. The training method is similar in all neural networks that have been used in this
study so there will not be additional analysis in the training.

4.1.2 Solar Energy Forecast

Solar energy is a popular renewable energy source because it is abundant and environment
friendly. A challenging issue associated with the solar PV is that its power output strongly
depends on uncertain and uncontrollable meteorological factors, such as atmospheric
temperature, wind, pressure, and humidity [26]. As will be shown in the Figures below, PV
energy is directly related to Direct Solar irradiance and temperature, as it will be seen there
is a seasonal variation. Although, a numerical linear correlation will be presented below.
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Figure 4.4Correlation between PV Energy and Temperature

The solar irradiance and PV power forecasting methods are divided into physical and
statistical models. The physical model mathematically or numerically manages the
interaction of solar radiation in the atmosphere based on the laws of physics. It comprises
numerical weather prediction, sky imagery, and satellite image models. The statistical model
finds a relationship between input and output variables and consists of conventional
statistical models and machine learning models. Conventional statistical models include the
fuzzy theory, Markov chain, autoregressive, and regression models. The machine learning
model, also known as an artificial intelligence model, can efficiently extract high dimensional
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complex nonlinear features and directly map input and output variables. In the past, the
well-known machine learning models for predicting solar energy were the support vector
machine (SVM), k-nearest neighbors, artificial neural network (ANN), naive Bayes, and
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Figure 4.5 Correlation between PV Energy and Solar irradiance

random forest. These statistical models rely primarily on historical data to predict future
time series. Therefore, the quantity and quality of historical data are essential for an
accurate forecast. Nowadays, the deep learning model becomes more popular in solar
irradiance forecasting. The deep learning model, which is the subpart of the machine
learning model, was developed to solve a complex problem with a large amount of data. The
multiple layers in the deep learning structure automatically learn the abstract features
directly from the raw data to discover useful representations Deep learning models are
distinctive from other machine learning models because they outperform as input data scale
increases. Ng et al. [27] compared machine learning and deep learning models’ performance
while changing the amount of input data. The result showed that deep learning models tend
to increase their accuracy as the number of training data increases, whereas the traditional
machine learning models stop improving at a certain amount of data. The deep learning
models specialized for handling sequential or time-series data such as text, speech, and
image have been developed and have been successful. Recurrent neural network (RNN),
long short-term memory (LSTM), gated recurrent unit (GRU), and convolutional neural
network-LSTM (CNN-LSTM) models are typical. Because solar forecasting is intrinsically
based on sequential data, such deep learning models were also applied for solar forecasting.
For instance, Zang et al. [28] demonstrated that the accuracies of CNN—-LSTM, LSTM, and
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CNN models are better than those of ANN and SVM. As previously assumed, three models
of neural networks are to be constructed. Given that in this case we are dealing exclusively
with exogenous factors, and not with consumption and energy production, it is imperative
to check the linear correlation between the possible inputs and the output which is PV
produced energy. The relation between the generate power and each medal logical variable
was studied. The correlation coefficient for two variables quantifies the dependency
between them. It is mathematically given as:

_ =106 —2) (yi — 9)
Ty = n SN2 N7 N2
\/Zi=1(xi =22 X i =)
Where x;&y; are elements of the vector X and Y, respectively. These are the vectors with

the values of the variables and the parameters X and y represent the arithmetic mean of the
elements in this vectors.

A correlation coefficient near to one or minus one characterizes a high dependence. But as
this confessions approaches to 0, the dependency starts to decrease. A new value defines
the two variables have no relation to each other. The results are shown in table below, were
only the 4 highest correlation coefficients were considered.

Input Correlation
Direct Irradiance 0.874002
Diffuse Irradiance 0.718346
Temperature 0.769426
Barometric Pressure -0.1424734

Table 4.1 Correlation between inputs and PV energy

One may inferred from the table that the climatic variables with the highest correlation with
the solar generation are: direct irradiance, diffuse irradiance end temperature. all the
parameters have a positive relation with photovoltaic power, that means that, as their value
increases, the PV power also increases. In the other hand, barometric pressure has a
negative relation with the PV power. This probably occurs because the greater barometric
pressure is, the greater the humidity, so the greater the probability of there being clouds in
the Sky and, consequently, of shading the photovoltaic system. Considering the correlation
analysis, these three variables will compose the exogeneous input vector for our neural
networks. Therefore, the neural networks in this case will use as input values:

i. 7 binary values corresponding to the day of the week
ii. 24 values of previous day temperature data

iii. 24 values of previous diffuse irradiance data
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iv. 24 values of previous direct irradiance data

In the Figure 4.6 below is depicted the developed network structure and data flow for the 3
possible neural networks.
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54

Days of Year

Figure 4.6 Developed network structure and data flow

4.1.3 Wind Energy Forecast

Wind energy is another one popular renewable energy source because it is unlimited source
of wind which makes it environment friendly. A challenging issue associated with the Wind
energy is that its power output strongly depends on uncertain and uncontrollable
meteorological factors, such as wind speed and direction of the wind. Wind direction is a
factor that can be eliminated with various changes in the design and operation of the wind
turbine. As shown in the Figure below, there is a relative reproducibility in output and wind
speed. Most models designed to predict wind energy had as input data both exogenous
factors and the same wind power generation data, more will be mentioned below. Since the
accuracy of NWP data has a very important effect on the accuracy of wind power prediction,
one way to improve its performance is to reduce the uncertainty of NWPs. For this purpose,
Kalman filtering algorithm is used to eliminate systematic errors. The Kalman filter as a group
of mathematical equations presents the optimal estimation by merging last weighted
observations to mitigate related biases. Below it is depicted the wind speed before and after
the Kalman filter application. As in the case of solar energy, so in the case of wind energy,
the external input factors will be determined by the linear correlation relationship. On the
Table 4.2 it can be seen the 4 highest correlation coefficients.
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Input Correlation
Wind Speed 0.803478
Wind Direction 0.148608
Temperature -0.119301
Barometric Pressure 0.039248

Table 4.2 Correlation between inputs and Wind energy
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Figure 4.8 Wind speed before and after the application of Kalman filter

From the Table 4.2 above, it is obvious that the main parameter that affects the produced
by the wind generators is the speed of the wind. Therefore, the neural networks in this case
will use as input values:

i. 7 binary values corresponding to the day of the week
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ii. 24 values of previous wind speed data
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Figure 4.9 Developed network structure and data flow

4.1.4 Thermal Energy Forecast

Thermal energy is the energy produced by a thermoelectric generator by the combustion of
either natural gas or some other liquid fuel. In this study case the power was being produced
from the thermal energy generator is the 88% over needed energy. To make a proper
algorithm which can handle the energy management system it is needed to the forecast all
the energy sources including the thermal energy. below it is depicted the relation between
thermal energy, the temperature and the energy demand of the island.

500

450 - I L o

200 A

22

[°cl

Thermal (GWh)

Emperature

F1s

L

g
100

T T T T T T T T
o 50 100 150 200 250 300 350
Days of Year

Figure 4.10 Graphic Correlation between Thermal Energy and Temperature
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Figure 4.11 Graphic Correlation between Thermal Energy and Demand

As it is clearly, the thermal energy production follows the same course with the demand.
Also, it cannot be observed a strong correlation between the trend of the thermal curve and

the temperature data of the island. As a result of the above, then input values for the neural
network chose to be:

i. 7 binary values corresponding to the day of the week
ii. 24 values of the hourly consumption data of the previous day,

iii. 24 values of previous day temperature data
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On the figure below it is depicted the final neural network structure and the results of the
forecasting.

Figure 4.12 Developed network structure and data flow

4.2 Performance Evaluation Metrics

This section compares the three models of all forecasts and discuss the experiments in
context of depression detection in more detail. CNN, LSTM, and Hybrid are compared with
each other, with the latter seems to perform most optimal. For this work, metrics were
selected to evaluate the model. MSE (Mean Square Error), RMSE (Root Mean Square Error)
and MAE (Mean Absolute Error). These metrics are defined as follows [30]:

All error metrics values of the three compared methods with all four energy datasets
described below. On average, and most of the cases the proposed CNN-LSTM framework
outperforms all other compared forecasting methods with reasonable computational time.
The prediction results suggest that the deep learning methods are more suitable for volatile
data description. Moreover, for MAPE, which measures the relative errors of the prediction
results, the proposed CNN-LSTM framework shows lower error rates compared with all
other methods for the three out of four forecasts.
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4.2.1 Models Comparison and selection

4.2.1.1 Total Demand

On the table below it can be seen a comparison LSTM, CNN and Hybrid methods of forecast.
The metrics that have been used for this comparison is MAE, RMSE and MSE. As it is clearly
to see, the Hybrid model outperforms the other two models. Furthermore, the total needed
time for this model was 120 seconds, when CNN needed 1148 seconds and LSTM 552.

Total Forecast MAE RMSE MSE
LSTM 0.062 0.080 0.008
CNN 0.122 0.154 0.023

Hybrid 0.054 0.069 0.005

Table 4.3 Accuracy values comparison for three Neural Network Models

On the figure below it is depicted a graphical contrast between the four models and the
given data. As is obvious the hybrid model succeeds better forecast results than the other

models.
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Figure 4.13 Results Compared for Total Demand

4.2.1.2 Solar Energy

Solar MAE RMSE MSE
LSTM 0.089 0.143 0.020
CNN 0.195 0.269 0.072
Hybrid 0.039 0.068 0.005

Table 4.4 Accuracy values comparison for three Neural Network Models
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Figure 4.14 Results Compared for Solar Energy

As in the case of the full load and here it is easy to observe that the hybrid model is far
better than the rest. However, what is observed is that compared to the LSTM model, the
hybrid has almost two times less error values, in MAE and RMSE. This was not observed in
the forecast of the total load. The reason this is probably the case is that in the case of
solar energy, inputs are not energies but exogenous factors such as solar radiation.

4.2.1.3 Wind Energy

Wind MAE RMSE MSE
LSTM 0.049 0.097 0.009

CNN 0.102 0.134 0.018
Hybrid 0.048 0.065 0.004

Table 4.5 Accuracy values comparison for three Neural Network Models

In the case of wind energy the same phenomenon is observed as in solar energy. The Hybrid
model is the more accurate again.
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Figure 4.15 Results Compared For Wind Energy

4.2.1.4 Thermal Energy

| ";’ f v ,

54

s6

Thermal MAE RMSE MSE
LSTM 0.070 0.068 0.005
CNN 0.192 0.244 0.060

Hybrid 0.075 0.143 0.016

Table 4.6 Accuracy values comparison for three Neural Network Models

In the case of thermal energy, it is observed that the simplest LSTM model works better and
results in lower errors. The results can be seen in the figure below.
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Figure 4.16 Results Compared for Thermal Energy

Summarizing the selected models used to predict total, wind, solar and thermal energy is a
Hybrid for the first three and LSTM for the latest.

March 4, 2020



Diploma Thesis — Achilleas O. Achilleos

5. Optimization Algorithm

In this chapter, an algorithm was developed to be integrated into the energy management
system of the islandic power network, that could upgrade its operation by providing
renewable energy in a more secure and stable way and by peak shaving the maximum
demand value. The developed algorithm was suited for the specific island case investigated
in this study but could be also implemented with few modifications to other similar power
systems, where the load curve presents similar patterns. In the following section, the
algorithm is described in detail.

5.1 General Problem

After the load forecasting module was configured and tested, the demand values of the next
day at an hourly basis could be predicted. This ability was taken into account for the
development of a predictive Energy Management System (EMS) algorithm that could be
used for the “smartening” of the power system, considering a more stable and robust
operation. The facts that the load curve’s most frequent shape and pattern was
characterized by high peaked values at morning hours and by highly peaked values at late
night hours and that the type of installed renewable sources was PV, were considered for
the decision of the operational modes of the developed algorithm. Another main problem
that should be solved was the unpredictable balances between load and generation from
Wind Farm.
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Figure 5.1 Demand curve in the first 10 days of the Year 2016

From this figure, it can be proved that there are two demand spikes for most of the year.
The first demand spike is detected during the morning hours where everyone wakes up and
starts consuming energy and the other is detected during the evening hours where most
people return from work and once again they begin to consume energy in their homes.
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Considering the shape of the load profile, it can be concluded that especially for the winter
period, the peaked values of load are detected during the night hours where the renewable
installed PV power is not available. From figure above it can be shown that the island’s power
system has maximum peak demand values about 500 MW, which are currently covered by
conventional diesel generator in combination with Wind Generator. The installed capacity
of Wing Turbine is approximately 40MW accounting for around 13% of the peak values, on
the other hand PV power reaches 11MW witch computes to 3.5% of the total energy.
Regarding the above, it is rational to consider the following targets be countered by the
algorithm:

1. Peak shaving of the maximum demand values of each day of the year

2. Smoothing the operation of the thermal engine during the off-peak hours

3. Smoothing the load curve of the Wind turbine

4, Avoiding the “duck” shape evolution to the load curve, concerning the constantly

increasing PV power penetration to the grid
5. Ensuring 100% renewable energy penetration

Concerning the point 4, the “duck” shape is presented in the following figure (Figure 21) and
is a trend that is constantly evolving and affecting the net load power curve. The net load
power curve is defined as the total load curve subtracting the PV power production curve.
The resulting curve (which is named net load curve) is the one that will have to be covered
by the rest thermal-conventional power production units. As more and more solar PV are
integrated into the grid, it starts dramatically suppressing net load during midday, when the
sun is out. The net load curve sags in the middle of the day (like a belly) and then swoops
back up when the sun goes down (like a neck).
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Figure 5.2 The “duck” net load curve, illustrating steep ramp needs and overgeneration risk
(38]

The figure above was taken from the system service operator of California [38] and the
“duck” shape evolving through the years from the increasing PV power generation is
depicted. It is also clear that this effect is accompanied by an overgeneration risk which is
due to the technical minimum operating point of the thermal units. The “duck” shape is also
directly related to the need for higher ramp rates because of the sudden load change. These
effects will have a negative impact on the stable and smart operation of a future isolated
grid with high renewable penetration. The main idea for encountering the above effects and
achieving a smoother, robust system operation was to take advantage of the load
forecasting ability and to combine it with an energy storage system (ESS) in order to save a
specific amount of energy that could be injected to the power grid later. For the purpose of
this study and based on the fact that battery energy storage systems (BESS) have recently
made a resonant entrance to the power market and are constantly evolving, such a system
was considered for the storage ability needed in our case study.

5.2 Wind Energy problem description

Integration of renewable energy resources, and especially wind generated as it is easily
spotted on the Figure below, to a power system can cause power fluctuations due to their
intermittent nature.

—— Wind prediction

Wind Energy (MWh)

20

10

10 1 b 13 V! 15
Days of Year

Figure 5.3 Wind predicted energy curve
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In order to use wind power energy in the electricity market despite of its fluctuation, that
makes it impossible to connect the power directly to the grid, smoothing the wind power
output is one of the best possible solutions that can be applied to resolve this problem. There
are many studies on how to stabilize output power for wind farm. Smoothing wind power
fluctuations by controlling the pitch angle is a proposal in [31]. Although this control strategy
can smooth the output power of wind farm, pitch angle is not responding fast when output
power of wind farm need to adjust quickly, due to pitch angle can be adjusted 7 degrees per
second. So the wind farm needs some transition time. Therefore, the output power of wind
farm cannot track the power reference quickly. Uehera et al. [32] proposed an output power
smoothing method by a simple coordinated control of DC-link voltage and pitch angle of a
wind energy conversion system. Although the output power fluctuations of the wind power
in the low and high frequency domains are smoothed by the pitch angle control and the DC-
link voltage control, the DC-link voltage will have a large fluctuation. The large fluctuation is
not conductive to wind power system stabilization. Mohammad et al. [33] proposed the
method for smoothing the output power of wind farm by using the energy storage system,
where is the method applied in this diploma thesis.

P w Control P g H
] System

1z
A

Wind Farm Battery ESS Electricity Grid

Figure 5.4 Wind BESS simulation

5.3 Wind Energy algorithm

As mentioned earlier, there is a need of smoothing wind energy curve. It's been considered
a scenario where the energy supply side of the microgrid has a combination of wind turbines
and battery. Figure below shows a conceptual schema of wind and battery hybrid system.
based on the figure a smoothing algorithm is applied to smooth out power fluctuations. After
that, the controller of the system is going to be built will be working with a specific algorithm.
this algorithm has as a goal to store electric energy, produced by wind generators, in the
battery energy storage system when the produced energy is more than the predetermined
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and foreseen Wind power curve. In case the produced energy is less than the predetermined
and foreseen the controller have to pull energy from the battery pack, to stabilize the less
production. The final smoothed power is expressed as:

P _ {Pwind + PI()iat
sm = C
Pwind - Pbat

, Where Psp stands for the smoothed power, Puing for produced energy buy wind generators
and Ppqt for energy managed by battery. In case of adding energies is discharging and in case
of energy substruction the battery is charging. Moving average is a technique to get another
idea of trains in a data set. the averaging technique it's based on a sliding window size. the
type of moving average which being used in this thesis, for smoothing data is the simple
moving average also known as SMA. According to Alessio et al. [34], a moving average
method is a well-known low-pass filter for time series and it is defined as:

1 w-1
§(i) = =) ¥ - )
k=0
where (i) is a time series data with window length w. Although it is simple and traditionally

accepted way to reduce fluctuations in renewable resources, it exhibits a memory effect
which depends on the length of the averaging window. Numerically, a moving average with

. . 1 . .
window length of w contains only (;)% of present values of a fluctuating variable.

5.3.1.1 Measure of smoothness

An expression for common mathematical definition of smoothness is written as [Kenneth J
Adams and Donald R Van Deventer. “Fitting yield curves and forward rate curves with
maximum smoothness”. In: The Journal of Fixed Income 4.1 (1994), pages 52—-62.]:

ZZEV“W“

for function f(t), wheret € [0,...,T]. Equation ___is described as an integral
of squared second-order differential of function f(t). The minimum value of Z
corresponds to the maximum smoothness level.

5.3.2 Determining battery size

To determine the maximum capacity of the battery energy storage system which being used
for the smoothness off the wind power curve is needed to consider charging and discharging
cases and then take the maximum of these cases. In the Figure below is depicted a diagram
which shows the relation between the predicted and the smoothed power curve.
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Figure 5.5 Correlation between Predicted and Smoothed power curve

The areas above the smoothed curve represent the over produced power and the areas
below the need of extra power. The calculation of them will be presented analytically
below.

5.3.2.1 Charge operation

The amount of power to be stored in the bess is represented by the area above the smooth
power curve and below the predicted curve. Therefore, the amount of charge is determined
by the following equation:

T
E; = j; [Por(t) — P (©)]dt

wheret € [0,...,T], B,y and Py, represent predicted and smoothed power, respectively,

each time.
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5.3.2.2 Discharge operation

The amount of power to be absorbed from the bess is represented by the area below the
smooth power curve and over the predicted curve. Therefore, the amount of discharge is
determined by the following equation:

Ep = f [ Pan(®) — Py (D)]dt
0

wheret € [0,...,T], B,y and Py, represent predicted and smoothed power, respectively,
each time.

5.3.2.3 Needed computed capacity

To compute the required capacity it is necessary to compile a smart algorithm for calculating
this. The obvious condition is that the needed capacity has to be at least equal to the
minimum value of the discharging energy or the maximum value of charging energy. For
example, if the absolute value of discharging energy is larger than the absolute value of
charging energy, this is the minimum capacity off the battery pack. This capacity is sufficient
in case that the total charging amount is less than the calculated capacity. At first, the
algorithm that is responsible for the calculation of needed capacity adds up in pairs, same
situation the calculated areas, until it reaches in a sequence of positive and negative
numbers where they alternate. Now the charging capacity is the maxE; and the discharging
capacity is the max|Ep|. The optimal battery capacity was described and calculated in [35].
In this research reference is made to battery functional characteristics and in particular
charge and discharge efficiency, n.and n, respectively. A similar equation with them, is the
following:

Eggss = max(Ec Ne, Ep/Na)

This result is a bigger battery size than the originally calculated. The battery is considered as
a Li-on battery. According to Chen et al. [35] a common value of 7. and n, for this type of
batteries is set to 85% respectively. Using this equation the necessary capacity is 780MWh.

5.3.3 Proof of solution viability

Once all the parameters have been calculated, it remains to be proven that this solution is
viable. As previously assumed, the wind energy curve is characterized by large fluctuations
during the day. which leads to large fluctuations in the load produced by the thermal power
unit. Creating a smoothing profile of the wind energy curve also results in the smoothing of
the thermal curve. To determine if this smoothing has an effect and does not increase
consumption, it is enough to calculate the a represent energy production, both in the non-
smoothed and in the smoothed curves. The equation that is been used to calculate the total
MWh is the following:
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T
Total MWh=f [B,-(t) 1dt
0

where B,.(t) stands for the produced energy, either from the Wind or the Fuel and t €
[0,...,T]. Applying the above equation the following results are obtained:

Type of Energy Non-Smoothed Smoothed
Wind (MWh) 12399.01 12396.65
Thermal (MWh) 92907.36 92910.98

Table 5.1 Wind and Thermal total MWh before and after the smoothness for two weeks

At first sight, it can be observed that the energies produced are almost at the same levels
before and after the application of the wind energy curve smoothing. However, smoothing
the thermal curve will help build the algorithm for the overall energy storage system. In
addition, it helps in other areas. It reduces the intermittency of wind power, which is called
'Ramp Rate' [36]. This phenomenon should be under control that this power be able to
match the standards of electricity network grid.

5.4 Peak Shaving Algorithm Description

The idea behind of the second optimization algorithm with the use of a battery storage
system it is very different from the previous one. In this time, the algorithm has the
responsibility to save energy in the morning and use it in the night hours. In that way the
peak demands in the night will be shaved.

The first step of the algorithmic procedure, was to determine the inputs. Those were decided
to be the 24 variables vector, which contained the demand values of the next day, as they
were predicted from the ANN model and the 24 variables vector containing the hourly values
of the total PV energy production of the corresponding day. Then the new peak level was
decided and set to be at 350 MW value of each day, for the thermal engine. This value was
determined based on the load curve data observation and was evaluated from the values of
the peak region relatively to the mid-day load values. However, it is essential that there is a
standard amount of charge on the batteries or that you shave every day. For this reason, the
algorithm developed may reduce the maximum value each day, but in some cases it is kept
constant in order to achieve additional charging of the battery system. After the peak
reduction level or peak shaving level was determined, based on the load forecasting of the
next day, the area to be removed after the peak reduction was calculated. This is better
visualized in the following Figure 5.6 . In this figure, the load curve of the next day is depicted
with the solid line and the peak reduction level that is decided to be implemented, is
represented with the dashed line. This line should cross the load curve at two separate
points and in this way a closed area is shaped. This region, which is basically the area under
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the load curve subtracting the area under the dashed line and is depicted as the grey region
in Figure 5.6, above the red and below blue line, corresponds to the total energy that will be
eliminated after the algorithm operation and the generation of the new diesel engines
setpoints. It is also clear from the units of the two axes of Figure5.6 that the a forementioned
area, represents the energy values based on the following definition:

T
Eip = f [P (t) 1dt
0

wheret € [0,...,T], Ps; shaved power each time.

With the above input parameters defined, the next step was the creation of the combined
curve. For this, the “offset” value concept was necessary. The offset value was defined as a
constant load value and at the first step of the algorithm it was initially set equal to the base
load value, defined as the minimum of the daily load curve. This, offset value was used for
the initial combined curve generation, which was later updated during the iterations of the
algorithm. The combined curve was defined as i) the summation of the load curve and the
PV power curve for the load values that were smaller than the offset value and ii) as the
summation of the PV power curve with the offset value, for the load values that were greater
than the offset value.
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Figure 5.6 Operation of peak shaving algorithm in a random day
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This is also mathematically described as below:

p.. _{Poffset+PV, ifPoffset 2Pload
final Pload + PV» if Poffset < Pload

Observing the graphs of the whole year, two types of curves are observed. The first has two
peaks, one peaks in the morning and one larger in the evening. The second form of the curve
is in the shape of an inverted “U”. This is observed only in the summer period where the
consumption is increased throughout the day, since it is a period of holidays and intense
tourist traffic, therefore high loads are required throughout the day.

5.4.1 Winter Period Example

As it mentioned earlier, the pattern of the graph is related with a period. in the graph below,
it is depicted a winter day, more specific the 6th of January.
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Figure 5.7 Comparison of Final Curve with Demand

In the above figure, the combined curve that the developed algorithm prescribed, is directly
recognizable as the red curve. It is also possible to observe the high and low limits of the
offset value. These are the lowest and highest demand values of the day, which define the
range of possible values that the offset variable could gain. For that specific day of the year,
a relatively smooth PV production curve accompanied by a smooth load curve can be
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noticed, which is mainly characterized by its peaked values late at the evening. Another peak
value can be spotted in the start of the day. PV production is maximised between 9:00 AM
and 11 AM. between 8:00 and 10:00 o'clock and from 12 to 16 o'clock an artificially energy
surplus can be spotted. This surplus can be stored in a battery to use it for night peak shaving
or as a fuel for electric vehicles. From the above figure, it is possible to observe the area
between the load curve and the offset value, as defined from the developed algorithm for a
typical winter day. The red area represents the amount of energy that will be needed to be
covered from the current PV energy production, assuming a perfect forecast for the load
curve of the next day. This assumption is based on the fact that given the load curve of the
next day and the PV power generation, the developed algorithm estimates the offset value,
which is interpreted from the diesel engine operation perspective, as the maximum allowed
value, regarding the time period. Thus, the red area of Figure 5.8 a, which is generated for
every day with a similar winter demand profile, is generally partially covered from the
current PV power production or even from stored energy in the battery system. In case
neither of these power sources is capable of matching the demand of this area, a violation
of the upper barrier posed for the diesel engine from the offset value is necessary, so that
the system balance is preserved. In Figure 5.8 b, two regions are depicted. The orange region
which corresponds to the red area above and the yellow region which corresponds to the
excess energy area to be stored for later peak shaving capability. The orange area is actually
the overlapping of the combined curve with the load curve and the offset line barrier
whereas the yellow area is the net surplus energy and corresponds to the section

Load Area when sunlight exists

3.8

6 8 10 12 14 16 18
Hours
Load and PV area when sunlight exists

3.8

6 8 10 12 14 16 18
Hours

Figure 5.8 Artificially created excess energy and the corresponding demand, for day 6
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PV line which is above the Load Curve. As it is possible to notice, the load curve and they
PV curve ends at about 17:00. This fact is attributed to the transition of the combined
curve to values lower than the current demand values and since the excess energy to be
stored has to be renewable. From the following figure, play thermal energy planning is
possible to observe. the new thermal plan is depicted with the red line and the old thermal
curve with the green. The blue line at the same plot, represents the load curve. The green
line represents V operation of the thermal engine when it used to inject the whole PV
generated power in the island’s grid. As this may be possible for a flexible small-scale
power grid, this is not the case for a large power grid which is interconnected with many
conventional thermal power plants. This is due to the achieved technical minimum
operation that is prescribed for these units and the related start-up and shut-down
dynamic operation modes. The last, are related with rapid and abrupt changes in the
loading state of the thermal units which are subject to technical limitations. This in turn,
may result in curtailment issues and valuable renewable energy is not injected into the
grid, for stability reasons. This drawback is countered by the developed algorithm, as long
as a stable diesel operation with predefined ramp-ups is achieved. At the same time, the
renewable power production is ensured and smoothly integrated with the diesel and BESS
operation.
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Figure 5.9 Algorithm output curve for 6% day
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5.4.2 Summer Period Example

In the section above, the operation of the developed algorithm is described for the load
curve pattern which are more frequently observed during the winter time period where the
peak demand is displaced at the evening hours where there is not PV power production.
Though this is the case for the winter time period for the specific islandic power system
under investigation, the same pattern is also observed during the summer time period for
many islandic power systems. For small-scale systems in which the load is commonly shaped
by the residential factor and the touristic activities, the peak demand is constantly placed at
the night hours, when the majority of those activities requires energy consumption.
Nevertheless, in order to observe the behavior of the algorithm during the summer time
period for the power system investigated in this study, the algorithm was executed for a
whole year period, including each day of the year.

181th Day of Year
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Figure 5.10 Algorithm output curve for 1815 day

As it is obvious that load curve is very different from the curve in the winter. In summer there
is an increase until the middle of the day, it keeps a steady pace for some hours and then it
drops. It is a diverted “U”. On some days this pattern may not be observed but there is a
very small drop in the required energy at noon and then again an increase in energy
consumption. This happens because of tourism period and more movement in the island on
the midday. There is a small peak 11:00 o'clock but the drop from that is almost nonexistent.
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In the algorithm that was built is able to charge the batteries in case there is a large amount
of energy needed the next day. This option was made to have a standard quantity of energy
stored in the batteries every day, having as its future work the Vehicle to Grid.

5.5 Final Results

The above algorithms are designed to normalize the power generation curve of the thermal
engine, to reduce the output from it as much as possible, to introduce renewable energy
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sources as much as possible and to reduce the peaks of the thermal engine. From all the
above actions three curves have emerged, the Forecasted thermal curve, the Smoothed and
the New curve. In the figure below, it is depicted a comparison between these type of curves
on the 6 and the 181 day of year.

Figure 5.11 Comparison of two curves

At first sight it is obvious that there is a considerable reduction in energy production by the
thermal engine comparing the Forecasted output with the Smoothed. In addition, it is quite
obvious that there is a smoothness of the curve. In particular there are no longer the sharp
fluctuations from hour to hour due to the abrupt change of produced wind energy. The
comparison of new curve with smooth was done before. The following tables show the
difference in peak gigawatt hours produced during these days.

6t day comparison
Forecasted (MWh) Smoothed (MWh) New (MWh)
350 320 300

Table 5.2 6% day peak energy comparison
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181t day comparison
Forecasted (MWh) Smoothed (MWh) New (MWh)
375 365 350
Table 5.3 181°t day peak energy comparison

Initially there is a large decrease in output from phase 1 to phase 2. As well as an increase in
phase 3 which is also less than phase 1. This is done as the energy which is produced by fuels
it is used to charge the batteries extra when necessary. On the figure and table below it is

depicted the 196 day of the year, when no extra energy it is needed.
196th Day of Year
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Figure 5.12 Output curve for day 196%™

196" day comparison
Forecasted (MWh) Smoothed (MWHh) New (MWHh)
420 380 350
Table 5.4 196%™ day peak energy comparison

From the given graph and table, it can be observed that in this case where there is not any
need for extra energy during the next day, the energy on the phase 3 of the algorithm is less
than the phase 1 and 2, respectively. It is observed that the total work produced is almost
the same. The benefit of this process is the stabilization of the operation of the machine and
therefore the reduction of consumption by working steadily for a long time. A more in-depth
study could be done if the power plant performance graphs were available.
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5.6 Model of the Islandic Power Plant

From the above actions emerges a final new model of energy production for the island. The
original model consisted of the three forms of energy production and the island's energy
needs, consumption. The new model has two electricity storage structures. The first was
revised in section 5.3. The way to identify the needed battery capacity for the BESS is to find
the charging and discharging areas in the year which is being studied. A reference week is
depicted on the graph below.

Winter Week

450 { =—— Demand
—— Total New

400

330

300

Energy (MWh)

250

200

150

Days
Figure 5.13 Winter Week algorithm curve

On the given figure, the blue and red line represent the New produced energy and the
demand of energy respectively. The marked areas below the blue line and above the red
line are the charging energy and the areas below the red and above the blue line are the
discharging areas. They are determined by the following equations:

T
Ec = f [P.(6) — Py(O)]dt
0

where t € [0,...,T], By and Py, represent predicted and smoothed power, respectively,
each time.
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Ep = f [Pa(®) — Pu(D]dt
0

wheret € [0,...,T], B,y and Py, represent predicted and smoothed power, respectively,
each time.

According the above, the needed capacity is 700MWh. Below it is depicted a figure of the
Battery available power from the week used as an example above.

Winter Week
G600

—— Available battery power
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200
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Days

Figure 5.14 The available energy of the Battery of the winter week
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6. Conclusions and Future Work

6.1 Conclusions

As society continually grows and expands the demand for power and energy consumption
grows as well. With the technological advances being made, renewable energy is a
significant part of the electric grid infrastructure. With any growth opportunity there can be
positive and adverse effects. This thesis aims to provide a solution for mitigating electrical
grid issues that arise with high levels of PV and Wind Energy penetration on a distribution
feeder. In this, a predictive energy management system (EMS) based on load forecasting was
introduced and integrated with the operation of a battery energy storage system (BESS). In
this thesis, presented two different models of BESS. The first algorithm was developed to
stabilize wind energy production. The factor that affects wind energy production is mainly
due to the speed and direction of the wind, two factors that change frequently. It therefore
makes sense to require the stabilization of the energy produced. on the other hand, solar
energy is known to be produced during the day alone. in addition, it has much smaller
instantaneous and marginal fluctuations in relation to wind energy, as it has and similar
production in the same periods compared to the years. For this reason, a form of storage of
extra solar energy that is not consumed was chosen to reduce the maximum load of energy
produced by the thermal engine. In addition, in this diploma thesis the energy forecasting
models are presented in detail.

The forecasting was done with deep learning methods. The neural networks were chosen to
be built and trained in TensorFlow and Keras libraries in Python.

The results of the simulations showed that by applying the proposed methodology, it is
possible to achieve a smoother operation of thermal machines as well as to replace them
with lower power machines, while at the same time improving the utilization of the
electricity generated by the photovoltaic park, allowing greater penetration during peak
night hours.

6.2 Future Work

Considering the proposed simulation framework with the implementation of a predictive
energy management system, developed in the framework of this thesis, there are many
possible future steps that could improve the method and have a positive impact on the
overall procedure.

First of all, a dynamic model it could be built. By creating a structural model the algorithm
that was built in practice can be tested and its function can be proved. This could be further
combined with a feasibility study to demonstrate the viability of the solution. Complete
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energy production data such as fuel consumption and the specifications of all factors are
necessary for this proof.

As a future work to be done is the amendment of this network into a Vehicle to Grid network.
Vehicle-to-grid (V2G) is the latest attraction in field of EVs and their integration with electric
grid. According to this phenomenon, bidirectional flow of electric power is taken into
consideration, that is, power can be taken from grid to charge EV batteries during off peak
hours and power can be provided to grid during peak hours from EV batteries to reduce
utility load. A big portion of vehicles are expected to be parked during most part of the day.
This idea can be used to facilitate V2G technology. During these idle times, plugged-in EVs
can be used to support bidirectional power flow between utilities and EV batteries. These
plugged-in EVs can provide ancillary services for utilities, such as, peak shaving, power
quality improvement, and frequency and voltage regulation.
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The solar irradiance and PV power forecasting methods are divided into physical and
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interaction of solar radiation in the atmosphere based on the laws of physics. It comprises
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10. Greek Extended Summary

10.1 Ewcaywyn — Neptypadn tou npoBARpatog

ITnv nopouca SUTAWMATLKN epyacia PeAetnOnkav dUo Bépata. Apxlka PeAeTHONKav Kal
ouykpiBnkav péBodol mpoPAePng xpovoaoelpwy oL omnoieg Baaoilovtav og pebodoug BabLag
pnabnong (Deep Learning). Enelta, HeEAETHONKE N EVOWUATWON «EEUTIVWV» aAyopiBuwy oto
ocvuotnua dlaxeiplong NAEKTPLKAG EVEPYELAG EVOC vnoloU. H Suthwpatikn avtr Baciotnke oe
TIPAYLATIKA SE60UEVA KATAVAAWONG KOL TIAPOYWYN G EVEPYELAG aTtO TO £10G 2014 €wG KAl TO
2016. Ot uAormolnoelg Twv aAyopiBuwv Baociotnkav oe poviéAla anobrnkeuong NAEKTPLKNAG
evépyelag (BESS). Ot mny£g mapaywyng evépyelag Atav n cupBatikn péEBodog mapaywyng
pHEow Bepuikng pnxavng (Diesel kat LNG), atoAikr) kat nAltokr evépyela. Adou €ylve n
POPAsPn TwV Xpovooelpwv akoAolBnoe o oxedloopog twv SUo alyopibuwv. O mMpwTtog
aAyoplBuog adopoloe TNV Slaxelplon TNG ALOALKNC EVEPYELOG KaL TNV EEO0UAAUVON OLUTAG Kall
Kot eméktaon Tnv e€opdluvon kot Tn otabepomnoinon tou napayopevou ¢poptiou amo t
Bepuikn) pnxavry. O &eltepog aAyoplBuog adopouoe to peak shaving pe pebodoug
amnoBnkeuong evépyelag (BESS). To cuotnua amoBnkeVeL tnVv evépyela otnv BESS kaBe popa
TIOU UTIAPXEL TIAEOVOOUQ OTNV Topaywyn amod 10 ¢wrtoBoAtaikd ocloTnua Kol TO
XPNOLLOTIOLEL WC EMUTAEOV TINYN €VEPYELAC OTOV XPELALETAL, Yl TAPASELyUA KOTA TN
Slapkela TNG vuxtag. Xtnv mepimtwon tng AloAwkng Evépyelag, péow evog alyopiBuou
BeAtiotomoinong evromniletat n BEATIOTN KAumUAN kat n BESS Asttoupyel wg otabepomnotntig
TIapAywyng o€ auth TNV KapmuAn. Mwa mpokAnon yla tnv e¢elpeon AUONG EYKELTOL OTNV
ENeWPn Sedopévwy mapaywyng LeyaAwv ¢wtoBoATaikwy Kal aloAlkwy otabuwyv tou givat
o€ Béon va dnuloupynoouv dlatapdlelg oe pikpotepa Siktua. Autd ta dedouéva eival
anapaitnta ywa tv npoPAePn miBavwv LEANOVTIKWY CUUTIEPLGOPWY TOU EPYOCTACIOU Kal
TOV €AEYXO TNG TAONG TOU CUOTAUATOG KAl TWV EMUTESWV LoXUOG (TO0O0 EVEPYWV OGO Kal
avtdpaoTikwy) yla tnv anoduyn dtatapaxwv tou diktuou. H avamtuén autig tng WOeag
Baoiletal ota Smart Grids. To Smart Grid lval pla évvola yla Tn Hetatpor Tou Siktuou
NAEKTPLKAG EVEPYELOG XPNOLUOTIOLWVTOG TIPONYHUEVEG TEXVIKEG QUTOUATOU EAEYXOU Kol
ETUKOWVWVLWVY Kol AAAeC popdEG Texvoloyiag mAnpodoplwyv. EVOWUATWVEL KalvOTOUA
epyaAeia kal texvoAoyieg amd tnv moapaywyn, tn HeTadopd Kol Tn Sloavoun UEXPL TLG
KOTOVOAWTLKEG OUOKEUEG Kol €€OTALOMO. H évvola auTr) EVOWUATWVEL TIG EVEPYELOKEG
UTtoOoUEG, TIC Oladlkacleg, TIC OUOKEUEG, TG TAnpodopleg Kal TIC OYOPEC OE LA
OUVTOVLOHEVN KOL CUVEPYATLKN SLadIkaoia TToU EMULTPEMEL TNV TOpAywYN, TN SLOAVOUR Kal TV
amodoTikOoTeEPN Katavalwon evépyelag [2]. Mpwv 1o oxedlaoud tou aAyopiBuou
npayuatornoibnke n mpoPAedn xpovooelpwv. OL MPOPAENMOUEVEG TTAPAUETPOL NTAV N
oUVOALKN {NTnon ¢opTiou Kal oL IapaywyEG BepKnC, NALOKNC Kal aloALKAG evépyelag. H
nPpOPAsPn €ylve pe alyoplOpouc veupwvikol SIKTUOU TIOU oUVOUATIOUV CUVEALKTIKA Kol
enavaAappavopeva veupwvika diktua (RNN kat CNN avtiotowya). Ze olykplon pe GANEG
HeAETEG, N mopouoa PeAETN Stadepel KaBwg peAetd tnv mMPoBAsdn OAwvV Twv TNYwV
EVEPYELOG, TN OlOXEPLON QUTWV TWV TIPOPAEMOUEVWV TIHWV HEOW €VOG guduoug
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oAyopiBuou mou XpnoLUomoLel pnxavikr pabnon kat otn cuvexela SokIAleL Tn Asltoupyia
NG o€ €val LOVTEAO.
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11. AvaAuon Meg0o6bov

11.1 Oswpia Babac Mabnong

H BaBid Mdabnon eival éva unonedio tng UNXavikng pabonog, n omoia eivat unonedio tou
Topéa NG Texntntrg Nonpoouvng.

H kevtpikn béa tng Bablag pabnong eival epumvevopévn amo tn BloAoylkn cupmnepidopad
Tou eykepalou. Me amAa AoyLa, kaBe veupwvag, o Sopukog AiBog tou eykedalou, LeTadibeL
nmAnpodopia o€ YELTOVIKOU VEUPWVEC, oxnUatilovtag éva peyaAa Kot TTOAUTIAOKO SikTuo.
KaBe kOuPog i veupwvag Sleyelpetal amo TG €LOPOEG Kal PeTadidel Tnv mMAnpodopia n
KOMUATL aUTHG o€ AAAOUG KOUBOUC.

7 T
.

J/’ Artificial Intelligence x\\

Ixnua 1: Ta nedia Texvnt Nonuoouvn, Mr]_xa\;LKr'] Mabnon kat Babia Mabnon

11.1.1 Emutnpolpevn Kait Mn-Ermtitnpolpevn Mabnon

TNV UNXavikn pabnon undpyxouv dUo opddeg alyopibBuwv mou Sladépouv petal Toug
OTOV TPOTO LE Tov onoio pabaivouv, n Emttnpoupevn kat n Mn-Emttnpoupevn padnon.

Jtnv Emutnpolpevn pabnon é€xoupe Oelypata amd emypoadopevo Sedopéva Kol o
aAyoplBpuog pabaivel va mpoPAEmneL To anotéAeopa Baclopévog ota elcaywieva Sedopéval.
Moo avotnpd, Swbévtog evog oet N mapadelypdtwy eknaidevong g popdng (x1, y1), ..,

(xn, yn ) TETOLA WOTE TO Xi EIVAL TO XOPOKTNPLOTIKO SLAVUCHO TOU i-00TOU Tapadelypatog

Ko yin emypadn tou, Eva alyopdpog pabnong avadntd pia cuvaptnon f : X — Y, omou
X 0 Xwpog Twv eloaywpevwy debopévwy Kal Y o xwpog Twv amnoteAeoudtwy. H mapovoa
SumAwpatikn epyacia Baoiletal oe avutr tn péBodo.

Ytnv Mn-Enttnpolpevn Mabnon amod tnv aAAn dev xpellopaote enypoadopeva dedopéval.
O alyoplBuog eival autog mou mpoomabei va Bpet douny ota Sedouéva. Mmopet va
XpnolpomnolnBel WoTe va KATNYOPLOTIOLNOEL PN eTypadopeva dedopéva.
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11.1.2 Texvntog Nevpwvog

O teEXVNTOG veupwvag eival To SOULKO OTOLXELO TOU VEUPWVLKOU SlkTUou. AmoteAeital amno
ELOPOEC KAl EKPOEG, BApn KALoN Kal Pl cuvaptnon evepyomnoinong f petadopag.

) weights _—
inputs — s
X e "l“ ) “‘k.\
.H'-\.
:I e
Xy 4 '|"'L.E- = .
B — ":E .. | 3igk
i, s ], ]
S n'_i?':..-—-’ - . .
P 7 nf‘er
- Tnction Transfer
function

: ,—E r
X ,_.[\:1;;;}/

IxAua 2: Texvntog Neupwvag

11.1.3 Zuvaptnon Evepyomnoinong

AlapOpETIKEC  OUVOPTNOELG evepyomoinong  xpnolgomolouvtal  yia  Stadopetikd
npoPAnuata. Ito napov npoPAnua eTAEXONKE va xpnotpomnotnbei n AlopBwpuévn FpapuLKn,
yvwoTh kat wg ReLU Activation Function. H AlopBwpévn Mpapikn eival n mo cuvnBLopévn
ouvaptnon evepyornoinong Adyw tng amAdTnTAG TNG KAl TwV KAAWY AMOTEAECUATWY TNG. Eva
UTTIOCUVOAO VEUPWVWV EeVepYOTOLelTal KABe dopd. Autod kdavel to SIKTUO TILO QPALO,
BeAtiwvovtag TV anodoor] Tou. Me pia opolopopdn apxlkomnoinon twv Bapwy, MePLou ot
pLool amod Toug KPUUUEVOUG VEUPWVEG Ba evepyorotnBouv. O TUTIOg AuThG TNG AeLToupylag
elvat amAoc:

0, ifz<O0
Z, ifz=0

0(z) = max(0,z) = {

H AlopBwpévn yPAUULKN OTTEIKOVIIETAL TIAPAKATW.
10 -

8

6 -

4 ]

r

IJ T T L T T T
-10 -5 0 5 10

Ixnua 3: AopBwpevn Mpap ki Zuvaptnon Evepyomoinong
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11.1.4 MovtéAa NeupwWVIKWV ALKTUWV

11.1.4.1 Recurrent Neural Networks

‘Eva a6 veupwviko Siktuo, aAAd O0mou oL KOpPol og kAaBe eminedo €xouv Twpa eVOLAUEDTEG
ouvbEoelg (emavalapPavopeves cuvdEoelg). To amoTtéAeopa ival éva emavolapBavopevo
veupwvikd Oiktuo (RNN) omwg dalvetal oto IXAUO TMOPOKATW, OMOU OL CUVOECELS
QVTLTPOOWIIEUOUV XPOVIKEG EEAPTHOELS (XPOVIKEG EEQAPTNOELG) KAL ELOAYOUV €va EMUTAEOV
oUvVoAo cuvtedeotwv otabulong pe dSuvatotnta BeAtiotonoinong. Ta RNNs elvat pa GAAn
OLKOYEVELA VEUPWVIKWY SIKTUWV TIou €xouv oxedlaotel yla epappoyég oe Sladoxika
npoBARuaTa onwg n enetepyacia yAwoowv Kat ta 1o arnAd RNN €Ll0dyouv POVo QUTES TLG
EMAVOAQUPBOAVOLEVES OUVOECELC.

-2 - iy tpy|

1 I [

e _ —o—h—’ tanh{g) —

X2 Nr—1 Ay L1

IxAUA 4: Mo antelkovion 4 turikwv RNN o€ éva eminedo pe Ti§ avtiotolxeg emavahopBavOUEVES
ouvbéoelg Toug. To onpa e€660u eival cuvaptnon TN TPEXOUCAC EL0OS0OU KAl TNG TIEPLOBIKNG
£10060U TN XpoVIKN oTyun t kot t-1, avtiotolya.

11.1.4.2 Convolutional Neural Networks

Eotw €va Tumikd Veupwviko Siktuo tpododooiag. Ymapyxouv U0 avnouxieg katd tnv
edappuoyn evog Feed-Forward neural network og tomoAoyieg mou poldlouv Pe TAEYUA UE
TIEPLOOOTEPEC MO Hia Slaotdoel. To MPWTO elval OTL Ol XWPLKEC TAnpodopieg dev
Satnpouvtal, kaBwc to diktuo mpenel va loomedwBel ota Siktua. AsUtepov, pia epappoyn
OTIWC AUTH &V KALLOKWVETOL YLO TIEPUTTWOELS XPONG OTIWGE N TOELVOUNON ELKOVWV Kol AANEG
TomoAoyiec mou potdlouv pe TAEYHO, AOyw Tou aufnuévou aplOpol TOPAUETPWY WG
anotéAeopa MoAwv Slaouvéedepévwv VEUPpWVWY O0TO TAEypa. Mwa tétola avénon Ba
QMALTOVUOE TEPLOCOTEPOUC UTIOAOYLOTIKOUG TtOpout. Ta CNN emtAlouy autd ta tpoBARuata
e€etalovrag Hovo €va UTtoocUVOAO TNG EL0OS0U, YWWOTO W TOTILKA CUVSECIUOTNTAL.
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12. Tevikég NMAnpodopieg

12.1 Asdopéva

H Baon 6ebouévwy otnv omola mpaypatomnol)Onke n Sladikaoia ekpadnong amoteAeitat
and wpLaLeG TIMEG TOPOYWYNG KoL KATAVAAWONG EVEPYELAG YLa Tpla ouvamntd £€Tn o€ €va
vnotl. EmutAéov, untdpyouv dedopéva KALLATOAOYIKWY cuvOnKwv, omw¢ Beppokpacia agpa
KOl Taxutnta avéuou. Xe mpwtn ¢pdaon availuong twv Sedopévwv Ppébnke o Pabuog
OUCOYETLONG TIOU €XOUV oL SLAPOoPEC KALLATOAOYLKEG OCUVONKEC UE TNV apaywyn KoL TV
KOTOVAAWON EVEPYELOG. ME aUTO TOV TPOTO EMAEXONKAV Ol KATAAANAEC TIUEG EL0OS0U yLa
TLC QVTLOTOLYEG TIUEG e€O60U.

12.2 AENTOMEPELEG ZUOTHLATOC

The Python programming language [19] is used to perform data analysis, develop models,
run experiments and evaluations. With a rich ecosystem and a diverse set of supported
libraries and frameworks, tasks related to data analysis and neural network modelling are
more convenient. Further on, Table 2.1 summarises what software, hardware and
frameworks that are used.

H yA\wooa mpoypappatiopol Python [19] xpnowomotnOnke yia tnv availuon SeSopévwy,
TNV QVATTUEN HOVTEAWVY, TNV €KTEAEON TIELPAUATWY Kol aflodoyrnoswv. Me éva mAouoLo
oUvolo umootnpllopevwy BLBALoONKwY Kat MAaLoiwy, oL epyacieg mou oxetilovtal pe TV
avaAuon SeSopéVwV Kal TN HOVTEAOTOINON VEUPWVLKWY SIKTUWV UIMOPOUV va TapEXOuV
peyaAutepn akpifela kat e€atopikevon. EmutAéoy, o mivakag 3.1 ouvoilel T0 AOYLOULKO,
TO UALKO Kall Ta TTAQloLaL TToU XpnoLdomoLlouvTal.

Software
Name Version Description
MS Windows 10 Home | 10.0.18363 Operating System
Python Used for implementation
Keras Used for nuilding models
Pandas Used for data analysis
TensorFlow Used as backend for Keras
Cuda Required for Tensorflow
Hardware
Name Description
CPU Intel i5-8300H
GPU NVIDIA GTX 1050Ti
Memory 8.00GB
GPU Memory 4.00GB

Nivakag 1: AenMTOUEPELEG ZUOTAOTOG
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13. AwSwkacio NpoPAePNC

‘Eva povtého npoPAedng eival éva amapaitnto UTIOCUCTNUO TTIOU TIPEMEL VA EQAPHUOCTEL OE
€vav oAyoplOpo TPoAnmTikng Slaxelplong evépyelag LKavo va avtlotabuiosl HeAAOVTIKA
oupBavta. H avaykn mpoPAsdng adopd TNV KATAVAAWON KAl TIG TAPAYWYEC
evépyelag(@epuikn, AwAkn kot HAwakn evépyela). Mpwto BARua ywa tnv €vapén tng
npoBAentiking dtadikaoiag elval n emloyn TLHWV €Ll0060V yla KaBe emheyuévn €€odo. H
erhoyn Baoiletal 1ooo oe dedopéva BLBAloypadiag 600 Kal 0To SeKTN CUOYETLONG UETAED
€l0060u Kol €€0bou. Ma kABe emheyuévn €£060 KATAOKEUAOTNKAV Tpiol HOVTIEAQ
npoPAePng, éva LSTM, éva CNN kot éva YBpLdiko nou amoteAeital and CNN kot LSTM.

Mpwv amno kabe Stadikacia ekpadnong, epapudotnke n ouvaptnon MinMax Scaler wote OAa
va yivouv cupntuxBouv petagu tou [0,1].

x; —mean(x)

MinMax Scaler = ,
max(x) — min (x)

EmutAéov yla va otnBel ocwota évag aAyoplOpog mpoPAedng TMpEMeL va yivel €vag
SLaXWPLOUOC HETatL dedopévwy ekpadnong kat dokwung (training-test split). Ma va
eTUTEVXOEl AUTO OAOKANPWHEVA TIPETEL VA LOXUOUV Ta €€1G SV0: Katapxag, MpEMEL va ival
OPKETA PEYAAO TO HEYEDOG TWV SESOUEVWV SOKLUNG YLa VA aODEPEL OTATIOTIKA ONUOVTLIKA
anoteAéopata. AsUTEPOV, TO GUVOAO SOKIUWV TIPEMEL VA €(VOL OVTUTPOCWIEUTIKO TOU
ouvoAou 8ebopévwy oTo oUVOAG Tou. Me AAAa Adyla, auTto To cUVOAo SeSopévwy bev
TIPETIEL VAL TIEPLEXEL SLAPOPETIKA XOUPAKTNPLOTIKA Ao TO oUVOAO ekmaideuong. Mevikd, To
pEyeBog Tou Selypatog oxetiletal oteva Pe TNV anattolevn akpifela tou mpoPAnuaToC.
‘000 peyaAUtepo eival to péEyebog, Téoo o akplpr Ba eival ta anoteAéoparta. Na to
OUVKEKPLUEVO  TPOPANUA, T MOVIEAA KAl Ol  ETUAEYMEVOL  UTIEPTIOPAUETPOL
(hyperparameters) Siktvou ev aviumpoownevav VPNAN TOAUTTAOKOTNTA, EMOUEVWCE, TO
puéyeBoc twv Oedopévwv Oev ATAV TIEPLOPLOTIKOC TAPAYOVIAC TNG OKPiBelag Tmou
eTTELXONKE. EMeLdn To oUvoAo SeSoUEVwV NTAV APKETA PEYAAO, ATAV EPLKTO VA UTIAPXEL
Staxwplopog 70/30, 70% tou cuVOALKOU cUVOAOU SESOUEVWV TIOU XPNOLUOTIOONKE yLo TV
ekmaidevon kat 30% yla Tic SoKIUES. Omwc gival Aoyiko yio KaBe StadopeTIKA MOPAUETPO
TIOU E€MPOKEITO Vo eAeyxBel emAéxOnkav SladopeTikéC mapapeTpol eo0odou. Etol
npogkuPav ta e€Nc:

e [lapdauetpol e106d0u Kai e€6dou OAIkou Popriou:

o 48 TiyEg Twv OedONEVWY wPINiag KATavaAwong Twv dUO TTPONYOUUEVWY

NHEPWY,
o 24 mipég dedopévwy BepPOKPATiag TTPONYOUUEVNG NUEPOG

o 7 duadikéG TIEG TTOU AvTIOTOIXOUV OTNnV nuépa TnG eBdouddag
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o H éEodog atroteAolvTav atrd €va diavuoua 24 petaBAnTwy TTOU TTEPIEIXE TIG

TTPORBAETTOPEVEG TINEG QOPTIOU TNG ETTOUEVNG NUEPAS
o [lapdaueTpol e106dou Kal £g6dou HAlokAG Evépyeiag:
o 7 OuadiKEG TIMEG TTOU AvTIoTOIXOUV OTNnV nuépa tnG eBdouddag

24 Tiuég dedouévwy BepuoKkpaciag TTPONYOUNEVNG NUEPAG

o

o 24 Tigég TTponyouEVWY dIAXUTWV OeOONEVWY OKTIVOBOAIOG
o 24 TIEG TTPONYOUHEVWY OeDOUEVWIY APEONG OKTIVOBOAIaG

o H €€odog atroteAouvTav atrd €va didvuoua 24 PeTaBANTWY TTOU TTEPIEIXE TIG

TTPOBAETTOPEVEG TINEG TTapaywynis HAlakAG EvEpyelag TNG eTTOMEVNG NPEPOAG
o [lapdaueTpol ei06dou kal e€6dou AloAIkN G Evépyelag:
o 7 duadIKEG TIMEG TTOU avTIoToIXoUV OTnNV nuépa Tng eBdouddag
o 24 TIYEG TTpoNyoUEVWY OEDONEVWY TaXUTNTAG AVEUOU

o H €€odog atroteAolvTav atrd €va diavuoua 24 PeTaBANTWY TTOU TTEPIEIXE TIG

TTPORAETTOPEVEG TINESG TTApaywyS AIOAIKAG EvEpyeiag TNG eTTOPEVNG NUEPAS
o [lapdaueTpol e106dou Kal £¢6dou Oepuikhg Evépyelag:
o 7 duadIKEG TIMEG TTOU AVTIOTOIXOUV OTNV NUEPQA TNG ERBOPAdAG
o 24 TigéG TwV OEDOUEVWV WPIdIaG KATAavAAWONG TNG TTPONYOUUEVNGS NPEPQG,
o 24 mipég dedopuEvwy BEpUOKPATiag TTPONYOUUEVNG NUEPAG

o H €€odog atroteAolvTav aTrd €va diavuoua 24 PeTaBAnTwyY TTOU TTEPIEIXE TIG
TTPOBAETTOPEVEG TINEG TTApAYWYAS OeplIkNG EvEépyeiag TNG eTTOUEVNG NUEPOS
And outd TO HOVTEAQ TPoEKUPOV KATOLEG TIMEC €€060U TOU OuUYKPLONKAV HE TIG

TIPAYUATIKEG TLUEG. EToL mpoékuav kamolot Babuol akpifelag yia to kabe povrédo. Ot
HETPNOELG afloAdynong Ttwv embocewv yla kabe poviédo Paociotnkav ota e€AC:

n
1 N
MSE =~ E (v, - 7)°
i=1
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n
1 _
RMSE = ;z(l’i—Yi)z

=1

(Y= 1)
n

MAE =

Juykpivovtog ta ekdotote opalparta nmpoékuPav ta akOAouBa TeAKA povteAa poPBAeng:

Total Forecast MAE RMSE MSE
Hybrid 0.054 0.069 0.005
Solar MAE RMSE MSE
Hybrid 0.039 0.068 0.005
Wind MAE RMSE MSE
Hybrid 0.048 0.065 0.004
Thermal MAE RMSE MSE
LSTM 0.070 0.068 0.005

Nivakag 2: Ta povtéAa Tou POEKUP OV HE TIC XAUNAOTEPES TIUEC ODAAUATWY

—— Hybrid
Given data

PV (MWh)
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—— Hybrid
Given data
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IxAMa 5: AmoTumtwvetal ouykplon LETafl Twv SeSopévwy mou mpogkuPpav amod ta TeEAKA
HOVTEAQ Ipooopoiwong Katl Twv aAnBivwv dedopevwv

Thermal Energy (MWh)
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14. AAyopOpo¢ BeAtiotonoinong

Avarmtuxonke évag alyoplOpog yla va evowpatwel oto cuotnua Slaxeiplong evépyeLag tou
SIKTUOU VNOWWTLKAG EVEPYELAG, O omolog Ba pmopoucoe va avaBabuiosl tn Asttoupyia Tou
TIAPEXOVTOG OVAVEWOLUN EVEPYELA UE TILO A0hOAr KoL oTABEPO TPOTO KAl PE HUEYLOTO
EUplopa TNG LEYLOTNG TLUNAG {NTtnong. O avamtuypévog alyoplBuog ntav KatadAAnAog yla tn
OUYKEKPLUEVN VNOLWTLKA TIEPLMTTWON TTOU EPELVNONKE 0€ AUTN TN UEAETN, aAAA Ba pmopoloe
emniong va epopUooTEL e AlyEG TPOTIOTIOLNOELG O€ AAAX TTAPOMOLO CUCTAUATA LoXUOG. MeTa
™ Sopopdwon kat tn Sokwn tng povadag mpoPAsdng doptiou, eival Suvatov va
nipoPAedBoUV oL TIHEG TATNONG KaL TTAPOXNG TNE EMOUEVNC NUEPAC O wplaia Baon. Auth n
avotnta eAdOn unmown ya tnv avantuén evog mpoyvwoTtikoU aAyopiBuou cuoTApOTOog
Slaxeiplong evépyelag (EMS) mou Ba pmopouloe va xpnotpomnotnBel yia tnv «e€umvomnoinon»
TOU OUOTHHATOG NAEKTPLKAG EVEPYELAG.

14.1 AAyop1Bpog AloAkng EvépyeLag

H evowpATwon TwV QVOVEWOLUWY TINYWV EVEPYELAC, Kal L6lwE TNG alOAKAG EVEPYELAC,
Umopel va TMPoKaAECEL SLAKUUAVOELG TNG LOXVOC, O €va CUOTNUO NAEKTPLKAG EVEPYELAG,
AOyw NG Sdlalelmovoag pUoNG ToUg, OTIWE MAPATNPELTOL OTO O A TTAPAKATW.

—— Wind prediction

Wind Energy (MWh)
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IXAMA 6: ALOKUUAVOELG TNG WPLALOG OILOALKAG EVEPYELOG OTA TMAALOLO TIEVTE NUEPWVY

MpoKeLUEVOU va XpnoLHomoLnBOel aloALkr) evépyela oto SIKTUO NAEKTPLKNG EVEPYELAC TTAPA
TLG SLOKUUAVOELG TNG, armatteital n e§opdAuvon TnG mopaywyng aLoALKN G EVEPYELAG ELVaL pULa
amno TI§ KaAuTtepeg Suvatég AUCELG TTOU UmopoUV va epapUooToUV yla TNV eniAucn autou
Tou TmpoPAnuatog. H péBodog mou avamtuxBnke otnv SUTAWUATIKY QUTH ylo TV
e€opdAuvon TNG AlOAKAG evEpyelag sival n efopdAuvon péow battery energy storage

March 4, 2020 H




Diploma Thesis — Achilleas O. Achilleos

system. Me tn xprion evog «€Eumvou» adyopiBuou TPoKUTITEL TO €£€MC AMOTEAEGHA YLO TNV
TIAPOYOEVN TEALKN) EVEPYELAL:

Pwind + Plgiat
B = C
Pwind - Pbat
,OTIOU Pspm QVTUTPOOWTEVEL TNV OUAAOTIOLNHEVN EVEPYELA, Pwind TNV TIAPAYOUEVN EVEPYELQ
OO TLG OLOALKEG YEVVATPLEG KAl Ppgr TNV EVEPYELD TIOU Slaxelpilovtal oL pmatapieg, ite
doptTiong eite ekdpoptiong. Zuvenwe edpapuolovtag tov aAyoplBuo mou avamtuxdnke
napatnpeitat n €€n¢ Stadopomnoinon oTnV EVEPYELD, CUYKPLTIKA LE TO AvwBev Slaypopua:

—— Wind prediction
—— Smoothed

Wind Energy (MWh)
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IXAUA 7: ZUYKPLON OMOAOTIOLNUEVNG LE TIOPOYOUEVN OLOALKH EVEPYELQ

Ta TuApaTa mou Bplokovtal mMavw amd TNV KOKKLVN YPAUUN adpopoUV TNV EVEPYELD TIOU
«TIEPLOCEVELY KAl Xpnolpomoleital yla ¢opTion TnG pnatoapiag Kot to THARaTa mou ival
KATW amod autr, TNV EMUTAEOV EVEPYELO TIOU amalTeltal yia va apaxOel auti n KaumuAn.
Q¢ péow amobnkeuong eVEPYELOG xpnolomolBnkav pnatapieg Li-ion pe ouvteheotn of
Ne KAt g (0o pe 85%. Zuvenwg n TEAKN XWPNTIKOTNTA TIOU XPELAOTNKE yla TN AgLtoupyla
TOoU cuothiuatog eivat 7Z80MWh. Me tnv opadormnoinon autr enteUxOnke e€opudAuvon g
KOUTUANG Ttapaywyng t¢ Bepuikng evépyelag. EmumAéov, n e€opdAuvon tng BepULKAG
KaUmUuAng Ba BonBroel otnv Kataokeurp tou oAyopiBuou yla TO OUVOAIKO cUoThUO
amnoBrkevong evépyelag. TEAog, BonBd oe dAAoug Topeic. Melwvel tn Sladeimouvoa LoXU TG
QLOALKAG EVEPYELAG, N omola ovoudletal «Ramp Rate» [36].
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14.2 AAyop1Ouocg Peak Shaving

H béa niow amo tov Sevtepo alyoplBuo BeATioTonoinong e TN XPrion EVOG CUCTHOTOG
anoBnkevong unataplog eivat oAU SLadopeTIKA Ao TNV TPONYOUHEVN. AUTA TN OTLYUN, O
aAyOpLOUOG €xEL TNV EUBUVN VO EEOLKOVOEL EVEPYELX TO TTPWL, VA TNV ATTOBNKEVEL KOLL VAL TOV
XPNOLLOTIOLEL TIG VUXTEPLVEG WPEG.

AvantoxBnke alyoplOpoc¢ o omoiog énalpve cav dedopéva elcodou tnv mMpoPAsdn tou
doptiou, OMwG aut MPOKUMTEL amd To VEUPWVIKO Siktuo, TNV Tapaywyn Twv PV ng
EMOUEVNG NUEPOG KL TNV TLUA TIEPLKOTNC TNG Kopudr¢. Me Bdon ta tponyoL peva dedopéva
€10680U Kal KaTOTLV cuyKeKpLUévng Stadikaoiag, £Byale oav £€0do Tnv mopeia Aettoupyiag
TWV ouppatikwy povadwy mapaywyns Kabwe Kol TG TIHEG LoXUog Tou Ba €mpeme va
amoBnkeutoUv OTO ocuoTnua pmataplwyv (BESS) kaBe wpa tn¢ nuépag. Katda tnv
apxlkomoinorn tou alyopibBuou autol, o omoiog ekteAsital yla KABe nUEpa TOU £TOUC,
Bewpeital éva eninmedo woxvoc (mou ovopdotnke offset), mavw oto omoio mpootiBetal n
OUVOALKN Ttapaywyr Twv PV, evw TauTtOXpOovVa TIEPLKOTITOVIAL Ol ALXUEC AELTOUPYLOC TWV
unxavwv. To eninedo offset, petafarletal (aufavetal otadlokd) KATA TNV EMAVAANTITIKN
Sladikaoia tou oAyopiBuou Kol TOUTOXPOova CUMMAPACUPEL pall TOu TNV KAUTUAN
napaywyng twv PV, Snuloupywvtag €Tol ML VEA «OUVOETIKA» KAUTIUAN OUVOALKAG
TIPAYyWYynNg EVEPYELAC, N omola KArmola oTyun epdavilel onueia Topng KLe TV KOUTUAN TOU
doptiou NG (6lag nuépag. H dtadikaoia autr cuveyiletal mepetaipw e Tov (6L0 TPOTO,
HEXPLG OTOU va SnuoupynBel pia «texvntn» meplooela evépyelag, n omola anobnkeveTal
O0TO OUOTNUO UIMOTOPLWVY KOl Tipooeyyilel pe tnv eldyxlotn Betikn Siadopd, TO MOCO
EVEPYELOG TIOU Ba xpelaotel yla va kaAudBel n awyun tou doptiou mou Ba akoAoubBnoel
apyotepa TNV 6la NUEPA. ZE OPLOUEVEG TIEPUTTWOELG N KAUTUAN TApAywynG EVEPYELOG
TIAPEUEVE OTABEPN KAl TIEPLOCOTEPN ATIO TNV ATIALTOUMEVN {NTNOoN €VEPYELaG, KaBwG otav
Atav avaykaio Aoyw auénuévou ¢optiou Twv EMOUEVWV NUEPWV AELTOUPYOUOE Kal WG
ETUMAEOV YyeVVATPLA TNG Umatapiag. Autd pmopel va yivel eUkoAa Katavonto amod To
akOAoUB0o oYU TTIOU AVTIUTPOCWTIEVEL TNV AELTOUPYLO LLOG KOAOKOLPLVNG NUEPQAC.

181th Day of Year
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IxAua 8: TEAKN KOUTIUAN TTApAyWYNG EVEPYELOG OE CUYKPLON LE TNV OUAAOTIOLNEVN KOL TN
{tnon

Ao TI¢ tapanavw SpACELS TIPOKUTITEL VA TEALKO VEO LLOVTEAO TTAPAYWYNG EVEPYELAC YLOL TO
vnol. To apxLko LOVIEAO QTTOTEAOUVTAV ATIO TLG TPELG LOPDEC TTOPAYWYNG EVEPYELAC KAL TLG
EVEPYELAKECG AVAYKEG TOU VNOLoU. To VEO povtéNo Slabétel Suo emumAéov cuotrpata BESS.
O TPOMOC yLa va TPOoSLOPLOTEL N ATALTOULEVN XWPENTLKOTNTA Uratapiag yia tnv BESS eivatl
va Bpebouv oL meploxég poptiong Kal ekdoOpTIoNG KATA TO £€T0C TOU HeAetatal. M
eBSouada avadopag anelkovileTal 0To MAPAKATW OXN .

Winter Week
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— Total New
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Ixnua 8: Mapadelypa xelpuepvng eBSopddag 6mou amelkoviletol n vEa OPAYOUEVN LOXUG
oe ox€on Ue TV {NTnon

2tn 6ebopévn €lkOva, N UMAE KAl KOKKLVN YPOUUA OVTUTPOOWIIEVOUV TN VEA TAPAYOUEVN
EVEPYELA Kal TN {NTnon evépyelag avtiotowya. Ol EMONUOACUEVESG TIEPLOXEG KATW OO TNV
UTTAE YPOUUN KOL TTAVW aTtd TNV KOKKLVN YPOUUNA €lval n evépyela ¢OPTLONG KAl OL TIEPLOXEC
KATW amod tnv KOKKLVN KoL TIAVW OTtO TNV UIAE YpaUUn €lval oL TEPLOXEG ekPOPTWONG TNG
pratapiog. Amo Tov UTIOAOYLOMO QUTWV TWV TEPLOXWYV, yla OANn TN SLApKELA TOU £TOUG
TIPOKUTITEL TO CUUTEPOCHO TIWE N avoyKaia xwpntikotnta pnatapiog eivat 700MWh. 3to
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akoAoubBo oxnua, paivetal n dtadikaoia Gpoptiong Kal eKPOPTIONG TNEG UMATAPLOC yLa TN
b6ebopévn eBdouada.

Winter Week
—— Available battery power
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Ixnua 9: Napadelypa xewepvig eBdopadac omou amnewoviletal n dtadikaoia poptiong
Kol EKOPTLONG TNC UIaTaplog
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15. Iuvoyn - Iupnepdopota

KaBwg n kowwvia aufdvetal ocuvexwg Kal SLlEUpUVEL Tn IATNON Yyl €VEPYELA KAl N
KaTavaAwon evépyelag auvéavetal eniong. Me tnv texvoAoyikr mpoodo mou €xeL onUelwOEL,
OL OVAVEWOLUEG TINYEG EVEPYELAC ATIOTEAOUV GNUAVTLIKO LEPOG TNG UTTOSOWNG TOU NAEKTPLKOU
Siktuou. Me omoladnmote eukalpla avAnTuENG Umopel va urtap&ouv BETIKEG Kol SUCUEVELC
ETUNTWOELS. H SUTAWMATIKN aUTH €XEL WG OTOXO VO TTAPOUCLACEL afLOTLOTA KOl akpLpn
HOVTEAQ yLa TNV POPAEP N TWV MAPAYOUEVWY EVEPYELWY ATIO LOPDEG AVOAVEWOLUWY TINYWV
EVEPYELAG KaL va SwaoeL pia AUON yLlol TOV HETPLOOHUO INTNUATWY NAEKTPLKOU SLKTUOU TIOU
TpokUTTouV pe uPnAa emnineda Siteicbuong PV kal aloAwkng evépyelag oe tpododotn
Slavoung. Avamtuxbnkav véec HopdEC alyopiBuwv TpoPAsePng Sebopévwv  Kal
TEKUNPLWONKav pe akpiBela ol Adyol mou emAEXONKe o KaBEvag amod autoug os KAbe
nepimtwon.

Ocov adopa T Sloxeiplon evépyelag, €L0nXOn Kal EVOwHATWONKE €va TPOYVWOTIKO
ovotnua dlaxeiplong evépyelag (EMS) pe Baon tnv npofAsdn doptiou Kal evowpatwdnKe
otn Aswtoupyia evog cuoTAUATOG amobrkeuong evépyelag pnatapiag (BESS). e autn
SdlatpBn, mapoucidctnkav SUo Sladopetikd poviéAa BESS. O mpwtog aAyoplBuog
avantuxOnke yla tn otabepomnoinon tng mapaywyng aloALkng evépyetag. O mapayovtag nmou
EMNPEeAleEL TNV TApPAYwWYN ALOALKAG eVEPYeELag odeileTal Kuplwg otV TOXUTNTA KAl TNV
katevBuUveon Tou avépou, U0 TAPAYOVTEG TIOU €ilval évtova PeTaBAntol. ZUVENWC, lvat
Aoyiko va amnattnBel n otabBepomnoinon tng mapayoUeVNG EVEPYELAG. OO TNV OAAN TAEUPAQ,
N NALOKN EVEPYELA EIVOL YVWOTO OTLTTOPAYETAL LOVO KATA TN SLAPKELA TNG NUEPAG. EMuTAéoy,
EXEL TIOAU HILKPOTEPECG OTLYHLOLEG KOL OPLOKEG OLAKUMAVOELS OE OXEON WE TNV QALOALKN
EVEPYELQ, OTIWC KAl TTApOUOLA TTapaywyn Kata tig idleg meplddoug oe olyKpLlon UE Ta £TN.
Mo to AGyo auTo, ETUAEXONKE Lo popdn amobrikeuong emMAEOV NALOKN G EVEPYELOG TTOU SeV
KOTOVOAWVETAL YLO TN HEIWON TOU PEYLOTOU GOPTIOU EVEPYELAC TIOU MAPAYETOL OO TOV
BEpULKO KLVNTHpO.

To anmoteAEoUATA TWV TIPOCOUOLWOEWV EGeLav OTL e TNV EPapUOY TNG TIPOTEWVOUEVNG
pebodoloyiag, sivat duvatn n enitevén opaAotepng AeLtoupyilag Twv BEPULKWY UNXAVWV
KaBwG aKkOUn KOl N avVTKOTACTACH TOUG Ao NXOVEG MLKPOTEPNG LOXVUOG, EVW TAUTOXPOVA
BeAtiwBnke n alomoinon g MapayoUeVNG NAEKTPLKNAG EVEPYELOG Ao T0 dwTOBOATAIKO
TIAPKO, ETLTPETOVTAC LEyOAUTEPN Slelobuon TG VUXTEPLVEG WPEG OLLXLNG.
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