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Abstract

Although not at the forefront of emergency management rationale, in cases of catastrophes,
transportation networks prove their role as vital lifelines, ensuring network connectivity and
providing the necessary, underlying ways for the execution of a series of emergency operations.
At the same time, transportation networks are themselves vulnerable to structural and functional
degradation, which, combined with the stochasticity involved in the travelers' behavior and the
diverse needs arising under emergency conditions, mount the pressure for the need of effective
network management; this will, most probably than not, require a re-structuring of network
functioning, often in the form of network re-configuration, along with the employment of other
operational strategies. In this context, the development of appropriate management tools that can
account for the network's operational state and the individuals' behavioral aspects and optimally
re-structure them to the benefit of overall network functionality are of significant practical
importance. In such settings, these tools can help facilitate the related emergency operations and
provide critical added value to the whole disaster management process.

In this context, the present thesis endeavors to advance the state-of-the-art in disaster
management by providing a framework that supports and promotes the enhancement of network
functionality in an integrated manner. The thesis distances itself from the consideration of
specific network operations and examines network functioning from a wider perspective, that of
generalized network management. In order to do so, the framework explicitly considers the
operational state of the network and users' behavioral patterns and attempts a system re-
organization on the basis of defined objectives; this is achieved through the use of appropriate
strategies, the development of a multi-aspect performance measure, the formulation of suitable
hypotheses regarding route construction and route choice and the selection of an appropriate
analysis concept. The dissertation ultimately provides a sound conceptual and mathematical
framework for efficiently handling the various needs arising in the period following a
catastrophe. The framework can be used as a planning tool by transportation professionals and
stakeholders and adds a higher degree of realism in the decision-making process by explicitly
accounting for some of the stochasticities that are either way present in transportation
management, but possibly exacerbated in a post-disaster setting.
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EIL.1 Avtikeipevo épevvac kon pgbodoroyikd prpata

[Tapott dev Ppiokovtor 6To €XIKEVTIPO TOV GYEIAGHOV dloYEIPIONG EKTOKTMV KOATOGTAGEMY, GE
TEPIMTOON KOTOGTPOPIKAOV YEYOVOT®V, O POAOC TMV UETOPOPIKOV OIKTO®V &ivar (OTIKNG
onupociog kabmng efacearilovv cuVIECOTNTO HETAED TOV YEOYPUPIKAOV TEPLOYOV KOl
TOPEYOVV TO OTAPOITNTO, LTOKEIPHEVO VTOPABPO Y TNV EKTEAECT EKTOKTWOV ETLYEPNCEMV.
Toavtodypova, To HETAPOPIKA diKTLO EIvVOl KOl TO 10100 TOVG ELAAMTO GE OOIKN KOl AELTOVPYIKY|
vrofaduion, Evd 1 OTOXACTIKOTNTO TOL YOPOKTNPILEL T CLUTEPLPOPA T®V YPNOTOV Kol Ol
OLOLPOPETIKES AVAYKES TTOL TPOKVTTOLV MG OTOPPOLL TOV KATOGTPOPIKMV YEYOVOT®OV ovEAVOLV
™V avaykn yio omotelecpotikny dwyeipion tovg. Kdatt tétoto, o€ yevikég Ypaupues, Tpovmodétel
™V avadlopOPP®ON TNG AELTOVPYING TOV OIKTVOV, GLYVA HE TN HOPPN TOV EMAVOCYEIIOGLOV
avtoV, 6€ GLVOVACUO pe TNV adlomoinomn GAl®V otpatnyikov olayeipons. Katd cvvénela, n
Slpdpemon KatdAAnAlmv epyoieimv dwoyeipiong mov B pmopobv vo GLVLTOAOYIGOUV TN
AELTOVPYIKY] KATAGTACT] TOV OIKTVOV KOl TIG OLPOPETIKEG CVUTEPUPOPES TMV YPNOTMOV KOl VO TIG
avadloPYOVAOGOLV LE BEATIOTO TPOTTO TPOG OPEAOG TNG CUVOAIKTG AEITOVPYIKOTNTOS TOV OIKTVOV
KpiveTon ™G HEYAANG TPAKTIKNG onpaciag. Yo tétoleg cuvOnkeg, ta epyaieio avtd Oa pmopodv
Vo O1EVKOAVVOVV TIG CYETIKEG EKTOKTES EMIYEPNOELS KO VO TPOGODGOLY TpooTifépevn a&io otV
O\ drndwacio dloyeiplong KATAGTPOPAOV.

[Mpdypot, mn  wowwvikn €EEMEN  onuovpyel v avdykn 0O€omiong Kol €PAPUOYNG
OTOTEAECUATIKOV UETPOV  OVTIHETOTIONG TOV KOTACTPOPIKOV YEYOVOTOV 00TOG (OOTE Vo
dwutnpeital n KowvoviKy doun, cvvoyn kot Agttovpyio. Xe ovtd 1O TAOIGL0, M TOpovGA
owaxtopikn dwtpPn eotidleton oTN OOYEIPION KOTAGTPOPADV GE HETAPOPIKA OIKTLO GTNV
EPL0d0 MOV EMETOL TOV KOTAGTPOPIKOV Yeyovotoc. [Tapodtt mAnbog emyyeipiicemv pumopovv va
AdBovv ydpo 0T UETO-KATOGTPOPIKN TEPi000 (HE TNV eKKEVOOT dkTHOoL vo givon mbovmdg M
TAEOV ONUOVTIKY KOl EKTEVMOG UEAETNUEVN HETAEL avTdv eEontiag Tng onuaciog g yo v
podiomion g avOpomivng {ong Kot vyeiag), 1 10aKToptkn dSatpiPn 6TIALETOL GTO OVTIKEIUEVO
™G YeEVIKELUEVNG dtayeiptong otktvov. [1pog 1o okomd avtod, amd T pio Aapfdavovrol v Oyy ot
aVAYKEG TOV SLOUOPPDVOVTUL OO SLOPOPETIKOVS TOTOVS YPNOTMOV HUECH TNG BEDPNONG KIVICEDV
Kol TTPog OTIS VO Katevbivoelg kKuklopopiag, evd amd v GAAN epoppolovior KoTAAANAES
oTpaTNYIKEG Srayeiplong kot PETpa amddoong o oxéon He Tovg opllOUEVOLG Yo TO GUGTNLO
o1oyove. TlapdAAnio eVOOUOTOVOVTOL KOl GUUTEPIPOPIKE YOPOKTNPIOTIKE TOV ¥PNOTOV GE
OpPOLG EMAOYNG O10.0POUNG.

H dwyelpion dwktoov, Onw¢ Oopop@dvetor HEGH omd TIG OYETIKEG EMXEPNOELS TOL
TPAYHOTOTO0VVTOL 08 avTd, pmopel yevikd va Oempnbel og pio mepintwon tov mTpofANUATOS
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oyedloopov dktvov (network design problem (NDP)), evog amd o mAéov dvoKola TPpoPAraTo
0TO OVTIKEILEVO TOV oYedlacUoD TV petagopdv. EE' opiopov, 10 mpofAnua tov oyxedtacpuol
dwtHov meprapPdvel amoeidcelc mov oyetilovion pe TG oTpatnykég owayeipiong mov Ha
€EQOPUOCTOVV ©TO dikTvo Yoo T PeAtioronoinon ™G 0mdO0GNG TOL, EVO TOPAAANAQ
ocuvumoloyilel TLuYOV TEPLOPIGUOVS GTOV TPOUTOAOYIGHO 7oL  dwatibetar kobdg kol ™
CUUTEPIPOPE TV YPNOTOV Kot TN dadikacio emioyng owadpounc. H Bedtioon g anddoomng
TOU OIKTOOV EMOUMKETOL HECH TOV EMOVOCYEOIAGHOV OLTOV 1 / KOl TNG OVOKOTOVOUNG TNG
{ong evd 1 CLUTEPLPOPA TV YPNOTMOV ATOOIOETOL PECH TOV OPYXDV TNG OLTIOKPOTIKNG
(deterministic user equilibrium (DUE)) 1} tg otoyaotikng 1coppomiag tov xpnotn (stochastic
user equilibrium (SUE)). Moap' 6A' avtd, m 01Ti0KkpoTiKy 160ppomio Tov ypnotn Bewmpeitol
OVETOPKNG Y10l TN LOVTEAOTOINGT TNG CLUTEPLPOPAS TMOV UETOKIVOOUEV®V, EWOIKOTEPO OE KOTA TN
OLapKELN EKTAKTOV TEPIOTAGEMV. [Ipdypartt, o1 S1UKVUAVGELS TV POPTOV TOL TAPATNPOVVTUL O
OMOTEAECUO. OAAYDV OTNV TPOSPOPA kot tn (ftnomn odnyodlv GTO GUUTEPACUO TS TO
OTOYOOTIKA HOVTELD 1G0ppoTiag ivar pdAAov KataAAnAdtepa yio TV omdoocn TPoPANUATOV
TOV TPAYUATIKOD KOGHOVL. Q0TOGO, Kol Topd v eveMéio Tov TPoPANUATOV GYXESACHOD
OIKTHOL VO EVOOUATMOGOVY TUYOIES UETOPANTEG OTN SOTLTTOOT TOVG, Ol £MG TAOPL EPEVVITIKEG
TPOooTAOEIEC GE GTOYUOTIKA TPOoPANpaTa elval eEPETIKA TEPLOPIGUEVEC.

Qg €K T0UTOL, N TOPOVSA SOUKTOPIKN TP GTOYEVEL OTNV €EEMEN TG €W TOPA EPELVAG
OTO OVTIKEIUEVO NG OOYEIPIONG KATOGTPOPIK®V YEYOVOT®V V10OeTOVTOS Hiot OAOKANPpOUEVN
TPOGEYYION YO TNV EVIOYLOTN TNG AEITOLPYIKOTNTOS TOL OIKTVOL pE €&ETAoT TOL €VPVTEPOL
@acpatog g Asttovpyiog avtov. To mAaiclo Tov SAHOPPAOVETOL LE OVTOV TOV TPOTO AapPAaver
V' OYIV TOL TOGO TN AETOLPYIKI KATAGTACT TOV OIKTOOV OGO KOl TO TPOTLTO CLUTEPLPOPAG
TOV YPNOTAOV KOl EMYEPEl P avadlopydvedoT TOL GLGTNUATOS OTN PACTN GLYKEKPIUEVOV
oTOY®V: avTd EMTVYYXAVETOL UPECEO TNG XPNONG KATAAANA®V GTPATNYIKOV Olo)EIPIoNG, NG
avamTUENG  €VOG  TOAL-TOPOYOVTIKOV HETPOL  ATOOOONS, 1TNG OWHOPP®ONG  KATAAANA®V
vroBécemv 6g oyéomn pe TNV avTiANyN TV TOAVAOV S100POU®Y KoL TNG ETAOYNS QVTAOV 0O TOVG
LETOKIVOOLEVOLG KOl TNG YPNONS TOV KATAAANAOL €idovg avaivong. H ddaxtopikn datpifr) v
téhel  gwonyeiton  €va OAOKANPOUEVO  €VVOLOAOYIKO Kot  pobnuotikd mioicto  ywo v
OTOTEAECUOTIKT] OLOYEIPIOT TOV OVOYK®V OV TPOKVITOLV GE £VO UETAPOPIKO OIKTLO OTNV
ePiodo mov EmeTon VOGS KATAGTPOPIKOV YeYovoTog. To mhaiclo pumopel va ypnoyporombet wg
HéB0d0G oYedIoUOD OO TOVG EUTAEKOUEVOLG (POPEIC KOl LITOJEIKVOEL Pid PEQAICTIKOTEPT
TpocEyyon eni Tov TPoPAUATOG, e pNTN BedpnoN OPIGUEVOV OO TI GTOYUCTIKOTNTES TOV €K
TOV TPAYLATOV VIEAPYOLY GTN JLYEIPION UETAPOPIKAOV SIKTO®V OAAL GUYVE €vteivovTol GTO
HETO-KOATOGTPOPIKO TEPIPAALOV. Q¢ €K TOVTOV, 1 O1OAKTOPIKY SLTPPT) TPOAYEL TIG AVTIGTOLXESG
EPEVLVNTIKEG TTPOCTADEIEG, Ol OTOIES, GE YEVIKEG YPOUUUES £MG TOPO, OTOPEVYOLV Vo EVTAEOVV
TAPOUETPOVG OTOYACTIKOTNTAG OTLS OUTVIIMGELS TOV TPOPANUATOV GYEOAGHOV SIKTHOV.
Ye avtiotoyio pe tov gpevvnTikd okomd, ta. pebodoroywd Prpata mov akolovBoldvror otV
TopoVGa SWOOKTOPIKY dlaTptPr| LTopohV Vo GLVOYIGTOVV MG EENG:
e Exrtevig avackomnon g Piproypaeiog otov Topéa g dlayeiplong KAToGTPOPOV LE
éupaoct ota aAANA0-oxeTICONEVA OVTIKEILEVA TNG EKTIUNOTMG TNG ATOS0GNS OIKTLOV KO
TOV GYEOCHOV EKTAKTOV EMYEPNCEMV. XTOYOG €ivol 0 TPOGIOPIGUOS TV TAEOV
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TPOceaTOV e£eMEewV 0TO OVOTEP® TTEdlD KABMG KOl TOV EPEVVNTIKAOV TEPLOYDYV TOV
TPOCPEPOLY OLVATOTNTEG TEPULTEP® DEPEVVNONG,.

2Hvoyn TV VEIOTAUEVOV HOVTEA®V EMAOYNG O100POUNG Kot TV HEBOd®V GYedOGHLOD
dtdpounc. Ztoyog €ivor n mopoyn Tov amapoitnTov VIOPaBPoL Yoo TV ETAOYY| TOV
KATOAANAOTEPOL  GLVOVLAGHOV TV TAPOTAVE TAPOUETPOV GE OYECN HE  TO
YOPOKTNPIOTIKE TOV PETA-KATOGTPOPIKOV TEPIPAALOVTOS KOl TV CTOYWOV GYEOLOGLOV.

AvAnTUEN €VOG OAOKANPOUEVOL EVVOLOAOYIKOD TAOUGIOV HE EVOMUATOON TOIKIA®V
TTUY®OV TOL TPOPANUATOG TNG YEVIKELUEVNG OlaXElpIoNG OKTVOL. XTOY0G €lvarl 1
Swpopemon piag Bewpnrikng kKot peBodoroyikng Pdong vy to GYESOCUO EKTAKTOV
EMYEPNOEDV EMELTO, OMO KATOGTPOPIKO YEYOVOS IKOVOTOLDVTIOG TO YEVIKELUEVO GTOYO
™G eVioyLoMG TG ATAO0GNS TOL SIKTHOV.

ATOTOOT TOV LOONUATIKOV HOVTEA®V OV OVTIGTOLYOVV GTO EVVOLOAOYIKO TAAIGLO TOV
Stpopeddnke. Xtoyoc givor  cHVOEST TOV EKPPAGEDV TOV ATOTLVIIOVOLY TN BE®PNTIKY
GUAAN YT TOVL LOVTEAOD KOl ATOTEAOVV TNV 0LGIN TNG £PEVVAG TTOL TPAYLATOTOUONKE.

Anuovpyio  amotehecpatik@v alyopifumv PeAtiotomoinong ywoo v emilvon TV
OO UOTIKOV HOVTEA®V TTOL dnpovpynOnkayv. X10yog ival n KAtdAANAn yp1non 1oyvpav
pefodoroyidv emidvong (0nwg ot pebevpetikol alyopiBol) mov UmopovV Vo HEWDGOVY
TOV VTOAOYIOTIKO @OpTO oL oyetiletal pe To TPoPANUaTe OloyElpIoNg OIKTLOV EVEM
TOPAAANAQ TOPEXOVY ATOTEAECLATO VYNANG TOLOTITOG KOl EVPMOTIOG.

EmPePaimon g eykvuponTog KOl TNG OMOTEAECUATIKOTNTOS TOV  EVVOLOAOYIKOD
TAOGIOV, TOV HOVIEA®MV GYEOIAGHOV Kol TV aAyopiBumv eTiAvong mov dtopopemdnkoy
HEC® TNG EQOUPUOYNG TOVG GE OIKTLO SOKIUADV VIO JUPOPETIKA GEVAPLO KOTASTPOPDV
Kol TOWKIAMOL VITOBECEMV OVOPOPIKA LE TIG TOPAUETPOVS TOV TPOPANLATOG.

ZOUTEPACUATIKG, 1 O100KTOPIKNY o TPIPr] GUVEIGPEPEL Pio KOVOTOUO KOl SOUNUEVT] TPOGEYYIoN

OTO OVTIKEIHEVO TNG JloXElptong HETAPOPIKOD OIKTOOVL £€mElta omd KOTAGTPOPIKO YEYOVOG,

EeKvmVTOG omd TNV EVVOLOAOYIKT) GUAANYN Kol TN HoOnUatikh Sotdnwon £vOg EVOTOMUEVOD

mhoucsiov kot ovveyilovrag pe ™ omuovpyia eghypévov pebodoroyidv emnilvong kot v

EPAPLOYN QVTOV G STKTLO SOKIUAOV TPOKELUEVOL va, eEakpPwbel 1 amotelecpaTIKOTNTA TOVG.

EIL.2 AwapOpmon drdaxtopikig dwatpiprc

AvoduTikotepa, 1 01dakTopikn dtoTptPr| dtapBpdvetal og eENG:

210 mpwto KePAAOO OIOETOL O OPIGUOG TMV EVVOLDV 1TNG KOTAGTPOONSG Kol NG
dlayeiplong KaTaoTPOPOV HECH A JOPOPETIKEG TPOoEYYioels TG PipAoypapiog Kot
TOPOVCIALETAL O POAOC TV UETAPOPIKMY OIKTLMOV GTNV OAN O1001KAGI0 GYESUGLOV.
[TapdAAnio avaADETOL O OKOTOG TNG EKTOVOVUEVIC £pELVOG Kot Ta peBodoroyikd frpata
oL 0KOAOVOOVVTOL TPOG aVTH TV Katevhuvon eved emmAéov mapotifeTon 1 dSapOpwon
KO 1) TTEPLYPOUPT) TOV TEPLEYOUEVOV GTT SIONKTOPIKT O TP KEQPOAAIWV.

To dedrepo ke@AANIO avaAVEL TO TPOPANUA TG OlOXEIPIONG KATOGTPOPIKMDV YEYOVOTOV
amo Th GKOMY TV HETAPOPIK®V dkTOHmV. ['veton dtoympiopdg pnetald tov oxedlacron
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KOTA TN ObpKELD TNG TEPLOOOV TTOL TPOTYEiTAL 1] EMETOL TNG KATAGTPOPNS, TOVILOVTOG TN
onuocio TG 0eHTEPNS TEPLOSOL KOl TMV OVIIGTOLY®V EVEPYEIDMV OTN OCOAAIGT) TNG
KaBOMKNG AEITOVPYIKOTNTAG TOV SIKTOOV. Xg aVTO TO TAOIGL0, O UETO-KATOGTPOPUKOC
oxedo oG daywpiletar ko peretdtal otn Pdomn 600 dakprtdv vITo-TpoPAnudTOV: (o)
™G extiunong g amddoong tov dwktvov, kat (B) tov kabopiopod TOV GYETIKOV
EKTOKTOV emyelpnoewv mov o Adfovv ydpa 610 SIKTLO KOl TOL GYESUGHOV OVTAOV.
[Tpaypatomoteitar ektevng PiPMoypa@ikn ovackKOTNoN TV dVO0 OAANAO-GYETILOLEVOV
OVTIKEWEVOV, HE TEPUTEP® EMEENYNOT KOL OVOALGT TOV EMUEPOVS YAPOUKTNPIOTIKAOV
touc. H Biploypagio avapoptkd pe tnv amddoon Tov S1KTOOV avaAvETOL G OpoLs: (o)
tov  Bewpoduevov kotacTpoPikoy mepPdAiovtog, kKor (B) ¢  akoilovBovuevng
EVVOL0AOYIKNG TPocEyyions. O mpdtog Opog OVOAVETAL TEPUUTEP® GTOV TOTO 1TNG
KOTOGTPOPNG, OTA YOPOUKTINPIGTIKA TOL OIKTOOV KOl GTOLG UNYXAVICUOVS aoTOXI0G TMV
EMUEPOVS oToyeiwv mov AapPdvovtor v oywv. O de0TEPOG OPOC OVOPEPETAL GTOV
0KOAOVOOVUEVO TOO TNG OVOALGNG, OTO YPNOLUOTOIOVUEVO UETPO OTOO0CMNG, OTIG
VILAPYOVCEG OAANAO-£E0PTNGES HETOED TV HEADV TOL OIKTOOL, OTIS £QPAPUOLOUEVES
TPV N UETA TNV KOTACTPOPN TOPEUPACGES KOl GTOVG GTOYOLG Tov Tifevion. Amo v
GAAN, M PBProypagion GTO OVTIKEILEVO TOV GYEOICUOD TOV EKTOKTMV EMLYEIPTCEDV
Katnyoplomoteitor e dpovg: (a) okomov, kail (B) dwdwkaciog oyxedoopod. O TPMOTOC
OVOQEPETOL OTO €100G TOV EMYEIPNCEMY TOV TPAYLATOTOLOVVTAL GTO OIKTLO KOOMDS Kot
GTO YPOVO GYESOGLOV KOl EPAPLOYNG TOVG, EVM O OEVTEPOS EGTIALEL TNV TPOLYLOTIKN
dwdkacio AMyng amopdoewv Ko mepthapfavel Tic kaboplopeveg dpactnplotnTes, To
YPNOOTOOVUEVO  EPYOAEID  aVAALONG, TIC TPOGOIOPWLOUEVES OTPATNYIKEG Ko
TOPOUETPOVG KABMG Kot TOLG GTOYOVS oL TifevTat.

To pito xepdhoo eoTidlel 6TO TPOPANUA TOV KOTOUEPIGUOL TNG KLKAOPOPING GTO
OlkTvo KO TPOCEEPEL pio EMOKOTNOY TOV HOVTEA®V EMAOYNG O100pOUNG Kol TMV
peBdd®V dnpovpyiog TOL GLVOAOL AVTAV. ZVYKEKPIUEVA, e&artiag TG SUOPP®ONG TOV
TPOPANUATOG TNG LETA-KATAGTPOPIKNG SLoYEIPLONG OIKTVOL G TPOPANLATOS GYESOG OV
OIKTVOV, KO LE OEOOUEVT] TNV OVETAPKELD TNG APYNG TNG OLTIOKPATIKNG 1GOPPOTING TOV
XPNOTN VO OTOODGEL PEAAIGTIKG T CLUTEPLPOPE TV peTakivoduevev (1dtaitepo o€
EKTAKTEG MEPLOTAGELS), £xoVV avonTuyBel poviéha emAoyng dadpoung tov Paciloviot o
datvrmdoelg tomov logit 1 probit. TTapd to yeyovog 6Tt Kot ot 300 Kotnyopieg Exovv ™
Baon tovg otn Bewpia TS YPNOWOTNTOG VILAPYOVY SUKPITEG OLPOPES UETAED TOVG TTOL
KAoTOOV TO YOPOKTNPIOTIKE TOV HOVIEA®V TOL OVAKOLV GTNV €KACTOTE KaTnyopio
TEPLOCOTEPO 1 AryOTEPO EMBLUNTA KOTA TN draditkacia TG HovteAomoinong TS ETAOYNG
dadpopns. 1o KePdAalo mopovoldlovial T0 ToAvwvLKoe povtédo logit (multinomial
logit model (MNL)) kabmdg kot T TEPIGOOTEPO OO TO. LOVIEAQ OV GVIKOLV GTNV
owoyévelr o MNL, eved ta vmorowra povtéda mov Poacifoviar oto MNL kou ta
povtéha tomov probit meprypdoovior oto Ilopdpmua A. Emiong, ot0 kepdloio
TapoTifevtal LoOMUOTIKEG SOTVITOGCELS TG GTOXACTIKNG ooppomiag tov ypnot. To
KEPAAOO KOTOAYEL HE TNV TEPLYPOUPN TOGO TOV EUUECOV OGO Kol AUECOV UeBOO®V
dnovpyiag vog cuVOLOL SLAdPOUDV, LE TIG AueseS LeBOd0VE (0d TIG AUTIOKPATIKES Kot
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TIG OTOYAOTIKEG HeBddoVg mov Pacilovtal ot cuvTopoTEPN dtadpopn MG TIG HeBddovg
TEPLOPIOUEVTG amapiBunong Kot Tig TOUVOTIKEG) VoL AVOADOVTOL TEPLGGOTEPO EKTEVAG.

210 T6T0pTO KEPAANIO TPUYLOTOTOLEITOL 1] EVVOLOAOYIKT) GUAANYM Kol SopOPP®CT TOV
LOVTEAOL TTOL ypnoIponoteitat Yo T PeAtioTonoinon ¢ Asttovpyiog Tov SIKTLOL EMELTA
amd KAtaoTPOPIKO yeyovos. To poviélo STLTAOVETOL ®G £€vo WKTO TPOPAN L
oyedaopon dwktvov (mixed network design problem (MNDP)): 600 dSwkpitég
oTpaTNYIKES dlayeipiong (M avactpoen Tov Awpidmv Kukiopopiog kot n pOOoN g
mong), éva ToAv-mopayoviikd UHETPO amdOooNS (HE CLVOLACUO OEIKTMV YPOVOL
dwdpoune, wovomoinong g Mrnong kot mpoosPacyotnrag petad twv (gvyadv
TPOEAEVOTG - TPOOPIGLOV), O KATOUEPIGUOG TNG KVKAOPOPIaG 6To OiKTLO GOHPOVA HE
™V apyf TG OTOYUOTIKNG 1ooppomiog tov ypiot (akodovbdviog to povtého paired
combinatorial logit (PCL)) kot n eravarappavouevn dnuovpyio dtadpopmdv (cOpemva
pe ™ péBodo e emPoArg mowng otovg ocvvdéouovg tov dwktvov (link penalty
approach)) cvvdvaloviar vrd 10 TAAIGIO TNG OVAALONG TPOTOTNTAG TPOKEWUEVOL VL
AmOOMOOLV VO ETAVACYEOACUEVO OIKTVO HE ovakaTavepnuévny (ntmon pe otdyo
LEYIOTOTTOINGN NG OmOO0GTG TOV. £TO KEPAANLO TTEPLYpAPOvTal Ta. Pacikd onueio Tov
TPOoPALOTOG GE GLVOLAGHO HE TN UABNUOTIKY TOV EK@paoT evd 1 cv{ftnon eni twv
EMUEPOVG TTTVYDV TOV TPOPANUATOS VTTOSTNPILEL TIG OYETIKEG VITOBEGELS TOV Eyvay Ko
TIG AmOPACELS TOV EANEONGAV. 1O TEAOG TOL KEPAANIOL TAPOVGIALeTaL £VOL AETTOUEPES
OLAYPOUUO. EPYOCLDY TOV TPOYPOUUOTIOTIK®OV PNUATOV TOV HOVTEAOL OTMOC OVTA
vAomomMONKav 610 VITOAOYIGTIKO TTEPIPALAOV TOV AoyioutkoD Takétov MatLab.

To wéumro «wepdloo avorver ™ pebBodoroyio emilvong tov mPOPANUATOS TOL
voBemnke. E€aitiag g doung tov HoviéAov doyeiplong ¢ HKTov TPoPANUaTog
OXEOGOD OIKTOOV (O1-emimedn OTUTIMON HE GULUTEPIANYT TOGO GLVEXYDY OCO Kot
SKPLITAOV PETARANTAOV), 1] KUPTOTNTO TOL YDPOV TOV AVce®V dev eEac@aiiletar. Qg ek
TOVTOV, M XPNon nebodoroyidv enilvong mov mpovmodéTovy Kat e&acparilovv axpifeia
EMpEne Vo, ATOKAEIOTEL, e GLVAKOAOLOT TPOGPLYN GE TPOCEYYIGTIKOVS 1 LeBEVPETIKODG
aAYOPIOLOVG TTPOKELUEVOL VO TPOKVOWYOLV AVGELG TPOKTIKNG a&ing. Xe avtd To TAiG1o, TO
ev AOY® mPOPANUO EMADETOL HE TO CLVOVAGUO €VOC YEVETIKOV adyopiBuov (genetic
algorithm (GA)) pe pio dodikacioo KOTOUEPIGUOD NG KVKAOQOPING 6TO OiKTVLO. XTO
KEPAAOLO TTAPEXETAL O OPIGUOC TOV YEVETIKOV OAYOPiOU®VY, LE TEPLYPOPN TOV KVPLOV
HEPOV KOl UNYOVICUADV TOVG, 1 EMEENYNON TOV OLPOPDV TOVG OO TIG TOPUOOGIUKES
peBdO0VG EMAVLONG Kot 1 AVAALGOT TOV TAEOVEKTNUAT®V XPNONG TOVS VIO TO TPICLA TOL
€EEMKTIKOD VTTOAOYIGLOV.

To éxto KePAANIO EMIKEVIPOVETAL GTNV E£QOPLOYN TOL OWIUOPPOUEVOL HOVIEAOL GE
EMUEPOVG UEAETEG TMEPWMMTMGEMY LLE GLVOKOAOLOT EUTEPICTUTMOUEVT] TOPOVGINOT] TOV
OTOTEAEGUATMV. X& aVTO TO TAMIG10, ®G PAon Yo ™ deaywyn piog oepds ovaAdcEDY
xpnoonoteital £vo doKIHACTIKO dikTvo. Ot TPOyUOTOTOI0VUEVES OVAADGELS LTOPOLV VOl
dwkplBovv e téooeplg katnyopies: (o) avaivoelg mov oyetilovion pe oAAayEG oTa
QLGIKO YOPUKTNPLOTIKE TOV SIKTOOV, GUUTEPIAAUPOVOUEVOV OAAOYDV GTNV TOTOAOYio
avtol (O1aKom KOUP®V Kol GUVIECUMY) KOl OTN YOPNTIKOTNTA TOV GLVOEGU®V, ()
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OVOADGEIS 7OV  OyeTilovIOl HE TPOMOMOMGES TOPOUETP®V TOL  TPOPANUOTOC,
ocvumepAappavouéveoy oAloydv otig TuéG tov mapdyovto mowng P (mov sumAéketan
ot dwdkaoio Yéveong SadpoUdV) KoL TOL GUVTEAESTH S10oTopdg 6 (Tov KATASEKVIEL
TNV amOKAIoT HETAED TOV UETOKIVOOUEVOV KOl EUTAEKETOL GTO LOVTEAO TNG GTOYOCTIKNG
1OOPPOTIOG TOL YPNOTH), Ol OTOIEC KOl GUUTANPDVOVTOL, GTNV TEAELTOIO TEPITTMOT, LE
AVOADGELS KATOUEPIGUOD NG KLKAOQOPIOG OTO OIKTVO GUUP®VO HE TIG OPYES NG
OTIOKPATIKNG 1GOPPOTIOG TOV Y¥PNOTN Kot NG PeATioTomoinong tov cuoTiuaTos, (y)
avaAVGelS Tov oyetilovtal pe dakvpdveels g {Rong HeTaEy Tov (euymv Tpoievong
- TTPOOPIGHOD TOV JIKTLOL, Kol TEAOG, (8) avaivoelg Tov oyetilovtol e HeTaPOAEG TV
OLVTEAEGTOV PopdTNTOG TOV Op®V TNG OVIIKEWEVIKNG GLVAPTNONG TOV OVATEPOV
eMESOV NG d-eminedng dloTOTOOoNG Tov TPOPANHaTog (avdAvon evasnociag). Xe avtd
70 TAOIG10, 0 OTOYOG TOV OVOAVCEMVY glval dITTOG Kol Umopel va cuvoyiotel oG eENg: ()
vo €£€TaOTEL 1) OMOSOTIKOTNTO KOl 1] OMTOTEAEGLATIKOTNTO TOL aAYOp1Oov ot Pertioon
™m¢ amddoons tov diktvov, kat (B) va diepevvnbel m vrokeipevn oyéon peta&d g
BéATioTng Avong TOov TPOPANUATOG KOL TOV  TPOOVAQEPHEVTIOV CAAAYDV  OTIG
Tapopétpoug  swoaywyns. H o emideiln  tov  amoteAecpdtov TG 0VAALONG
TPOYUOTOTOEITOL HE TN XPNON SPOPOV THTOV TIVAK®OV Kol SoypopUUdToV (opiopéva
and to omoto mapotifevral oto [Mapdpmua ') ta omoia apopovv gite e empépoug
UEAETEG TEPMTMOEMV, €1T€ €0TIALOVV GTNV EKTEAECT] GLYKPITIKAOV AEI0AOYNCEMV HETAED
TOV SOKPITOV TEPARATOV. TELOC, TPAYHOTOTOIEITOL ETEENYNON TOV OMOTEAEGUATOV KOl
ocv{nmon &' avTdV TPOKEWEVOD v d00el EUPAOT GE CUYKEKPIUEVEG OLOGTAGELS TOV
TPOPANLATOG KO VO TPOKVWYOLV TOL GUUTEPAGLOTO TNG 0VAAVOTG.

o To éfdouo xepdloro ocvvoyiler tor gupnuate TG OWOOKTOPIKNG JTPPNg Kot N
oLVEIGPOPA avTNG ot BipAoypapio kot £dyel Ta KOPLOL GLUTEPAGLATA OO TNV EPELVA
mov TpaypotomoOnke. EmmAéov, 610 KeQAANIO0 TPOTEIVOVTAL KO ovaAVOVTOL TOAVES
KaTELOVVOELG Y100 LEALOVTIKY] £PELVAL.

H dwaxtopikn dwotpipny oAokAnpodvetor pe tig PPMoypapikéc avapopés Tov tapatifeviol 6To
keipevo kat ta [apaptipota A, B ko I

EIL.3 MoaOnpoatiki) o10tT0tmon TPOTELVOUEVOD HOVTEAOD

E&edikevoviag 1o mpoavaeepBévia kot eotialoviog otn  puafnuotiky  dloTummon  Tov
npofAnuatog, avuty avaivetar og eénc: 'Eotm 6t G ( N, A) glval £va TPOGOVUTOAGUEVO STKTVO,
omov N eivon éva ovvoro kKOpuPov kot A givorl éva dtatetaypuévo chvoro cuvoécumy. o kabe

npocavatohopévo odvdeopo (i, j), opieton to prKog owtod dij, o xpévog Sradpopng
ehevbepng pong ty j, N XOPNTIKOTNTA TOL Cjj Ko 0 apykog aptBpog Awpidwy kukropopiag mov
olabétel Iij. Eniong, éoto 61t Ny N eivar éva vmoodvoro kOuPov mov avtictoyel oto

KEVIPOEWON TOL OKTVOL. [ dVO KeEVTIPOELON| (r,s)e Ni, n imon peta&d tov avtictoyov

Levyoug TPoéAevong - TPOOPIGLOV GTUEUDVETOL MG q"” koto nivakog {Rong HeTa&y OAV TV
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Levydv ¢ OD:{qu},V(r,S)e N;. Ze 6,11 0popd GTOV KATAUEPIGUO TG KuKAo@opiag, M
KUKAOQOPLOKT] pOf} KoL 0 xpovog Sladpoung emi twv cuvéécpwv opiloviar g Xj; kot b
avtiotolya. AKOun, éo0t® 0Tl Kh,pr glval To GLVOAD TV SAOPOUADV AVENUEVIS TPOTEPALOTNTOG
OV GLVOEOLV TOVS KOUPOVG AVENUEVN G CTTOVAAOTNTAG TOV VTTOGLVOAOV Nsp LLE GLYKEKPIUEVOLS
Koppovg Tov vroocvvorov N; kot 6t K givat to 6Ovoro mov mepthapfBavel OAES TIG S100POUES
610 diktvo G. 1o poviéro, og dy° kon ty opiloviar To Ko Kat 0 xpdvog Stadpopng g
dwdpoung k mov cuvdéet 1o {evyog TPoELELONC - TPOOPIGLOV (r, S) ,evd W' givor 1) Bopomta
TPOOPICUOD TOV KOUPOL S Yo TOLG HETAKIVOVUEVOVS TTOL TPOEPYOVTAL OO TOV KOUPo I.
EmumAéov, opiletan o deiktng é',jsk = {O,l} , OOV 5ifk =1 edv o0 ovvdecOg (i, j) amoTEAEL TUN L
g dadpoung k mov cvvdéetl 1o (ghyog mpoEAevong - TPOOPIGHOD (I’, S). Ot ekppdoeg Y kot

Z omoteAOVV TIG OVTIKEWEVIKEG GULVOPTNOELS TOV OVAOTEPOL KOl TOV KATMTEPOL EMITESOL
avTioTOY L.

Y& autd 10 TAaiclo, To mTPOPANUa eotidlel: (o) oTNV AVOKATOVOUT TOV A®PId®V KUKAOPOPING
KOTG PAKOG TV GLVOEGU®Y TOL dkTOLoV, (B) otV avampocsappoyn g (Rong HeTosd TV
{evydv mpoélevong - mpoopiopov, kat (y) oty emitevén tov péylotov Svvatod Pabpon
npocPacipudrag peta&h Tov cLVOLOL TV (EVYMOV TPOEALELONG - TPOOPIGHOD TOV SIKTVOV, LE
wWwitepn éueaocr va didetar omv mpdsPacn TPog Tovg KOUPoLg avEnuéving orovdodtnTag
(vocokopeio, 0GTUVOLIKA TUR AT, TUPOCPESTIKOL oTadol, Kotaplyla kAT). Katd cuvéneia, mg

Yij opiletar o apBpos oV Awpidmv KLKAOQOPIOG KATE HNKOG TOV TPOGOVOTOAGUEVOL
GUVOEGLOV (i, j) et 10 TEpag g ddkaciog PeltioTomoinone, ko @ givar T0 T0606TO

avampooapproyns e (nmmong petald tov {evyovg TpoéAevong - TPOOPIGHOV (I‘, S) . Ta cOvoAa,

01 TOPAUETPOL KOl O1 LETOPANTES TTOV YPNGIUOTO10VVTOL 6TO HoVTELO cuvoyilovion otov Ilivaka
EIl.1.

Miveoxog EIL.1 Inpsoypagio Tpopfriqpatog

Sbvolia EMTEOOV
N GOVONO KOUBOV 7 OVTIKELLEVIKT] GUVAPTN O
KOTATEPOV EMTEOV
A G0OVOLO KEVIPOEISHOV o
dij UKOG GUVOEGLOV (I, j)
N oLVOLO KOUP@V aLENUEVNC
Sp GTOLSUOTNTAG apyIKOG 0p1OOg Awpidmv
A GOVOLO GUVBEGH®V Iij KuKAoQopiag el TOL GLVOECHOV
K GLVOLO S10.0pOUDV (I’ J)
Kp, or GOVOLO S1a3POUDY OVENHEVNG Gjj YOPNTIKOTNTO GUVEEGHOV (i, j)
P TPOTEPALOTITOG
- YPOVOG dladpoung erevbepng pong
Iapauctpor ts j ..
' emi TovV CLVOEGLOV (I, j)
Y OVTIKELLEVIKT] GUVAPTNOY OVADTEPOL
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rs
My, My

Wy, Wy, Wy

i km)

rs
F)km

APOVOG d1adpo NG €Tl TOV
ovVdécpov (i, j)
KUKAOQOPLOKT| poN| ML TOV
oVVSEGHOD (i, j)

{on peta&d tov evyoug
poéievong - Tpoopicpov (I1IT)

(r.s)
unkog ¢ dadpoung K mov
ovvoéet to (evyog IIT (I‘, S)

APOVOG dLadPO NG l TNG
dadpopng K mov cvvdéet to Levyog

I (r,s)

deikng 611 0 GVvdespog (i, J)
amotelel TuApa g dadpoung K
7ov cvvdéet To Levyog IIT (I’, S)

(é}lj’?k = 0 7’}1)
GLVTEAEOTIG PopdTNTOg
@Saﬁﬂ

Bapvtnta Tpoopisov Tov Koppov
S Y10 TOVG PUETOKIVOVLLEVOVG TTOV
TPoEpPyovTaL 0md Tov KOUPo I

TapapeTpol g cvvaptnong BPR
GLVTEAEOTEG PopOTNTOg

pon exi tng dradpoung K tov
GLVOLOL SLUOPOUDY (k, m) 7OV

ouvdéovy To (gdyog T (r, S)

mBavotnta emAoyng g Sadpoung
k mov cuvdéet To (ebyog TTIT

(r.s)

oplakn TOaVOTNTA ETAOYNG TOV

Is
Pe/km

Vkrs

IS

rs
Okm

rs
d km

GUVOLOL S10SpOULDY (k, m) OV
ouvdéovv o (gbyog TII1 (r, S)

eEapmuévn mhavoTTe ETA0YNG
¢ Swdpoung K, dedopévou ot
€xel emAeyel 10 cHVOLO SLOOPOUDV

(k, m) 7ov cvvdéovy to Levyog I

(r.s)

OTIOKPOTIKT] GUVICTMOCW TG
xpnowodmTog Yot dadpoun K
ov cvvdEet o Lgvyog TTIT (r, S)

(Vkrs = —Hcﬁs)

GUVTEAEDTNG SLULGTIOPAG
(vmodnAmvel T SraxvpVe UETAED
TOV PETAKIVOOUEVOV)

YEVIKELUEVO KOGTOG TNG O10OPOUNG
k mov cuvdéet to (gdyoc TTIT

(r.s)

delkTng opoldTTag LETAED TV
dadpoudv K kar M tov cuvdérov

Sadpoumv (k, m) 7OV GLVIEOVV TO
Cevyog IIT (r, S)

LKOG TOL KOVOU TUNLOTOG PETAED
TV ddpoudv K kot M tov

GLVOLOV SL0SpopdY (k, m) OV

ouvdéovv 1o Levyog TIIT (I’, S)

Merofintés anépaocns

Yij

rs

ap1OuoS Awpidmv KukAopopiag et

TOV GUVOEGHLOV (i, j)

TOGOGTO OVOTPOGOPOYNG TNG
{nong peta&d tov (evyoug TI1T

(r.s)

To mpdPAnua BeEATIGTOTOINONG TOV AVATEPOL EMTESOV SAUOPPADOVETOL MG EENG:
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s 4I's

mMinY =wid oo Xt =Wa Do ooy, @0+
W3 [az(r,s)elekeK whdie +(1_a)z(f.5)€lekeK WrStlﬂ

VTOKEIIEVO GTOVG AKOAOLOOVG TEPLOPICLOVG:

(EIT.1)

‘v’(i,j)eA,keKhlpr,(r,s)e N; (EIT.2)

Iij+| yJ|ZO|f§”k—O y“20
y..:
! Iij+|ji—yJ|21|f5rsk—1 yjIZ]'

zjeN yi 2LV, j) e A (ETL.3)
2jen Vi 2LV (i) € A (EIL.4)
yij€Z,V(i,J)e A (EIL5)
Cij :Cij(yij)yv(i,j)EA (EIL6)
LedvseNg,reN
rs qurS 7
W= ® 1 0¢ OlAPOPETIKT ﬂgpz'ﬂra)an,V(r,s) eN; (EIL7)
t£r ((/J q )
(r,t)eNl
d|£S = Ziij dljé‘lfk'Vk € K,(I’,S) S Nl (EHS)
(i,))eA
e =Dixj ik ke K,(r,s)eN; (ETL.9)

(i,))eA

V(i, j)e Ake K,(r,S)e N, (EII.10)

éﬁsk _ {l, EQV 0 COVOECLLOS (i v J ) avnkeLorn diadpoun k

0, o€ drapopetixn nepi ttwon

To TpOPANLO TOV KOTAUEPIGLOD TNG KVKAOPOPING GTO KOTMTEPO Minedo ek@paletor mg eENg:

| .I:I’S
minZ = Z(I )A.[ Jt|j(W)dW+ Z(rs)elekeKZmik (1 O- )fkrs In(l z_rs J-l-

(ET1.11)
LS oy S Shetcsof (4 m%ﬁ}
VIOKEIIEVO GTOVG AKOAOLOOVG TTEPLOPIGLLOVG:
Dk K =0"q"V(r,8) e Ny (EIL.12)
fi>o =p"q R, vk e K,(r,s) e N; (ET1.13)
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R =D mek  Pem P, V(1 8) € Ny (ET1.14)
m,keK
1-o¥m
VI‘S Vrs
1-ofs) o L oo
rs 1-oym 1-oyn
Pan = — vkmeK,(r.s)eNy (EL.15)
rs ~lp
n-1on rs Vl"S Vp
I=1 —141|1—0y, || ex +ex
ZIEKZBGQ ( lp) p{lfflrpS i 1-oy
Vrs
eXp 1 ‘ s
— O]
P = e km N ,Vk,meK,(r,s)e N; (EIL.16)
exp( K J+exp£ m_ ]
1-oyny 1-oyn
Ok = i vk,meK,(r,s)eN (EIL.17)
"o A g Y
f¢°>0,vk e K,(r,s) e N; (EIL.18)
Xij = 2 s)eny 2okek T Gifks V(0 ) € A (EI1.19)
xi )

tj =ty | 1+m; {l] V(i j)eA (EI1.20)

, c

H €& (EIl.1) avtiotoyel otV OVIIKEWEVIKY GLVAPTNON TOL OVAOTEPOL EMTESOVL. AVTH
SWHOPOOVETAL G TO oTOOGUEVO GBpotola TPUDY Op®V: NG EANYIOTOTOINCNG TOV OALKOD
xPOVOL S1aOpOUNG GTO OiKTLO, NG pEYLGTOTMOINoNG TS eEumnpetovpevng {NTnong Kot g
peywotromoinong g mpoosPacidtrog petald tav Levydv mpoérevong - mpoopiopov. Ot Tpelg
avtol OgikTeg AEToLPYoVV MG £val TOAL-TOPAYOVIIKO HETPO  amddoons, eotdlovtag o€
SLPOPETIKEG TTOPAUETPOVG TNG AELTOVPYIKOTNTAG TOL dkTOOoV. Edkdtepa, 0 0AKOC ypdvog
dwdpoung oto diktvo e&umnpetel w¢ KpTnplo ypdvov Kabmg eivor oe Bomn vo cuvumoAroyicet
1060 TN QLGIKY] VIOPAOON T®V VTOJOUDY 0G0 Kot TIG MOAVES UETAPOAES TV TPOTHTWOV
petaxivnong: omokAicelg oe omolovonmote amd TOvg OVO mopdyovies Ba Exovv EekdBapn
enintmon otovg ypdvovg dadpounc. Emmiéov, to mocootd g e&ummperoduevng {rjtnong oto
LETA-KATOOTPOPIKO mepPdArlov  Aettovpyel g Oeiktng tov Pobuod wovomoinong twv
petaxwvovpevov. [olamhaciaotés e (nmong epapudlovtal otovg KOpPovg mpoérevong, ot
omoiot avompocapuolovv TV apykag mapoayopevn (ftnorn oe eninmedo mov e&ummpetodv
KAAVTEPO TO GKOTO TNG UEYIGTOMOINGNG TS amdOOGNG TOV SIKTVOV, OTMS OVTH EKPPALETAL LECH
NG OVTIKELWEVIKNG GLVAPTNONG TOV OvVOTEPOL emmeédov. Ze avtd 10 mAoico, opilovrat
SLPOPETIKA TOGOGTA AVOTPOSAPUOYNS TG Cmong Yo kB éva amd ta (ebyn mpoéhevong -
TPOOPIoHOV, pe 6TdY0 TN peyloTomoinon g eEumNPETNONG TOV UETAKIVOUUEVOV GE EMIMESO
ocvotpatog. Téhog, o delktng mpooPacdTnTog amoteleitor amd dVo GPOVS, LE TOV TPAOTO Vo
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Baciletor omv amdotaon Kol TOV OeVTEPO GTO YPOVO Oadpopung. Avti 1 STt TPOGEYYIoN
oTOoYEVEL, Yo aKOUN pio Opd, VO OmOdMCEL TNV EMMTOON UiOG KOTAGTPOPNS GTN SOUIKN Kot
Aertovpyikn vroPadon Tov diktvov. Kat ot 600 6pot ctabpilovior and to cuvtereotn g €E.
(EIT.7) xobd¢ kol amd évav emmAéov mopayovta o, 0 onoiog kabopilel T oyetikn PapvTntd
TOVG. Xg O,TL aPOpA TO TPOCTUO TOV OPOL TPOGRAGIHOTNTOS, EPOGOV 1 UEYIGTOTOINGT QTG
EMTLYYAVETOL HECH TNG EAUYIGTOTOIMNGONG TNG OLVLOUEVIG OMOCTOCNG KOlL TOL YPOVOL
petaxivnong ent tov Stadpopdv mov cuvodovy o kaBe (euYog TPoEAELONS - TPOOPIGUOV, O
avtioTor(0g Opog TPEMEL Vo TapAEet éva eldyioto. H avamposappoyn g emppong tmv Tpiov
CUVIGTOG®MV TNG OVTIKEWEVIKNG OCULVAPTNGCNG OTNV EKTIUNOT TNG AmOd00NG TOL  OKTOOL

EMITLYYAVETOL [LE TN YPTON TOV GLVTEAESTOV Bapdtntag Wy, Wy, W.

H dnuovpyia dwdpoudv oto poviélo axoiovBel ) péBodo ¢ emPoing mowng otovg
ovvdéopovg tov owktvov (link penalty approach), pe 1o mopoydpevo chvoro dtadpoudv va
Swywpiletor oe 000 watnyopies: SOPOUES avENUEVNG KOl pEwpEVNG TpotepandTnTag. H
tagvounon Tov Sdpoudv Tpaypatonoleitor ot Bdon g orovdodttag tv kopPmv. ITo
GLYKEKPLUEVA, MG O100popES avénuévng mpotepatdrag opilovtal eKEIVEG TOV GLVIEOVV TOVG

Koppovg avgnuévng omovdatdtntag oL vrocvuvorov Ng, pe cvykekpiuévovg kOpBoLS TOL

vrocvvorov Ny, evd ot vdhoweg SL0SPOUES TOV FLOUOPPOVOVTOL EVIACGOVIOL GE OUTEG TNG

LELOUEVIC TPOTEPOLATNTAG. XTO LOVTEAO, Ol KOUPOL dLENUEVNG GTOVOALOTITOS OVTIGTOLYOVV GE
gykoTaotdoelg or omoieg eival (oTikng onuociog ywoo v ac@dieid tov mAnOvopol, v
AmOKOTAGTAOT] TNG KOWMVING KOl TN GLVEXION TOV TACNG QUGEMS OPUCTNPLOTHTOV OTMG
vocokopeia, aotuvopkd Tunpate, mupocfectikol otabuoi, xotaedyw xox. E&mtiog g
KPIOUOTNTOG TOV EYKATOCTACEDV OVTMV, Eivol onuavTiko va 300l Tpocoyn oTig S1dPOoUES TOV
TIG ELTNPETOVY GE OPOLG GLVOESTC KOl AEITOVPYIKADV YOPAKTNPIOTIKMOV. AVTO TPAYLATOTOEITOL
pe mmv e&ac@diion, oto péyloto dvvatd Pabud, vyning mpooPactudTNTOS TPOS OVTEG TIG
EYKATAOTAGELS €VAO 1 ovadldtoln Tov Aopidov Kukloeopiag yivetow pe TpOTO TOL VO
e€aocpaAilel ™ ovvatotnta kiviiong Kot mpog TG 0vo koatevBivoelc. Ot GOVOEGHOL OV
SLOLOPPMVOLV TIC SLOOPOUES UITOPEL VoL aviiKovV Kot aTo 000 €idn mov 11§ amaptilovv, kabmg ot
OLOPOUEG OENUEVIG KO HEIMUEVNG TTPOTEPALOTNTAG OeV eivan amapaitnto va dtoympilovio
peta&y tove. e avtod 1o mAaioto, n €€. (EI1.2) xabopilel tov apiBud tov Ampidwv kKuklogopiog
avé ovvoeopo. QoT10C0, OTNV TEPIMTOON GLVOIECUMY TOV OTOTEAOVV TUNUO OLOPOUDV
avénuévng mpotepardotnroc, N &€, (EIL2) oamokAgict v mBoavotta OMKNAG OVAGTPOPNG TNG
KuKAOQOpiag pe v eaoc@diion g Vmapéng tovAdyiotov piog Awpidag KvkAogopiag ovd
katevBuvon. Emmhéov, ov €. (EIL3) ko (EIL4) emtouyydvouv tv Ovmapén tovAdyiotov piog
Aopidac KvkAoopiag pe kotevbBvvon amd M mwpog kdbe wOUPo TOL OIKTVOL QvTioTOVKA,
tovifovtag pe avtdv Tov TpOTo TV avaykn va dtnpndel n cvvdesdTTa ToV TEAELTAiov. H
e€. (EILS5) mepropiler ) petafAnti amdeaong oty Aqyn uovo axépouwv tipov. H €. (EIL6)
opilel ™ yopnrikétnTa TV cvvoésuwyv. H €€. (EIL7) vroroyilel to cvuvtedeotn PapdtnTog yio
Kk@Oe KOUPo mpoopiopoh ot Paon 1060 TS GTOLOAOTNTAG OVTOV, OGO KOl TNG LIAPYOVGOG
O mong otov ko6puPo mpoérevong. H €. (EIL8) vmoloyilel o unkn tov dtodpoudv, evo 1 &&.
(EIT.9) extind tovg avtiotoryoug ypdvoug dadpounc. H €€, (EIL.10) amotelel deiktn tov €hv
KOTO10¢ GVVOEGHOG OOTEAEL TUM LA KATO10G SLOOPOUNG.
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Exterapévn mepidnyn

H €& (EIL11) avriototel otnv OVIIKEWWEVIKT] GUVAPTNGCT TOL KATMOTEPOV EMTEOOL KO
TPOYLOTOTOEL TOV KOTOUEPIGUO TNG KUKAOQOPIaG 6TO JiKTLO, AMTOTEADVTAG TN STHTMGT TOL
povtélov paired combinatorial logit (PCL). H €&. (EII.12) mepropilet to abpoiopo Tov podv emi
TOV O0OPOU®MY TTOV GLVOEOVY éva (gVYOg TTPoEAELONG - TPOOPICHOD Vo gival avTioTor o TNG
{mong mov snuovpyeiton peta&y avtov tov Cevyove. H €€, (EIL13) opiler ™ pon emi piog
dwdpounc peta&d evog (ebyovg mpoéhevong - TPOOPIGHOL Vo givor avdioyn TOCO 1TNG
vrdpyovoag {Nong petasd avtov Tov Levyovg, 660 Kot T mOavOTNTAG Vo EMAEYEL VT M
dwadpouny. Onwg vrodnidverat and v &&€. (EIN.14), oto povtého PCL, n mbavotnta vo emheyet

n owdpour] Kk amd to GUVOAO OLOPOUDV (k, m) mov ovvoéovy to (e0yog mpoélevong -
TPOOPIGLOV (r, S) Baoiletar: (o) omnv oprokn mbovoTTa Vo emtheyel To (e0YOG (k, m) and 10
GUVOAO TV JAOPOUDY TOV GLVOEOLY TO (VYOG TPOEAEVGNG - TPOOPIGHOV (r, S) (e€. (EII.15))
ka, (B) oty e€aptnuévn mbavotnto va emtheyel | dwadpoun Kk, dedouévou 0Tt £yl oM emheyet
10 (ebyog (k,m) (e€. (EIL16)). H €& (EIL17) amoteAei évo pétpo opotdtrog petaé&d twv

dtdpoumv mov cuvBétovy 1o kabe Cevyoc. H €. (EIL.18) mepropiletl Tic poég enl tv d10dpopdv
va taipvouv Betikég Tipég, evo 1 €. (EIL.19) vmoloyilel T pon o€ kBe GHVOEGHO TOV SIKTVOV.
Téhog, 1 €€. (EIN.20) eivau  ovvaptnomn tov Bureau of Public Roads (BPR).

Qc1000, 01 TPES GLVICTMGEG TNG AVTIIKEWWEVIKNG GUVAPTNONG OlaKPivovTol amd SLOPOPETIKEG
povaodeg pétpnong kot taéels peyébovg. Katd ocuvéneia, ot 6pot HETATPETOVTOL OTIG AOIUCTOTEG,
KOVOVIKOTIOMMUEVES LOPPEG TOVE cLPmVa e Tov Tomo (Proos et al., 2001):

Zy

= EIl.21
|Zk,max| ( :

Zk,norm

Onov Zy orm EVOL M KOVOVIKOTOMUEV TUY TG cuvieoTOcag Zy 1 omoio Bpicketal evrdg Tov
OLCTNHOTOG [0,1], Ko |Zk,max| gtvar M péyom mbavy tpn tov Z; yopic mapafiocn tov

nepopiop@v. Ot péyloteg TWES Yoo Tov OMKO YpOVO Sdpoung oto OIKTLO Kot TNV
TpocsPacipnotrao LETOED TV (EVYDV TPOEALEVOTG - TPOOPIGHOV EEAYOVTIOL OO TOVG AVTIGTOLYOVG
VTOAOYIGUOVE GTO U BEATIOTOTOMUEVO, LETO-KATOGTPOPIKO dikTLO KaBmG avTéc Ba vtepéyovv,
oe k0Be mepintmon, exkeivov mov TPoKHTTOVY peTd TN Odikacia PeitioTonoinong. Xe 0,1t
apopd ™ péylotn TN g eummpetovpevng {NTNONG, OVTH 1GOVTOL UE TNV OPYIKY, KN
OVOTPOCOPUOGHEV] OMKN (Rtnom oto Oiktvo. Avtd o@eidetol GTn @UON TNG OTPOTNYIKNG
pOOong ¢ {fnong ovUE®Va LE TNV 0moia, OTOLONTOTE TN TNG EELTNPETOVIEVNS CNTNOMG
eEdyetar oto PeAtiotomomuévo diktvo Ba elval omwodNTOTE HKPOTEPN N TO TOAD iom NG
OVTIOTOYYNC TIUNG TOL SLUHOPPOONKE AUECMG LETA TO TEPUS TNS KATAGTPOPTC.

EIl.4 Avaivoeig

[Tpokepévou va ereyyBet, kot ev TéAeL Vo amoTLRTOOEL, 1 IKAVOTNTO TOL TPOTEVOUEVOL LOVTELOL
o Opovg Peltioong g AETOVPYIKOTNTAG TOV SIKTVOV UETO OO KATAGTPOPIKO YEYOVOS, TO
pnefodoAoyIKd TANiG10 QapuoleTal o€ €va SOKIHOOTIKO OikTvo pe dekamévie KOUPovg Kot
copdvta oKT® cuvdEoHovs. H dtdtaén tov diktvov mapovoidletal otnv Ewkdéva EILL. Xe avtd
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70 diktvo, ot kouPot 2 kon 11 Bewpovvrar kopPot avinpévng orovdadmrag (vwostvoro Ny ):

vrevOvpiletar 6Tt avtol avTioToryohV GE £YKATACTACELS Ol omoieg eival {OTIKNG onuaciog yio
TNV OoQAOAE. TOV TANBVLOUOV, TNV ATOKATAGTOOT TNG KOW®MVING KOl Tr GCULVE(ICN TOV
dpactmplomtov (Yo Topdadstypa, o kOpPpog 2 Bo umopodoe vo avTIoTOEL GTO VOGOKOUEID TG
moANG kat o kKopPog 11 oo actuvoukd tunpa). Ot kéuPot 5 kot 14 amotelodv 10 GAAO GKPO

tv Cevydv koufwv mov dnuovpyovvton pe 10 vrocvoro Ngp, petad tov omolov
oynuatiCovtor ot dwadpopés avénuévng omovdatotntag. Katd ocvvémewn, ot dadpopég mov
e&umnpetovv ta Levyn kopPov (2-5), (5-2), (2-14), (14-2), 11-5), (5-11), (11-14)
kot (14-11) e&apodvtor amd v mOAVOTNTO OAMKNG OVOCSTPOPNS NG KLKAoQopilag ota
EMUEPOVG TUNHOTA TOVS Kol Ba Tpémetl va eEacporiletor 1 VIaPEN ToVAdYIoTOV piog Awpidag
avé katevBovvon avtictoyya. Ot dadpopég mov cvvdéovv to vdrowma (evyn mpoérevong -
TPooPIopoD  (S10dpopég  HEUEVNC OTOLONOTNTOG) OV LTOKEWTOL GE TETOOL  TOTOL
TEPLOPIGHOVGE, LE ATOTEAEGLLO VO ELVOL SVVATI] 1] OAIKT] OVOGTPOPT] TG KUKAOPOPIOG OV TUTLLOL.

Xg 0,TL agopd TNV apyK, un avomrpocappocpévn {tnon petaéd tov {evydv mpoéievong -
npoopiopod (n omoio. dwatnpeiton otabepr| petald TOV TEPIGGOTEPOV AVOADGE®DV), GVTN
ONovPYEiTaL TVYOI0 COUP®VE e TNV KAVOVIKT] KATOVOUT, LE TIG TPOKVTTOVGES TIUEG TOV q"”

VO VTOKEVTOL GE OVATEPO KOl KATMTEPO TOAVAE OPLOL TYLDV.

®[9] 7
7 %
N g N o8 1 £[12]
P oy
.2 s, OO i
4
5 1 \)
.\,\' e ®[10] 1 ®[11] -
o1l " R by
S ™ o [15)
* 6] A
L NS «
i o [4]
. ®13]
2
5] > Y [1] nodes
7 s A ;

—> number of lanes

®  gspecial importance
nodes (subset N__)
S
the other end of the
special Nsp node pairs

4

Ewova EIL1 Avopoép@mon dokipactikod siktoov 15 képpov
Ot avoidoelg enl Tov SOKIUACTIKOL OKTVOV PBaciloviol 6Tn JUOPPOCN CGeEVApPiOY To oToin
HEAETOVV TOV TPOTO LE TOV OTOT0 SLOPOPOTOUCELS TOV EMUEPOVS TOPOUUETPDV TOL TPOPALLOTOG
emmpedlovy to avopevOpevo amotédecua. Tpldvto avaldoelg ekteAobvTal ava mepinTmon yu
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k6Be évav amd tovg £€E1 GLVOLOGLOVG TMOV TOPAUETPOV OOGTOVPMONG Kol HETAAAAENG TOL
yeveTkov aiyopifpov. To amotéreopa givor Evo GOVOAD eKatOV 0YOOVTO OVOADOGE®Y Yo KAOE
éva amd 0. GEVAPLO TTOL APOPOLV GE BALAYEC: (0) GTA PLGIKA YOPAKTNPLOTIKA TOV diKTOLOV, ()
oTIS mapapeTpoug P kar €, ko (y) otn yevopevn {nmon. To 1610 apopd Kot 6TIc avaAdGEL TOV
TPOUYUOTOTOOVV  OUTIOKPATIKO KOTOUEPIOCUO TNG KLKAOQOPiog oTo OiKTLO GOUE®VE HE TO
povtéla deterministic user equilibrium (DUE) ko system optimum (SO). Télog, o€ 0,Tt apopd
TIG avaAvoElS evatotnaciog, avtég emiong ayyiCovv Tov aplBpd TV ekatdév 0yoovTa, e TpLivTo
OVOADGELS VO TPOYUOTOTOOVVTOL Yo KAOE évav amd Toug €51 GUVOVAGHOVS TOV GLVIEAEGTAOV
Bapdtntag TV OpmV TNG AVIIKEEVIKNG GUVAPTNONG TOL avVAOTEPOL eMTEdOVL. To amotédeoa
etvar n devépyela oto ohvoro 1620 avorvoewv. O Mivakag EIL2 cuvoyilel o cevdplo mwov
eetdotnKay ova ToPAUETPO SLAPOPOTOINCNG EVAD AVAPEPEL KO TOVG TTIVAKES OTTOL TapatifevTon
TOL OMOTEAEGLOTOL TOV OVOADGEWDV.

MMivakog EIL.2 Xevapro wov e€gTdotnroy

MapdapeTpog Yevaplo

Sevapio Baong (diktvo 15 kopBwv pe i = 900 oyfuate/dpa/lwpida) (Table 6.4)

DLGIKA YAPAKTNPLOTIKA TOV

SUTHOD Zevapro peimong mg xopnTikotTag v cuvdisuwy (Siktvo 15 kouPov pe Cj =

500 oynuata/dpo/Aopide) (Table C.1)

(nepucég M olkéc PAGPeg

STOLEIOY TOV SUKTHOV) Zevapro ohknig PAAPNG oTorygiov Tov diktdov (Siktvo 14 kopfwv pe ¢ = 900

oyfuato/dpa/impidae) (Table C.2)

Zevapro ovénuévov emmédov oroyactikdmTog (Siktvo 15 kéuPwov pe cj = 900

Iapapezpor tov mpoPMuatoc | o 7o /Goo/Aapide ke 8 = 0.01) (Table C.3)

(Gurchpovon psTazh sy Avéawon DUE (3iktvo 15 kopBov we ¢; = 900 oxfuata/dpa/iopida) (Table C.4)

HETAIVOLHEVOY KA Avédwon SO (3iktvo 15 kopBav pe ¢ = 900 oxApota/dpa/iopida) (Table C.5)

dwadikacio dnpovpyiog

S105popdv) Zevapro ovénuévng avopototntog netadd tov Stodpopdv (diktvo 15 kopfmv pe Cj

= 900 oynuote/dpo/rwpida kot P = 0.5) (Table C.6)

Zevapro avEnong g {nmong (Sikrvo 15 képPov pe c;j = 900

Zfrmon oyfaTa/dpaiopida ko g° = 2.04%) (Table C.7)

"E&L ouvdvaopoi tov cuvtelestdv Papvtntog (Wi, Wa, W) (diktvo 15 képufaev pe

A ER S ¢ = 900 oyfnato/dpa/Ampide) (Table 6.12)

EILS Xopnepdopata

Ta kOplo. CLUTEPAGHATO TOV TPOEKLYOV OO TIG AVAADGELS TOVL TPOYUATOTOWONKAV HTopovV
va cuvoytsBovv mg e€Ng:

o Avedpmta amd v aviivon mov kabe @opd efetdletal, o YHOPOG TOV AVCEWMV
napovotdlel pia Alyo - moAd otabepn popen, Kabdc, o yevikég ypauués, ta PEATIoTA
OTOTEAECUOTO CUYKEVIPMOVOVTOL € 000 G€T Avcewv. Tlepatépm avaivon avtod Tov
OYNMOTIGHOD VTOOEIKVVEL OTL TOL GET OWTA OVTIGTOLYOVV GE AVCELS OOKPITNG TOLOTNTOG,
HE TNV TPOTN ORdda Vo ToPOoLGLALEL GLOTNUATIKG PEATIOUEVN amddoon oe Kdabe Evav
amd TOLG EMUEPOVG OEIKTEG TNG OVTIKEWEVIKNG ovvaptnong. H ocvykprtikd kaAdtepn
vt anodoon eEacoileTon HECH HKPOTEPOL OAKOD ¥POVOL OOPOUNG GTO O1KTVLO,
YOUNAOTEP®V TIL®V 6TOVG deikTeEC TposPacipudtrog pe Bdon v andotacn Kot To ypovo
dwdpouns (yeyovog mov vmodnimvel PeAtiopéveg cuvOnkeg mPooPaciudtTnTog) Kot
VYNAGTEP®V TOGOGTOV e€umnpetodpevng {nTnong. Q¢ ex TovTov, ival avapevOUeEVo OTL
TO KOADTEPQ TEPALATO OA®V T®V GLVOVAGUAOV HETAED TOV TOCOGTMOV SOGTAVPOONG Kot
HETOAAOENS aviKovY G avTh TV opdda. H amdkiion oe dpovg amddoong petacd tav
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dvo oet Aoewv umopel vo amodobel oty KoAvtepn aflomoinon kot tev 600
OTPATNYIKAOV Stoyelpong amd v wpdTn opdda. Avtd vmodeikvieTor TOG0 omd
HEYOADTEPT] GLYVOTNTO EVOALUYNG ADPIO®OV HETOED TOV GUVOEGUMV TOL OIKTOOV, OGO Kot
amo o avénuéva Tocootd eEumnpetovpevng {TNong mov EMTVYYXAVOVIOL A0 TO TPMTO
0ET AOGEWV.

g YEVIKEC YPOUUES, TO TPOTEWVOUEVO HOVTELD TOPOLGLAlel pueyadlvtepn evoicOnacio ot
dwiotacn  Tov  yxpdvov  (0OAKOS  ypdvog  dradpoung oto  dikTvo Kol OgikINg
npocPaciudntoag pe Pacn to xpOvo SWOPOUNG) O OYECN HE TNV TOPAUETPO NG
eEumnpetodpevng RMong M 10 UNKOG T®V ONUOVPYOVUEVAOV SLOOPOUDV  (OEIKTNG
npocfacomrac pe Paon v oamdctoon). Ot tedevtaiot 000 OelKTEG TAPAUEVOLV
OYETIKA 0TaEPOL 0€ OAES TIG AVAAVCELG TOV TPAYLOTOTOONKAY avd mepinTwon.

Ta amoteAéopato g avdivong evacOnociog toviCovv T onuacio T@vV Opwv NG
eEumnpetodevng {tnong kot g tpooPactudtntog pe Pdon Ty andoetaon 6Ty TEMKN
TIUN NG OVTIKEWWEVIKNG OLVAPTNONG. ZuyKekpluéva, otav AapPavovtar v oy
OLLPOPOTOMGELS TV GUVIEAESTMOV PopOTNTOG TOV ETUEPOVS OP®V GTNV AVAAVLGT, O,
KOT AmOALTO TN, LEYOADTEPES TIUEG TV TPOAVAPEPHEVTMV OEIKTAOV PaiveToL OTL EYOVV
KaB0p1oTIKO POAO GTO TEMKO OMOTEAECLO, ALPOV Ol TOAD UIKPES TYUES TOV OEIKTMOV TOL
xpévoL Sladpoung dev umopovv va avtiotadpicovy v avénon M / kat ) peiwon Tov
ALV 300 oToYEIMY DOOTE TEAIKA VO EMNPEACOVY TNV TEMKN TN TNG OVTIKELUEVIKTG
GLUVAPTNONG.

2T1C TEPIOCOTEPEG OMO TIG MEPMTMOCELS TOV UEAETHONKAVY, 1| GUYKAION TOL OAYOPIOLOV
TpOyHaToOTOlEiTal oYeTIKG ypryopa (kotd mpocéyyion peta&d g 20™ ko g 30™
YEVIAG), VIOSEIKVOOVTOG OTL piol 1KOvVOTomTIKy Abon 6to mpoPAnua umopei va Ppebdei
péoa og mepimov 55 - 85 Aentd (emefepyaotic Intel (R) Core (TM) i7 - 6700 CPU
(3.40GHz) pe 16GB RAM). Katd cvvéneta, To KpLThplo TEpUATIGHOD oV oyetifovtot pe
TOV oplUd TOV YEVEDV TOL CYNUOTIOCTNKOV KOl TOV VRTOAOYIGTIKO YPOVO OV
dtekmeparmOnike Ba propodcav Kat' avtioTotyic Vo YoAapDdCGovV.

Agv glvar duvatov vo eviomiotel €vag kowvdg PEATIOTOG GLUVOVAGUOS TMV TOGOCTAOV
OloTAP®ONG Kol PETOAMAENS Yo Ol Ta oevdplo mov eEetdotnkay, Kabmg oTIg
TEPIGOOTEPES  MEPMTOGELS TO  OMOAVT®MG PEATIOTOL  TEPAUATO  OVTIOTOLYOVV  OE
dopopeTikovg cvvdvacpovg. Tlap' O6A' avtd, ta mocootd dwwotavpwong: 0.90 kou
petdAraéne: 0.05 gaivetar va mapovoidlovv eAappmg BeATiopuévn anddoon og oyéon e
ta. VOAowo oL MeAETHONKAY, Yopic owTd, ®oTOC0, Vo cupuPaivel amapaitnTa OTOV
Bpiokoviat € cuvovacud PeTa&d TOVG.

Onwg MoV avapevopevo, amodelkvoetol 0Tt TOOVEG aAAAYEG OTIG TOPAUETPOVS TNG
TPOcPopag kol ¢ {ftnong oty mepiodo mov £meton £vOG KOTAGTPOPIKOD YEYOVOTOG
éxovv EexdBopn enidpacn otV amdOOGN TOL SIKTOOVL. XVYKEKPIUEVO, TOCO Ol OAIKEG
(amopdkpouvon cuvoécpmv N / kot KOUPwv), 0G0 Kot Ot pepKES (meplopicpol ot
YOPNTIKOTNTO. TOV oLVOEoU®V) PAaPeg ota otoyyeio Tov dKTHOL pmopolvV  va
TPOKOAEGOLV CTUAVTIKN LEI®ON TNG AELITOVPYIKOTNTAS TOV, EVG TO 1010 1oYVEL Kot Yo TaL
avénpéva mocootd (nmonc. To mpotevdpevo HovTELO, LOAOVOTL Oev givor 6e Béom va
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avTiotafpiocel TANPOS TV apykn VITOPAOUIoN TV AEITOVPYIK®OV YOPOKTPIOTIKOV TOL
OKTHOL  TPOKEWEVOL aLTE VO OTAGOVV OTe  EMImedo TOL apyKoy oevapiov,
OTTOOEIKVVETOL 1OITEPWS OMOTEAEGUOTIKO oTN Peitimon tng amddoonsg o€ OAEC TIg
TEPUTTAOGELS TOV EEETAGTNKAV.

Ot avaAboelg eniong VIodeKVOOVY OTL Ol AALUYEG OTO AEITOVPYIKA YOPOUKTNPLOTIKE TOV
OKTVOV (HEl®OT OTIC TOPAUETPOVS TPOGPOPAS 1 / Ko avénon g {Rong) mepropilovv
TOV JBECIHO YOPO TOV AVGEMV, 0ONYADVING GE OMOTEAECUOTO LE WKPOTEPES TLUES
OTOKAIONG.

AmOdeIKVOETAL TOG 1 O1OIKAGIO TOV KOTOUEPICHOD TNG KLUKAOQOpiag 6To OiKTLO €XEL
ONUOVTIKY] EMATOON OTO TEAMKO OMOTEAECUO. XVYKEKPEVO, 1 EVOOUATOON
OTOYOOTIKOTHTMV TN O1001KAGI0 EMAOYNG O1dPOUNG TEIVEL VoL 00MYNOEL 0TV EEAYWYN
OTOTEAECUATOV 7OV €IVOL VTOOEEGTEPO OLTMOV TOV AQUPAVOVIOL OO TNV EPOPUOYN
OTIOKPOTIKOV apy®dV. Q¢ €K TOVTOV, TO GTOYOUCTIKA LOVTEAN OEV OivOVTOl, €K TPAOTNG
oyeme, vo eivor €£l00V OMOTEAECUOTIKA HE TO OLTIOKPATIKO 1G0OVVOUG TOVS OTN
BeAtimon ¢ amddoong Tov dkTvoV. Q0THG0, N OYETIKN PEATI®OOT TOL TPOKVTTEL HECH
™G EPAPUOYNG TOV OPYDV TNG OTIOKPATIKNG 1o0ppomiag Tov ypnotn (deterministic user
equilibrium (DUE)) xou tov Béltiotov yio to ovotnua (System optimum (SO)) eivan
poévo Bempnriky), koD To. LOVTEAN OVTA €IVOL YVOOTO TG 0EV TANPOVV TOLG OPOLG
KOTOAANAOTNTOG YO TV OMEKOVIOT] TOV HUNYOVIGUOV ETAOYNG O100POUNG VIO GLVOT|KES
EKTOKTNG avAyKNG. YO avti) TNV £vvold, To ATOTEAECUATO TOV OVOADGEWY OOV YiveTol
EQOPLOYT] TOV OTOYOOTIKOV KOTOUEPIGHOV TNG KLKAOPOPiag &ivar avrtiotoyo 1Tng
EVOOUATOONG €VOG peyolbtepov Pabuov peaiiopov otnv 6An swdikacio. To tehevtaio
épyetal og avtifeon pe TN CLGTNUOTIKN VREPEKTIUNGN TNG AmdGO00oNS TOV JIKTVOV KATA
TN XPNON ALTIOKPOATIKOV 0PYDV ETAOYNG O0LOPOUNG.

g 0,TL apopd TN dtadkacio dnpovpyiog S10dpoUdY, TO ATOTEAEGUATO VITOJEIKVOOVV OTL
N peiowon tov Babpov opotdtnTog HeTtald TV SOPOUMOV dEV GUVETAYETAL ATOPOLTI T
kot Pektioon g omddoong tov diktvov. Tpdypatt, polovott BeAtiopéveg Tnég g
QVTIKEWWEVIKNG cLVapTong (1] / Kol TV ETUEPOVS OEIKTOV QVTAG) UTOPEL TEPIOTAGIOKA
vo. TpokOyovv, dev eivor duvatdv vo yivel YEVIKELOT TOV UEUOVOUEVOV OVTOV
OTOTEAEGUATMOV MOTE VO UTOPEL Vo, vTooTNPLyOel 1 EMAOYN TG EPAPLOYNG LYNAOTEPNG
nmowng (penalty) xotd t onovpyio tov dSwdpoudv. To yeyovdc avtd umopel va
amodofel otV avéNUEVn amOKAOT TOV OMOTEAEGUATOV TOV TOPATNPEITOL GE QVTEG TIG
TEPMTMOCELS, Kol 1 omoia odnyel o PETPLE GLUVOAIKY] amOO0GT KOl KATO GUVETELD GE
TPOPANUATICUO OVaPOPIKE e TNV TPOSTIOENEVT] a&io TOL TPOKVTTEL OO TNV OVIAVOT).

O mpotewvdpevog aikyoplBpog anédelée 0Tt mapovotdlel otobepn anddoon Kot mapayet
OUVETN OMOTEAECUOTO GE OAEG TIG AVAAVCELG TOV TTpaypatoromOnkay. To counépacpa
oVTO TPOKVTTEL OO TOV VTOAOYIGUO TWV GLVTEAECTAOV OLOKVUAVONG GE OpOVLS UECTG
TIUNG TNG OVTIKEWEVIKNG ouvdptnong yw kdbe oevdplo mov efetdomnke. [lpémel va
TOVIOTEL TG 01 GUVTEAEGTEG SLOKVUOVOTG TOV TPOEKLY Y Oev glval dvuvatov (ovte Oa
EMpeEmE Vo OVOUEVETOL) VoL Elval 1010UTEP®G YaunAol. Avtd opeileTon 6TO YEYOVOG TG O
alyopiBuog kabe popd epapuoleTon Ge £val HIKTLO SLUPOPETIKNG SLAUOPP®ONG (AOY® TNG
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OTPATNYIKNG TNG OVOSTPOPNS TOV AWPId®V KUKAOPOPIG), VA TopdAAnAa vioBeTobVTAL
dwokpttd mosootd pubuiong g {Nnong neta&d tv (evymv TPoEAELoNS - TPOOPIGHOV.
To yeyovog avtd emiong emelnyel tn OvoKOMO TOL TPOTEWOUEVOL OAYOPIOLOL Vo
KatoAnéel o pia povadikn Ao, emtuyydvovtog Pe avtdv Tov TpOTO aKOp0 HKPOTEPES
TIEG OLOKVLLOVONG OTO OTOTEAEGLLOTAL TG OVTIKEYLEVIKNG GLUVAPTNOTG.

EIL.6 Ilepropropoi

H gpoppoyn onotacdnmote amd TIc dV0 oTpatnyikég dwoyeiptong (avtiotpoen tov Ampidmv
KukAoopiag i / kot dtayeipton ™ {Tnomng) anotedel aVTIKEIEVO 1310ATEPOV EVILAPEPOVTOG
KaBdg o1 SLGKOALEG TOL TAPOLGLALOVTAL GE pial TETOL TEPIMTMON KOl Ol EMMTAOCELG TOVG UTOPEL
Vo givol ONUOVTIKES. ZUYKEKPLUEVA, 1 OVTICTPOYN TOV A®PId®V KLKAOQOpiag, MHOAOVOTL
WOITEPOC OMOTEAEGLATIKTY OTN HEIOT) TV YPOVOV S100POUNG GTO dIKTVO, GUVETAYETAL EYYEVMG
plo aAloyn ot odtoén tov avtov. H adlayn avt), wotdco, Aoyw tov Bpoyvmpdbesov kot
EMEIYOVTOG YOPOKTIPO 1TNG, OVTIKETOL GE OMOWONTOTE TPOUTAPYOLGO  OVTIIANYN TV
UETAKIVOOUEVOV GE GYEOTM LE TN OOUN TOL JIKTVOV Kol T ovticTtoyo kKoot Katd cvvémein
KOTOOEIKVOETOL 1) AVETAPKELD TNG APYNGS TNG AUTIOKPATIKNG IGOPPOTIOG TOL YPNOTH GE 0,TL APOPa
TOV KOTOUEPIGHO TNG KVKAOQOPIAG 6TO H1kTLO KOOMDGS KoL 1) avAyKn vo TEPLOPICTEL 1] EKTETAUEVN
xpPNoN TG AKOUN, TPOKEEVOL VO EEAGPAMGTEL 1] GUGTNUOTIKY TNG EQPOPLOYN, N OVTIGTPOON
TV Aopidwv arottel ™) dtibeon onpavtikod apdpod tdépov (otkovoutk®dv 1 / kot avOpdmivev)
KkaBmg Kot gpdvov yuo vo. vAomonbel 6to dikTLO, TEPAV TNG OvAYKNG Yo pio EeKaBapn Kot
1o LPN OPYAVMOTIKY dopun 1M omoia Oa emitpénet, Oao edpardver kot Bo Tpowbel TNV emkovmvia, To
GLVTOVIGUO Kol Tr cvvepyosio HeTald Tov eumiekOpeVeV eopémv. YO avuty v €vvola, 1
VTIGTPOPN TOV A®PIO®V @aivetol OTL &ivol €ukoAOTEPO €PAPUOGIUN OGE OPOUOVS, TO
AELTOVPYIKE YOPOKTNPIOTIKA TOV OMOlMV €ival TETOWN, MOTE TO, AVOUEVOUEVO OQEAN Omtd TNV
EPOPLOYTN TNG VO VIEPTEPOVV TOL AVTIGTOLYOV KOGTOVG (T.). apTnpieg pe TOAATAEG Ampideg avd
katevBvvon kot avénpéva  Opa taydvmrag). EmumAiéov, efoutiog TV OUGKOAIDV  TTOL
TaPovclalovTal, N aVIIGTPOPY| TV AWPId®V KUKAOQOpPiag dev UTOpel, G€ YEVIKEG YPUUUES, VO
amoterel pion awBOpUNTN omOEacN omd TAELPAS TOV OPYDV, KATUOEIKVOOVTAG TNV avAykn
KATAOTPWONG GE TPOTEPO YPOVO OTPUTNYIKMOV GYESI®V €QUPUOYNG OTN PACT OPOPETIKDV
cevapiov.

Ao Vv GAAN mhevpd, 1 dwayeipion g (nTong pmopel va amodetytel axoun dvokordtepr. H
mBovotnta mapéuPacns oto TPOTO Ppa TOL GYESOGUOD TOV HETAPOPAOV, OV Kol TOAAA
VIOGYOUEVY, €lvan €V TEAEL dVoKOAO va emitevyBel. Daivetor g N dwyeipton g {nmong Oa
AmOITOVGE £VOL TPOTO EMKOVAOVIOG LE TOVG SLVNTIKOVG ¥PNOTEG TOL SIKTVOV KOOMG KOl EMOPKN
TOGOCTA GULUUOPE®ONG amd UEPOVS Tovg. Qot1dc0, Bo amartovoe kot évav mbavd TpdmO
eMPOANG TS CLUUOPPOONG GE TEPITTMOT] TOV OVTN OEV EMTVYYOVOTOV GE EXOPKN TOCOGTH GE
kaBapd eBehovtikn Paon. [Hopdtt n emovaovio TV 0dNYUOV TPOG TOVS UETAKIVOVUEVOLS O
UTOPOVGE VO TPAYIOTOTONOEL LE S1APOPOLG TPOTOVG GTNV TEPIMTOOT TNG OAKNG OTAYOPEVOTG
LETAKIVIGEWDV, 1] O1001KOGT0 TEPUTAEKETAL GTNV TEPIMTMOOT TNG LEPIKNG amaydpevong (6nwg otnv
nepintoon mov efetdletar), OTOLV Ot SLVNTIKOL ¥PNOTES TOL OIKTVHOL Bo TTPEmEL TPAOTU VL
evnuepwBodv Yoo o edv emrpémeTon vo. petakwvnBovv. Katd ocuvvémewn, 1 emkowvovio ot
dgutepn mepimtoon eivor avaykoio vo AdPer pio mwo eEATOUIKELUEV LOPOY, T oToio
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wpoPAémeTan 0Tt Oo KoTaoTEL SuVATH 6TO HEAALOV HEGM TOV TEYVOAOYIKOV £EgAiemvy. EmmAéov, 1
CUUUOPPMOOT TOV UETAKIVOVUEVAOV TTPOG TIG 00NYieg amotedel Kol avth ovTiKeipevo culntnong
KaB®OG 01 £0¢ TOPA HEAETEG GE O,TL UPOPA TOVG VITOKEILEVOLG GUUTEPLPOPIKOVS UNYOVIGLOVG OL
070101 SIUHOPPDOVOLV TIG AVTIOPAGELS TV ATOUMV VIO GUVONKEG EKTOKTNG OVAYKNG £ivat LAALOV
TOL0TIKEG, EVAD TO. OTTOTEAEGLOTO OTO TN GLYKPLTIKY TOVG aSloAdYN o™ dev £rovv KatoAnéel o
coe1] cvunepdopata. Katd cuvénela, 1 coppopemon tov xpnotav dev Oa mpénel va Bewpeitar
dedopévn, toviCovtag pe avtdév tov tpdémo v avdykn vao Beomiotovv mibovol pnyovicpoi
emPos. Ynd avt) v évvola, 0ev mpokalel EKTANEN 1O yeyovog OTL Ol dVOKOAIEG TOL
oyxetilovion e TNV EQOPUOYN TNG OTPATNYIKNG Olayeiptong g {Nmong v £xovv meplopicet,
TPOg T0 POV, o€ Eva AoV BempnTikd TANIG10 TAPA GE VO TPAKTIKE EQPAPUOGILO.

e 0,TL aPopd Tov adyopidpo onpovpyiag dtadpopudyv, Oa Tpémel va TOVIGTEL OTL O GYNUOTIGHOG
(emoprdc) avopolduopPwv dradpoudv egaptdtal and TG eKAoTOTE SUOECIUES EVOANAKTIKEG.
Avtég vAomoobvtal HEc® TV 6GmV 0pilel TO TPOPANUA TOL AVAOTEPOV EMTEOOV GE GYECT UE
TNV QVTIGTPOPT] TV A®PId®V KUKAOPOPING Kol TV TPOKVTTOVCH LOPPT TOV SIKTOHOV. YTIO auTY|
™ €vvolg, 1 SOUT| TOL JIKTOOV UTOPEL VO TAPOVCIALEL LEYOADTEPEG OVOKOAIEG GTNV TEPITTMON)
™G TANPOVG OAVACTPOPNS TAOV A®PIdOV KLVKAOQOPiaG, OOV OpPICUEVOL GUVOEGHOL OITANG
katevBuvong pmopel, petd v avaxkatovoun tov Awopidmv, va yivoov povhg. EmimAéov, m
VILAPYOVGA GLVAPTNGT KOGTOVS UETOED TV GUVOECUMY TOV GLVTPEXOVY GE Evay KOUPo pmopel
vo €yl KATOALTIKY]  emidpacn otn onpovpyio. avopoldpopemy dadpopnv. Ilpdayupott, otmv
TEPIMTOON VO GUVIECU®Y OV EEKIVOUV amd Tov 1010 KOUPo, pio oNUOVTIKY O10popd GTO
HETOED TOVG KOGTOG O Lmopovse va, 0dNYNGEL TNV TN TOL TOPAYOVTO TOWVNG CE VIEPUETPN
aOENOT TPOKELUEVOD VAL TPOKVYEL Hia d1opopeTIKN dtadpour). Qo1dG0, 1 YPNoN LYNADV TIUOV
TOWNG Umopel Vo TPOKAAEGEL TO CYNUATIGUO OTAYOPEVTIKDV, OO ATOYT KOGTOVS, O100POU®Y 0L
omoieg Ba NTav pn eAKVOTIKEG TPOG TOVG Xpnotes. Katd cuvéneia, 1 kpioydtnta Tov Topdyovia
TOWVNG VITOOMADVEL OTL 0TOG Oa Tpémer vor eSumnpetel dVO SAUPOPETIKOVG GTOYOLVS: amd TN o
vao TpowOel T SPOPETIKOTNTA TOV GLVOAOL TMV ONUIOVPYOVUEVAOV SLOOPOUDY, EVA OO TNV
GAAN VO SLGPAAILEL OTL 01 GUYKEKPIUEVES OLOOPOUEG Elval AOYIKEG OO TNV TAEVPA TOV YPNOTN.
Téhog, n emavoinmtiky] dnpovpyio TOV SOPOU®V ALEAVEL TNV VTOAOYICTIKY] TOAVTAOKATNTO
TOV HOVTEAOL. XVYKEKPIUEVO, OO TN OTIYUn mov kabe €va omd To GTOHO TOV GLVIGTOLV TOV
mAnBvopd amoterel pio mbovi Avon o1o TPOPANUA e pio aviicToryn SIUOPP®ST OIKTVOV, O
alyopifuog dnuovpyiog TV Sadpopdv ekteAdeiton yioo kébe €vo amd ovtd Tto dikTva OF
avalTnon ToV avticToly®wVv GLVTONOTEPOV dtadpoumy. H dnpovpyia d1adpopdy pe autov Tov
TPOTO Umopel va givor WOUTEPMG EMIMOVY] GE TEPUTTAOGELS OTOV 1) TIUT TOL TOPAYOVTO TOVIG
tifeton ynAd, to Ppa TG TOWNG TOPAUEVEL OYETIKA HKPO Kot O alyoplOuog mpémer va
emavaAneOel moAAEG popéc.

Téhog, og 6,11 apopd To TPOPANLO TOL KATAUEPIGHOD TNG KVKAOPOPiaG 6To dikTvo 0T Bdon Tng
OTOYOOTIKNG 1GOPPOTIOG TOV YPNOTN, N EMAOYN HiOG KOTAAANANG TG YO TO GUVTEAEGTH
dwomopdg 4, n onoia Bo Lmopel va TEPLYPAYEL EMAPKADS TO. CLUTEPIPOPIKA APOKTNPLOTIKA TOV
LETAKIVOOLEVOV KOOMG KO TOL TOTOAOYIKE KOl AEITOVPYIKA YOPAKTNPIGTIKA TOV OIKTOOL givol
Wtépwg OVOKOAT. e aVTO TO TANIG1O, 1 OOECIUOTNTA TPAYLATIK®OV OEO0UEVOV KPIveTaL
amopaitnn yw v extignomn twov 4, aveCapmnta amd v akpPn pébodo epappoyng tov. Xe
YEVIKEG YPOUUEG, UTOPODV VO avayVOPLeTOLY 800 Tepttdoelc: (o) 1 xpion Wiog Kot LovVadtKNG
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TG € 010 oHvoro Tov dikTOov (Bempdvtag opotdpopPn Kot ave&aptt and T0 eKAGTOTE
Cebyoc mpoélevone - mPOOPIoHOD GLUTEPIPOPA T®V peTaKvovpevevy), N (B) n xpnon uiog
SdouNpEVIG oYEONG YO TO GUVTELEGTY| dloomopds (N omoia cuvvToAoyilel v eEaptnuévn omod
™MV andGTOoT GTOXACTIKOTNTO TV (guydv Tpoéievong - Tpoopicpov) (Haghani et al., 2016).
MolovoTt | TPOTN TEPIMTMOOT AMAVTATOL TTLO GLYVA, 1| OEVTEPT EMAOYT €ivarl o BEom va avEnoet
mv axpifelo tov povtélov ce mpaypotikd olktvo, ovéavovtog OpmG ToapAAANio Kol TV
avticToryn VIOAOYIOTIKY Tpootadela. Katd cuvéneia, ava@opikd (e To EYYEVT YOPAKTIPIGTIKA
TOV OIKTOOV, M €mMAOYN TG TG € Bo mpémel va elval AVTIIPOCOTEVTIKY] TOV EMBLUNTOV
EMIMESOV GTOYACTIKOTNTAG TOV EVOOUATDOVETOL GTO LOVTELO.

EIL.7 IIpotaceig yio. pelhovtiki] £pevva

[Tapott | drayeipion diktHov ekteivetal amd v mepiodo mov mponyeital £wg TV mEPI000 TOL
Emetal €vVOG KOTOOTPOPIKOV YeYOvOTOG Kot TEPIAAUPAVEL £€val €DPOC OPACTNPLOTHTOV TOL
GTOYEVOVV OT OlTNPNON TNG OOMKNG OKEPOLATNTOS TOV VTOOOUMV KOl TNV EVIoYLOY TNG
amdd0oNG TOL GUOTHUOTOG, TO WHEYOALTEPO UEPOC TG PPAoypagioc €xel mpog 10 TAPOV
emKkevVIpmBel 0T HEAETN TOV EMYEPNCEDV EKKEVOONG OKTOOV. To YeEYovdg avtd pmopet va
amodobel 61N onpacio TG eKKEVOONG SIKTOOL 6€ OPOLE TPOAcTIoNg TS avOpadmivng Long Kot
vyelag. Qotdc0, N AvAYKN Y10 YEVIKELUEVT OloXElPLoT SIKTHOL UETA OO KOTAGTPOPIKO YEYOVOG
gtvan e€loov onuovtiky. To yeyovog avtd mpovimobétel ™ Bedpnon KIviGe®V Kol TPOS TIG OVO
KaTeELBOVOEIS KLUKAOQPOPIOG TPOKEWEVOL Vo €ELINPETNOOVY  JOPOPETIKEG  aVAYKES, TNV
EQOUPUOYY] KOTAAANA®V OTPATNYIKOV OloyeIpIonG Kol TO GLVOLUCUO OLUPOPETIKMOV HETPOV
amdO00NG TPOKEWEVOL OUTA VO OVTOTOKPIVOVTOL GTOVS GTOYOVS oL Tifevtal, Kabdg Kot T
Bemdpnon ™S CLUTEPIPOPES TV UETUKIVOOLEV®V GE OPOVE EMAOYNG O10OPOUNG TPOKEILEVOL VoL
OTOTLUTMOVOVTOL UE PEAMOTIKOTEPO TPOTO TO TPOTLTOL LETAKIVIONG TOL TOPOTNPOVVTOL GTNV
pdln. Ynd avt) myv évvola, n Piprloypagio dev €xel vo emdeiEel, mpog 10 mOpdHV, Eva
ONUOVTIKO 0plOUd HEAETOV Ol OTOIEC VO EMYEIPOVV Uil OMOTIKN TPOCEYYIon et Tov B€uartoc,
€101k 0TOV TpoKeELTO v ANeBel vt dyv TG0 1 AT TOL TPoNYEiTAL, OGO KOl CVTH TOL EMETAL
™G Kataotpoens. Ilpdyupatty, 1 dwakpitomoinon tov TANGIOVL SlayEIPIONC TOV KOTAGTPOPDV
umopel var S1EVKOADVEL GTI PEAETN TOV EMUEPOVS EMYEIPNOEWMV, OAANL GTEPEITOL PEAMGIOV TOGO
o€ BepnTikd, 66O Kol G€ EMYEPNCIOKO / TOKTIKO eminedo. v wpdsn, avtd Ba odnynoel, katd
oo mOAvOTNTA, GTNV ATOKAALYTN OGLVETEIDV KATO TNV EQOPUOYN OTN YPOVIKN CGTIYUN TNG
EVOTOINONG TV EMPUEPOVS TANGIOV. XUVET®G, 1 MHEAETN €VOG GLYKEKPUEVOL  €100VG
emyeipnong, mopdTL amapoaitnIn Yy v anoktnon €15 Pabovg yvoong, dev enapkel 6 OPOVG
TPOETOYLOCIOG KOl GYEOOGHOD Yoo TNV €QOpUOYN, KoBdc avt| mpoimobéter  Oedpnon
OLOLPOPETIKMV TTLYMDV TOV TPOPANUATOS KOl T GUVEXELX VTTOOEGEMV KOt OPAGEWDV.

Mia axdpa gpevvntikn mepoyn 1 omoio xpNnlel mepaTEP® UEAETNG OLPOPA GTIG CUUTEPIPOPIKES
TOPOUETPOVS TTOV EUTAEKOVTOL OTIS ATOMKEG Kol LAlIKES aVTIOPACELS TOV EMOEIKVOOVTOL KATA
™ OBPKELD KOTAOTACEMY EKTOKTNG OVAYKNG YEVIKA, KOl EKKEVAOCEMV OIKTOHOL €101KOTEPA. O
£ TOPU EPEVVEC 0ONYOVV GTO GUUTEPAGLLOL TG 1) ATOPACT] Y10 EKKEVAOGT EEAPTATOL GE LEYAAO
Babuod amd v avtiAnyn g EMKEINEVNC OMEIMG WG TPAYUATIKNG Kol TNV aloAdynon avtig g
pog TS cuvémeleg mov Ba emeépetl. [apdiinia, o dwwbécipog ypovog avtidpaons, n Vrapén
oyediov éktaxtng avaykng kot n 0éon tov pel®dv g owoyévelag a&toloyobvtal g eEIGoL
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onuovtikég mapauetpol (Helsloot & Ruitenberg, 2004). Iépav g amd@AoNC Yo EKKEVOON,
OUMC, TO YOPOKTNPIOTIKE OLTO EUTAEKOVTOL Kol oTn Odlkaocia €mAoyng Sladpoung,
emmpedlovtag e aTOV ToV TPOTO TO GUVOLO TNG dtadkaciog ekkévmong. EmumAéov, og meproyég
oL elvon EMPPENEIC G KATAGTPOPES, Ol KOWMVIEG UTOPEL Vo, ovaTOEOLY "VTTO-KOVATOVPES
kataotpopng” (“disaster sub-cultures™), pe Tov Opo VO AVOQEPETOL OTNV  TOATIGUIKN
npocapuroy o€ emavoropfoavoueves anetréc (Granot, 1996). Ot "vmo-KovAtovpeg KoTaoTpoPns”
dtapopomorovvtor pe Pdomn tov kivovvo kot tpoimofETouY TNV avad10pYAvVMOT] TV KOWVOVIKOV
poOA®V GoTE avtol Vo avtamokpivovtal o€ ocvykekpiuéveg ovvOnkeg (Granot, 1996). H
avadlopydvoon g Kowmviag, ®OTOC0, OEV GUVETAYETOL KOT OVAYKN KOl KOADTEPM
OVTIUETOMION TOV KOTOUGTPOPIKAOV QUIVOUEVOV 0OV KATL TETO0 Pmopel vo dtakvPedeton amd
pio yevdn aictnon aocedrelag 1 v exavainym moperboviov Aabov (Granot, 1996). Yo avty
mv évvola, pior OLGUEVNG EKEPOCT TNG VTO-KOLATOVPOS KATOGTPOENS' upiog meployng Oa
umopovoe va. gival to ovvopopo tov "yevtn Pookov” ("cry wolf" syndrome), to omoio
AVOQEPETOL GTNV APVNON €VOG GUVOAOL ATOUMV VO GUUUOPP®OOVV TPOG TIG eMioNUES 00NYiEg
KOl TPOTPOTES e&outiog TPONYOVUEVNG ETMAVEIANUUEVNG GUUUOPPOONG o€ AABOC GLVAYEPIOVGS
(Sorensen & Sorensen, 2007). H coupdpemon mpog tig 0dnyiec, motdco, dev Eaptdtor povo
amd TN d1afeoT KATO10v va T aKkoAoLONGEL, GAAY Kot oo TV TPOYUOTIKN IKOVOTNTA TOV VO, TO
npa&et. Atopo mov yprlovv Ponbeiag (.. nAkiouévol kot modid, avBpmmol pe avomnpieg,
TPOPAUOTO COUOTIKNG 1 TVELHOTIKNG LYelog, GvOpmmol pe TEPLOPIGUEVOVS OTKOVOUTKOVGS
TOPOLG, TOVPIOTEC, EYKAEIOTOL OE COEPPOVICTIKG WPOUATH KAT) Telvouv va  gueovifovv
LKPOTEPO TOGOOTA EKKEVOONG 6 OYéon pe Tov vtolouro tAnbvoud (Turner et al., 2010). Kart
TETO10 UTOPEL VL 00N YN OEL GE AGVUPMVIO LETAED TOV GYESIWV EKKEVOONG OV £xovv ekmovnOel
KOl TOV TOPOTNPNCE®Y OV Yivovtol otnv Tpdén, kabmds 0 oxedOGHOC UTopel Vo apopd o1
péyiomn dvvaty {\on, evod o TPayRatikdg aplBpdg ToV HETAKIVOUUEVOV VO, Elval apKeTd
wkpotepog (Turner et al., 2010). e pio tétola mepintwon givar mhovi pio oToTdAn TOP®V, EVHD
mopaAANAa TifeTon To CNTNUO TNG AVETAPKELNG TOV GYXEOIOV EKKEVMOOTNG VO EKTANPADGEL TO GKOTO
™G HETAPOPAS TOL GLVOAOL TOL TANOLGHOV O ACPUAEG KaTtaeVDylo. ATd v AN mAevpd,
noAég peréteg (e.g. Bish & Sherali, 2013; Afshar & Haghani, 2008; Sbayti & Mahmassani,
2006) &yovv vmodeier 1o axpifmg avrtifeto, 6Tt dNAadn 1 (RTnon pmopel vo vmepPei ™
YOPNTIKOTNTO TOV SIKTVOL VIO GLVONKEG EKTAKTNG OVAYKTC.

Eivar, emopévarg, @avepd o011 M pU€xpt TOPO QOLVOUIO EVOOUATOONG TOV GULUTEPUPOPIKDOV
YOPOUKTNPIOTIKOV TOV UETOKIVOUUEVOV OTA Jokpltd Pripoto e Jdkosiog oxedlocHon
(extipmon g {fTnong, emhoyn TPoopicpov, ETLOYN Sladpoung) elodyet afeBotdtnta otny OAN
mpoomdfela dwoyeipiong tov dwtvov. To yeyovodg avtd umopel va amodobel tOGO GTOV
eEATOUIKEVUEVO  YOpOKTPO TNG Odkaciog ANyng amoedcemv, 000 Kot otnv EAAEWYM
OLBECIU®V GTOLYEIV KOl OTIG OVGKOAIEG TTOL TPOKVTTOVV KOTA T YPNON TOVG. ZVYKEKPLUEVA,
1660 01 £pevveg MMAMUEVNG, OGO Kol Ol £PEVVEG AOKAAVTTOUEVNG TTPOTIUNONG VINPEAV TAVTO 1)
KOPLOL NN GLUTEPLPOPIKDOV dedoUEVOV ekKEVOONG dtkTvoL. [Tapd v a&lomiotia Tovg, OUMC,
T OEJOUEVO OTOKOAVTTOUEVIG TTpOTiUNoNG O TV TPOTIUOTEPO VO U] XPTCLOTOLOVVTOL MG
delktec TPOPAEYNG Y10 TEPIOTACELS OAUPOPETIKESG amd OVTEG pe Tig omoieg oyetilovrar (Gudishala
& Wilmot, 2010), evd ta dedopévo SnAmpévng mpotiunong uropei va anodetytel 6t fpickovtat
O€ 10YVY| OVTIOTOlYIL LE TIC GUUTEPLPOPES TTOV OAVTMOVTAL GTNV TPAEN Kot O )TV TPOTYHOTEPO
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vo. avtipetorifoviol mg Tpocdokieg cupmeplpopds topd wg tpobécelc (Kang et al., 2007). Katd
GUVETELN, Ol GUUTEPLPOPIKEG OLOGTACELS TNG EKKEVOONG SIKTVOV £YovV peAetnOel uéypt otryung
amd pio pdAlov morotikn oxkomid (Hsu & Peeta, 2013; Chiu & Mirchandani, 2008). ®a wpénet,
eMoUEVMG, va d0Bel Epeaon otn YeVIKEVOT TOV TPOTLI®V GLUTEPLPOPES TOL TOPATIPOVVTOL
oV TPa&n Kot oty pebodoroyikd aSldOmoTN TOGOTIKOTOINGN Kol EVOMUATOGT TOLG OTN
dld1kacio TPOTLTTOTOINGNG TNG JLAYEIPLOTG SIKTVLOV.

EmumAéov, o MEPMTAOGEL KOTAGTPOP®V, O POAOG TNG TANPoPopiag EYEl OvVOyVOPIOTEL MG
wtépwg onuovtikde (Quarantelli, 2007). Zvykexpyéva, €xet mapoatnpnbei advénon twov
TOGOGTMV GULUUOPPMONG OTIC TEPMTMOCEIS KATO TS OMOlEg M TANPOQPOpio. MOV HeTASIdETAL,
exhopfPaveral og axpipng kot tanpng (Perry & Lindell, 2003), eva, avtifeta, n avokpifeia kot n
OVETAPKELD TANPOPOPLOV QOIVETAL TG 0ONYEL O EPMOVYAGHO Kot SVGUEVEIS evépyeleg (Jaeger
et al., 2007). Yn6 avt v €vvola, 1 ¥pNon SIPOPETIKMY TNYDOV TANPOPOPIaG OTMS AVTESG TOV
APNOLOTOOVVTOL M| TPOTEIVOVTOL A0 TIS TAATQOPUES TOV EELTVAOV GUGTNUATOV UETAPOPDOV
(intelligent transportation system (ITS)), ta péca palikng evUEPMOONG KoL TO, KOWVOVIKG diKTLO
Ba umopovcav vo fondncovv oTn JEIPIoT) KOTAGTPOPIKAOV YEYOVOT®V TTOPEXOVTOS GUYYPOV
EVNUEPMOT), KOOSO Kl GUGTAGELS TPOG TOVG LETAKIVOULEVOLS KAOMG KOt ovaTpoPoddTnon
mpog to. evdlpepopeva pépn. Extoég oamd v exkévoon Siktoov, ®otdco, 1 Topoyn
TANpoeopldv umopet vo. fondnocet kot oe dAla €ion emyepnocwv: 1o 2008, pia dnpockdnnon
24 xoPepymTikdV d1eVBLVTIKOV oTEAeYDV dwyeiptong kpicewv otig HITA amokdAvye 6ti, mapd
N YEVIKG KOAN amodoon e, N Texvoroyia g mAnpoeopiog (information technology (1T)) eivan
TEPIGGOTEPO AMOTEAEGLOTIKY KaTd TN @dom andkpiong (Reddick, 2011). MMapdiinia, n KaAvyn
TOV HEGOV LACIKNG EVIUEPMOOTG EXEL OVAYVOPLOTEL TMG EYEL CNUOVTIKY EXLOPOCT) OTNV AVTIANYN
TOV KOTOOTPOPIKMOV QUIVOUEVOV Kot otnyv amokpion oe avtd (Houston et al., 2014). Ot idot
oLYYPUPEIG TACCOVTOL EMIONG LIEP NG YPNONG TOV HECOV KOWMVIKNG OIKTOMONG KATH TN
OLIPKELN KOTAOTAGEMV EKTOKTNG OvAYKNG e&attiog TG tkavOTnTaG OLTAV VO TAPEXOVY GUYYPOV
emukowvovia duAng katevbuvone. Qotdco, mpocoyn Bo mpémer va dobel Oyt udévo ot
dwbeopoTnTo TG TANPOoYopiag, aAAd Kot 6To €id0g Kot TV TotdtnTa AT H mAnpogopia Ha
npénel yevika va. givorl mepektikny (Leidner et al., 2009), evd ot aueiPorieg oxetikd pe v
axkpifela kol v a&l0moTio TS TANPOPOPING TOV OVTAEITAL OO TO. KOWMOVIKA JiKTLO KOt TO
mn0og (crowd-sourcing) éxovv 0dNYNGEL G€ SIGTAKTIKOTNTO TMV EVOLLPEPOLEVOV LEPDV VO TN
ypnowonomoovy (McCormick, 2016). Xvykexpéva, 1 axpifela g TAnpoeopiog pmopei va
dwokvPevdel amd mpdOeon, vrepPori | AdBoc: kTt T€T010 B pumopovice vo elottwOeL pe ™
xpNon oEW0ToTOV TYdV | e Vv emPefaimon tov TANpooptdv mov Aoufdvoviar and To
dikrvo (Heinzelman & Waters, 2010).

Y& kGOe mepintmon, 1 TANPOPOPio TOL HETOSIOETOL ATO TAV®D TPOG TO, KAT® (0d TG apyES TPOG
Tov mANB0C) givor xpNoyn yuo T HETAS00N TOV EXVUNTOV UINVOUATOVY, EVO 1] ETIKOWVOVIO VO
Kkatevboveewv (amd TG apyéc mpog tov TANO0G Kol TO avTioTPOPo) £xel TN dLVATOTNTO VO
aLENCEL TNV AOdOTIKOTNTA NG Olayeiplong Kataotpopav. Kdatt térolo, wotdco, Ppioket
EQOPLOYN LOVO GTNV TTEPITTOON KATA TV 0omoia TVXOV MOS0 TOL APOPOVV GTI GLGCHOPEVON,
eneEepyacia, PETAOOON KOl AYN TANPOPOPLOV £YOVV, TOVAXYIOTOV £00G Eva Pabud, EemepaoTel.
Kotd ovvémewn, m O0pdpemon kol €QOPUOYN KATOAANA®V gpydAeiv mPOg vty TNV
katevBuvon umopel vo oeeAncel Olo Ta Prpata TG Oadikaciog mov exteivovion omd
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Exterapévn mepidnyn

GLAAOYN KO KOTNYOPLOTOiNGn TeV So@op®mv TOT®V dedOUEVOV MG TOV EVTOMIGUO KoL TNV
amdpPIYT YELOMV 1 AXPEIOGTOV TANPOPOPLOV KAl TN LETATPOTI TMOV LIOAOITWV G€ aKpPEi Kot
€0KOAOL KOTOVONTEG HOPPES 0N PACT TOV GTOYELOUEV®Y 0modekTAV. Ommg £xel d1eVKPIVIOTEL
Nnon, 1N chPOCN TOV TANPOPOPLOV EIVOL WOINTEP®S CNUAVTIKY] GTNV TEPIMTMOOT TOL EUTAEKOVTOL
o711 SOIKOGI0 To HEGH KOWMVIKNG SIKTO®ONG M YiveTol AvtAnom mAnpogopidv ard 10 mAn0oc,
eve o€ 0,TL 0popd ta péoa LalKNg EVUEPMOONG, 1 OPAUATOTOINGN 1 1 LETAOOGT AavOaGUEVEOV
mAnpogopldv Ba wpénel va anokieiotel. H e€acpdiion g aglomotiog g mAnpogopiag ivon
TPOOTALTOVIEVO Yoo TNV vloBétnon g teyvoroyiog TG mAnpoeopiag otn  dwoyeipion
KOTOOTPOP®MV, UE TN SOECIUOTNTA TOV ATOULTOVUEVOV TOPOV YO TNV OTOKTION TOV CGYETIKOV
VTOJOUMV Kol 6VoKEVOV (e101kd otV mepintwon TV EEVTVOV GLOTIUATOV UETOPOPDV) V.
énetal. [op' OA' avtd, N épevva 6TOV TOPEN TOL EYKOIPOV EVIOTMIGHOD YELODV TANPOPOPLAOV KO
™G OmOTPOTNG 010001 Tovg gival ol mepropopévn (Halse et al., 2018), evd emiong, dev
OTOVTOVTOL, HEXPL OTIYUNG, HeEAETEG ol omoiec va afloAoyovv tnv emidpacn Ttov £EVmvev
CUCTNUATOV HETAPOPADV, TOV KOWVOVIK®OV SIKTO®V, TOV HECOV HOlIKNG EVNUEPMOONS KO TNG
AvTAnong TANpoeopldV omd To TANH0G GTNV TPAYLATIKY 0TOd0CT] TOL OIKTVLOV.

Téhog, katd v aEloAdynon TG amddooN TOV SIKTVOV, TO EXIKEVTIPO TNG TPOGOYNG CTUOLOKA
oTPEPETAL TNV LIOKEINEVT PAOT, Le PEAAGTIKOTEPT ATEIKOVIOT] TOV GLVONKOV TOL ETIKPATOVV
HETA OO KOTAGTPOPIKO YEYOVOS KOl GEVAPLO PUEPIKDOV Kot OAKAOV BAafdv vo mapovcidlovtol
oloéva Ko ovyvotepo otn Piproypagio. Qotdco, dev Exovv avomtuybel, mpog 10 TOPHV,
eEelnmuéva poviéda ta omoio Bo pmopodv vo GCLVLTOAOYICOVV TIG OAANAETIOPAGELS TTOL
TOPOVCIALOVTaL GTOV TPAYUATIKO KOGHO TOGO HETOED TMV EMUEPOVS GTOWEI®Y TOV SKTHOL
(dependencies), 6co kot peta&d Swukprtdv cvotnudtov (inter-dependencies). Ipdayuatt, M
vndBeon ¢ aveapoiag tov PAafodv peTad TOV GLOTNUATOV 1 TOV GTOLEI®V TOLG
avapévetol, ev TéAEl, vo amoppipbel, divovtag t Béom g o Bedpnon TV TOAOTAOK®V
oY£0EMV OV OVOTTTOoCOVTOL HETAED Tovg. Me avtdév tov 1pomo Ba emitevybel pia e1g Pabog
KOTOVONGN NG OLVOMIKNG T®V GULOTNUATOV, HE OKPPECTEPT AVATOPACTACT) OVTAOV Kol
BeAtiopéveg ektyunoelg anddoons. Qotdco, 6e 0,11 aeopd TN SlElPIoN KATACTPOP®V, M
Bempnon tov aAAniemidpdocwv petald TOV CLOTNUATOV Kol T®V oToyEimv Toug PpiokeTot
aKOUN o€ TOAD 0apyKO OTAO0 €POGOV 1 EVOOUAT®ON TETOI®V LoBEcewV oTn drodkacio
TPOTLTOTOINGNG tvat, HEXPL GTIYUNG, EEUPETIKA TEPLOPIGUEVT.
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1. Introduction

1.1 Disasters and disaster management

The word "disaster™ is, nowadays, becoming increasingly prevalent. Despite some skepticism
about the term's over-use (see for example Furedi (2007)), most analysts seem to agree that
natural disasters, especially climate change-related ones, have increased in the recent years in
number, magnitude and impacts (Baas et al., 2008). Human-induced disasters are also of
concern; technological accidents as well as intentional attacks seem to evolve along with the
struggle for economic and societal growth and prosperity.

However, and despite any possible intuition, there is no general consensus on the definition of
what constitutes a "disaster”. As Quarantelli (1985), quoting Barkun (1974), remarks "...a
disaster is perhaps easier to recognize than it is to define”. Quarantelli (1985) distinguishes
between seven approaches, frequently used for the categorization of a phenomenon as a disaster.
These may be summarized as follows:

e Physical agents: Disasters are equated with physical phenomena, such as earthquakes,
floods, wildfires, explosions etc. Emphasis is placed on the cause of each event, with
distinction made between natural and human-induced catastrophes.

e Physical impact: Disasters are equated with the physical impact they induce on the
environment they affect. As such, certain disaster characteristics, including the
occurrence frequency, the location of the strike and the duration of the phenomenon, may
interfere with the impact, which, in any case, has to be discernible.

e Assessment of the physical impact: Disaster categorization entails a certain benchmark or
threshold regarding the impact of the phenomenon to be surpassed. In this respect, a set
of criteria is set and, in order for the characterization to hold, the effects must be assessed
as notable.

e Social disruption as a result of the physical impact: The physical impact is not sufficient
per se for the characterization of a phenomenon as a disaster. This is rather used as an
indicator of the social disruption it implies. Compared to the previous approach, the focus
here lies on the social implications induced by the event and whether these are perceived
as significant, and not on the actually incurred, quantifiable physical damage.

e Social construction of reality: Disasters are defined in subjective, rather than objective,
terms. Indeed, the often observed lack of correlation between the physical impact of a
phenomenon and the social actions undertaken for its prevention and / or management
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leads to the conclusion that, it is the perception of danger that drives the social
implications and not the actual physical consequences.

e Political definition: Disaster characterization is straightforwardly dependent upon the
political decision-making. The relation is indeed present, since official disaster
declarations can considerably interfere with the actions undertaken and the resources
implemented in all disaster management stages, extending from mitigation and
preparedness to response, recovery and reconstruction.

¢ Imbalance in the demand - capability ratio: Disasters can be recognized by the imbalance
caused when the demand for action exceeds the response capability. Due to the
impending threat to highly-valued assets (life, property etc.), the need for collective
action assumes an urgent, non-routine character.

Quarantelli (1985) points out a shift in the definition of "disaster” from merely physical terms to
social situational ones. In this context, Table 1.1 summarizes official definitions of the word
"disaster", as these are provided by institutional organizations and agencies. From the table, it
can be concluded that, most modern definitions adopt a social disruption dimension (4"
approach) (e.g. International Federation of Red Cross and Red Crescent Societies, 2019b;
European Environment Agency, 2019; United Nations, Department of Humanitarian Affairs,
1992; Emergency Management Australia, 1998). However, definition of "disaster” in terms of its
causal origin (1% approach) (e.g. Emergency Events Database, 2019; British Columbia -
Emergency Program Act, 2019; Federal Emergency Management Agency, 2019), physical
impact (2" approach) (e.g. United Nations Office for Disaster Risk Reduction, 2019a), impact
assessment (3 approach) (e.g. European Environment Agency, 2019; United Nations,
Department of Humanitarian Affairs, 1992; British Columbia - Emergency Program Act, 2019;
State of Queensland - Disaster Management Act, 2018), political decision-making (6™ approach)
(e.g. Federal Emergency Management Agency, 2019), and inability of the affected communities
to cope with the increased demand for action (7" approach) (e.g. Emergency Events Database,
2019; International Federation of Red Cross and Red Crescent Societies, 2019b; European
Environment Information and Observation Network, 2019; Federal Emergency Management
Agency, 2019; United Nations Office for Disaster Risk Reduction, 2019a) are also present, with
most definitions, however, providing a combination of two or more approaches.

From all the above, it can be concluded that definition of "disaster” is mainly a matter of
perception; conceptualization leans towards subjectivity rather than objectivity. Indeed, in
February 07-14, 2017, heavy rainfall across the State of California in the US caused substantial
damage to the Oroville Dam’'s main and emergency spillways. Due to the extensive and fast-
paced ground erosion, the authorities assessed the possibility of the spillways' gate and / or weir
collapse to be significant and ordered the evacuation of 188,000 residents near Lake Oroville.
The collapse was eventually prevented and the losses were limited to the structural degradation
of the spillways and the compulsory shutdown of the nearby hydroelectric plant for a few days.
Despite the relatively low physical consequences though, the Oroville Dam incident was
considered to be a major disaster; this can be related to the level of threat that a possible collapse
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would pose, with disaster characterization in this case straightforwardly linked to the 5"
approach indicated by Quarantelli (1985).

A sole definition of "disaster™ is therefore ambiguous. In general, a disaster is associated with the
impact of a phenomenon on tangible and intangible, but, in any case, highly-valued assets, as
well as with the threat to those assets, and it is dependent upon the ability of the society to cope
with the event itself and any implications thereof. For practical purposes, though, it is useful to
develop a more straightforward view of what constitutes a disaster and identify any possible
differences between the individual frameworks.

In this context, a frequently made distinction is between natural and human-induced disasters.
Apart from the causal differences, natural and man-made disasters generally distinguish from
one another on the basis of: (a) the extent and, (b) the magnitude of the impact induced and, (c)
the occurrence timing and evolution of the phenomenon. With respect to the first parameter,
natural disasters tend to have an extensive impact area (X. Chen et al., 2012), which may be
spatially uneven and variable with time (Barrett et al., 2000). Man-made disasters, on the other
hand, can be pinpointed in space, with their impact extending with almost radial symmetry to
their surroundings (X. Chen et al., 2012; Barrett et al., 2000). In terms of the impact magnitude,
natural disasters generally have a more smooth effect over the stricken area, while the impact of
man-made disasters is heightened at the focal node and gradually fades away as the distance
from the epicenter increases (X. Chen et al., 2012). Last, while some natural disasters can be
anticipated, with individual parameters of their evolution continuously monitored and assessed,
man-made disasters are inherently unexpected events, with any possible information about them
not sufficiently raising the certainty and confidence in what it is about to happen (Hamza-Lup et
al., 2008).

Despite the exact concept though, the potentially catastrophic effects of disasters necessitate the
formulation of appropriate management frameworks and the designation of respective courses of
action for the enhancement of system resilience. In this context, the origins of disaster
management can historically be traced back to the Second World War (1939 - 1945) and the
subsequent period of the Cold War (1947 - 1991) (Pearce, 2003; Dynes, 1994). During these first
stages, disaster management was mainly influenced by the military operations, with disasters
viewed and approached as "enemy attacks”. The accompanying fundamental assumptions of
emergency planning could be summarized in the "triple C's" dogma: chaos, command and
control (Dynes, 1994); that is, disasters were assumed to cause chaos that only command and
control could sufficiently handle. This type of response probably stemmed from a deep-seated
belief that the military could effectively deal with analogous threatening situations; as such,
organizations involved in emergency management were expected to adopt a para-military
organization structure in order to cope with the needs arising (Dynes, 1994). However, Dynes
(1994) considers this approach to be grounded on unrealistic assumptions and, thus, to be
inapplicable and ineffective in practice; the author suggests a different kind of "triple C's" model,
based on continuity, cooperation and coordination. Indeed, in modern societies the focus has
shifted from the strict military "triple C's" construction to the more flexible community-oriented
form.




Chapter 1

Table 1.1 Definitions of disaster

Organization / Agency

Definition of disaster

Emergency Events Database (2019)

Situation or event which overwhelms local capacity, necessitating a request to national or international level for external
assistance.

An unforeseen and often sudden event that causes great damage, destruction and human suffering. Though often caused by
nature, disasters can have human origins.

International Federation of Red Cross and
Red Crescent Societies (2019b)

A sudden, calamitous event that seriously disrupts the functioning of a community or society and causes human, material and
economic or environmental losses that exceed the community’s or society’s ability to cope using its own resources. Though
often caused by nature, disasters can have human origins.

European Environment Information and
Observation Network (2019)

The result of a vast ecological breakdown in the relations between man and his environment, a serious and sudden event (or
slow, as in drought) on such a scale that the stricken community needs extraordinary efforts to cope with it, often with outside
help or international aid.

European Environment Agency (2019)

United Nations, Department of
Humanitarian Affairs (1992)

A serious disruption of the functioning of society, causing widespread human, material or environmental losses, which exceed
the ability of affected society to cope using only its own resources. Disasters are often classified according to their cause
(natural or man-made).

Emergency Management Australia (1998)

A serious disruption to community life which threatens or causes death or injury in that community and / or damage to
property which is beyond the day-today capacity of the prescribed statutory authorities and which requires special mobilization
and organization of resources other than those normally available to those authorities.

British Columbia - Emergency Program Act
(2019)

A calamity that: (a) is caused by accident, fire, explosion or technical failure or by the forces of nature, and (b) has resulted in
serious harm to the health, safety or welfare of people, or in widespread damage to property.

Federal Emergency Management Agency
(2019)

An occurrence of a natural catastrophe, technological accident, or human-caused event that has resulted in severe property
damage, deaths, and / or multiple injuries. As used in this Guide, a "large-scale disaster" is one that exceeds the response
capability of the local jurisdiction and requires State, and potentially Federal, involvement. As used in the Stafford Act, a
"major disaster" is "any natural catastrophe [...] or, regardless of cause, any fire, flood, or explosion, in any part of the United
States, which in the determination of the President causes damage of sufficient severity and magnitude to warrant major
disaster assistance under [the] Act to supplement the efforts and available resources or States, local governments, and disaster
relief organizations in alleviating the damage, loss, hardship, or suffering caused thereby."

United Nations Office for Disaster Risk
Reduction (2019a)

A serious disruption of the functioning of a community or a society at any scale due to hazardous events interacting with
conditions of exposure, vulnerability and capacity, leading to one or more of the following: human, material, economic and
environmental losses and impacts. The effect of the disaster can be immediate and localized, but is often widespread and could
last for a long period of time. The effect may test or exceed the capacity of a community or society to cope using its own
resources, and therefore may require assistance from external sources, which could include neighboring jurisdictions, or those
at the national or international levels.
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Organization / Agency Definition of disaster

State of Queensland - Disaster Management | A serious disruption in a community, caused by the impact of an event, that requires a significant coordinated response by the
Act (2018) State and other entities to help the community recover from the disruption. In this section, serious disruption means: (a) loss of
human life, or illness or injury to humans, or (b) widespread or severe property loss or damage, or (c) widespread or severe
damage to the environment.

Table 1.2 Definitions of disaster management

Organization / Agency / Author Definition of disaster management
United Nations Office for Disaster Risk The organization, planning and application of measures preparing for, responding to and recovering from disasters. Disaster
Reduction (2019b) management may not completely avert or eliminate the threats; it focuses on creating and implementing preparedness and

other plans to decrease the impact of disasters and “build back better”. Failure to create and apply a plan could lead to damage
to life, assets and lost revenue.

International Federation of Red Cross and The organization and management of resources and responsibilities for dealing with all humanitarian aspects of emergencies,

Red Crescent Societies (2019a) in particular preparedness, response and recovery in order to lessen the impact of disasters.

State of Queensland - Disaster Management | Arrangements about managing the potential adverse effects of an event, including, for example, arrangements for mitigating,
Act (2018) preventing, preparing for, responding to and recovering from a disaster.

Carter (2008) An applied science which seeks, by the systematic observation and analysis of disasters, to improve measures relating to

prevention, mitigation, preparedness, emergency response and recovery.

Lettieri et al. (2009) The body of policy and administrative decisions, the operational activities, the actors and technologies that pertain to the
various stages of a disaster at all levels.

Peeta et al. (2010) Disaster management is a multi-stage process that starts with pre-disaster mitigation and preparedness that focus on long-term
measures for reducing or eliminating risk, and extends to post- disaster response, recovery and re-construction.
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Flexibility in disaster management is dictated by the very nature of the disaster phenomena. As
Quarantelli (1985) notes: "In a disaster, there is considerable variation in how the everyday
capability / resource and demand / need balance gets unbalanced.” In the above statement,
Quarantelli (1985) recognizes that catastrophes pose stress to the systems by distorting the
previously existing balance between demand and capacity, with the distortion occurring in ways
not unilaterally defined. Thus, disasters are inherently stochastic phenomena in terms of both
their occurrence and their implications and, as a result, their management must be accordingly
adaptive.

In this context, disaster management generally refers to a set of decisions and measures that
involve both levels of societal organization (the authorities and the community) and pertain to all
disaster phases with the objective of achieving improved system resilience. These steps can
generally be defined as prevention, mitigation, preparedness, response and recovery; the first
three operations (prevention and mitigation of disaster risks and preparedness) belong to the pre-
disaster phase, while the latter two (response and recovery) take place during its aftermath. As
such, Table 1.2 summarizes six definitions of "disaster management” commonly used; as can be
seen from the table, the fundamental elements of disaster management, as these were previously
outlined, crosscut most definitions.

1.2 The role of transportation networks

During disasters, the role of transportation networks arises as significantly important. Although
not at the forefront of emergency management rationale, in cases of catastrophes, transportation
networks act as vital lifelines, ensuring network connectivity and providing the necessary,
underlying ways for the execution of a series of emergency operations. A list of such operations
is provided by the Virginia Transport Policy Institute in relation to the type of disaster
considered (Table 1.3).

Table 1.3 Disaster-related transportation operations (Victoria Transport Policy Institute, 2016)

Disaster Geographic | Warning . Emergency S . Infrastructure
. Evacuation : & Quarantine .
type scale period services rescue repair
Hurricane Very large Days * * * *
Earthquake Large None * * * *
Tsunami Very large Short * * * *
Flooding Large Days * * * *
Forest fire Small to Usually * * * *
large
Volcano Small to Usually * * * *
large
Blizzard / - - -
ice storm Very large Usually
Explosion Srlnall 0 Seldom * * * *
arge
Radiation / small to
toxic Sometimes * * *
large
release
Landslide / Sma!l to Sometimes * - - -
avalanche medium
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At the same time, transportation networks are themselves vulnerable to structural and functional
degradation, with Zimmerman et al. (2007) noting the importance of network's availability and
capacity in the effectiveness of post-disaster operations. That, combined with the stochasticity
involved in the travelers' behavior and the diverse needs arising, mount the pressure on the need
for effective network management. This will, most probably than not, require a re-structuring of
network functioning, often in the form of network re-configuration along with the employment
of other management strategies. In this context, formulation of appropriate management tools
that can account for the network's operational state and the individuals' behavioral aspects and
optimally re-structure them to the benefit of overall network functionality will be of significant
practical importance. In such settings, these tools can help facilitate the related emergency
operations and provide added value to the whole disaster management process.

1.3 Research scope and methodological steps

From all the above it can be concluded that, regardless of the theoretical (with practical
implications though) discussion of what constitutes a "disaster" and irrespective of its actual type
and consequences (if this is indeed perceived as one), the communities ask for, and are actually
in need of, effective countermeasures to ultimately preserve their societal structure and
functioning. In this context, the present dissertation focuses on disaster management in
transportation networks in the post-catastrophe period. Although many distinct operations may
take place in a post-disaster stage (with population evacuation being possibly the most important
and well-studied among them, due to its significance in proactively protecting human life and
health), this thesis investigates the concept of generalized post-disaster network management.
Indeed, in the case of disruptive events, generalized network management appears to be equally
essential and practically more frequent. This precludes the investigation of specific disaster
operations and focuses on the needs generated by various types of network users through the
consideration of bi-directional traffic movements, the integration of appropriate management
strategies and performance measures on the basis of the system objectives set and the
incorporation of users' route choice behavior.

Network management, as this is realized through the associated network operations, can
generally be classified as an instance of the network design problem (NDP), which has been
recognized as one of the most difficult problems in transportation (Wang et al., 2013; Chootinan
et al., 2005; Yang & Bell, 1998). By definition, the NDP involves deciding upon the
management strategies implemented on a network for optimizing its performance, while
accounting for budget constraints and users' route choice behavior (Wang et al., 2013; Chootinan
et al., 2005). Performance enhancement is pursued through either network re-configuration and /
or demand re-allocation, while users’ behavior is captured by deterministic user equilibrium
(DUE) or stochastic user equilibrium (SUE) principles (Yang & Bell, 1998). Nevertheless, the
DUE principle is considered to be inadequate for modeling travel behavior (Prashker & Bekhor,
2004), especially during emergencies (Hsu & Peeta, 2013). Indeed, fluctuations of the network
flows on the basis of demand and supply changes over time make it reasonable to assume that
stochastic equilibrium models may be more appropriate for real-world problems (Xie & Liu,
2014; Prashker & Bekhor, 2004). Despite the flexibility of the NDP in incorporating randomness
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in its formulation, though, current research efforts have until now failed accounting for
stochasticities (Chen et al., 2011).

In this context, the present thesis aims at advancing the state-of-the-art in disaster management
by providing a framework that supports and promotes the enhancement of network functionality
in an integrated manner. The thesis distances itself from the consideration of specific network
operations and examines network functioning from a wider perspective. In order to do so, the
framework explicitly considers the operational state of the network and users' behavioral patterns
and attempts a system re-organization on the basis of defined objectives. This is achieved
through the use of appropriate management strategies, the development of a multi-aspect
performance measure, the formulation of suitable hypotheses regarding route construction and
route choice and the selection of an appropriate analysis concept. The dissertation ultimately
provides an integrated conceptual and mathematical framework for efficiently handling the
diverse needs arising in the period following a catastrophe. The framework can be used as a
planning tool by transportation professionals and stakeholders and adds a higher degree of
realism in the decision-making process by explicitly accounting for some of the stochasticities
that are either way present in transportation management, but possibly exacerbated in a post-
disaster setting.

In accordance with the delineated research scope, the distinct methodological steps followed in
the dissertation may be summarized as:

e Extensive review of the disaster management literature, with emphasis placed on the
inter-related aspects of network performance estimation and network operations'
planning. Recent advances in the field are identified and research areas that offer
possibilities for further investigation are revealed.

e Overview of existing route choice models and path generation methods. The necessary
background is provided in order to help decide upon the most appropriate combination of
these parameters, with respect to the characteristics of the post-disaster environment and
the planning objectives set.

e Development of a novel conceptual framework that integrates various problem aspects of
generalized network management. This step offers a sound theoretical and
methodological basis for the planning of operations in the aftermath of a catastrophe with
the overall objective of network performance enhancement.

e Formulation of the associated mathematical models that correspond to the conceptual
framework delineated. Expressions are constructed that realize the model's theoretical
conception and constitute the essence of the research conducted.

e Development of efficient optimization algorithms for handling the aforementioned
mathematical models. Powerful solution methodologies (such as metaheuristics) are
exploited, that can reduce the computational burden associated with network
management problems while providing high-quality, robust results.
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Validation of the previously formulated conceptual framework, planning models and
solution algorithms through their application on test networks under different disaster
scenarios and problem hypotheses.

It can, thus, be concluded that the dissertation offers a structured approach towards post-disaster
network management, extending from the conceptual conception and mathematical formulation
of the integrated framework, to the development of advanced solution methodologies and the
application of these on test networks to showcase their efficiency.

1.4 Structure of the dissertation

The rest of the dissertation is structured as follows:

The second chapter analyzes the problem of disaster management from a transportation
perspective. It distinguishes between planning in the pre- and post-disaster phases,
accentuating the role of the latter in ensuring overall network functionality. Post-disaster
planning is investigated as two separate sub-problems: (a) estimation of network
performance, and (b) decision-making and planning of the respective operations. An
extensive literature review of these inter-related aspects is conducted, with individual
problem features explained and discussed. Classification of the network performance
literature is based on: (a) the disaster environment assumed, and (b) the conceptual
approach followed, with the first one further analyzed into the disaster type, the network
characteristics and the component failure mechanisms assumed, whilst the latter refers to
the type of analysis considered, the performance measures used, the dependencies
between the network components present, the pre- and post-disaster interventions applied
and the objectives set. On the other hand, classification of the operations’ planning
literature is made according to: (a) the planning scope, and (b) the planning process
adopted, with the first term referring to the type of operations employed as well as to
their planning and implementation timing, while the second term focuses on the actual
decision-making process and comprises the actions determined, the analysis tools used,
the strategies and parameters identified and the objectives set.

The third chapter focuses on the traffic assignment problem and offers an overview of
route choice models and path generation methods. More specifically, due to the NDP
formulation of the post-disaster management problem, and in view of the inadequacy of
the deterministic user equilibrium (DUE) principle to realistically capture travel behavior
(especially during emergencies), various route choice models based on either logit or
probit formulations have been developed. Despite both classes tracing their origins back
to utility theory, distinctive differences between them exist, making the features of the
models classified under each category more or less desirable from a route modeling
perspective. The multinomial logit (MNL) and most of the models belonging to the MNL
family are presented in the chapter, with the rest of the MNL-based models as well as the
probit ones described in Appendix A. Mathematical programming formulations of
stochastic user equilibrium (SUE) are additionally provided. The chapter concludes by
describing the implicit and explicit path set construction methods, with explicit
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approaches, extending from deterministic and stochastic shortest path-based methods to
the constrained enumeration and probabilistic ones, more thoroughly analyzed.

The forth chapter conceptually conceives and constructs the model used for the
optimization of network operation in the aftermath of a catastrophic event. The model is
formulated as an instance of the mixed network design problem (MNDP); two distinct
management strategies (lane reversal and demand regulation), a multi-aspect measure of
performance (including travel time, satisfied demand and OD-pair accessibility indices),
stochastic user equilibrium (SUE) traffic assignment (according to the paired
combinatorial logit (PCL) model) and iterative path generation (following the link
penalty approach) are combined under a vulnerability analysis context in order to provide
a re-configured network with re-allocated demand so that network performance is
maximized. The problem's outline along with its mathematical expression are delineated,
with discussion over individual problem aspects supporting the respective assumptions
and decisions made. The end of the chapter presents a detailed flowchart of the model's
programming steps, as these were realized in MatLab's computing environment.

The fifth chapter discusses the solution methodology adopted. Due to the MNDP
structure of the network management model (bi-level formulation with inclusion of both
continuous and discrete variables), the convexity of the solution space is not guaranteed.
As such, the use of exact solution algorithms is precluded and one must resort to
approximation algorithms or metaheuristics to obtain solutions of practical value. In this
respect, a genetic algorithm (GA) coupled with a traffic assignment process is used as a
solution methodology for the problem at hand. Definition of GAs along with description
of their main components and mechanisms, explanation of their differences from
traditional methods and analysis of the advantages of their use under the prism of
evolutionary computation are provided.

The sixth chapter is engaged in applying the formulated model on a set of case studies
with subsequent comprehensive presentation of the analysis results. As such, a test
network is used as the basis for a series of analyses to be performed. These can be
distinguished into four categories: (a) analyses regarding changes in the network'’s
physical attributes, including changes in network topology (disruption of network nodes
and links) and link capacity, (b) analyses regarding modifications of problem parameters,
including changes in the values of the penalty factor P (involved in the path generation
process) and the dispersion coefficient @ (indicating the variance among drivers and
involved in the SUE model), complemented, in the latter case, with analyses performing a
deterministic assignment of traffic on the network links according to the deterministic
user equilibrium (DUE) and system optimal (SO) principles, (c) analyses regarding
fluctuations of the demand between the network's OD pairs, and finally, (d) analyses
regarding variations of the weighting coefficients of the upper-level objective function
terms (sensitivity analysis). In this respect, the goal of the analyses is twofold: (a) to
investigate the algorithm's efficiency and efficacy in enhancing network performance,
and (b) to explore the implicit relationship between the problem's optimal solution and
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the aforementioned changes in the problem's input parameters. Different types of tables
and diagrams are used to demonstrate the analysis results (some of them placed in
Appendix C); these regard either the individual case studies or focus on performing
comparative evaluations between the distinct experiments. Interpretation and discussion
of the results is provided in order to highlight specific problem aspects and, ultimately,
reach certain conclusions.

e The seventh chapter summarizes the findings of the dissertation and draws the main
conclusions from the research conducted. In addition, possible directions for future
research are suggested and discussed.

The dissertation concludes with the bibliographic references cited in the text and Appendices A,
B and C.
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2. Post-disaster transportation network
management

2.1 Introduction

Natural and human-induced disasters have always been of concern to societies; their
unforeseeable characteristics along with the possibility of human life losses and casualties, the
structural degradation of infrastructures and the disruption of activities, pose a threat to social
and economic continuity and growth. This impact appears to have increased in the recent years
(Baas et al., 2008); the size and density of modern communities and their dependency on
sophisticated, yet vulnerable, infrastructures have critically contributed in this direction. Indeed,
civil infrastructures provide added value and competitive advantage to an area and, inevitably, a
catastrophic event affecting them may lead to both immediate and long-term losses. In this
context, susceptibility of infrastructures to failures may come as a result of their introduction to
disaster-prone areas. Critical infrastructures, however, may constitute themselves potential
targets for terrorist attacks. In either case, their capacity and serviceability are expected to be
reduced in the aftermath of a catastrophe.

The impacts and associated risks of disasters can be mitigated through careful planning; disaster
management refers to the organization and management of personnel, resources and
infrastructure and the determination of appropriate courses of action towards achieving certain
performance objectives. It involves a chain of activities, ranging from performance evaluation
and pre-disaster improvement of network resilience to post-disaster response, recovery and re-
construction (Peeta et al., 2010). These facts imply that planning for disasters is a multi-aspect
process, targeting at different phases, before, during and following a catastrophe. The difficulties
arising in this context have also been of interest to the Federal Highway Administration
(FHWA), which, as Zimmerman et al. (2007) note, "recognizes the unique challenges posed by
the disaster environment on mobility and the safe and secure movement of people and goods". In
the same study, Zimmerman et al. (2007) accentuate the importance of the transportation
network’s availability and capacity in emergency response and evacuation operations. Indeed,
transportation networks act as critical lifelines in cases of disasters; while remaining the sole
means of ensuring physical access to the affected communities, they additionally support a range
of emergency services extending from population evacuation and response operations to supply
chains and restoration of activities. It can, thus, be concluded that in a post-disaster setting, the
functionality of the surviving network arises as significantly important, while the development
and deployment of efficient tools for the planning and management of the associated operations
can decisively enhance network performance.
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The complex and inherently stochastic nature of post-disaster network management, though, has
led to its decomposition into sub-problems; as such, network performance estimation and
network operations' planning are two interrelated aspects in the field. The first one sets the basis
for all operations' planning, while the second one lies in the core of every disaster management
plan. Attention, however, must be paid so that the plans developed for different problem aspects
are in accordance with each other, leaving no significant gaps or contradicting assumptions /
actions to be revealed though implementation.

2.2 Disaster planning in transportation

According to Peeta et al. (2010), "disaster management is a multi-stage process that starts with
pre-disaster mitigation and preparedness that focus on long-term measures for reducing or
eliminating risk, and extends to post-disaster response, recovery and re-construction”. The pre-
disaster planning phase therefore, involves strategic decision-making for risk assessment,
infrastructure improvements to reduce vulnerability and enhance system resilience as well as
configuration of emergency plans. The post-disaster phase involves performance estimation and
tactical and operational decision-making for providing critical emergency response, recovery and
re-construction services. Figure 2.1 illustrates the disaster planning process.

- *Response
*Mitigation *Recovery
*Preparedness »Re-construction

Figure 2.1 The disaster management process (Peeta et al., 2010)

Pre- and post-disaster planning tasks are interrelated. Efficient pre-disaster planning involves the
design of new, failure-resistant infrastructures as well as investment decisions in the form of
reinforcement or retrofit actions that allow the structural integrity and survivability of network
components to be enhanced; to that end, post-disaster operations set the prioritization criteria in
light of potential budgetary constraints (Peeta et al., 2010). However, experience has shown that
prevention steps are often inadequate; the characteristics of the catastrophe, the physical and
functional state of the infrastructure and population's conformance to emergency plans are
uncertain and may lead to a rapid degradation of the transportation system's operational
performance. In addition, even detailed prevention planning is difficult to deploy in full due to
limitations in resources and increased implementation costs. In that sense, post-disaster planning
should embrace the stochasticities entailed and adapt to the prevailing conditions by providing
short- and mid-term actions that facilitate the operations undertaken.

2.2.1 Configuration of disaster management plans

As already explained, in cases of disasters, transportation networks should be able to provide the
necessary support for emergency operations. Either in the form of conceptual plans or real-time
management, data on network condition and the post-disaster environment should be used to
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determine the appropriate remedial actions to be deployed. However, in the aftermath of a
catastrophe, network infrastructure may suffer from physical and / or functional degradation.
This is particularly true for natural disasters, which tend to cause extensive damages over a
broader area (Jenelius & Mattsson, 2012) but can also be true for man-made disasters (Murray-
Tuite & Wolshon, 2013). However, the latter usually cause some sort of disruption to a limited
part of the network (Jenelius & Mattsson, 2012).

What is important from a managerial point of view is the estimation of post-disaster network
performance since this will set the basis for the subsequent planning and implementation of the
necessary operations; a critical threshold must be preserved to ensure the safe and secure
movement of people and goods. The next step involves the core of the decision-making process;
depending on the nature and the impact of the disaster, appropriate courses of action are selected,
planned and deployed. These may vary from population evacuation to network restoration
activities. In this context, the literature on post-disaster network management can broadly be
divided into two categories:

e Estimation of post-disaster network performance.
e Decision-making and planning of post-disaster operations.

In order to make a performance assessment, one must first define appropriate measures and the
necessary models for their estimation or measurement. The outcome can then be used for the
decisions that need to be made with respect to the management of the surviving transportation
network.

2.3 Network performance estimation

Estimation of network performance is an important first step during operations' planning.
Classification of the associated literature is based on the framework of Figure 2.2 and includes
(a) the disaster environment assumed, and (b) the conceptual approach followed. Indeed, disaster
type, network characteristics and component failure mechanisms are important parameters in
performance estimation, with the latter assessed according to different conceptual approaches.
Modeling efforts are dictated by the type of analysis considered, the performance measures used,
the dependencies between network components present, the pre- and post-disaster interventions
applied and the objectives set. In this context, Table 2.1 classifies existing work with respect to
the type of analysis conducted and the way failure is represented while Table 2.2 illustrates the
performance measures considered in each study.

2.3.1 Disaster environment

The disaster environment sets the underlying assumptions for estimating network performance.
These include the type of disaster considered, the network characteristics assumed and the way
component failures are modeled.
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Figure 2.2 Classification framework for post-disaster network performance estimation
2.3.1.1 Disaster type

Since performance is generally related to the impacts of a catastrophe, it could be argued that the
actual type of disaster considered is of limited practical importance. In this context, many studies
assume a generic type of disaster (e.g. Dehghani et al., 2014; El-Rashidy & Grant-Muller, 2014;
Taylor & Susilawati, 2012; Nagurney & Qiang, 2009; Ukkusuri & Yushimito, 2009). However,
in cases where the impact is closely related to particular disaster characteristics, the phenomenon
itself arises as significant; for example, Kiremidjian et al. (2007b) use earthquake records to
evaluate the structural and operational loss of a bridge network, Nabian & Meidani (2018), Guo
et al. (2017), Dong et al. (2014) and Bocchini & Frangopol (2011) exploit seismic fragility
curves as inputs in bridge network performance analysis and Kermanshah & Derrible (2016) use
the United States Geological Survey (USGS) ShakeMaps to simulate the impact of earthquakes
on roadway infrastructure. Overall, earthquakes constitute a commonly considered disaster type
(e.g. Hu et al., 2016; Zhang & Wang, 2016; Edrissi et al., 2015; Edrissi et al., 2013; Nagae et al.,
2012; Kiremidjian et al., 2007a; Kiremidjian et al., 2007b; Pitilakis et al., 2006).

2.3.1.2 Network characteristics

In performance evaluation, the network itself sets the basis for the formulation of the problem.
Assumptions on network characteristics define the initial network configuration, its connectivity
settings, the state of individual components and network's post-disaster requirements; for
instance, the lower traffic volumes of rural networks point towards performance being related to
accessibility (e.g. Taylor & Susilawati, 2012), while, the different operations and the limited
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connectivity and bypass options of railways may lead to distinct performance interpretation (e.g.
Johansson & Hassel, 2010).

In this context, past research has focused on generalized transportation networks, distinguished
into urban (e.g. Ganin et al., 2017; Donovan & Work, 2015; Balijepalli & Oppong, 2014; Tuzun
Aksu & Ozdamar, 2014; B. Chen et al., 2012; Yang & Qian, 2012; Bono & Gutiérrez, 2011),
regional (e.g. Omer et al., 2013; Taylor & Susilawati, 2012), highway (e.g. Yang et al., 2013;
Gunne¢ & Salman, 2011; Peeta et al., 2010; Matisziw & Murray, 2009; Selguk & Yicemen,
1999) and railway networks (e.g. Johansson & Hassel, 2010; Chang, 2003). Some researchers
consider bridges to be the most vulnerable part of the network and, as such, investigate bridge
networks (e.g. Wang & Jia, 2019; Nabian & Meidani, 2018; Guo et al., 2017; Zhang et al., 2017,
Zhang & Wang, 2016; Dong et al., 2013; Nagae et al., 2012; Bocchini & Frangopol, 2011;
Karlaftis et al., 2007). In general, network selection can be made on the basis of different criteria,
including the type of the transportation mode considered, the geographic and operational
characteristics of the network supposed and any specific assumptions made.

2.3.1.3 Failure representation

Network components may refer to links, nodes or both (Ahuja et al., 1993). While most papers
assume link failures only, some studies account for node failures as well. In any case, when
network nodes are appropriately associated to their adjacent links, the link failure assumption
does not pose any restriction to the problem formulation. Indeed, Qiang & Nagurney (2008)
assume both link and node failures; link failures are treated by removing the respective links
from the network while node failures are treated by removing all the links entering or exiting
these nodes.

Failure, on the other hand, does not necessarily imply structural damage. More often, it refers to
the reduced ability of a component to fully correspond to its former function and it is, thus,
linked to its serviceability. Binary component states (operational or not operational) are usually
assumed; this assumption, however, is not always accurate since a component may be partially
functional, a condition indicated by some sort of capacity reduction or distance increase (Chang,
2003; Chang & Nojima, 2001). It could be argued, though, that the removal of a damaged link
from the network representation is a usual, yet safety-favorable assumption. Giinne¢ & Salman
(2011) while assessing network reliability, argue in favor of complete elimination of partially
destroyed links, since these may not be accordingly partially operational due to the reluctance of
using them. On the other hand, Du & Nicholson (1997) support the use of multiple link capacity
degradation scenarios for an accurate estimation of network performance. In the same context,
Sullivan et al. (2010) are averse to complete link removal for not being realistic and
methodologically sound. In general, these two cases are denoted as complete (e.g. Yang et al.,
2018; Hu et al., 2016; Kermanshah & Derrible, 2016; Rupi et al., 2014; Tuzun Aksu & Ozdamar,
2014; Edrissi et al, 2013; Knoop et al., 2012; Yang & Qian, 2012; Taylor & D’ Este, 2007) and
partial (e.g. Wang & Jia, 2019; Zhang et al., 2015; Balijepalli & Oppong, 2014; Dong et al.,
2014; Omer et al., 2013; Burgholzer et al., 2012; Snelder et al., 2012; Bocchini & Frangopol,
2011) component failure respectively.
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With respect to the extent of the disruption assumed, disasters can be separated into localized
and wide-scale ones, with the first one affecting a small area, whereas the second one may affect
an entire city or region. Transportation accidents, bomb attacks and structure fires are typical
examples of the first category, taking place in urbanized environments and causing limited
effects and possibly only single component failures (e.g. EI-Rashidy & Grant-Muller, 2014; Rupi
et al., 2014; B. Chen et al., 2012; Azevedo et al., 2010; Jenelius et al., 2006). Disasters of the
second category, on the other hand, are large-scale disruptive events (Jenelius & Mattsson, 2012)
putting at stake critical infrastructure and causing multiple component failures (e.g. Yang et al.,
2018; Dehghani et al., 2014; Nagae et al., 2012; Gunne¢ & Salman, 2011; Al-Deek & Emam,
2006). In this context, single component failures can be viewed as the disaggregate level of
multiple component failures. "Full range™ studies, i.e. studies investigating all possible disruption
scenarios, are until now limited to the assumption of single component failures (Jenelius &
Mattsson, 2012). On the other hand, multiple component failures are treated as "scenario-
specific" cases by either arbitrary assumptions or by means of Monte-Carlo simulation; this is
due to the computational burden associated with the consideration of all possible disruption
combinations, making such an attempt infeasible for large-scale networks.

2.3.2 Conceptual approach

Based on the disaster environment assumed, different approaches may be followed for the
estimation of network performance. In addition, the literature investigates the use of a range of
performance measures, while dependencies between components, the application of pre- and
post-disaster interventions and the objectives set are additional parameters considered for that
purpose.

2.3.2.1 Analysis type

Five analysis types can be identified for the estimation of network performance: vulnerability,
reliability, risk, robustness and resilience. Terminology, however, is not consistent across the
literature and the terms are often used under different conceptual contexts. As such, vulnerability
is the most commonly used analysis type when investigating network sensitivity against
disruptive events. When referring to a transportation network, it is many times associated with
accessibility, the latter describing the ease of approaching a certain destination (Niemeier, 1997).
As indicated by Berdica (2002), accessibility generally approaches the problem from a demand
point of view whereas serviceability uses a supply approach, implying the existence of a
functioning route to a destination and the possibility to use it. Accessibility is, therefore, highly
related to mobility (Jones, 1981) and can, thus, provide misleading results regarding a network's
physical state if strictly used in this context. In general, vulnerability refers to a network'’s
susceptibility to incidents, which may lead to reduced serviceability (Berdica, 2002; A. Chen et
al., 2007). For Burgholzer et al. (2012), vulnerability regards the reduction in network
performance in the case of link disruptions, with Kermanshah & Derrible (2016) restricting its
assessment to be made in quantitative terms, while for Johansson & Hassel (2010) vulnerability
describes an incident's extent of impact. Jenelius et al. (2006) introduce two terms for
interpreting vulnerability: "link importance™ and "exposure”. The first term incorporates the
impact of link failures on costs and capacity, while the second term addresses low probability
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incidents and their impact on travelers. Later, Jenelius (2009) introduces "regional importance™,
"expected total exposure” and “expected user exposure”, expanding his previously proposed
terminology. In a later study, Jenelius & Mattsson (2015) define vulnerability as the societal risk
of road infrastructure disruptions, with the concept of risk incorporating the scenario assumed, its
probability of occurrence and the associated impact. Finally, Kurauchi et al. (2009), Taylor et al.
(2006) and Taylor & Susilawati (2012), when considering vulnerability, focus on the impact of a
failure instead of its occurrence probability.

Another term used to describe performance is reliability. In a transportation network, reliability
can be defined as the possibility of successfully travelling between the nodes, taking, thus, into
account both the likelihood of a disruption and its possible consequences (Berdica, 2002); in this
term, "successfully” implies the satisfaction of certain evaluation criteria. For Soltani-Sobh et al.
(2015), reliability refers to the probability that a network retains an acceptable level of service
under unusual circumstances, while Nabian & Meidani (2018) restrain this to take place in a
specified environment for a certain period of time. Reliability can generally be expressed in three
main forms (Al-Deek & Emam, 2006; Berdica, 2002): (a) connectivity reliability, referring to the
possibility of two network nodes remaining connected, (b) travel time reliability, referring to the
possibility of reaching a certain destination within a time threshold, and (c) capacity reliability,
referring to a network’s ability to accommodate a certain amount of traffic. According to
Jenelius et al. (2006), travel-time reliability depends on network performance expectations and
is, thus, user-oriented, whereas connectivity reliability provides a more theoretical concept.
However, since reliability is so probability-dependent, Kurauchi et al. (2009) point out that false
probability estimations may well result in inaccurate reliability estimations. Taylor et al. (2006)
and Taylor & D’ Este (2007) illustrate the differences between vulnerability and reliability; they
report that a network may be reliable, yet highly vulnerable at the same time, if the probability of
failure is small but the associated impact is substantially high.

A concept closely related to reliability is that of risk. Risk is associated with the probability of a
disruptive event and its associated impact (Berdica, 2002). In networks, risk is often defined as
the combination of these two components (Jenelius et al., 2006). Taylor et al. (2006) and Taylor
& D’ Este (2007) note that, while vulnerability focuses on the impact, reliability and risk are
more concerned with the probability of disaster occurrence and its consequences.

An opposing to vulnerability term is robustness, describing a network’s strength (Knoop et al.,
2012; Snelder et al., 2012). According to Sullivan et al. (2010), robustness is the degree to which
a network can retain its performance when subjected to link capacity disruptions, while, in a
similar framework, Zhang & Wang (2016) describe it as the ability to cope with extreme events
and deliver a certain level of service. Kondo et al. (2012) associate robustness with connectivity
reliability and accessibility. Knoop et al. (2012) consider robustness to be the network’s ability
to preserve its functionality under conditions that "deviate from the normal”, while Snelder et al.
(2012) describe robustness as "the extent to which, under pre-specified circumstances, a network
is able to maintain the function for which it was originally designed”. The latter argue that
robustness is related to the impact of a disruption rather than its probability of occurrence and
consider it in a framework of less frequent events of increased impacts.
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Finally, resilience refers to a network’s ability to regain its normal function after a disruptive
event (Omer et al., 2013; Berdica, 2002). Snelder et al. (2012) define resilience as a network's
"temporary overload" and Barker et al. (2013) as a time-dependent proportional measure of a
system's recovery over its loss. For Soltani-Sobh et al. (2015), this recovery should take place
within a "reasonable™ time frame. Miller-Hooks et al. (2012) and Zhang et al. (2015) indicate
that resilience is not limited to the network’s ability to handle disruptions but also includes short-
term, remedial actions for its restoration. Zobel & Khansa (2014) develop a measure for
resilience in a multi-disaster environment; based on the work of Bruneau et al. (2003), Zobel
(2010) and Zobel (2011), the authors extend the notion of single-disaster resilience to that of
multi-disaster predicted resilience. Finally, Reggiani (2013) offers a framework for evaluating
security resilience and argues that it should be examined in the context of weighted network
topology / connectivity.

2.3.2.2 Dependencies

Since transportation networks are large-scale, spatially distributed systems, various forms of
functional and spatial dependencies between their components and interdependencies with other
systems are present (Little, 2002; Zimmerman, 2001); this fact implies that failures may cascade
between both the network itself and the network and other lifelines (Johansson & Hassel, 2010).
In this context, Rinaldi et al. (2001) distinguish "dependencies™ (referring to components of the
same network) from "interdependencies™ (referring to different networks). Johansson & Hassel
(2010) point out the need to specify whether the assumed interaction is treated on the macro
(between systems) or on the micro (between system components) level and whether it has a bi-
or a uni-directional form. In general, the inconsistency of terminology across the literature leads
to the words "dependencies” and “interdependencies” being used interchangeably in some
studies, while a difference in the nature of the interaction is indicated in others (Johansson &
Hassel, 2010).

There exist several ways for the characterization of dependencies; Rinaldi et al. (2001)
categorize them as physical (input-output dependence between components or systems), cyber
(information transmission dependence), geographical (topological dependence between
neighboring components affected by the same local event) and logical (all other dependence
types). Zimmerman & Restrepo (2006) propose a broader categorization, where dependencies
are viewed as either functional or spatial (the latter referring to geographical dependencies); the
same categorization is adopted by Johansson & Hassel (2010) for modeling interdependencies in
the case of infrastructure systems' vulnerability analysis.

With respect to transportation networks, a common assumption is that network components fail
independently. Several researchers, however, discard this perception as being simplistic
(Johansson & Hassel, 2010; Du & Nicholson, 1997). In real-world problems, not only
components from the same network, but also infrastructures belonging to different networks, are
interrelated, implying the existence of a possible relationship between their damage states as
well. In this context, cascading failures refer to failures propagating within the same system due
to flow redistribution, whereas interdependent failures refer to failures caused to a system as a
result of failures to other systems (Hernandez-Fajardo & Duefias-Osorio, 2013). Apart from that,
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a correlation between the damage states of facilities that does not fall into any of the
aforementioned categories may also be observed; for example, Zhang & Wang (2016), Dong et
al. (2014), Bocchini & Frangopol (2011) and Kiremidjian et al. (2007b) consider the effect of
spatial correlation of earthquake ground motion on the observed bridge damage patterns and
associate it with source-to-site distance, soil conditions and bridge characteristics. Bocchini &
Frangopol (2011) point out that when performance-based design and assessment is pursued, the
damage states of the individual components should be estimated, with the overall network
performance resulting as a complex combination of them all. According to the same authors, the
independence assumption between network components and their damage states can lead to
significant errors in network performance estimation. However, the literature on the subject is
still very limited (Gunne¢ & Salman, 2011).

Overall, only a few papers consider some sort of functional or spatial dependency between
network components and their failure states. In Miller-Hooks et al. (2012) this has the form of
component correlation matrices while Du & Nicholson (1997) use arbitrary fraction values for
the derivation of interrelated component arc capacities. Selguk & Yicemen (1999) expand the
notion of correlation to "spatially extending elements”. More specifically, they partition each
"element” into "components” and use two types of dependency models to calculate element
reliability: the "point-site” model, where the element reliability equals that of the weakest
component, and the "multi-site™ model, where each element is treated as a series system and the
upper and lower reliability values are derived through assumptions of independent and perfectly
dependent components respectively. Pitilakis et al. (2006) account for four different types of
interactions between lifeline systems while Johansson & Hassel (2010) use functional and
geographical interdependencies between five infrastructure types to estimate the loss of service
in a railway system. Gunne¢ & Salman (2011) consider two forms of dependency: a set-based
one, where components belonging to different sets fail independently, and a vulnerability-based
one, where components of the same dependency set are ordered from the strongest to the
weakest and failure of one component leads to failure of all the weaker ones. Finally, Du & Peeta
(2014) derive link failure probabilities on the basis of the disaster's stochastic characteristics as
well as possible pre-disaster link upgrading interventions.

2.3.2.3 Performance measures

Performance measures may generally be categorized as flow-dependent or flow-independent,
with the former attempting to capture congestion phenomena, whilst the latter requires only data
on the physical state of the network (Nojima, 1998). Chang & Nojima (2001) argue that flow-
dependent measures are of limited practical significance in a post-disaster environment due to
the lack of available data. Flow-independent measures, on the other hand, avoid the inherent
stochasticity of flow estimations, focusing only on easier-to-estimate parameters.

In this context, Chang & Nojima (2001) use three different flow-independent measures: total
length of network open and total and areal distance-based accessibility. Component length
participates in all cases but under different concepts. The first measure describes the fraction of
failure-free network length, irrespective of the open segments' allocation and connectivity. In the
second case, initial component length, damage state and connectivity are combined to provide a
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minimum distance path estimate of origin - destination (OD) pair accessibility, with nodal
weighting factors according to pre-disaster OD data incorporated in the final measure. In a
different approach, Ukkusuri & Yushimito (2009) decline the use of shortest distance paths for
performance estimation; in their study, criticality of network links is assessed by link capacity
reductions and user equilibrium (UE) analysis, with performance measured as the sum of all arcs'
travel times. It is, thus, obvious that even the same parameter (e.g. component length) when used
under different frameworks can result in different performance estimates.

Another important observation is that performance measures are not necessarily dictated by the
type of analysis followed. For example, when network connectivity is investigated, reliability
analysis, focusing on component survival probabilities, could be employed. This approach was
followed by Selguk & Yiicemen (1999), with component probabilities calculated on the basis of
their strength and the seismic loading they were subjected to. Similarly, Peeta et al. (2010)
combine connectivity reliability with generalized travel cost in a two-stage stochastic program
aiming at strengthening a highway network. Connectivity, however, has also been used in a
vulnerability analysis context; far from probability estimations, Kurauchi et al. (2009) examine
OD-connectivity from a topological point of view, defining it as the number of disjoint paths
between each OD pair under link disruption scenarios, with path selection based on acceptable
travel time thresholds.

Indices describing network performance can be further categorized as time-, distance- and cost-
based. Time-based measures include travel time and travel time increases, on the network (e.g.
Edrisi & Askari, 2019; Guo et al., 2017; Jenelius & Mattsson, 2015; Yang & Qian, 2012,
Ukkusuri & Yushimito, 2009; Kiremidjian et al., 2007b) and on specific parts of it (link-, path,
OD-based etc.) (e.g. Donovan & Work, 2015; Omer et al., 2013; Burgholzer et al., 2012), out-of-
service time (e.g. Dong et al., 2014; Augusti & Ciampoli, 1998) etc. Distance-based measures
include total length of network open (e.g. Chang & Nojima, 2001), total length of network
affected or exposed to hazard (e.g. Kermanshah & Derrible, 2016; Cirianni et al., 2012), shortest
distance paths between the OD-pairs (e.g. Yang et al., 2018; Dehghani et al., 2014; Glnne¢ &
Salman, 2011) etc. Cost-based measures include generalized travel cost, i.e. any proper measure
estimating travel impedance (e.g. time, distance, cost) (e.g. Taylor et al., 2006), repair (e.g. Liu
et al., 2009) and anti-seismic reinforcement cost (e.g. Nagae et al., 2012) etc. Other performance
indices such as network connectivity, i.e. the extent to which network nodes remain connected
(e.g. Nabian & Meidani, 2018; Hu et al., 2016; Zhang & Wang, 2016; Bono & Gutiérrez, 2011,
Peeta et al., 2010), damage level (e.g. Bocchini & Frangopol, 2011; Azevedo et al., 2010) and
demand / flow measures (e.g. Li et al., 2019a; Di et al., 2018; Rupi et al., 2014; Jenelius &
Mattsson, 2012; Johansson & Hassel, 2010; Matisziw & Murray, 2009; Nojima, 1998) are also
encountered in literature.

2.3.2.4 Pre- and post-disaster interventions

Evaluation of the network’s strengths and weaknesses is important in allowing for efficient
preparation against disruptive events. However, the identification of the network's critical links
or the assessment of the disruption impact will only result in a ranking of intervention priorities
and a list of possible consequences unless it is accompanied by an actual resource allocation in
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either the pre- or post-disaster stages. This takes the form of mitigation interventions in the first
case (e.g. Edrisi & Askari, 2019; Kumar et al., 2019; Wang & Jia, 2019; Xu et al., 2018; Yang et
al., 2018; Zhang & Wang, 2016; Edrissi et al., 2015; Du & Peeta, 2014; Edrissi et al., 2013;
Nagae et al., 2012; Peeta et al., 2010), or of restoration decisions in the second one (e.g. Li et al.,
2019a; Nabian & Meidani, 2018; Zhang et al., 2017; Dong et al, 2014; Vugrin et al., 2014;
Karlaftis et al., 2007), with some papers considering both (e.g. Zhang et al., 2015; Faturechi &
Miller-Hooks, 2014; Miller-Hooks et al., 2012); either way, the scope lies in the enhancement of
network performance. Most papers dealing with restoration or reinforcement strategies consider
bridge networks only; according to Peeta et al. (2010), bridges are the most damage-susceptible
part of the network, whose restoration is both time-consuming and capital-intensive. In addition,
parameters considered in the problem formulation may vary. In Karlaftis et al. (2007) post-
disaster fund allocation is based on bridge importance ratings and condition improvement, Liu et
al. (2009) aim at minimizing the cost of repair and travel time delays, while Augusti et al. (1994)
account for the structural fragility of different types of bridges and for network's connectivity
reliability.

2.3.2.5 Objectives

Common objective of network performance studies is the identification of the network’s critical
links (e.g. Yang et al., 2018; Soltani-Sobh et al., 2015; Balijepalli & Oppong, 2014; El-Rashidy
& Grant-Muller, 2014; Rupi et al, 2014; Barker et al., 2013; B. Chen et al., 2012; Yang & Qian,
2012; Sullivan et al., 2010). Although different criteria may be used, Taylor & Susilawati (2012)
point out that the impact assessment of failures crosscuts all studies, irrespective of the actual
performance measure used. In cases of pre- or post-disaster interventions, the focus lies on the
prioritization of the facilities to be repaired or reinforced (e.g. Kumar et al., 2019; Li et al.,
2019a; Nabian & Meidani, 2018; Zhang et al., 2017; Hu et al., 2016; Tuzun Aksu & Ozdamar,
2014) and the respective budget allocation (e.g. Zhang & Wang, 2016; Edrissi et al., 2015;
Zhang et al., 2015; Du & Peeta, 2014; Faturechi & Miller-Hooks, 2014; Vugrin et al, 2014;
Edrissi et al., 2013; Nagae et al., 2012; Liu et al., 2009; Karlaftis et al., 2007). Under the
framework adopted in each study and with respect to the type of analysis considered, several
other objectives may be identified; these may vary from the identification of the network's
vulnerability disparities (e.g. Jenelius & Mattsson, 2012), to the estimation of the network's
robustness using topological attributes and the opportunities present at each node (e.g. Kondo et
al., 2012), the assessment of flood risk and its impact on vehicle speed (e.g. Pregnolato et al.,
2017) etc.
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Table 2.1 Classification of network performance studies with respect to analysis type and failure representation

Type of Analysis

Vulnerability

Robustness

Resilience

Reliability

Risk

Component failure extent

Kermanshah & Derrible (2016), Jenelius &
Mattsson (2015), Dehghani et al. (2014), El-
Rashidy & Grant-Muller (2014), Rupi et al.
(2014), Tuzun Aksu & Ozdamar (2014), B.
Chen et al. (2012), Jenelius & Mattsson
(2012), Knoop et al. (2012), Nagae et al.

Kondo et al. (2012)

Edrisi & Askari (2019),
Yang et al. (2018), Ganin et
al. (2017), Hu et al. (2016),
Zhang & Wang (2016) (*),
Du & Peeta (2014) (*),
Faturechi & Miller-Hooks

Nabian & Meidani (2018),
Edrissi et al. (2015), Edrissi
et al. (2013), Giinne¢ &
Salman (2011) (*), Peeta et
al. (2010), Poorzahedy &
Bushehri (2005), Nojima &

Liu et al. (2009)

(2012)

[5]
%_ (2012), Taylor & Susilawati (2012), Yang & (2014) Sugito (2000), Selcuk &
g Qian (2012), Bono & Gutiérrez (2011), Yicemen (1999) (*),
© | Johansson & Hassel (2010) (*), Jenelius Augusti & Ciampoli (1998),
(2009), Kurauchi et al. (2009), Matisziw & Nojima (1998), Augusti et
Murray (2009), Ukkusuri & Yushimito al. (1994)
(2009), Qiang & Nagurney (2008), Taylor &
D’ Este (2007), Jenelius et al. (2006), Sohn
(2006), Taylor et al. (2006)
Guo et al. (2017), Balijepalli & Oppong Snelder et al. (2012), Li et al. (2019a), Zhang et Wang & Jia (2019), Soltani- | Pregnolato et al. (2017),
(2014), Dong et al. (2014), Burgholzer et al. | Sullivan et al. (2010), al. (2017), Zhang et al. Sobh et al. (2016), Soltani- Kiremidjian et al. (2007a),
.Tg (2012), Bocchini & Frangopol (2011) (*), Nagurney & Qiang (2009) (2015), Vugrin et al. (2014), | Sobh et al. (2015), Chen et Kiremidjian et al. (2007b)
§ Azevedo et al. (2010), A. Chen et al. (2007), Omer et al. (2013), Barker et | al. (2013), Al-Deek & (*), Pitilakis et al. (2006) (*)
Karlaftis et al. (2007), Chang (2003), Chang al. (2013), Miller-Hooks et Emam (2006), Du &
& Nojima (2001), Nicholson & Du (1997) al. (2012) (*) Nicholson (1997) (*)
_ | Kumar et al. (2019), Di et al. (2018), Chen Sakakibara et al. (2004) Xu et al. (2018), Donovan & Cirianni et al. (2012)
§ & Li (2017), Khademi et al. (2015), Yang et Work (2015), Reggiani
'§ al. (2013) (2013), Tamvakis & Xenidis

(*) consideration of some sort of dependency between the network components and their failure states
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Table 2.2 Classification of the network performance studies with respect to the performance measures used

Performance measures

Connectivity
Accessibility
TNTT

(or increase)*
TT

(or increase)**
Demand / flow
Other

*
*

Edrisi & Askari (2019)
Kumar et al. (2019)
Li et al. (2019a) *
Wang & Jia (2019) *
Di et al. (2018) * *
Nabian & Meidani (2018) *
Xu et al. (2018) * *
Yang et al. (2018)
Chen & Li (2017) *
Ganin etal. (2017)
Guo et al. (2017)
Pregnolato et al. (2017)
Zhang et al. (2017)
Hu et al. (2016)
Kermanshah & Derrible (2016) * * *
Soltani-Sobh et al. (2016) *
Zhang & Wang (2016) * *
Donovan & Work (2015) * *
Edrissi et al. (2015)
Jenelius & Mattsson (2015) * * *
Khademi et al. (2015) *
Soltani-Sobh et al. (2015) * *
Zhang et al. (2015) * *
Balijepalli & Oppong (2014) * *
Dehghani et al. (2014) *
Dong et al. (2014)
Du & Peeta (2014) *
El-Rashidy & Grant-Muller (2014)
Faturechi & Miller-Hooks (2014)
Rupi et al. (2014)
Tuzun Aksu & Ozdamar (2014) *
Vugrin et al. (2014) * *
Barker et al. (2013) *
Chen et al. (2013) *
Edrissi et al. (2013) *
Omer et al. (2013) * *
Yang et al. (2013) * * *
Reggiani (2013) *
Burgholzer et al. (2012) * * *
B. Chen et al. (2012) * *
Cirianni et al. (2012) *
Jenelius & Mattsson (2012) * * *
Knoop et al. (2012) * *
Kondo et al. (2012) * *
Miller-Hooks et al. (2012) *
Nagae et al. (2012) *
Snelder et al. (2012) *
Tamvakis & Xenidis (2012) *
Taylor & Susilawati (2012) *
Yang & Qian (2012) *

*
*
*

*

*
*
*

| k| *| %

*| % *| %

*

¥ k| k| X k| %] X *

|k %] %
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Performance measures

Connectivity

Accessibility
TNTT

(or increase)*
TT

(or increase)**
Demand / flow

Other

Bocchini & Frangopol (2011)

*

*

Bono & Gutierrez (2011)

*

Gunne¢ & Salman (2011)

Azevedo et al. (2010)

*| k| | %

Johansson & Hassel (2010)

Peeta et al. (2010)

Sullivan et al. (2010)

¥ k| k| X *

Jenelius (2009)

Kurauchi et al. (2009)

Liu et al. (2009)

X k| %] X

Matisziw & Murray (2009)

Nagurney & Qiang (2009)

*

Ukkusuri & Yushimito (2009)

Qiang & Nagurney (2008)

A. Chen et al. (2007)

Karlaftis et al. (2007)

Kiremidjian et al. (2007a)

Kiremidjian et al. (2007b)

Taylor & D’ Este (2007)

Al-Deek & Emam (2006)

Jenelius et al. (2006)

Pitilakis et al. (2006)

Sohn (2006)

Taylor et al. (2006)

Poorzahedy & Bushehri (2005)

Sakakibara et al. (2004)

Chang (2003)

Chang & Nojima (2001)

Nojima & Sugito (2000)

Selcuk & Yiicemen (1999)

Augusti & Ciampoli (1998)

Nojima (1998)

*| k| | %

Du & Nicholson (1997)

Nicholson & Du (1997)

Augusti et al. (1994)

* TNTT: Total Network Travel Time

** TT: Travel Time (link-, path-, OD-based etc.)
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2.4 Network operations’ planning

The approaches used for the conceptualization, modeling and estimation of network performance
set the basis for the decision-making and planning of post-disaster operations. Despite the
abundance of existing possibilities, two specific operation types, namely evacuation and
emergency traffic management, are considered. Each operation comprises a set of actions and is
realized through a set of strategies. Classification of the associated literature is based on the
framework of Figure 2.3 and includes (a) the planning scope, and (b) the planning process
adopted. The first term refers to the type of operations employed as well as to their planning and
implementation timing. The second term focuses on the actual decision-making process and
comprises the actions determined, the analysis tools used, the strategies and parameters
identified and the objectives set. In this context, Table 2.3 enumerates the possible operations in
the pre- and post-disaster phases, Table 2.4 categorizes research studies with respect to their
planning timing, the actions undertaken and the analysis tools employed, while Table 2.5 lists
the strategies and parameters assumed in each case.

Type of
operations
Planning Planning
scope timing
Implementation
timing
Post-disaster

network
operations' Planning
planning actions
Analysis
tools
Planning
process
Strategies and
parameters

Figure 2.3 Classification framework for post-disaster network operations' planning

2.4.1 Planning scope

In this category, emphasis is placed on the type of operations considered and the associated
planning and implementation timing assumed. The outcome is the formulation of the generalized
post-disaster network management framework.

2.4.1.1 Type of operations

Two types of operations are considered: evacuation and emergency traffic management.
Evacuation has been widely investigated in the literature (e.g. Lu et al. (2020); Karabuk &
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Manzour, 2019; He et al., 2018; Li et al., 2018; Moshtagh et al., 2018; Henry et al., 2017; Kim et
al., 2017; Yuan et al., 2017; Marciano et al., 2015; Goerigk et al., 2014). It can be identified as a
non "orderly" process, which involves uncertainties pertaining to the incident itself as well as to
demand, supply and operational issues (Barrett et al., 2000). Typically, most evacuation studies
assume single direction of movement; traffic is only heading outbound, from harm to safety
zones, with no capacity reserved for inbound traffic. Emergency traffic management on the other
hand considers bi-directional traffic movement and aims at preserving network functionality by
considering the needs generated by all network users (lida et al., 2000). Studies in the field,
however, are still scarce (e.g. Sumalee & Kurauchi, 2006; Feng & Wen, 2005, 2003; lida et al.,
2000).

2.4.1.2 Planning timing

Planning in a disaster management context generally entails the modeling of a network, its
operations and performance under increased demand and possibly reduced capacity (Balakrishna
et al., 2008); this process may precede or succeed a disaster. In Zimmerman et al. (2007),
preplanning refers to activities taking place before an incident occurs, whereas advance planning
is based on a priori, incident-specific information with frequent use of preplanning data.
Preplanning becomes increasingly important in the case of no-notice disasters, where it may
make up for the limited or non-existing readiness phase and the associated advance planning
(Zimmerman et al., 2007). As such, preplanning constitutes the pro-active part of disaster
management, taking the form of strategic plans referring to any of the pre-, during and post-
disaster phases (e.g. Karabuk & Manzour, 2019; Li et al., 2018; Uster et al., 2018; Kim et al.,
2017; Gan et al., 2016; Bayram et al., 2015; Li & Ozbay, 2015; Goerigk et al., 2014; Hu et al.,
2013; Nakanishi et al., 2013).

On the contrary, advance planning belongs to the disaster management's re-active part and is
related to real-time management. The latter aspires to provide improved network performance
and reduced losses in the case of emergencies (Liu et al., 2007); its contribution is justified by
the dynamic and stochastic nature of disasters as well as by the complexity of traffic flow
modeling which cannot be captured in the preplanning process (Liu et al., 2007; Chiu &
Mirchandani, 2008). In this context, Liu et al. (2007) and Chiu & Mirchandani (2008) agree that
real-time management must be "traffic adaptive"”, implying the necessity for the re-adjustment of
strategies on the basis of the prevailing traffic conditions. Despite being promising, though, real-
time management poses operational difficulties due to its excessive information, resource,
personnel and co-ordination needs between the agencies. Thus, studies attempting an integrated
approach of planning with real-time management are limited (e.g. Daganzo & So, 2011;
Balakrishna et al., 2008; Chiu & Mirchandani, 2008; Hamza-Lup et al., 2008; Liu et al., 2007
Pal et al., 2003), with Barrett et al. (2000) and Tufekci (1995) proposing theoretical frameworks
for hurricane evacuation, Min & Lee (2013) developing real-time contraflow evacuation
schemes for maximum throughput flows, Ukkusuri et al. (2017) allowing for en-route route
choice adaptations etc.
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2.4.1.3 Implementation timing

Three main phases may be distinguished with respect to the time evolution of the phenomenon:
the pre-, during, and post-disaster phases. However, since the duration of the phenomenon can
often be considered negligible when compared to the extent of the time preceding or succeeding
it, the latter two phases are often merged into one. In addition, the different characteristics
exhibited by each phase call for the deployment of distinct operations. A respective
categorization is made in Table 2.3.

Table 2.3 Operations undertaken in the pre- and post-disaster phases

Type of operations Pre-disaster phase Post-disaster phase
Infrastructure inspection * *
Network performance enhancement - -
interventions
Critical infrastructure location (hospitals, -
fire-stations, shelters, warehouses etc)
Districting
Emergency plans formulation * *

Emergency response (EVs location /

allocation / dispatching / routing)

Evacuation *
Emergency logistics

Traffic management & control

Social media — information technology

*

| k| +| *

Galindo & Batta (2013) identify four operational stages in disaster management: mitigation,
preparedness, response and recovery. Mitigation refers to the actions undertaken to prevent a
disaster or lessen its impact, while preparedness includes community preparation to ensure its
best possible response; both stages belong to the pre-disaster phase. Response refers to the
operations assumed during and shortly after a disaster to accommodate the diverse needs arising.
Finally, recovery aims at community restoration and is part of the post-disaster phase. In an
evacuation context, Zimmerman et al. (2007) describe the above stages with a slightly different
terminology, referring to planning and preparedness, readiness, activation, operations and return-
to-readiness. Planning and preparedness coincides with the aforementioned stages of mitigation
and preparedness. During the readiness phase, stakeholders use the available information to
decide upon the need (or not) to evacuate a region and the way this is going to be accomplished,;
in no-notice disasters the limited or absent readiness phase raises the importance of preplanning
operations. The activation phase includes the preliminary steps for the evacuation, while during
the operations phase, the actual evacuation operation as well as the re-entry of the evacuees take
place. Finally, in the return-to-readiness phase, lessons learned from the incident are exploited
for handling future catastrophes.

2.4.2 Planning process

This category pertains to details regarding the decision making process; parameters reviewed
include the actions undertaken as part of the operations considered, the analysis tools exploited,
the strategies and parameters assumed and the planning objectives set.
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2.4.2.1 Planning actions

Action types refer to the specific tasks undertaken as part of the general operations. Most papers
investigate traffic routing, i.e. the identification of efficient routes for different types of service
provision (e.g. Fahad et al., 2019; Shahabi & Wilson, 2018, 2014; Henry et al., 2017; Wang et
al., 2017, 2013; Min & Lee, 2013). Route identification may vary on the basis of the objectives
pursued, the restrictions imposed and the parameters assumed; for example, optimal routes may
differ on the basis of distance or travel time minimization or when a specific respective threshold
is supposed. Routes may also differ with respect to distinct operation types; for example,
emergency response and evacuation will inevitably have routes of opposing direction. In
addition, route establishment in the post-disaster phase is directly related to the occurrence of
network component failures and needs to be dynamically altered according to traffic-related
feedback (Chiu et al., 2007).

Furthermore, during evacuation, the timely and effective transportation of citizens to safety
requires satisfactory utilization of the transportation network; the latter is achieved through either
capacity augmentation or demand spreading (Pillac et al., 2016; Sbayti & Mahmassani, 2006).
Afshar & Haghani (2008) note that, in cases of simultaneous evacuation, the sudden surge of
traffic may quickly overwhelm the network and lead to congestion phenomena with devastating
consequences. Sadri et al. (2013) and Chiu & Mirchandani (2008) also highlight the fact;
synchronized evacuation behaviors (departure time and route choice) may bring the
transportation network to a stall. On the other hand, a staged evacuation, i.e. an evacuation where
evacuees are advised on when to evacuate and which route to choose, can better exploit network
potential and prevent congestion (Li et al., 2015; Afshar & Haghani, 2008). This type of action,
where a time component is additionally involved in the routing process, is denoted as traffic
routing and scheduling (e.g. Karabuk & Manzour, 2019; Li et al., 2018; Gan et al., 2016; Pillac
etal., 2016, 2015; Li & Ozbay, 2015; Bish et al., 2014).

Attention must also be paid to evacuation demand estimation, as trip generation is the first and
most crucial step in transportation modeling, yet the least explored (Wilmot & Mei, 2004). This
may be attributed to the lack of available data, concerns about their accuracy and doubts
regarding the applicability of a certain model to a region or disaster type other than the one it
was made for (Li et al., 2013). Indeed, behavioral aspects pertaining to both evacuation decision
and route choice have mostly been studied from a qualitative, as opposed to a quantitative,
standpoint (Hsu & Peeta, 2013; Chiu & Mirchandani, 2008). As such, indicative studies in the
field that attempt a quantitative approach include those of Gudishala & Wilmot (2013), Li et al.
(2013) and Wilmot & Mei (2004), while more information on evacuation decision, as this is
revealed through stated preference (SP) and revealed preference (RP) surveys, can be found in
Thompson et al. (2017).

Finally, other types of actions may refer to the formulation of traffic signal timing plans (e.g.
Marciano et al., 2015; Hamza-Lup et al., 2008; M. Chen et al., 2007; Liu et al., 2007) or
evacuation warning zones to facilitate warning timing and evacuation staging (e.g. Li et al.,
2015), the estimation of traffic safety hazards (e.g. Tu et al., 2013), the planning of urban re-
construction (land use) and travel demand during the recovery phase (e.g. Nakanishi et al.,
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2013), the exploration of the effect of physical, biological and social parameters on evacuation
(e.g. Brachman & Dragicevic, 2014), the optimization of ride-sharing matching with transfers
during short-notice evacuations (e.g. Lu et al., 2020) etc. Papers in this category may also
comprise a combination of actions, such as the location of shelters and the routing of private cars
in Bayram et al. (2015) and additionally transit vehicles in Goerigk et al. (2014), the joint
analysis of evacuation demand estimation and route selection under behaviorally-consistent
information provision in Hsu & Peeta (2013) with additional determination of evacuation risk
zones in Hsu & Peeta (2014a), the integration of behavioral models for household-level
hurricane evacuation decision-making (evacuation decision, departure timing, mode and
destination) with traffic simulation (en-route route choice) in Ukkusuri et al. (2017), the strategic
design of evacuation networks with appropriate selection of shelters and routes and
determination of possible capacity enhancements under budgetary constraints in Uster et al.
(2018) etc.

2.4.2.2 Analysis tools

Operations involving a routing component can be modeled through either an optimization- or a
simulation-based approach (Xie et al., 2010). An optimization-based model typically uses
network flow and routing algorithms to achieve certain performance objectives (Xie et al., 2010).
Both dynamic and static formulations may be developed, with the first ones being more realistic
(Kotnyek, 2003). Differentiation lies in the introduction of time, since dynamic problems involve
at least one variable which is "a function of time" (Kotnyek, 2003). In this context, static traffic
assignment uses steady-state traffic information (Chiu & Mirchandani, 2008), whereas dynamic
traffic assignment works with time-varying flows in order to provide a realistic representation of
traffic conditions (Peeta & Ziliaskopoulos, 2001). In addition, dynamic network flow problems
comprise a wider range of formulations compared to their static counterparts (Kotnyek, 2003).
Mahmassani (2001) considers static network flow problems to be appropriate for long-term
transportation planning, while dynamic ones are suitable for real-time operations. He stresses,
though, that satisfactory representation of flow propagation in dynamic models can yield
problems in solution tractability, as analytical solutions are generally impossible to reach
(Mahmassani, 2001).

Simulation, on the other hand, "involves replication of real world transportation system
operations through mathematical and logical representations of interactions of the entities present
in the system"” (Sisiopiku, 2007). Simulation is generally case-specific and offers improved
analysis capabilities (ITE — California Border Section, 2004). Depending on the level of detail,
researchers have exploited macroscopic (e.g. Hobeika & Kim, 1998), mesoscopic (e.g. Hsu &
Peeta, 2014a, 2014b, 2013; Fang & Edara, 2013; Xie et al., 2010; Afshar & Haghani, 2008; Chiu
& Mirchandani, 2008) and microscopic (e.g. Fahad et al., 2019; Kim et al., 2017; Ukkusuri et al.,
2017; Yuan et al., 2017; Zhang et al., 2014; Tu et al., 2013; Lammel et al., 2010; Jha et al., 2004)
simulation models. Microscopic models are the most detailed of all, as they capture the
characteristics of each individual vehicle and its movement across the network (Pidd et al.,
1996). Most of them belong to the class of car-following, lane-changing and gap acceptance
models (Barcelo et al., 2004). On the contrary, macroscopic models simulate traffic flow based
on general traffic characteristics like speed and density. Equations used to describe these
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variables are similar to the ones describing flows in fluids (Helbing, 1998; Pidd et al., 1996).
Finally, mesoscopic models bridge the gap between the two categories by simulating individual
vehicles (as in microscopic models), but ascribing them aggregate attributes (as in macroscopic
models) (Montz & Zhang, 2013).

Simulation is generally more time-intensive compared to the optimization-based approaches and
is therefore deemed to not be appropriate for large-scale networks (Xie et al., 2010); as such,
operations' planning is mostly based on the latter (e.g. Lu et al., 2020; Karabuk & Manzour,
2019; He et al., 2018; Li et al., 2018; Bayram et al., 2015; Li & Ozbay, 2015; Pillac et al., 2015;
Goerigk et al., 2014; Bish & Sherali, 2013; Luo et al., 2013; Campos et al., 2012; Takizawa et
al., 2011). Xie et al. (2010) also argue that simulation plays more a "what if" experiment role,
whereas optimization approaches work on a "what to do" basis. This implies that simulation
could be used to check the adequacy of already formulated emergency plans whereas
optimization would be used as a tool to develop them.

2.4.2.3 Strategies and parameters

The operations' planning phase allows for a range of possible strategies to be employed and
parameters to be assumed; in this context, network management strategies refer to the actions
considered to be the problem’s decision variables. These may include roadway capacity changes
(lane reversal / contraflow, use of shoulder lanes), intersection modeling (crossing conflicts
prohibition, merging conflicts limitation, traffic signal timing plans formulation), specification of
evacuation priorities and regulation of demand.

Lane-based strategies aim at increasing roadway capacity along the most heavily congested
direction, while promoting traffic safety. Contraflow, in particular, refers to shifting the direction
of all opposing lanes on a roadway segment (e.g. He et al., 2018; Kostovasili & Antoniou, 2017;
Pyakurel & Dhamala, 2017; Pillac et al., 2016), while lane reversal reserves some capacity for
the inbound traffic, consisting of emergency vehicles, rescue crews but also civilians (e.g. Xie &
Turnquist, 2011; Xie et al., 2010; M. Chen et al., 2007); the distinction, however, is not always
clear and the terms are also used interchangeably. Contraflow has been implemented by many
States across the US and has proved to be successful in reducing evacuation times (Xie &
Turnquist, 2011; Houston, 2006). In addition, shoulder lanes, i.e. the side lanes along highways
used by emergency vehicles, can be effectively incorporated into the main traffic stream to
augment the capacity and facilitate the flows (e.g. Uster et al., 2018; Liu et al., 2006; Hobeika &
Kim, 1998).

Intersection modeling constitutes another category of management strategies. Turning
intersections into un-interrupted flow facilities (crossing conflicts prohibition) (e.g. Luo et al.,
2013; Bretschneider & Kimms, 2011) removes possible stopping delays at them and has the
potential of reducing the total evacuation time (Hua et al., 2013; Xie & Turnquist, 2011; Cova &
Johnson, 2003). It also restricts the number of alternative evacuation routes, providing, thus, a
more easily comprehensible and manageable evacuation network (Hua et al., 2013; Xie et al.,
2010). Merging conflicts limitation (e.g. Hua et al., 2013; Bretschneider & Kimms, 2012) can
further reduce intersection delays, while both strategies decrease the potential intersection
accident points (Hua et al., 2013; Xie et al., 2010; Cova & Johnson, 2003). Traffic signal timing
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plans formulation is another area of interest. M. Chen et al. (2007) pay explicit attention to the
subject, while other approaches include those of: (a) Li et al. (2006), who adopt a pre-defined,
long signal cycle for the evacuation routes, (b) Hamza-Lup et al. (2008), who use pre-timed and
actuated signals, (c) Wei et al. (2008), who combine signal timing with access control, (d) Chen
& Xiao (2008), who additionally account for the parking rate in their signal timing model, and
(e) Marciano et al. (2015), who construct signal timing plans while considering traffic dynamics
and path choice behavior.

Designation of evacuation priorities serves the scope of life protection. Two forms may be
distinguished in the literature: (a) prioritization of whole regions on the basis of the risk level
they experience (e.g. Hsu & Peeta, 2014a, 2014b; Bish & Sherali, 2013; Lim et al., 2012;
Daganzo & So, 2011; Lahmar et al., 2006), and (b) prioritization of evacuation routes and / or
heavily congested road sections, with emphasis placed on the amount of flow present (e.g. Wei
et al., 2008; Sinuany-Stern & Stern, 1993). Thus, in the first case, priority is given to the
population most-at-risk while, in the second case, to the highest demand. Composite priority
measures have also been developed (e.g. Nassir et al., 2014, 2013; Kimms & Maassen, 2011),
along with the designation of evacuation priorities on the basis of evacuees' categorization (for
example, depending on their level of injury) (e.g. Dulebenets et al., 2019; Karabuk & Manzour,
2019; Wang et al., 2013) or of their proximity to specified evacuation exit points (e.g. Tu et al.,
2013).

Finally, demand regulation generally refers to imposing some kind of control over the allowable
traffic movements. This may take different forms and regard the percentage of traffic allowed to
enter disaster-raided regions (e.g. Feng & Wen, 2005, 2003; lida et al., 2000), travel between OD
pairs (e.g. Sumalee & Kurauchi, 2006), or enter specific roadway segments, such as highways
(e.g. Daganzo & So, 2011; Sisiopiku, 2007). Indeed, highways may operate under an access
control policy in the aftermath of a disaster, in order to prevent network overloading resulting in
gridlocks and excessive travel time delays. Along with local traffic diversion, access restrictions
can help ensure that traffic on the main evacuation routes will be given priority (also according
to the previously mentioned management strategy).

Several other parameters pertain to the problem formulation. Behavioral characteristics, such as
the possibility of arbitrary (shadow) evacuation or evacuees' non-compliance to orders and
recommendations are listed by Zimmerman et al. (2007) as potential problems hindering
evacuation effectiveness. More specifically, shadow evacuation can potentially overwhelm
network capacity, thus, making it more difficult for actual evacuees to reach safety (Lamb et al.,
2012). In addition, the optimality of the management strategies implemented severely
deteriorates under the assumption of partial evacuee compliance (Fu et al., 2013). Research on
the subject includes the work of Henry et al. (2017), Bish et al. (2014), Hsu & Peeta (2014a,
2014b, 2013), Fu et al. (2013), Lambert et al. (2013), Sadri et al. (2013) and Lin et al. (2009),
while more information on the behavioral aspects of evacuation may be found in Iliopoulou et al.
(2019). Route choice is another parameter, which remains relatively unexplored. As X. Chen et
al. (2012) note, most papers focus on developing optimal routing strategies, but fail to account
for the individuals’ perception of risk and how this interferes with their decisions. A different
than optimal routing option was examined by Ukkusuri et al. (2017), Yuan et al. (2017), Hsu &
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Peeta (2014a, 2014b, 2013), Fang & Edara (2013), Sadri et al. (2013), X. Chen et al. (2012),
Chiu & Mirchandani (2008), Sumalee & Kurauchi (2006) and Sinuany-Stern & Stern (1993),
with the subject extensively investigated in Section 3.4. In addition, some studies consider
evacuation demand to spread over time, resulting in a gradual, as opposed to direct, network
loading. In such cases, evacuees' departure times are assumed to follow response or mobilization
curves, including the sigmoid curve or curves adopted from various probability distributions
(Rayleigh, Weibull, exponential etc.) (Bayram, 2016). The assumption of a staged evacuation
was adopted by Gan et al. (2016), Goerigk et al. (2014), Pillac et al. (2015), Fu et al. (2013) etc.
Other problem aspects, such as the consideration of network component failures (e.g. Fahad et
al., 2019; Pillac et al., 2016, 2015; Brachman & Dragicevic, 2014; Sumalee & Kurauchi, 2006)
or of background traffic (e.g. Marciano et al., 2015; Hsu & Peeta, 2014a, 2013; Lambert et al.,
2013) are also included in this category. Infrastructure failures are critical when planning
operations due to the possibility of rendering some of the initially designed routes inoperable.
Furthermore, background traffic, i.e. traffic already present on the network at the time when the
evacuation order is issued, must be appropriately modeled to ensure an accurate representation of
the initial network conditions (Jha et al., 2004). Finally, constraints incorporated in problem
formulation usually include those of link capacity (practically all studies), shelter capacity (e.g.
He et al., 2018; Yuan et al., 2017; Bayram et al., 2015; Goerigk et al., 2014; Hu et al., 2013) and
distance from shelter (e.g. Yuan et al., 2017; Bayram et al., 2015; Saadatseresht et al., 2009).

2.4.2.4 Objectives

Multiple emergency planning objectives can be specified in the literature. Most studies aim at
minimizing some performance measure, including network clearance time, i.e. the time
corresponding to the last vehicle / evacuee leaving the impact area (e.g. Li et al., 2019b; Henry et
al., 2017; Yuan et al., 2017; Li & Ozbay, 2015; Goerigk et al., 2014; Bish & Sherali, 2013;
Kalafatas & Peeta, 2009; Balakrishna et al., 2008), total evacuation time (e.g. Shahabi & Wilson,
2018, 2014; Gan et al., 2016; Wang et al., 2016; Bayram et al., 2015; Bretschneider & Kimms,
2012; Xie & Turnquist, 2011; Ng & Waller, 2010) or total network travel time, i.e. the sum of all
vehicles’ travel times (e.g. Dulebenets et al., 2019; He et al., 2018; Lin et al., 2009; Chiu et al.,
2007; Liu et al., 2007), total travel distance (e.g. Nakanishi et al., 2013; Stepanov & MacGregor
Smith, 2009; Cova & Johnson, 2003), evacuees’ total threat exposure, as indicated by exposure
duration and severity (e.g. Nassir et al., 2014, 2013), total cost expressed in monetary values
(e.g. Uster et al., 2018; Hu et al., 2013) or in a more generic form (e.g. Lu et al., 2020; Brachman
& Dragicevic, 2014; An et al., 2013; Duanmu et al., 2012) and so on. Other studies pursue the
maximization of the total number of evacuees reaching safety (e.g. Kostovasili & Antoniou,
2017; Pillac et al., 2016, 2015; Lv et al., 2013; Lim et al., 2012; Takizawa et al., 2011; Zhou &
Liu, 2011) or explore the effect of different route-choice behaviors on performance measures
such as the average evacuee travel time (e.g. Fang & Edara, 2013), the total network travel time
(e.g. Chiu & Mirchandani, 2008), the total evacuation time (e.g. Hsu & Peeta, 2014a) or the
network clearance time (e.g. Hsu & Peeta, 2014b), while many studies pursue the optimization
of more than one objective (e.g. Lu et al., 2020; Karabuk & Manzour, 2019; Li et al., 2018;
Moshtagh et al., 2018; Ukkusuri et al., 2017; Tomsen et al., 2014; Wang et al., 2013; Takizawa
etal., 2011; Daganzo & So, 2011; Stepanov & MacGregor Smith, 2009).
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Table 2.4 Classification of transportation network post-disaster management studies

(2006), Chiu (2004)

Traffic routing Traffic rou_tlng & D(.amar_Id Combination & other
scheduling estimation
Li et al. (2019b), He et al. (2018), Moshtagh et al. (2018), Karabuk & Manzour Lu et al. (2020), Dulebenets et al. (2019), Uster et al.
Pyakurel et al. (2018), Shahabi & Wilson (2018), Pyakurel & (2019), Li et al. (2018), (2018), Bayram et al. (2015), Marciano et al. (2015),
Dhamala (2017), Pyakurel et al. (2017), Wang et al. (2017), Li & Ozbay (2015), Brachman & Dragicevic (2014), Goerigk et al. (2014),
Wang et al. (2016), Nassir et al. (2014), Shahabi & Wilson Pillac et al. (2015), Bish Chen & Xiao (2008) (*)
(2014), An et al. (2013), Hadas & Laor (2013), Hua et al. (2013), | etal. (2014), Bish &
c Luo et al. (2013), Lv et al. (2013), Min & Lee (2013) (*), Wang Sherali (2013),
'% et al. (2013), Campos et al. (2012), Bretschneider & Kimms Bretschneider & Kimms
E (2011), Daganzo & So (2011) (*), Mu et al. (2011), Takizawa et (2012), Lim et al. (2012)
= al. (2011), Xie & Turnquist (2011), Ng & Waller (2010), Yazici
©) & Ozbay (2010), Kalafatas & Peeta (2009), Lin et al. (2009),
Saadatseresht et al. (2009), Yao et al. (2009), Yin (2009), Chiu et
al. (2007), Shen et al. (2007), Sumalee & Kurauchi (2006),
Tuydes & Ziliaskopoulos (2006), Feng & Wen (2005), Kim &
Shekhar (2005), Mamada et al. (2004), Feng & Wen (2003), lida
et al. (2000), Yamada (1996)
é o (I;arfi nfc(ligg;a) ((i())l:%) (*), Balakrishna et al. (2008) (*), Hobeika
s S 2
g Henry et al. (2017), Zhang et al. (2014), Lammel et al. (2010), Kostovasili & Antoniou (2017), Ukkusuri et al. (2017)
£ g Sisiopiku (2007), Jha et al. (2004), Pal et al. (2003) (*), Pidd et al. (*), Yuan et al. (2017), Montz & Zhang (2013), Tu et
@ s (1996), Sinuany-Stern & Stern (1993) al. (2013), Li et al. (2011), Hamza-Lup et al. (2008) (*),
Wei et al. (2008) (*), M. Chen et al. (2007)
Fahad et al. (2019) (*), Fujisawa et al. (2019), Kim et al. (2017), Gan et al. (2016), Pillac | Gudishala & Kim et al. (2018), Li et al. (2015), Hsu & Peeta (2014a)
o3 Sadri et al. (2015), Nassir et al. (2013), Duanmu et al. (2012), et al. (2016), Fu et al. Wilmot (*), Hsu & Peeta (2014b) (*), Tomsen et al. (2014), Hu
E o Zhou & Liu (2011), Xie et al. (2010), Stepanov & MacGregor (2013), Kimms & (2013), Li et et al. (2013), Hsu & Peeta (2013) (*), Lambert et al.
§ f:_f Smith (2009), Chiu & Mirchandani (2008) (*), Li et al. (2006), Maassen (2011), Afshar | al. (2013), (2013), Nakanishi et al. (2013), Sadri et al. (2013), X.
g e Liu et al. (2006), Cova & Johnson (2003) & Haghani (2008), Wilmot & Mei | Chen et al. (2012), Liu et al. (2007) (*), Lahmar et al.
S8 Sbayti & Mahmassani (2004) (2006), Barrett et al. (2000) (*), Church & Cova (2000),

Alam & Goulias (1999) (*), Tufekci (1995) (*)

(*) consideration of a real-time context
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Table 2.5 Strategies and parameters involved in post-disaster management studies

Management strategies

Other parameters

Constr.

Lane reversal

Un-interrupted flow
Merging conflicts limitation
Shoulder lanes use
Evacuation priority

Signal timings formulation

Demand regulation

Gradual network loading
Behavioral patterns
Route-choice mechanism
Link failure / incidents

Background traffic

Shelter capacity
Distance from shelter

Dulebenets et al. (2019)

*

*

*

Fahad et al. (2019)

Fujisawa et al. (2019)

*| %

Karabuk & Manzour (2019)

He et al. (2018)

Li et al. (2018)

Moshtagh et al. (2018)

Pyakurel et al. (2018)

*

Shahabi & Wilson (2018)

Uster et al. (2018)

Henry et al. (2017)

Kim et al. (2017)

Kostovasili & Antoniou (2017)

Pyakurel & Dhamala (2017)

Pyakurel et al. (2017)

¥k k| ¥| k| *

Ukkusuri et al. (2017)

Wang et al. (2017)

Yuan et al. (2017)

Gan et al. (2016)

Pillac et al. (2016)

Bayram et al. (2015)

Li & Ozbay (2015)

Li et al. (2015)

Marciano et al. (2015)

Pillac et al. (2015)

Sadri et al. (2015)

Bish et al. (2014)

ok k| X %
*

Brachman & Dragicevic (2014)

Goerigk et al. (2014)

Hsu & Peeta (2014a)

*
*
*
*

Hsu & Peeta (2014b)

Nassir et al. (2014)

Zhang et al. (2014)

An et al. (2013)

Bish & Sherali (2013)

Fang & Edara (2013)

Fu et al. (2013)

Gudishala & Wilmot (2013)

Hu et al. (2013)

Hua et al. (2013)

Hsu & Peeta (2013)

Lambert et al. (2013)

Li et al. (2013)

Luo et al. (2013)

Lv et al. (2013)
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Management strategies Other parameters Constr.

Lane reversal

Un-interrupted flow
Merging conflicts limitation
Shoulder lanes use
Evacuation priority

Signal timings formulation
Demand regulation
Gradual network loading
Behavioral patterns
Route-choice mechanism
Link failure / incidents
Background traffic

Shelter capacity

Distance from shelter

Min & Lee (2013)

*

Montz & Zhang (2013)

Nassir et al. (2013)

Sadri et al. (2013)

*
*

Tu et al. (2013)

Wang et al. (2013)

Bretschneider & Kimms (2012)

Campos et al. (2012)

X. Chen et al. (2012)

Duanmu et al. (2012)

Lim et al. (2012)

Bretschneider & Kimms (2011)

Daganzo & So (2011)

Kimms & Maassen (2011)

Li et al. (2011)

Mu et al. (2011)

Takizawa et al. (2011)

Xie & Turnquist (2011)

Ng & Waller (2010)

Xie et al. (2010)

Yazici & Ozbay (2010)

Kalafatas & Peeta (2009)

Lin et al. (2009)

Saadatseresht et al. (2009)

Stepanov & MacGregor Smith (2009)

Yao et al. (2009)

Afshar & Haghani (2008)

Balakrishna et al. (2008)

Chen & Xiao (2008)

Chiu & Mirchandani (2008)

Hamza-Lup et al. (2008)

Wei et al. (2008)

M. Chen et al. (2007)

k] k| X

Liu et al. (2007)

Sisiopiku (2007)

Lahmar et al. (2006)

Li et al. (2006)

Liu et al. (2006)

Sbayti & Mahmassani (2006)

Sumalee & Kurauchi (2006)

Tuydes & Ziliaskopoulos (2006)

Feng & Wen (2005)

Kim & Shekhar (2005)

Chiu (2004)

Jha et al. (2004)

Wilmot & Mei (2004)

Cova & Johnson (2003)
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Management strategies Other parameters Constr.
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Feng & Wen (2003) *
Pal et al. (2003) * *
Barrett et al. (2000) * * * *
lida et al. (2000) * *
Alam & Goulias (1999) * | *
Hobeika & Kim (1998) * * *
Yamada (1996) *
Sinuany-Stern & Stern (1993) * * * *

2.5 Conclusions and remarks

Although network management extends from the period preceding to the period succeeding a
catastrophe and involves a range of activities aiming at the preservation of the structural integrity
of the infrastructure and the enhancement of system performance, most of the literature has until
now focused on the study of evacuation operations. Nevertheless, the need for generalized
network management in the aftermath of a disruptive event is equally essential and practically
more frequent; this premises the consideration of bi-directional traffic movements to
accommodate the diverse needs arising, the employment of appropriate management strategies
and the combination of different types of performance measures to fit the objectives set, as well
as the consideration of users' route choice behavior to more realistically capture the traffic
patterns observed in practice. In this context, the literature is still deprived from studies
attempting a holistic approach to network management. As such, a framework that explicitly
considers the operational state of the network and users' behavioral patterns and attempts a
system re-organization on the basis of defined objectives is deemed to advance the current state-
of-the-art in disaster management.
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3. Route choice models and path generation methods

3.1 Overview

As Prashker & Bekhor (2004) note, traffic assignment has traditionally been based on simple
route choice models with the deterministic user equilibrium (DUE) being the most popular
among them. According to the latter, route selection is based on perfect knowledge over all arc
costs and rational traveler behavior. However, and despite being widely applied, the DUE
principle is argued to be inadequate for modeling travel behavior in the case of emergencies
(Prashker & Bekhor, 2004), as the disaster characteristics may have a decisive influence on the
emergent behavioral responses (Hsu & Peeta, 2013). As Xie & Liu (2014) note, network traffic
flows are dynamic in nature and may vary on the basis of demand and supply fluctuations over
time. Chen et al. (2011) recognize the same parameters of uncertainty while, quoting Yang &
Bell (1998), argue that current research efforts in the network design problem (NDP) have failed
accounting for stochasticities.

Supply changes may be caused by weather conditions, traffic incidents, work zones etc., while
demand variations may occur due to temporal fluctuations (e.g. time of the day), the organization
of special events (e.g. concerts), the provision of traveler information and so on (Chen et al.,
2011). The aforementioned sources of uncertainty should be complemented with the inclusion of
disaster phenomena. Indeed, lida et al. (2000) argue that post-disaster traffic patterns deviate
from normal, with their observation based on real traffic data from the aftermath of the Kobe
earthquake. Li et al. (2006), X. Chen et al. (2012), Chiu & Mirchandani (2012) and Hsu & Peeta
(2013), among others, also support that statement. In disaster settings, the physical and / or
operational attributes of the network, the diverse needs arising as well as other problem aspects,
including, but not limited to, the perceived risk of the disaster threat and its possible
consequences (Helsloot & Ruitenberg, 2004), the location of family members and / or close ones
(Sorensen & Sorensen, 2007), the existence of an evacuation plan and the available time to react
(Helsloot & Ruitenberg, 2004), the provision of complete and precise information to evacuees
(Perry & Lindell, 2003), and so on can lead to changes in the travel behavior exhibited. In this
respect, it seems reasonable to assume that stochastic equilibrium models may be more
appropriate for the representation of real-world problems (Xie & Liu, 2014; Prashker & Bekhor,
2004).

Li et al. (2009) also highlight the importance of properly modeling travel behavior. The authors
argue that model assumptions have a clear influence on the estimation and assessment of
network performance and, thus, on the network design adopted. However, their focus lies on
departure time modeling and not on route choice modeling. Chootinan et al. (2005) investigate
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the problem from a theoretical perspective using the definition and structure of the NDP.
According to them, the NDP is analogous to the Stackelberg game; its leader-follower structure
corresponds to the roles of the network planner and users respectively. While the network users
wish to minimize their own travel costs, the primary scope of the network planner is the
optimization of network performance. During this interaction, "the decisions made by the
planner can only influence, not control, the decisions of the network users” (Chootinan et al.,
2005). This statement implies that users’ behavior is not deterministically determined; instead,
travelers' route choice is subject to random errors according to the perceived travel costs. This, in
essence, corresponds to the definition of stochastic user equilibrium (SUE): in the SUE, the
network users cease switching routes at the time when they cannot further reduce their perceived
travel costs, the latter being subject to random errors (Davis, 1994). In the SUE case, not all
travelers are assigned to the least cost routes; however, the chances of choosing a lower cost
route are better.

Few studies have considered the stochastic NDP. According to the review of Chen et al. (2011)
on the subject, most of them focus on the demand variation whereas supply-side uncertainties
have been relatively unexplored. Studies that have incorporated a SUE assignment in their
formulation include those of Sumalee et al. (2009), Connors et al. (2007), Chen et al. (2006),
Clark & Walting (2006) and Chootinan et al. (2005), with Marciano et al. (2015) and Sumalee &
Kurauchi (2006) specifically referring to a disaster management context.

According to Prashker & Bekhor (2004), the very first model of this category is attributed to
Daganzo & Sheffi (1977), who attempted to account for travel cost uncertainty. In general, the
first SUE models used the multinomial logit (MNL) or multinomial probit (MNP) formulations
for stochastic network assignment. In the late 1990s, route choice modeling was enriched with
many discrete choice models (Prashker & Bekhor, 2004); these included modifications of the
MNL model, such as the C-logit and the path-size logit (PSL) models, models using the
generalized extreme value (GEV) theory, such as the paired combinatorial logit (PCL) and the
cross-nested logit (CNL) models, and finally models containing sophisticated formulations of the
error terms, such as the logit kernel (LK) or, otherwise referenced, the mixed or hybrid logit
model. It must be noted, however, that, due to its inability to capture the correlations among
alternatives, the MNL model is considered to be inappropriate for route choice modeling
(Prashker & Bekhor, 2004). In real world networks, route overlapping is a common observation,
thus leading to a violation of MNL’s fundamental assumption of independence of irrelative
alternatives (I11A). Nevertheless, the MNL model is still used in stochastic traffic assignment.

3.2 Discrete choice models

Utility theory sets the basis for the formulation of route choice models (Prashker & Bekhor,
2004). By definition, utility can be divided into two components: a deterministic one and a
random one. Whereas the deterministic component includes all the observable parameters
affecting route choice, including the characteristics of the alternatives themselves and of the
individuals (Ben-Akiva & Bierlaire, 1999), the error term includes all the "individual perception
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errors, measurement errors and specification errors” (Prashker & Bekhor, 2004). As a result,
utility is a random variable which can be described as follows:

Up =V +&¢,Vke K™ (3.1)

where U} is the utility of individual n for choosing route k, V'and &, are the deterministic

and random components respectively, and K™ is the set of routes k for OD pair (r,s). The

deterministic component (omitting superscript n) can be expressed as:
Vk = —9Ck (32)

with ¢, being the generalized cost function and & being a positive parameter. In this equation,

o0 reflects the dispersion among drivers; as @ increases, the variance among the users decreases
and route choice tends to become deterministic (best path choice) as in a DUE assignment. On
the other hand, as & decreases, the deterministic component cannot compensate for the error
term, leading to a large route choice variance among the drivers. The generalized cost function

C, can be further analyzed as:
Cy :ZkeKrs Cié}LS (3.3)

where ¢; is the cost associated with link i, and & =1 if link i belongs to path k of OD pair

(r,s) and zero otherwise.

It must be noted that, if considered advantageous, the aforementioned linear equation describing
the deterministic component of utility (eq. (3.2)) can easily be replaced by other, more
sophisticated expressions (Prashker & Bekhor, 2004).

3.3 Stochastic route choice models

Stochastic route choice models can generally be categorized into the families of MNP and MNL
models. In particular, the intractability of the MNP model in the case of multiple alternatives and
the inability of the MNL model to account for similarities among routes, gave rise to the
development of advanced MNL-based models dealing with this shortcoming. These models can
be summarized in:

e Modifications of the MNL model, such as the C-logit and the PSL model, with route
overlapping captured in the deterministic component of the utility function.

e GEV models, such as the CNL, the GNL and the PCL model, with route overlapping
captured in the error term of the utility function.

In addition, LK (mixed or hybrid logit) models, with route overlapping captured in the error term
of the utility function, were also developed on the basis of the MNP model. In this context, GEV
models are more general than the MNL model, with LK models being the most sophisticated of
all. The above categorization is illustrated in Figure 3.3. Based on the work of Prato (2009),
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Prashker & Bekhor (2004) and Ben-Akiva & Bierlaire (1999), a brief description of the MNL, C-
logit and GEV-based models are provided in the following, while the rest of the route choice
models are analyzed in Appendix A.

MNL model C-Logit model
Path size logit
M,r\'rl1|c_> d?aall:ed (PSL) model
Implicit
availability
perception (IAP)
model
Cross - nested
Ioglt (CNL) model
Stochastic route Generalized -
choice models
Glrzn\é dbeaized nested logit (GNL)

model
MNP model
MNP family <

Hybrld logit model

Palred

combinatorial Ioglt
(PCL) model

Figure 3.1 Classification of stochastic route choice models

3.3.1 The multinomial logit (MNL) model

The fundamental assumption of the MNL model is that the random variables included are
independently and identically distributed (11ID) Gumbel variables. The Gumbel cumulative
distribution function has the form:

_e—ﬂ(a—ﬂ)

F(e)=¢e (3.4)
where 7 is the location parameter, and g is a strictly positive scale parameter. The variance of
the distribution is 72 /(6;12). The probability of choosing route k from choice set K" can be
expressed as:

o eBUM)
ZIeK rs XP(2V))

and the variance-covariance MNL matrix is as follows:

(3.5)
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10 --- 0
2101 --- 0

s=2 |- . (3.6)
6#2 : :
00 - 1

The independence of irrelevant alternatives (I1A) is an inherent characteristic of the MNL model.
According to it, "the ratio of the probabilities of any two alternatives is independent of the choice

set" (Ben-Akiva & Bierlaire, 1999). That is, for two choice sets C; < C,; and C, c C,,, where

C,, is the master choice set, and for any alternatives i, j in both C; and C,, it holds that:

P(i|cl) _ P(i|C2) (3.7)

P(ilcr) P(ilc2)
The above proposition can be also stated as: "The ratio of the choice probabilities of any two

alternatives is unaffected by the systematic utilities of any other alternatives” (Ben-Akiva &
Bierlaire, 1999).

When it comes to route choice, the 1A property is considered a deficiency; the MNL model is
incapable of accounting for similarities between the routes. This can be a problem, especially in
large scale networks, where path overlapping seems to be inevitable. Nevertheless, the MNL
model remains popular in stochastic traffic assignment due to its simple form and solution
tractability.

3.3.2 Modifications to the multinomial logit (MNL) model

The inability of the MNL model to account for path overlapping can cause distortions in the
route choice process. To deal with this problem, the researchers have proposed modifications of
the basic model. These are analyzed in the following.

3.3.2.1 The C-Logit model
The C-Logit model was developed by Cascetta et al. (1996) as an extension of the MNL model to
account for path overlapping. It can be expressed as:
A - exp(Vx —CFy)
Z|6Krs exp(V; —-CH)

(3.8)

where CF, is a similarity measure (referenced as the commonality factor) between path k and
all other paths in set K™ of OD pair (r, s). Cascetta et al. (1996) defined it as:

y
CR =BIn> k=l (iJ (3.9)

klek™ | /L Ly

with L, and L, being the length (cost) of paths k and | respectively, L, being the common
length (cost) of the two paths, and g and y being positive parameters that need to be calibrated.
Cascetta et al. (1996) also provided alternative forms for the commonality factor such as:
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CR = gln Zierk (Wi Dk ) (3.10)
CRy :'BZierk W In >, rs i) (3.11)

where I'y is the sum of all links i comprising path k and W; is the proportional weight of link i

for path k. According to Cascetta et al. (1996), coefficients w; can be specified in different ways
on the basis of the hypotheses made regarding the relative importance of link i for path k. In
this context, w; can be expressed as a fraction of the link length to the total path length. In any

case, it must hold that Zierk w; =1. In addition, J;, equals one if link i lies on path k and zero

otherwise. Cascetta (2001) also suggested the following form:

_ ) Ly L — Ly
CF, _ﬁln{n ZEJLK“{ L ][ L L J] (3.12)

3.3.3 The generalized extreme value (GEV) type models

In an effort to overcome the deficiencies of the MNL model, other logit-based models were
developed. These are formulated on the basis of the GEV theorem proposed by McFadden
(1978). In the general case, the probability of choosing alternative i can be expressed as:

eVl aG(eV ,...,eVJ)

P(ijc,)=—2¢"

4G (evl,,_,,evj ) (3.13)

where J is the number of alternatives in the choice set C,, and G is a non-negative

differentiable function defined on R;] . Definition of an appropriate generator function, which

satisfies the properties of the GEV theorem, is a prerequisite for the formulation of more general
logit functions. These properties are summarized by Ben-Akiva & Bierlaire (1999) as follows:

e G isnon-negative.

e G is homogeneous of degree x>0.

o lim,  G(X.n XXy )=00,Vi=1..,J.

Xi—00

o The k™ partial derivative with respect to k distinct X; is non-negative if k is odd, and
non-positive if k is even, that is, for any distinct iy, ...,i, €{1,...,J} it holds that:
k
_06G (x)<0,vxeR! (3.14)
b %y

The cross-nested logit (CNL), the generalized-nested logit (GNL) and the paired combinatorial
logit (PCL) model belong to this category. These are analyzed in the following.
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3.3.3.1 The cross-nested logit (CNL) and the generalized-nested logit (GNL) model

The CNL model, proposed by Vovsha (1997), is a generalization of the two-level nested logit
model by allowing to an alternative to belong to more than one nest. Later, Wen & Koppelman
(2001) presented the GNL model, which is more sophisticated than the previous CNL. Both the
CNL and the GNL models share the same formulations. In this context, the GNL generator
function can be defined as:

1 \#m
G(yl’yz’""yn):zmeA[zkeKrS(amkyk )urnj (3.15)

where m is the number of nests, g, is the nesting degree (specific for each nest) with
0<uy, <1, and a, are the inclusion coefficients which allocate the alternatives to the nests

with 0 < a, <1. It must hold that:

D ronlmk =1 (3.16)

The GNL generator function satisfies the GEV theorem. The probability of choosing route k can
be expressed as:

P(k)=> _, P(mP(k/m) (3.17)

The conditional probability of choosing route k in the case link (nest) m is chosen can be
defined as:

1

A €XPV) )
P(k/m) = (e k )””‘1 (3.18)
Z,eKrs(aml exp(V})) tm
and the marginal probability of choosing link (nest) m is:
i Hm
[ZkeKrs(amk exp(vk)),um ]
P(m) = (3.19)

1 \4m
ZbeA(ZkeKrs (abk exp(\/k ))#m]

The MNL model is a special case of the GNL model for g, =1. In the CNL model, n,, is

assumed to be the same across all links and needs to be estimated (Prashker & Bekhor, 1998).
For the GNL model, Bekhor & Prashker (2001) defined the nesting coefficient as:

1
i =121 2 (3:20)
m

where N, is the number of routes passing through nest (link) m. As for the inclusion
coefficients, Prashker & Bekhor (1998) proposed the following form:
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|
Omk :Lﬂémk (3.21)

k

where |, is the link length, L, is the path length, and J, equals one if link m is included in
path k and zero otherwise. Inclusion coefficients reflect the impact of path overlapping; by
assigning continuous values 0< ¢, <1, a route is allowed to belong to more than one nest
(link). On the other hand, if only binary values (0 or 1) are considered, each route belongs to
only one nest, as in the nested logit model.

3.3.3.2 The paired combinatorial logit (PCL) model

The PCL model was first proposed by Chu (1989) and also belongs to the category of GEV
models. The PCL generator function can be defined as:

EESEE U
-1 l-oy  1-0yj
G(Y1 Yo Yn) = Do Qi (L0 )| Y 9 +yj 7 (3.22)
kek ' jeK'®
The probability of choosing route k can be estimated as:
P(k)IZkij P(kj)P(k /kj) (3.23)

k,jeKrS

where P(k/kj) is the conditional probability of choosing alternative (route) k, given that pair

(k, j) has been chosen, such that:

( Vk \]
exp

. 1—O'kj
P(k/kj) =

(3.24)
Vi Vi
exp +exp
1- Ukj 1- ij
and the marginal probability of choosing pair (K, j) is given as follows:
l—akj
V.
(1—akj) exp Vi +exp| —1—
. 1—O'kj 1- ij
P(kj) = (3.25)

s Sl b

l-o -0
leK 'S mek 'S Im Im

In the above expressions, oy is the similarity measure between alternatives k and j. The MNL
is a special case of the PCL model, with o; =0 for all (k, j) pairs. In the PCL model, each pair

(k,j) may exhibit a different similarity relationship from those of the other pairs, a

characteristic that is especially attractive in the route choice process. Prashker & Bekhor (1998)
formulated the following similarity measure:
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7
L
L L;

where Ly; is the common length between routes k and j, and y is a coefficient to be estimated.

The above index is developed on the basis of network topology and is flow-independent in order
for the GEV theorem to hold. Another formulation for the similarity measure was proposed by
Gliebe et al. (1999) as follows:

Ly

! (3.27)

oy =—
K Lk+Lj_ij

In the above equations, it holds that 0<oy; <1. In the case of maximum overlap, oy;

approaches one, while in the case of disjoint paths, o; equals zero.

3.4 Stochastic user equilibrium (SUE) formulations

The concept of stochastic user equilibrium (SUE) is inherently based on the assumption of
probabilistic route choice. According to Daganzo & Sheffi (1977), SUE can be defined as the
state when no driver can improve his / her perceived travel time by unilaterally changing routes.
This can be described as:

£ =q"R"™, v(r,s) e N,k e K" (3.28)
PP =P <¢*, vk, e K") (3.29)

where f,° and c;> are the flow and cost respectively of travelling on path k between OD pair

s

(r,s), g™ isthe demand from r to s, and K™ is the set of paths connecting the pair.

3.4.1 General optimization form

Sheffi & Powell (1982) proposed a general, unconstrained mathematical programming
formulation for the SUE. Let G(N, A) be a network, with N being the set of nodes and A being

the set of arcs. If 9" is the demand between OD pair (r,s), and X and c; are the flow and

travel cost on link i respectively, the SUE model can be defined as:
. rsefrs %i
minZ =", ¢ _Z(r,s)eN q4s _ZieAIo G (w)dw (3.30)
where S™ is the satisfaction function between OD pair (r,s) such that:

sk = E[minkeKrS {c{sﬂc(x) (3.31)

The probability of choosing path k can be defined as:
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s
Pkrs - > rs
OCy

(3.32)

with ¢;°, as already defined, being the cost of travelling on path k between OD pair (r,s).

Prashker & Bekhor (2004) note that the above equation is only valid for translational invariant
distributions, which means that the shape of the utilities” density function must be independent of
the actual measured utilities. Logit functions satisfy this property. Probit functions, however,
exhibit this property only in the case of fixed covariance matrix (flow-independent terms).

A solution to the program was presented by Sheffi (1985). Assuming a path cost probability
distribution that satisfies the satisfaction function, Sheffi (1985) derived the equilibrium
condition by differentiating the objective function with respect to the link flows. It must be
noted, that all models presented in the preceding sections satisfy the satisfaction function.
However, in the case of logit-based models, the literature also provides alternative optimization
formulations.

3.4.2 Logit-based formulations
Fisk (1980) developed a SUE model with the following form:

. X 1
minZ = ZiEAJO G (W)dWJrgZ(r,s)eN ZkeKrS fi>In f,° (3.33)
st D s O =0",v(r,s)eN (3.34)
IS oIS H
Xi = Z(I’,S)GN ZkeKrs fk 5”( ,V| eA (335)
f>>0,v(r,s)eN,ke K" (3.36)

where & equals one if link i is on path k between OD pair (r,s) and zero otherwise, and all

other parameters have already been defined. Fisk (1980) proved the equivalency of the above
formulation to the MNL model.

Later, Zhou et al. (2012) extended Fisk's (1980) formulation by proposing a SUE formulation for
the C-Logit model:

. Xj 1
minZ = ZiEAjo G (W)dw+52(r,s)eN ZkeKrs fi°In f,° +Z(r,s)eN Zkers £15cfS (3.37)

st D s O =0",v(r,s)eN (3.38)
X| = Z(r,s)eN zkEKrs fkrSé‘lT(S’vi S A (339)
f>>0,v(r,s)eN,ke K" (3.40)

where cf,” is the commonality factor of route k between OD pair (r,s).
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3.4.3 GEV-based formulations

Prashker & Bekhor (2000) developed an entropy-based formulation for the CNL SUE model as
follows:

rs

minZ = ZieAj;i C (w)dw+%z(r‘s)eN > A ek T In—K—+

()" (3.41)

ALY e Sl S T )0 (3 s )
st > D ek fmk =07, V(rs)eN (3.42)
mk =20,¥(r,s)eN,me A keK"™ (3.43)

s

where f is the flow on path k of nest m between OD pair (r,s), " is the demand between

OD pair (r,s), ¢; and X; is the cost and flow on link i respectively, o is the inclusion

coefficient of path k in nest m between OD pair (r,s), o is the dispersion coefficient, 4 isthe
_ . £1s _
nesting coefficient, and f In—" T =0 for either fly =0 or oy =0.
(e )

An equivalent formulation can also be derived for the GNL SUE model (Bekhor & Prashker,
2001):

. % 1 frs
minZ = ZieAJ.OI Ci (W)dW+EZ(r,S)eN ZmeAZkeKrs Hm fnl;sk In%—i_
(arrnsk)ym (3.44)

1
+52(r,s)eN ZmeA(l—/um)(zkeKrs fnl;sk)ln(zkeKrS fnﬁsk)

st. Y. *=q",v(r,s)eN (3.45)

meA LukeK ' 'mk =
fnﬁs‘k >0,v(r,s)eN,me AkeK"™ (3.46)
where g, is the nesting coefficient of nest m and all other parameters are equivalent to the
CNL formulation.

In accordance with the previous formulations, the PCL model can be described by the following
equations (Prashker & Bekhor, 2000):
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fls
minZ = Z| Aj ¢ (W)dw+= Z(rs)eNzkeszjik (1 Ukj)fk(kj)l k()

ij
£r (3.47)
ki) * fic)
Z(r s)eN Zk ZJ k+1‘7k1(fk(kj)+ fJ(kJ))I T
keK™  jeK' ki
St 2 K“ZJ’* fig) =0, v(r.s)eN (3.48)
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where f,) is the portion of flow on route k from route pair (k, j) between OD pair (r,s),

fi )
ki

oy; is the similarity index between routes k and j, fk(kj) In1 =0 for either fkr(skj) =0 or

oy =0and, once again, all other parameters are equivalent to the CNL formulation. The

aforementioned GEV-based formulations collapse to Fisk’s (1980) MNL formulation when
w =1, for the CNL and GNL models, and o; =0, for the PCL model.

The general formulation by Sheffi & Powell (1982) can also be applied to the GEV-type models
by appropriately formulating the satisfaction function. Prashker & Bekhor (2004) argue the
equivalency between the satisfaction function and "composite utility” of GEV models’ generator
function.

3.5 Path set generation methods

Transportation networks are generally characterized by a large number of links and nodes, as
well as complex connectivity settings resulting from the topological and functional correlations
between their components. However, during the definition of the available routes and the
respective path set for the traffic assignment process, complex network structures pose a
problem; even in small networks, path enumeration proves to be challenging. In this respect, two
distinct path set generation methods may be followed: the exhaustive and the selective one. The
exhaustive approach enumerates all possible paths before proceeding with traffic assignment. In
this case, definition of the path choice set is easy, but the model is computationally intensive due
to the large number of existing alternatives (Ben-Akiva & Bierlaire, 1999). Moreover, it is
behaviorally unrealistic to assume that travelers have knowledge of all possible paths and are
eager to use them (Ben-Akiva & Bierlaire, 1999). The selective approach, on the other hand,
considers only a selection of paths on the basis of them meeting certain criteria. In this context,
Prato (2009) makes an overview of existing possibilities in selective route generation and
distinguishes between four categories: deterministic shortest path generation methods, stochastic
shortest path generation methods, constrained enumeration methods and probabilistic methods.
The respective categorization of the path set generation methods is illustrated in Figure 3.4.
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Figure 3.2 Classification of path set generation methods (Prato, 2009)

3.5.1 Deterministic shortest path generation methods

The deterministic shortest path generation methods are extensively used in the path generation
process and are based on the iterative, criteria-based computation of the shortest paths on a
network. In these methods, the solution process is generally heuristic (with the exception of the
k-shortest path algorithm), the outcome is deterministic and the OD pairs are processed
sequentially (Prato, 2009).

The k-shortest path method is perhaps the most popular path generation method. It is based on a
link-additive, generalized cost function, usually reflecting the perspective of the traveler (such as
travel time or travel distance). The method generates the k-shortest paths connecting each OD
pair by successively removing a link from the shortest path and finding the next best one
(Prashker & Bekhor, 2004). In this model, travelers are assumed to not consider all possible
alternatives, but restrict their choices to those having an affordable variance from the least cost
route. In fact, the allowable variance is indicated by the number of k generated paths. A serious
drawback of the model lies in the possibility of creating "circuitous and extremely similar routes”
(Prato, 2009). To circumvent this problem, modifications of the basic formulation have been
proposed that account for acyclic paths or increase route heterogeneity. In addition, the model's
basic assumption that travelers perceive the utility of the routes in an objective and error-free
manner is behaviorally and methodologically unrealistic (Prato, 2009).

The labeling method is analogous to the k-shortest path method. According to it, the path choice
set consists of individual optimum paths on the basis of distinct objectives. The method was first
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developed by Ben-Akiva et al. (1984), who used various labels (shortest route, quickest route
etc.) while studying the intercity route choice in the Netherlands. Prato (2009) argues that the
labeling approach can only partially capture actual route choices due to improper definition of
the labels. According to the author, efficient implementation of the algorithm premises a priori
knowledge of travel preferences.

The link elimination method relies on the repetitive search for the shortest path given that some
or all of the links composing the previously defined shortest paths have been eliminated from the
network configuration. The approach ensures dissimilarity among the routes to the extent
allowed by the link elimination rule (rules are defined on the basis of the researcher’s perception
and objectives) (Prato, 2009). The method is attributed to Azevedo et al. (1993), who removed
all the shortest-path links before searching for the next best path. Later, Bekhor et al. (2006),
Prato & Bekhor (2006) and Frejinger & Bierlaire (2007) developed a modification where only a
single link from the shortest path is iteratively removed. Prato (2009) notes that the
implementation of the original model poses the problem of network disconnection since the
elimination of major crossings may compromise the existence of alternative routes, while the
elimination of a single link tends to produce results of high similarity.

Finally, the link penalty method, first presented by De la Barra et al. (1993), is also based on the
repetitive search for the shortest path. But, instead of employing link elimination, similarity
among the routes is prevented through the imposition of a penalty term on the impedances of the
links included in the previously identified shortest paths. The model, thus, preserves the
possibility of essential links to be part of the shortest routes (due to the non-elimination strategy),
while promoting the use of alternative links (Prato, 2009). However, path generation is highly
dependent upon the definition of the penalty terms; when a low penalty value is assumed, the
algorithm is unable to produce distinct paths, while a high value may cause shorter and more
attractive routes to be disregarded in favor of highly unattractive ones.

3.5.2 Stochastic shortest path generation methods

Stochastic shortest path generation methods can be identified by the iterative shortest path
computation on a network where travel impedances and individual preferences are assumed to
follow a probability distribution (Prato, 2009). In these methods, solution processes are heuristic,
the outcome is stochastic and all OD pairs are considered simultaneously (Prato, 2009). Prato
(2009) argues that stochastic path generation is a case of importance sampling since the selection
probability of a route depends on attributes such as path length or path travel time. As such, a
correction term is usually needed to compensate for unequal selection probabilities that may lead
to biased results (Bovy et al., 2009; Frejinger et al., 2009; Frejinger, 2007).

The simulation approach, proposed by Sheffi & Powell (1982), belongs to this category. As
Prato (2009) explains, the method is based on the iterative implementation of Monte-Carlo
simulation to draw link travel times from the probit distribution around the overall congested
cost function. The algorithm continues by performing an all-or-nothing assignment and by
computing the final link flows as the average value from all iterations. The method can
potentially generate a large number of attractive alternatives on the basis of an appropriately
selected probability distribution and number of draws (Prato, 2009). More specifically, in the

52



Route choice models and path generation methods

case of normal distribution, negative draws must be rejected due to the non-negativity of travel
impedances. However, the normal distribution in its truncated form is non-additive in mean and
variance. Therefore, other types of distributions such as the log-normal and gamma are preferred
in the path generation process (since negative draws are by definition excluded). In this context,
Nielsen (2000) argues in favor of the gamma distribution due to the biases induced by truncation.
As for the number of draws, there is no unique answer. Ramming (2002) restricts the number of
draws to those keeping the computational cost approximately the same as in the link elimination
and link penalty methods, while Prato & Bekhor (2006) compute the number of draws on the
basis of the method’s ability to generate unique paths.

Nielsen (2000) also introduced the doubly stochastic generation function method. The model
assumes that, not only are travel costs perceived with error, but also, that this perception differs
across the travelers. In this context, the generation function includes two random components:
one for the generalized cost function and one reflecting the heterogeneity among users.
According to Prato (2009), the method offers diversity in the generated route set, conformity of
the routes with observed travel choices and computational efficiency in large networks. On the
other hand, calibration of the probability function coefficients can pose a problem, since
incorrect values could lead to the generation of unrealistic alternatives. Moreover, the choice of
the probability distributions faces the same issues as in the simulation method, with the
distribution of the value-of-time arising as an additional consideration; Prato (2009) explains
that, when cost and travel time are simultaneously considered, the assumption of a normal cost
distribution implies an unacceptable distribution for the value-of-time, where the mean and
variance cannot be defined.

3.5.3 Constrained enumeration methods

Constrained enumeration methods assume travelers' route choice behavior to be based on
various criteria other than travel cost minimization. In this context, Prato & Bekhor (2006)
proposed a branch and bound model, where the branches are formulated with respect to
behavioral assumptions. Constraints set by the branches aim at increasing the heterogeneity of
the generated paths. A path that satisfies the thresholds posed constitutes a feasible solution to
the problem and enters the path choice set. According to Prato (2009), the method generates an
exhaustive choice set, which is important for the estimation of utility parameters. However, there
exists uncertainty regarding the generation of all attractive routes and the thresholds posed. In
addition, the computational burden increases exponentially with the depth of the tree (humber of
links in the paths), thus, making the algorithm inappropriate for large networks.

3.5.4 Probabilistic methods

Probabilistic path generation methods assign choice probabilities to every route. Prato (2009)
notes that the full method, proposed by Manski (1977), is inapplicable to route choice due to the
computational burden associated with probability estimations in dense urban networks. The
implicit availability / perception (IAP) model, proposed by Cascetta & Papola (2001) and
presented in Appendix A, belongs to this category. The model aims at expressing the
unavailability or the unawareness of a route in the route choice process. However, Prato (2009)
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argues that probability estimations actually depend on "socio-economic variables and utility
attributes” instead of availability / awareness variables, while Ramming (2002) states that any
attempt to associate network parameters to the model does not produce satisfactory results.
Furthermore, Frejinger (2007) and Frejinger et al. (2009) estimate link probabilities on the basis
of the distance (or generalized cost measure) separating each link from the shortest path
connecting an OD pair. Starting from the origin, a route is formulated by the addition of new
links on the basis of their choice probabilities. The final route choice probability is calculated as
the product of the link probabilities and it is used to compensate for the unequal sampling
probabilities (Prato, 2009). Frejinger (2007) and Frejinger et al. (2009) conclude that, employing
sampling correction significantly improves the quality of the model. However, Prato (2009)
remarks that this should merely be attributed to the configuration of the network used rather than
to the effectiveness of the method.

3.6 Conclusions and remarks

With the DUE principle considered inadequate for modeling travel behavior in the case of
emergencies (Prashker & Bekhor, 2004), SUE models appear to be more appropriate for the
representation of real-world problems (Xie & Liu, 2014; Prashker & Bekhor, 2004). However,
and despite the importance of properly modeling travel behavior (Li et al., 2009), research in the
NDP has until now failed accounting for stochasticities (Chen et al., 2011). In this respect, the
incorporation of a higher degree of realism in transportation management by accounting for
some of the stochasticities that are either way present, but possibly exacerbated in a post-disaster
setting, is deemed to advance the current research efforts which have generally disregarded
randomness from their NDP formulations.
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4. Managing a transportation network: conceptual
approach and model formulation

4.1 The network design problem (NDP)

In the context of network operations' planning, performance enhancement is pursued through the
implementation of appropriate management strategies; these attempt to re-configure the network
and / or re-allocate the demand in order to achieve certain performance objectives. The problem
formulated in this respect is formally known as the network design problem (NDP) and has been
recognized as one of the most difficult problems in transportation (Wang et al., 2013; Chootinan
et al., 2005; Yang & Bell, 1998). By definition, the NDP involves deciding upon the
management strategies implemented on a network for optimizing its performance, while
accounting for budget constraints and users’ route choice behavior (Wang et al., 2013; Chootinan
et al., 2005). User behavior is captured by either deterministic user equilibrium (DUE) or
stochastic user equilibrium (SUE) principles (Yang & Bell, 1998). However, as already
explained, the DUE principle, despite being widely applied, is argued to be inadequate for
modeling travel behavior (Prashker & Bekhor, 2004), especially during emergencies (Hsu &
Peeta, 2013). Network flows may fluctuate on the basis of demand and supply changes over time
(Xie & Liu, 2014), making it, thus, reasonable to assume that stochastic equilibrium models may
be more appropriate for real-world problems (Xie & Liu, 2014; Prashker & Bekhor, 2004).

Depending on the nature of the design variables involved, the NDP can be further distinguished
into three sub-types (Farahani et al., 2013; Chootinan et al., 2005):

e the discrete NDP (DNDP), in which the discrete design variables refer to the addition of
new links on the network or of new lanes on already existing links, lane reversal and
turning restrictions at intersections,

e the continuous NDP (CNDP), with continuous design variables representing road
network capacity enhancement, signal timing plans formulation and ramp metering, and

e the mixed NDP (MNDP), which includes both discrete and continuous design variables.

The NDP is typically formulated as a bi-level program. The upper-level corresponds to the
network management strategies' implementation scheme (which aims at the maximization of
network performance), while the lower-level assigns traffic on the network. The general outline
of the NDP may be expressed as follows (Chootinan et al., 2005):

Upper-level problem:
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Minimize, F (x,u) (4.1)
subject to:
G(x,u)<0 (4.2)
where x = x(u) is implicitly defined by the lower-level problem:
Minimize, f (x,u) (4.3)
subject to:
g(xu)<0 (4.4)

In the above equations, F, u and G are the objective function, the decision vector and the
constraint set for the upper-level sub-program respectively while f, x and g are the objective

function, the decision vector and the constraint set for the lower-level sub-program. In the case
of stochasticities, the design vectors are treated as random variables instead of assuming
deterministic qualities.

4.2 Post-disaster management framework

Despite their possible structural and / or functional degradation, transportation networks are
expected to be sufficiently operational in a post-disaster environment, to accommodate the
generated needs and provide services that are critical for population safety, community
restoration and continuation of activities (Konstantinidou et al., 2019). In this context, generation
and application of appropriately formulated management plans arises as significantly important.
Their efficacy, however, is largely dependent upon their ability to account for various problem
aspects and integrate both the evaluation of performance and the planning of operations; the
proposed framework constitutes such an approach.

In particular, the post-disaster management model is formulated as a variant of the Mixed
Network Design Problem (MNDP); two distinct management strategies (lane reversal and
demand regulation), a multi-aspect measure of performance (including indices of total network
travel time (TNTT), satisfied demand (SD) and OD-pair accessibility (OD-A)), stochastic user
equilibrium (SUE) traffic assignment (according to the paired combinatorial logit (PCL) model)
and iterative path generation (following the link penalty approach) are combined under a
vulnerability analysis context in order to provide a re-configured network with re-allocated
demand, so that network performance is maximized. The nature of the design variables (lane
reversal is a discrete variable whereas demand regulation is continuous) justify the proposed
model's classification as an MNDP. Bi-level mathematical programming is used in this respect:
the upper-level determines the optimal network management strategies' implementation scheme
while the lower-level assigns traffic on the network. The model follows an iterative solution
process; the management strategies' implementation scheme derived at each iteration is assessed
in terms of the three performance indices. Optimality is reached when no other implementation
scheme can achieve improved network performance according to the criteria set.
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4.3 Analysis of problem aspects

Discussion of individual problem aspects offers justification and validation over the hypotheses
considered and the respective decisions made. These aspects may be broadly categorized into the
post-disaster environment identified and the analysis concept and parameters assumed.

4.3.1 Post-disaster environment

The post-disaster network realization sets the basis for the evaluation of network performance.
Two parameters are investigated in this respect: the type of network considered and the
disruption scenarios assumed.

4.3.1.1 Network type

Due to reasons of computational complexity, the proposed framework is applied on a test
network with fifteen nodes and forty eight links. This helps reduce the time associated with the
analyses, while still have the necessary background to exhibit the framework's ability to enhance
network performance.

4.3.1.2 Network configuration

In a post-disaster setting, the initial network configuration may change due to damages to
network components ranging from degradation to full collapse. As a result, post-disaster network
states are characterized by three main attributes; the state of individual network components and
the number and spatial distribution of component failures.

Failure is generally interpreted in terms of its impact on the component’s ability to fully
correspond to its former function. Although most studies assume a binary component state (the
component is either operational or not), Du & Nicholson (1997) and Sullivan et al. (2010) are
averse to complete link removal, supporting the use of multiple link capacity degradation
scenarios. In the latter case, the component is assumed to be partially functional, a state indicated
by some sort of capacity reduction or distance increase. In this context, the proposed framework
considers both complete and partial component failures. Complete failures are indicated by the
removal of the respective link or node from the network, changing, thus, the network’s
connectivity settings, while partial failures are depicted as capacity decreases, restricting the
amount of traffic that a link can accommaodate in a post-disaster state.

In addition, network performance also depends on the way instantaneous component failures are
combined with one another to form the surviving network structure. In the proposed framework,
post-disaster network configuration is based on the formulation of different disruption scenarios,
with the number and spatial distribution of component failures defined arbitrarily. Although
these scenarios cannot capture all possible combinations of the three aforementioned parameters,
the assumption of scenario-specific cases does not limit the validity of the framework since the
focus either way lies in the enhancement of network performance and not on the exact
representation of network configuration under a particular catastrophe.
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4.3.2 Analysis concept and parameters

Network performance enhancement is eventually achieved on the basis of the problem's NDP
formulation. The associated aspects include the type of analysis followed, the management
strategies and performance measures considered and the traffic assignment model and path
generation method assumed.

4.3.2.1 Type of analysis

The type of analysis used for the estimation of network performance is dependent upon the
realization of post-disaster network states. As already explained, there exist five major analysis
types: vulnerability, reliability, risk, robustness and resilience. While reliability and risk make
use of failure probability estimations and vulnerability and robustness are based on the impact of
disruptions, resilience is many times expressed as the fraction of a performance measure in the
period preceding or succeeding a catastrophe.

In the present framework, the use of disaster scenarios for the extraction of post-disaster network
configurations excludes the possibility of failure probability estimations. As such, performance
evaluation is based on the impact of disruptions, making vulnerability the appropriate analysis
concept. Vulnerability analysis allows flexibility in problem formulation; the framework exploits
this possibility by considering two distinct management strategies, a multi-aspect measure of
performance, stochastic user equilibrium assignment and iterative path generation.

4.3.2.2 Management strategies

Performance enhancement strategies may vary on the basis of the generated needs and the
operations undertaken, the planner's perspective and any operational or budgetary constraints
imposed. The scope, however, always lies in the formulation of an efficient disaster management
plan that can account for the characteristics of the disaster setting and correspond to the
objectives set. In the present framework, lane reversal and demand regulation are combined to
provide an optimally re-configured network with re-allocated demand, so that network
performance is maximized.

Lane-based strategies (contraflow, lane reversal) have been extensively employed for the re-
allocation of roadway capacity along the most heavily congested direction. Their application is
pretty straightforward during an evacuation, yet becomes more complicated in the case of bi-
directional traffic movements. In this context, lane reversal should account for various
parameters, including the demand generated in each direction, lane availability, changes in the
network’s connectivity settings, travel distance increase etc. Indeed, the post-disaster
environment may force changes in the network's layout and traffic characteristics. The actual
demand in the period following a catastrophe cannot be known beforehand and only assumptions
can be made about the generated traffic needs. In addition, extensive failures of the infrastructure
may lead to inoperability of some routes which, along with the geometrical characteristics of the
roadway segments, may affect lane reversal implementation.

Moreover, demand regulation refers to the imposition of some kind of control over the allowable
traffic movements and may extend from partial to complete access prohibition to an area or part
of the network (e.g. highways), or refer to a restriction of travel between the OD pairs. Attention
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should be paid, though, to the type of vehicles that operate under this policy. Regulation is
mainly applied to traffic generated by private vehicles for reasons other than evacuation, while
the emergency vehicles retain the potential of unrestricted movement on the network.

4.3.2.3 Network performance indices

Since the efficient planning of network operations is directly related to the extraction of accurate
performance estimations, fluctuations of the latter can potentially lead to differentiations in the
optimal network management strategies' implementation scheme. It is, thus, important to express
performance in a way that can best describe the post-disaster network states, while fitting the
objectives set.

Performance can generally be estimated on the basis of flow-dependent or flow-independent
measures (Nojima, 1998). Flow-independent measures are easier to estimate since they depend
solely on the network’s physical state. As such, they avoid the inherently present stochasticities
of flow estimations. However, flow-dependent measures are able to capture congestion
phenomena and, therefore, provide a more realistic representation of post-disaster network
conditions.

In the present framework, performance estimation captures the network’s physical and functional
degradation with the use of both flow-dependent and flow-independent measures. Three general
types of indices are used for that purpose: travel time, satisfied demand and accessibility. These
are analyzed in the following.

4.3.2.3.1 Travel time

Travel time measures constitute a fundamental component of transportation network analysis and
are commonly used in network performance studies. Especially in the case of disasters, network
failures and uncertain travel behavior are expected to result in travel time increases on the
network links. It has been observed that, if left un-managed, travel demand can potentially
overwhelm the network’s capacity and lead to congestion phenomena and gridlocks (Li &
Ozbay, 2015; Sadri et al., 2013; Afshar & Haghani, 2008; Zimmerman et al., 2007). In addition,
lack of proper traffic management may affect traveler perception on the appropriate routes to
choose, increase traffic accidents and lead to confusion.

As opposed to the use of topological (distance-based) indices, travel time measures are better in
providing insights regarding network performance in cases of sudden network changes, such as
those caused by disasters (Chang, 2003). However, they are susceptible to the inherently present
stochasticities of the post-disaster environment; the variability of travel times on the network
links can be magnified in a post-disaster state due to congestion phenomena and travelers
exhibiting short-term behavior (Chang, 2003; lida et al., 2000). Realistic assumptions regarding
the post-disaster setting and travelers’ route choices, though, may set the basis for an integrated
network performance evaluation.

In this respect, Omer et al. (2013) assess the resilience of a network subjected to link capacities'
decrease as well as demand increase on the basis of environmental, cost and travel time metrics,
the latter defined as the percentage difference between OD-pair travel times. Soltani-Sobh et al.
(2015) examine network reliability on the basis of different performance measures, including
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total network travel time, consumer surplus and OD-pair flows, while considering demand and
link capacity uncertainties. Donovan & Work (2015) use aggregated taxicab GPS data to notice
any possible discrepancies in the hourly, distance-weighted travel times between different parts
of a city when compared to analogous data from a typical week. Depending on their extent, these
deviations may be indicative of the occurrence of small or more severe events on the roadway
network. Burgholzer et al. (2012) analyze the impact of disruptions on intermodal transportation
networks. They define multiple performance indices for that purpose; at first, they investigate the
impact of a disruption on the entire network while next, they focus on the impact on individual
transport units. The latter is addressed through the calculation of the average disruption delay
time. As for the former, four indices are developed: total disruption delay time, number of
affected transport units, influence distance and influence duration. However, only the first and
fourth indices belong to the travel time measures category. Jenelius et al. (2006) approach the
problem of network performance evaluation from two perspectives: link importance and
municipality exposure. Link importance is calculated on the basis of (a) the post-disaster
increase in the generalized travel cost for network’s non-cut links and, (b) the fraction of the
unsatisfied to the initial, pre-disaster demand for network’s cut links. On the other hand,
exposure is defined as (a) the average and worst-case travel time increase for a municipality in
the case of link disruptions on the network, and (b) the unsatisfied demand originating from a
node in the municipality to all other nodes on the network. Jenelius (2009) expands his previous
work by generalizing the concepts of importance and exposure to the regional level. Thus,
regional importance is defined as the expected total travel time increase for all trips in the
network given a disruption in the region. On the other hand, regional exposure can be split into
expected total and average exposure, i.e. the total and average travel time increase for trips
starting within the region respectively. Jenelius & Mattsson (2012) use a similar concept for
estimating network performance in the case of multiple component failures. Kiremidjian et al.
(2007a) combine fragility analysis with transport network analysis on a bridge network. At first,
the bridge damage states due to a hypothetical seismic event are derived. Then, the sum of
vehicle travel times and travel time delays by link type is calculated considering both fixed and
variable demand. An analogous methodology for the seismic performance assessment of bridge
networks is also followed by Guo et al. (2017), who use the fraction of the post- to the pre-
disaster total network travel times as an indicator of traffic cost. Knoop et al. (2012) list different
criteria for link-level vulnerability assessment. The authors then attempt a multi-linear fit of the
criteria and, considering iterative single-link closures, compare the network performance drop, as
this is calculated by the model, with the one actually observed from the simulation. Finally,
Snelder et al. (2012) consider single-link failures under different scenarios of roadway capacity
reduction and incident duration and calculate the network performance decrease in vehicle loss
hours. These can be estimated on the link level or per route, while, when multiplied by the
incident occurrence probabilities, the expected vehicle loss hours are derived. In any case, the
model takes into account the existence of alternative routes for by-passing the damaged link.

In light of the above, time-based measures arise as a critical aspect of network performance with
their ability to reflect both the network's physical degradation and the possible variations of
travel patterns. In this context, total network travel time (TNTT), the sum of all vehicles' travel
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times, is used in the present framework as an index for performance evaluation, with fluctuations
of the flow and variations of link travel times resulting in different values of TNTT.

4.3.2.3.2 Satisfied demand

Demand measures can be valuable for the estimation of network performance; while
accessibility and travel time indices are descriptive of a network’s general function, the satisfied
demand parameter gives more insight into the user needs' satisfaction degree. This is especially
important in a post-disaster setting; with evacuation focusing solely on system objectives such as
network clearance time minimization, the generalized management framework is broader in
scope and aims at ensuring a minimum level of service provision to all kinds of users. As such,
quantification of the associated satisfaction degree arises as an important parameter of post-
disaster network functionality.

In this context, Vugrin et al. (2014) estimate network resilience as the weighted sum of systemic
impact and total recovery effort. In their study, the systemic impact is calculated on the basis of
flow-related costs (e.g. travel time delays) as well as by the imposition of a penalty term for each
demand unit that cannot be accommodated. Rupi et al. (2014) use an average daily traffic
measure and a generalized trip cost measure to evaluate link importance. In the case of
disruption, the second measure, referring to a link's global importance, accounts not only for the
variation in network'’s overall cost, but also for the possibility of any unmet demand, assigning,
in that case, a value to every missing trip. Kermanshah & Derrible (2016) investigate the impact
of seismic events on household-to-work trips by calculating the number of trips being: (a)
unaffected, (b) forced to take longer routes, (c) incomplete due to trip origins / destinations
becoming isolated, or (d) incomplete due to trip origins / destinations lying in the epicenter of the
disaster. Chen & Li (2017) calculate the fraction of (a) the outbound (evacuation) demand to the
total exit capacity, and (b) the inbound (first responders) demand to the total entrance capacity,
to provide estimates of evacuation difficulty. Chen et al. (2013) use the practical and ultimate
capacity concepts to estimate individualized OD-pair demand augmentation rates. While, in the
second case, route and destination choice is possible for all network travelers, in the first case,
this flexibility is provided only to the additional fraction of the demand, with the initially
existing demand pattern being preserved. Jenelius & Mattsson (2012) use a composite measure
of unsatisfied demand and travel time. Covering the roadway network with grids of evenly
placed cells, they temporarily set unavailable all the links intersecting a particular cell. The
unsatisfied demand is then calculated as the one composed by all four components of traffic
(internal, inbound, outbound and through traffic for that cell) while travel time delays regard
only the through-demand choosing an alternative route (detour) due to cell closure. Jenelius et al.
(2006) also use the unsatisfied demand measure. Johansson & Hassel (2010) attempt to model
the performance of interdependent infrastructure systems. The model is applied on an electrified
railway system with the system's loss of service due to component failure estimated as the
fraction of travelers not being able to reach their desired destination. Matisziw & Murray (2009)
use a highway network and estimate the maximum flow disrupted due to arc and / or link failure.
The model considers multiple, complete component failures but sets an upper bound on the
number of facilities to be disrupted. Finally, Miller-Hooks et al. (2012) assume different
disruption scenarios on a roadway network, realized by partially inoperable arcs. They proceed
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with the analysis by accounting for both preparedness and recovery actions under budgetary and
travel time constraints. Performance estimation is based on the calculation of the maximum
system throughput and the fraction of the satisfied post-disaster demand compared to the pre-
disaster case.

In the present framework, the fraction of the satisfied demand in the post-disaster phase provides
an additional index for performance assessment, acting as an indicator of the user needs'
satisfaction degree. In particular, under the demand regulation strategy, the allowable, between
the OD pairs, traffic movements are fractionally adjusted with the aim of SD maximization.

4.3.2.3.3 Accessibility

Despite the inconsistency of terminology across the literature, accessibility generally refers to the
ease of approaching a certain destination (Niemeier, 1997) and can be a distance-based measure,
a time-based measure or a combination of both. Many researchers argue that accessibility is
related to both the transportation system and the land use patterns and as such, any measure
developed should account for both of these parameters. Models that focus solely on the
transportation system are more related to mobility (Bhat et al., 2000). Scheurer & Curtis (2007)
highlight the difference between the two terms; roadways designed for maximum mobility
usually provide low accessibility to adjacent land uses; on the other hand, local roads offer
increased accessibility but may be apt to congestion.

Accessibility can be used in a variety of concepts (Bhat et al., 2000), with the respective
measures formulated according to several criteria (e.g. Geurs & van Wee, 2004; Morris et al.,
1979; Weibull, 1976). Different types of classification have been proposed in this regard. Geurs
& Ritsema van Eck (2001) have distinguished between infrastructure-based, activity-based and
utility-based measures. Bhat et al. (2000) refer to five types of indices: spatial separation,
cumulative opportunity, gravity, logsum / utility and time-space ones. Scheurer & Curtis (2007)
use a seven-category classification: spatial separation, contour, gravity, competition, time-space,
utility and network measures. These categorizations are further analyzed in Appendix B.

In a post-disaster setting, network component failures dictate the need for an integrated approach
towards performance assessment, by combining measures that reflect both the network’s
physical damage state (as in the case of connectivity and distance-based measures) and its impact
in terms of flow (as in time-based measures). Accessibility, when used in a disaster management
context, has until now focused on various forms of distance-based measures (minimum distance
paths in the pre- and post-disaster network states). Distance-based accessibility approaches the
problem from a topological point of view, providing thus estimates of post-disaster nodal
connectivity, and it is usually weighted by some factor such as population data (e.g. Taylor &
Susilawati, 2012) or pre-disaster OD data (e.g. Chang & Nojima, 2001; Chang, 2003). Time-
based accessibility measures on the other hand, relate accessibility with travel time on the
network’s links. However, the stochasticities related with the post-disaster environment and its
impact on travel behavior have generally prevented the researchers from the use of this type of
models.

Di et al. (2018) develop a flow-based accessibility measure which aims at maximizing the
network's total accessible flow (defined as the one that meets the travelers' expectations (travel
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time budget)) with the construction of additional links. The analysis operates under either the UE
or the SO principles and considers both deterministic and stochastic travel demands.
Kermanshah & Derrible (2016) use a spatial separation measure to perform accessibility
estimations. Starting from the center of a reference location, the authors calculate the percentage
difference in accessible areas lying within pre-defined radial distances. Tuzun Aksu & Ozdamar
(2014) propose a dynamic model for path-based repair scheduling, which aims at maximizing the
cumulative network accessibility during restoration. Only the shortest paths connecting the
origin nodes with designated evacuation routes and temporary debris dump sites are considered
in the analysis, with priority weights assigned on the basis of restoration urgency. Bono &
Gutiérrez (2011) use a distance-based accessibility measure. Covering the network with cells,
they first compute the shortest distance from each cell to all other cells. The cumulative cost
between two cells is then calculated as the sum of the distance cost between them plus their
average cost. The reduced accessibility index due to disruptions is defined as the difference
between the cumulative costs of the pre- and post-disaster phases. Chang & Nojima (2001)
estimated the post-disaster performance of an earthquake-raided area with three different
measures: total length of network open and total and areal based accessibility. The first measure
accounts only for the extent of damage. The second measure is based on minimum distance paths
and thus takes into account both the extent and the location of the damage. The third measure is
designated for areas with nodal accessibility weighted by pre-disaster OD commuter data. The
first index can also be modified to include the possibility of detours on the network. Chang
(2003) expanded her previous research by formulating a travel time-based accessibility index.
The author highlighted the importance of incorporating travel times in post-disaster performance
evaluation since they can better evaluate sudden network changes such as those caused by
disasters. In this study, accessibility is weighted by the number of job positions located in each
traffic analysis zone. A. Chen et al. (2007) developed an accessibility index based on random
utility theory. They use a combined travel demand model and derive the expected received
utilities for each step of the model (trip generation and destination, mode and route choice)
which are used as accessibility indices at the respective levels (network, zonal, OD and OD by
mode accessibility). Kondo et al. (2012) used gravity models for formulating the connectivity -
potential accessibility index. At first, the impedance between a pair of nodes is calculated on the
basis of nodal connectivity (considering link-level reliability) and travel impedance (considering
travel distance). The index is then computed by multiplying the opportunities at each node with
the impedance between the node pairs and aggregating over the whole network. Sohn (2006)
investigates network performance under a flood damage scenario. The accessibility index is a
composite measure of travel distance and traffic volume weighted by population data. The
advantage of this type of measure, as opposed to purely topological ones, is that accessibility is
also evaluated in terms of links’ traffic importance. Taylor et al. (2006) use three types of
measures to evaluate regional network performance in the case of disruptions. The first one
regards changes in the generalized travel cost, as this is expressed through changes in travel
times weighted by population data and travel distances. The second one is the Hansen integral
accessibility index, using population data as location attractiveness and travel distances as
impedances. The last one is the Aria index, a topological index based on the distances from a
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locality to the nearest service centers of five categories. The studies of Taylor & D’ Este (2007)
and Taylor & Susilawati (2012) are both based on the previous work of Taylor et al. (2006).

In the present framework, accessibility is assessed in terms of spatial separation measures, as
these were extended by Baradaran & Ramjerdi (2001) to include travel cost (see Appendix B).
Selection is based upon the characteristics of the post-disaster phase; estimation of opportunities
and / or perceived utilities, as these are involved in the other types of accessibility measures, may
be difficult in the aftermath of a disaster. This is due to the inherently present stochasticities
regarding the disruption impact and how this interferes with the generated needs and users'
priorities. In this context, spatial separation measures, expressing travel impedance in terms of
both distance and travel time, appear to be proper accessibility indicators for the operations'
planning phase, integrating both aspects of network’s physical degradation and traffic impact
respectively.

4.3.2.4 Traffic assignment and path generation

Traffic assignment follows the principle of stochastic user equilibrium and more specifically the
PCL model. The model combines the simplicity and solution tractability of the MNL model
while accounting for path overlapping through the use of similarity measures. Formulations
proposed by Prashker & Bekhor (1998) and Gliebe et al. (1999) base the latter on flow-
independent network characteristics, making their computation easy and disconnecting them
from the inherently stochastic traffic flows of the post-disaster phase. In this model, route
similarity is estimated through the expression developed by Gliebe et al. (1999). The PCL model
characteristics are especially desirable in route choice modeling in dense urban networks where
path overlapping seems inevitable and traffic assignment algorithms must keep the
computational burden low.

As for the path generation method, this follows the link penalty approach. The reason for the
selection of this method is twofold. First, on a functionally degraded network, satisfaction of the
user needs may premise the formulation of paths with a limited (according to the penalty value
assumed) similarity degree. The link penalty approach acts in favor of this requirement; by
penalizing the impedances of the links lying on the already formulated paths, diversity of the
generated choice set is promoted. Second, user preferences and needs should be a primary, but
not the sole, criterion when devising disaster management plans; decisions of the network
planner should also be considered, despite them being often, to some extent, overwritten by the
actual user behavior. Given the involvement of the planner in the final network configuration, a
deterministic approach for the generation of the path choice set is argued to be more appropriate.

In the following, the integrated MNDP for the management of a post-disaster network is
developed. The problem's mathematical formulation along with the sets, parameters and decision
variables used are analytically described and discussed. The flowchart of the algorithmic steps
along with the flowchart of the path generation process are provided next.
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4.4 Model formulation

Let G(N , A) be a directed network, where N is a set of nodes and A is an ordered set of arcs.

For each directed arc (i, j) , there exists a length d;; , a free flow travel time t; ij » & capacity ¢

IE
and an initial number of lanes ;. Also, let N; = N be a subset of nodes being the network’s

centroids. For two centroids (r,s) e Ny, the corresponding OD demand is denoted as q" and the
associated OD matrix as OD = {qrs},v(r, s) e N;. With respect to network assignment, flow and

travel time per link are defined as x; and t; respectively. Also, let Ky . be a set of high

priority paths connecting the special importance nodes of subset Ng, with specific nodes of
subset N; and K be the set comprising all paths on G . In the model, d;° and t;° are the length
of and travel time on path k between OD pair (r, s) while W™ is the destination weight of node

s for travelers originating from node r . In addition, &;% ={0,1} is defined, with 535 =1 if link

(i, j) is part of path k between OD pair (r,s). Y and Z are the objective functions for the

upper and lower levels respectively.

The problem’s design focus is: (a) the re-distribution of lanes along the links, (b) the adjustment
of the demand between network's OD pairs, and (c) the accomplishment of the best possible
overall OD-pair accessibility level, with special emphasis placed on the access to the network's
special importance nodes (corresponding to facilities which are vital for population safety,
community restoration and continuation of activities such as hospitals, police and fire stations,

shelters and so on). In this context, y;; is the number of lanes along each directed arc (i, j) after

S

the optimization process, and @" is the demand adjustment rate between OD pair (r,s). The

sets, parameters and variables used in the model are listed in Table 4.1.
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Table 4.1 Problem's notation

Sets
N set of network nodes
N, set of network centroids
Nsp set of network special importance
nodes
A set of network arcs
K set of network paths
Kh, pr set of network high priority paths
Parameters
Y upper-level objective function
YA lower-level objective function
d; length of link (i, j)
L number of existing lanes on link
! (i, )
Cij capacity of link (i, j)
te jj free flow travel time on link (i, j)
tj travel time on link (i, j)
Xij flow on link (i, j)
origin - destination demand between
q” OD pair (T,s)
< length of path k connecting OD
di pair (r,$)
travel time on path k connecting
i OD pair (r,s)
indicator of link (i, j), being part
ST, of path k between OD pair (r,s)
(EiJrfk = Oorl)
a weighting coefficient (0 < o <1)
e destination weight of node S for

travelers originating from node r

m,, My

Wi, Wo, Wo .
172073 \weighting coefficients

i (kan)

PkrS

rs
I:)km

I's
Pe/km

Vkrs

rs

rs
Okm

rs
d km

BPR function parameters

flow on path k of path set (k,m)
between OD pair (r,s)
probability of choosing path k
between OD pair (T,S)

marginal probability of choosing
path set (k,m) between OD pair

(r.5)
conditional probability of choosing
path k , given that path set (k,m)
between OD pair (r,S) is chosen

deterministic component of utility
for path k between OD pair (r,s)

(Vkrs = —00{5)

dispersion coefficient (indicates the
variance among drivers)

generalized cost of path k between
OD pair (T,5)

similarity index between paths k
and m of path set (k,m)
connecting OD pair (T,S)

length of the common segment
between paths k and m of path set

(k,m) connecting OD pair (r,s)

Decision variables

Yij

rs

®»

number of lanes on link (i, j)

demand adjustment rate between
OD pair (r,s)
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The upper level optimization problem is formulated as follows:

IS IS

minY :le(i,j)eAXijtij_WZZ(r,s)eN P"q" +

(4.5)
+Ws [az(r,s)elekeK Wrsdlzs +(1_a)z(r,s)eNl ZkeK Wrstlzs:|
subject to:
i +1:—ys >0,if 55 =0,y >0
Y, = ij i T Y |rjsk ji V(i J) e Ak e Ky ori(r,s) e Ny (4.6)
lj +15i — v 2Lif 65 =1y 21
ZjeN yij 2LV(, j)e A (4.7)
D Vi 2LV (i) e A (4.8)
yij€Z,V(i,j) €A (4.9)
Cij = Cj (y”) v(i,j)eA (4.10)
lifse Nsp,re N;
rs rsrs
W= ¢ 4 —,otherwise, v (r,s) € Ny (4.11)
Zt;tr ( )
(r t)ENl
Zw dijSik, Vk e K,(r,s) e Ny (4.12)
ty® _Z.¢, " t;ik, Vk e K, (r,s)e N (4.13)
Lif link (i, j)belongsto pathk =
IS = V(i,j])e AkeK,(r,s)eN (4.14)
Uk {0,otherwise ( J) ( ) !
The lower level traffic assignment formulation is expressed as:
i ka’S
minZ = Z(. ihe AI t (W)dw+= Z(r s)elekeKZmik (1 o )f In o +
Okm
s s (4.15)
1 n-1 ~n rs s rs fi” + fm
AT o T Tt (10 )| S
subject to:
Dk =0 V(r,5) e Ny (4.16)
fi> =p"q"R>®, vk e K,(r,s) e N; (4.17)
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R =D mek  PemPijian: V(1:8) € Ny (4.18)
m,keK
Lok
VrS VrS
(1—0{;)[exp( K ]+exp[ m_
rs 1-0ym 1-0¥m
R = s ,Vk,meK,(r,s)eN; (4.19)
rs ~Clp
n-1 n rs V|rS Vp
I=1 —1+1(1- oy )| ex +ex
ZIEKZBGE( lp){ p{lﬁrps P 1—G|rps
VrS
eXp 1 « rs
— O]
Rifan =7 = T vkmeK s e Ny (4.20)
exp( K J+exp[ m_ ]
1-oym 1-0¥m
rs dn
Oy = m ,Vk,meK,(r,s)eN (4.21)
AP dy -l :
£75>0,vk € K, (r,s) € N, (4.22)
Xij = 2 oyen Dokek K Ok V(0 ) e A (4.23)
i )
tj =Ty jj| 1+m; [J} M (4.24)
, c

Eq. (4.5) corresponds to the upper-level objective function. This is formulated as the weighted
sum of three parts: minimization of TNTT, maximization of SD and maximization of OD-A.
These three indices act as a multi-aspect measure of performance, catching different parameters
of network functionality. More specifically, TNTT serves as a time-based criterion to account for
the physical degradation of network infrastructure and the possible variations of travel patterns,
as deviations in both parameters would have a clear effect on the travel time experienced. In
addition, the proportion of satisfied demand in the post-disaster phase acts as an indicator of the
travelers' degree of accommodation. Demand multipliers are applied at the source nodes, which
adjust (lower) the initially generated demand to that which better serves the scope of network
performance maximization, as this is expressed through the upper-level objective function. In
this respect, different regulation rates are defined for each of the network's OD pairs, also on the
basis of the system-wide objective of SD maximization. Finally, the accessibility index consists
of two terms, a distance-based and a travel time-based one. This twofold approach aims to, once
again, capture the impact of a disaster on the network's structural and functional degradation.
Both terms are weighted by the coefficient of eq. (4.11) as well as by an additional factor «,
determining their relative importance. As for the sign of the accessibility term, since accessibility
maximization is achieved through the minimization of the travel distance of and the travel time
on the paths connecting each OD pair, the respective term must yield a minimum. Weighting
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factors wy,W,,ws are used for the three objective function components, to adjust their influence
on the estimation of network performance.

Path construction in the model follows the link penalty approach, with the generated route set
distinguished into two categories: high priority and low priority paths. Path classification is made
on the basis of node importance. More specifically, high priority paths are defined as those
connecting the network's special importance nodes of subset Ng, with specific nodes of subset

N;, while low priority paths comprise the rest of the paths formulated. In the model, special

importance nodes correspond to facilities which are vital for population safety, community
restoration and continuation of activities such as hospitals, police and fire stations, shelters and
so on. Due to their criticality, attention must be paid to the paths serving them in terms of their
functional characteristics and configuration. These are addressed by ensuring, to the best degree
possible, high accessibility to these facilities while lane re-allocation premises the possibility of
bi-directional traffic movements. Links forming the paths may be part of both types; high and
low priority paths are not necessarily disjoint. In this context, eq. (4.6) defines the number of
lanes per directional link. In the case of links belonging to high priority paths, however, eq. (4.6)
excludes the possibility of contraflow operations by ensuring the existence of at least one lane
per direction. Eqg. (4.7) and eq. (4.8) ensure that there is at least one lane emanating from or
heading towards each network node respectively, emphasizing, thus, the need to retain network's
connectivity. Eq. (4.9) restricts the decision variable to be an integer. Eq. (4.10) sets link
capacity. Eq. (4.11) calculates the weights for each destination node on the basis of both its
importance and the demand at the originating node. Eq. (4.12) calculates path lengths, while the
same applies to eq. (4.13) with respect to path travel times. Eq. (4.14) is an indicator of whether
a link belongs to a path.

Eqg. (4.15) corresponds to the lower-level objective function of the traffic assignment process and
constitutes the entropy-based formulation of the paired combinatorial logit (PCL) model. Eq.
(4.16) restricts the sum of the path flows between an OD pair to be equivalent to the demand
generated between that pair. Eq. (4.17) defines the flow on a path between an OD pair to be
analogous to the demand generated between that pair as well as to the probability of choosing
that path. As indicated by eq. (4.18), in the PCL model, the probability of choosing path k from

route pair (k,m) between OD pair (r,s) is based on: (a) the marginal probability of choosing
pair (k,m) from the set of paths connecting OD pair (r,s) (eq. (4.19)) and, (b) the conditional
probability of choosing path k, given that pair (k,m) is chosen (eqg. (4.20)). Eq. (4.21) is a

similarity measure between the paths composing each route pair. Eq. (4.22) restricts path flows
to be positive, while eq. (4.23) calculates the flow on each link. Finally, eq. (4.24) is the Bureau
of Public Roads (BPR) function.

4.4.1 Objective function normalization

Since the objective function components have different measurement units and orders of
magnitude, these are transformed into their dimensionless, normalized forms according to the
expression (Proos et al., 2001):
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Zy

= 4.25
|Zk,max| ( :

Zk,norm

where Z, o is the normalized value of component Z, lying in the [0,1] interval, and |Zk,max|

is the maximum possible value of Z, without constraint violations. Maximum values for the

TNTT and OD-A components are derived from the respective calculations on the non-optimized,
post-disaster network, since these will certainly exceed the ones achieved after the optimization
process. As for the maximum SD value, this equals the initial, non-adjusted total network
demand. This is due to the nature of the demand regulation strategy, according to which, any SD
value derived on the optimized network cannot possibly exceed the respective one generated
right at the aftermath of the catastrophe.

4.4.2 Problem flowchart

Figure 4.1 illustrates the flowchart of the problem's consecutive steps. More specifically, a
disaster scenario is first devised, with the respective network attributes (N, A, d;; , ;. G, t i ),

in addition to other parameters regarding problem hypotheses (W, W,,Ws,a,m,, ms, q”,0, Nsgp

, Ny), used as model inputs. Then, a number of calculations related to the non-optimized post-

disaster network are made; these include the computation of the three performance indices as
well as the extraction of the shortest paths between the special importance nodes of subset Ny,

with specific nodes of subset N;. Next, the decision variable matrices are created and their

respective upper and lower bounds are determined. These steps set the problem environment.
The mathematical formulations of the MNDP, including the upper- (eq. (4.5)) and lower-level
(eqg. (4.15)) objective functions and the rest of the mathematical expressions (eq. (4.6) - (4.14)
and (4.16) - (4.24)), are defined, along with the specification of the parameters used in the GA
(population size, initial population generation function and range, crossover and mutation
functions and rates, termination criteria). Then, the model is ready for the optimization process to

start. The initial population of candidate solutions is created (y;; and @"® decision variables) and

the network is re-configured. Following the link penalty approach, the path set between all
network nodes is defined and the upper- and lower-level objective functions are calculated.
During this process, if the termination criteria are met, the procedure stops and the best solutions
found are finalized. Otherwise, the algorithm proceeds with the next generation and another
optimization run starts. The final output comprises the decision variables and the objective
function values of all Pareto front solutions, with special emphasis placed on the one minimizing
the upper-level objective function.
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Insert data:
, i, b, trii, N, N3, B, mz, ms, @, wi, wa,

W3, g

Compute the TNTT, 50 and OD-A values on the non-optimized network

Create the decision variable matrices (v; & &™)

Assipn the decision variable bounds

Define the objective functions for
1. the upper level problem (Eg. 4.5)
2_the lower level problem (Eg. 4.15)
and the rest of the mathe matical formulations (Eq. 4.6-4.14 & 4.16-4.24)

Define the multi-objective GA parameters
(population size, crossover & mutation functions, termination criteria etc)

Run the multi-objective GA
(Pareto front of the two objective functions)

Initial population (y;

J Reconfigure the network with respect to yv;

Generate the path set
(link penalty approach)

Calculate the abjective functions

Create the next .
re the terminatio

reneration o
= = criteria met?

$ )

Create the final output:

x: decizion variable values of all Pareto front solutions
Fiower & T : objective function values of all Pareto front solutions
* - for the min value of f

upper
upper

Figure 4.1 Flowchart of the post-disaster management problem
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4.4.3 Computational steps for the path generation
Finding a set of k spatially dissimilar paths is a fundamental, yet computationally intensive, part
of the proposed model. With every iteration, lane reversal initiates a change in the y; decision

variables and, thus, causes the formation of a "new" network on which the k shortest paths are
to be found. The iterative penalty method (IPM), based on the repetitive application of the
appropriate shortest path algorithm, is used for that purpose. According to it, after each
application of the algorithm, a (cumulative) penalty is imposed on the impedance of the links
formulating the, up to that moment, generated paths; formulation of the succeeding paths is
based on these augmented impedance values. The flowchart of the algorithm is illustrated in
Figure 4.2

According to the figure, at each iteration, the algorithm starts by reading the necessary data;
these include the number of nodes N, the graph configuration G, the dispersion coefficient
and the number of paths to be formulated k . The penalty value, the penalty step and the penalty
limit value are defined as well. Then, a conventional shortest path algorithm is employed, with

the first (best) paths being calculated for all OD pairs simultaneously. The rest (k —1) paths are

determined for each OD pair successively. The penalty factor is applied to the length of the links
comprising the first paths, resulting in an updated network. Then, the algorithm is applied on this
"new" network and the potential second set of paths is derived. For each individual OD pair, if
the second path coincides with the first one, the penalty factor increases by the penalty step
assumed and the process is repeated until either a new path is derived or the penalty factor
reaches its limit value. The latter case implies that there does not exist any other path, except for
the first one, for the examined case. The process is repeated for all network pairs before the
algorithm proceeds in search of the third set of paths. Similar to the procedure described above,
the difference in this case lies in that, for each OD pair, the potential third path is compared with
both the first and the second ones previously defined. If a third path can still not be extracted
even after the penalty factor has reached its limit value, it is concluded that, for the examined OD
pair, definition of a third path is not possible. Afterwards, having determined all k spatially

dissimilar paths, the algorithm computes for each OD pair (r,s), the similarity index oy,

between paths k and m of path set (k,m), the marginal probability By of choosing path set

(k,m), the conditional probability B, of choosing path k given that path set (k,m) is

chosen, and finally, the probability B> of choosing path k. The results ultimately exported by
the algorithm refer to all network pairs and include the k spatially dissimilar paths along with

their cost, the similarity indices oy, , and the probabilities B° of choosing path k.
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Insert data: N, G, 8, k

v
From origin r to destination s compute:
1. the 1% shortest path
2. the shortest path length

Gﬂe\ﬂf:G
2" shortest path=1" shortest path
Define the penalty, the penalty step,
and the limit penalty for the 2™ path

—> 2™ shortest path=1" shortest path

Length of links on the 1™ path=
(1+penalty for the 2™ path)*Length of links on
the 1% path

rom origin o to destination d in the Gnew
compute::
1. the 2™ shortest path
2. the 2™ shortest path length
Penalty for the 2™ path=Penalty for the 2™

Penalty for the 2™ path>Limi
penalty for the 2™ path

From origin r to destination s in the Gy, the 1%
shortest path is the only available path

3" shortest path=2"" shortest path
Define the penalty, the penalty step,
and the limit penalty for the 3" path

3" shortest path=
2" or 1" shortest path

Length of links on the 1* & 2™ path=
(1+Penalty for 3" path)*Length of links on the
1% & 2™ path

From origin r to destination s in the Gnew
compute:
1. the 3™ shortest path
2. the 3" shortest path length
Penalty for the 3" path=Penalty for the 3

for the 3" path

From origin o to destination d in the G,.,the
1% & 2™ shortest paths are the only available
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Compute:

1. the similarity index oy, between paths k
and m of path set (k,m) connecting OD pair (r,s)
2. the marginal probability P,,” of choosing
path set (k,m) between OD pair (r,s)

3. the conditional probability Pyjxm" of choosing
path k, given that path set (k,m) between OD
pair (r,s) is chosen

Compute the probability P,” of choosing
path k between OD pair (r,s)

1. Shortest paths (1, 2, 3)
2. Total cost of each path
3‘ O_Kmrs

4, P"

Figure 4.2 Flowchart of the path generation algorithm
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5. Solution methodology

5.1 Overview

Real-world problems are generally characterized by a high degree of complexity, as this is
indicated by the existence of many parameters affecting the problem formulation along with
composite and possibly variable relations between them. Computational complexity, on the other
hand, is defined on a three-pillar basis: problem size, algorithm's running time and problem
reduction (Eiben & Smith, 2003). Problem size generally refers to the number of participating
variables and the range of values these may take. The running time of an algorithm refers to the
number of steps needed until termination, with increasing running times for large-scale
problems. On that basis, problem hardness can be defined as the relation between problem size
and the upper-bound for the worst-case running time, which can be either polynomial or super-
polynomial (e.g. exponential), indicating relatively shorter or longer running times respectively.
Finally, problem reduction refers to the transformation of a problem into another one through
appropriate mapping.

According to their hardness, problems can generally be distinguished into four categories:
classes P, NP, NP-complete and NP-hard. Class P comprises the problems for which there exists
an algorithm that can solve them within polynomial time. Class NP comprises the problems for
which there exists an algorithm that can solve them (irrespective of the running time needed) and
any of their solutions can be verified within polynomial time. Class NP-complete comprises the
problems that belong to the class NP and any other problem in NP can be reduced to this
category by an algorithm running in polynomial time. Finally, class NP-hard comprises the
problems which are at least as hard as any problem in the NP-complete class (thus, all NP-
complete problems can be reduced to this category) but the solutions cannot necessarily be
verified within polynomial time.

Problem hardness can significantly affect the solution methodology followed. For problems
belonging to the NP-complete or NP-hard classes, although some small instances may be solved
within reasonable computation time, for the rest of the cases optimality cannot be reached and,
thus, approximation algorithms or metaheuristics may be needed (Eiben & Smith, 2003). In
MNDPs, the discrete variables involved in the problem formulation along with the bi-level
structure of the problem result in the non-convexity of the solution space and their classification
as NP-hard (Farahani et al., 2013; Xie et al., 2010). Farahani et al. (2013), quoting Ben-Ayed et
al. (1988), state that even simple bi-level problems with linear formulations of both the upper-
and lower-level sub-problems are NP-hard, while the same authors, quoting Luo et al. (1996), as
well as Chootinan et al. (2005) claim that the convexity of bi-level problems cannot be
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guaranteed even in the case when the individual problems of both levels are convex. MNDP
complexity prevents, thus, the use of exact solution algorithms.

Genetic algorithms (GAs) constitute a popular metaheuristic, which is often used in
combinatorial optimization problems and has proved to be successful in finding robust solutions
within reasonable execution time (Goerigk et al., 2014; Saadatseresht et al., 2009; D' Amico et
al., 2002). In this respect, they have been extensively used as a solution methodology in DNDP
and MNDP formulations (Farahani et al., 2013). Metaheuristics in general, and GAs in
particular, yet possess another trait: the ability to directly handle problem constraints within their
algorithmic steps (Farahani et al., 2013). These properties make GAs especially appealing for the
problem at hand; for this reason, a GA coupled with a traffic assignment process is employed
herein to handle the associated network management problem.

5.2 Genetic algorithms (GAs)

In the following, an overview of the conceptual framework and general function of the GAs
under the prism of evolutionary computation is presented. GAs are firstly defined, with
description of their main components and mechanisms, explanation of their differences from
traditional methods and analysis of the advantages of their use subsequently provided.

5.2.1 Definition

Evolutionary algorithms (EAs), inspired by Darwin's theory of evolution, comprise a set of
variants which unfold over the same underlying concept: the mechanism of natural selection
(Eiben & Smith, 2003). According to it, given a population of individuals that is compelled to
compete in an environment of limited resources, each individual will attempt to dominate over
the others to survive. The chances are, however, that only the best individuals will succeed in
doing so. This process in known as the survival of the fittest and causes the fitness of the
population to rise.

Adapting the notion of natural selection to an optimization problem, the solution process goes as
follows: An initial set of candidate solutions is first generated and evaluated on the basis of a
fitness measure. It is then more possible for the best individuals to be selected as parents to seed
the next generation. Reproduction is based on two variation operators, namely recombination
and mutation. Whereas recombination is simultaneously applied to two (or perhaps more)
selected candidates (parents) to create new solutions (offspring), mutation is applied to one
individual at a time to modify it. After having their fitness evaluated, the offspring compete with
one another and the previous generation to be selected as part of the new population. The process
is repeated until some termination criterion is reached.

As indicated, the pillars of evolutionary progress are the two variation operators (recombination
and mutation) and the selection process (Eiben & Smith, 2003). Both mechanisms (variation and
selection) act in a stochastic manner. The two variation operators create the necessary diversity
within the population, guiding the search towards unexplored territories and helping the
algorithm to not be trapped in local optima. Selection, on the other hand, generally picks the best
solutions derived and, over the generations, leads to an enhancement of the population's fitness.
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Genetic algorithms (GAs) are the most widely known type of EAs. They were initially developed
in the early 70s' by John Holland and his team at the University of Michigan with a twofold
objective (Goldberg, 1989): (a) to conceive and understand the natural systems' adjustment
processes, and (b) to develop software that preserves the important mechanisms of those
systems. In general, GAs can be defined as search algorithms based on the processes of "natural
selection and natural genetics”, combining the survival of the fittest with a structured, yet
random, information exchange process (Goldberg, 1989). According to the latter, information
obtained from previous iterations is used to guide the search towards new points of improved
performance. One important trait of the GAs is their high degree of robustness, "the balance
between efficiency and efficacy” (Goldberg, 1989), which establishes them as a powerful
solution methodology to complex problems.

5.2.2 Components and mechanisms

In order for a GA to be defined, a number of components and mechanisms, suitable for each
optimization problem, must be specified. These can be summarized as follows (Eiben & Smith,
2003):

e Representation (definition of individuals): Before proceeding with a GA, an appropriate
representation of all possible solutions in a computer-applicable form should be
established. Solutions in their original form are many times called candidate solutions,
phenotypes or individuals, whereas in their encoded form take the names of
chromosomes, genotypes or strings. Specific elements of the chromosomes are called
genes. Encoding involves the transformation of a phenotype into a genotype, while the
opposite process is called decoding. It should be noted that, a phenotype may be very
different from its respective genotype, with the algorithm working exclusively within the
genotype space.

e Evaluation (fitness) function: The fitness function acts as a performance measure during
the selection process: assigning a value to each genotype, a respective value in the
original problem context can be derived. In GAs, the term objective function is
additionally used.

e Population: In a GA, population stands for the total set of possible solutions (genotypes)
present at each generation, with the number of the respective individuals setting the
population size and the number of different solutions defining its diversity. In most
applications, the population size remains constant. In addition, the parent selection and
replacement mechanisms work at the population level.

e Parent selection mechanism: During parent selection, higher-fitness individuals are given
priority to be selected as parents to seed the next generation. Due to the probabilistic rules
supposed, though, low-fitness individuals are not excluded by the reproduction process;
this enables the algorithm to not become trapped in local optima. It can be argued that,
along with the replacement mechanism, parent selection is responsible for the over-the-
generations enhancement of the solution fitness.
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e Variation operators (recombination and mutation): The two variation operators are
applied to the individuals derived from the parent selection mechanism to generate new
solutions. More specifically, during recombination (crossover), two (or more) parent
strings are, according to some rule, combined to create offspring. In this way, individuals
with different characteristics create solutions that have some probability to combine the
best traits of each. In GAs, recombination is the main variation operator, guiding the
search to the optimum solution. Its application is stochastic, implying the random switch
of genes with the other string of the pair. Mutation, on the other hand, is applied on a
single string and it is defined as the occasional (with little probability) change in the
value of a gene. In GAs, the role of mutation, although important, is secondary, ensuring
population diversity and preventing the possible loss of valuable genes. Similar to
recombination, mutation is also a stochastic operator.

e Survivor selection (replacement) mechanism: In GAs, since the population size remains
almost always constant, the survivor selection (replacement) mechanism distinguishes the
best among the preceding (parents) and succeeding (offspring) individuals to create the
new generation of solutions. Selection is often deterministic, based on the strings' fitness
values (favoring the higher-ranked individuals) or on age (favoring the offspring).

As for the initialization and termination steps, the initial population is generally generated
randomly, although problem-specific heuristics may also be applied to create a population with
higher fitness values from the beginning (Eiben & Smith, 2003). In addition, the stochasticity
involved in the process implies that optimality may never be reached. As such, other stopping
criteria must be set, including, but not limited to, the maximum allowed computational time or
the maximum number of iterations.

Last, many optimization problems are subject to constraints which limit the possible solution
space and divide it into two regions, a feasible and an infeasible one, containing the set of valid
and invalid solutions respectively. As Eiben & Smith (2003) note, constraint handling in GASs is
achieved through both direct and indirect techniques. During indirect constraint handling, a
penalty is imposed on the fitness value of each solution lying in the infeasible region, with
penalties being many times proportional to the number of violated constraints or to some other
criterion. In direct constraint handling, on the other hand, infeasible solutions may be discarded
from the start or be transformed into feasible ones, or the decoding from the genotype to the
phenotype space may be altered so that all solutions in the phenotype space are feasible.
However, many problems employ both types of constraint handling simultaneously.

5.2.3 Differences from traditional methods
GAs differ from traditional search and optimization methods in four aspects (Goldberg, 1989):

e GAs use a coding of the problem's parameters instead of the parameters themselves: GAs
require a set of physical parameters to be coded on a string of finite length with the use of
a special alphabet. In Holland's initial algorithm, coding was performed in a binary
system but this is no longer necessary.
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Search takes place at multiple points simultaneously instead of successive investigation
of individual points: Many optimization methods base their search on the successive
investigation of individual points in the solution space with the use of some transition
rules defined. For functions with multiple optima, however, this point-to-point method
can falsely lead to the extraction of a local, instead of a global, optimum. GAs, on the
other hand, work on many points simultaneously and, thus, the probability of reaching a
local optimum is substantially reduced.

Solution assessment is exclusively based on objective function values, and not on
derivatives or secondary information: Based solely on the values of the objective
function and excluding the use of any additional information, the flexibility of the GAs
can be employed in a variety of problems.

Probabilistic, instead of deterministic, transition rules are used: Probabilistic transition
rules are used to guide the search in a random, but directed way, towards territories with
increased probability of solution improvement.

5.2.4 Advantages of evolutionary computation

According to Fogel (1997), the advantages of evolutionary computation can be summarized as
follows:

Conceptual simplicity: EAs exhibit the trait of conceptual simplicity. After the generation
of an initial population of candidate solutions, a new set of offspring is iteratively
produced according to the variation operators employed. Solutions are then evaluated and
selected on the basis of certain performance criteria, with convergence to the optimal
solution gradually achieved. Fogel & Ghozeil (1996) describe the process as:

x[t+1]:s(v(x[t])) (5.1)

where x[t] is the population at time t under representation X, v is a random variation

operator and S is the selection operator. The wide range of possible representations,
variation operators and selection methods has motivated research on the identification of
the optimal algorithmic parameters. It has been proved, though, that there exists neither a
unilateral parameter selection for all problems (Wolpert & Macready, 1997), nor a best
type of representation for any individual problem (Fogel & Ghozeil, 1997). These facts
imply that every optimization problem should be treated as a case per se.

Broad applicability: EAs are practically applicable to any optimization problem (Fogel,
1997). This is due to the fact that the functions to be optimized are not subject to any type
of restrictions regarding their form (e.g. continuity hypothesis), the evaluation and
selection of the solutions is based solely on the objective function values excluding the
need for any additional information (e.g. gradients), and the whole process is independent
of the actual solution representation.

Improved performance on real problems: Real-world optimization problems do not
always satisfy the conditions posed by classic optimization techniques; for example, they
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may exhibit function discontinuity or involve non-linear constraints. In such cases, the
complexity of the search space, the possibility of gradient-based methods to be trapped in
local optima and the excessive computational time needed in the case of multi-variable
problems do not allow for the use of traditional methods. In this context, the EAs can
provide an interesting alternative (Schwefel, 1995). These algorithms examine the search
space in a random but structured way, making use of already processed information and
retaining the best solutions found to generate new ones with even better fitness chances.
Nevertheless, the simpler, linear structures are more easily solved with traditional
optimization techniques (Back, 1996).

Possibility of combination with knowledge-specific information and other methods: In
real-world problems, the combination of EAs with knowledge-specific information (in
the form of specific variation operators or performance indices) can result in a more
efficient exploration of the search space (Fogel, 1997). The EAs can also be combined
with more traditional optimization methods in hybrid algorithm forms so as to overcome
possible limitations, or with neural networks, fuzzy systems and other program structures
to optimize their performance (Fogel, 1997).

Feature of parallelism: Highly complex problems necessitate increased processing power
and computational speed, if they are to overcome problem intractability and provide
solutions of practical value. The EAs can decrease the required computational time by
offering individual, parallel evaluation of possible solutions, with only the comparative
selection among them be in need of some serial processing (Fogel, 1997).

Robustness to dynamic changes: As opposed to the EAs, traditional optimization
methods lack the ability to dynamically adapt to changes. Whereas the latter may need a
complete re-initialization under the new circumstances, the EAs can use the existing
population to improve the already formulated solutions (Fogel, 1997). This characteristic
is especially desirable when dealing with practical problems.

Capability of self-optimization: Apart from optimizing the objective function value,
evolution can also be used to optimize the values of the variables used in the search for
the best solution (Fogel, 1997).

Ability to automate a problem-solving routine: According to Fogel (1997), the EAs are
capable of doing what human expertise and artificial intelligence have failed to achieve:
automate a problem-solving routine. The author argues that, although valuable, human
expertise and artificial intelligence are not always applicable, since experts may be apt to
error and artificial intelligence has been successfully applied only to domain-specific
problems. On the contrary, evolution can be used to learn the fundamental aspects of the
systems of interest and acquire problem-solving capabilities.
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5.3 GA parameters

Following the order of Section 5.2.2, the components and mechanisms involved in the GAs are
further analyzed herein, with the individual characteristics assumed for each parameter of the
problem at hand described and discussed.

Representation (definition of individuals): As already explained, a proper mapping
between the phenotype and genotype spaces is crucial for the successful implementation
of the GAs. This representation is highly problem-dependent and, in its simplest form,
takes binary values (0,1) . Despite its straightforward manner, binary representation may

cause problems in phenotype encoding (Eiben & Smith, 2003); for example, if used to
represent numbers, the effect of the mutation operator may be variable due to the
different significance of the bits. As such, in problems where the phenotypes can more
naturally map into genotypes with the use of a discrete space, integer encoding may be a
more suitable option (Eiben & Smith, 2003). If continuous variables are additionally
present, real-value representation seems to be the best practice (Eiben & Smith, 2003).

The latter method has been followed in the proposed model; the number of lanes y;;

along each directed arc (i, j) takes integer values, while the demand adjustment rate ¢"
between each OD pair (r,s) takes continuous ones.

Evaluation (fitness) function: In GAs, the fitness of each potential solution is iteratively
evaluated, with the evaluation function usually coinciding with the problem's objective
one (Eiben & Smith, 2003). This process determines which individuals will comprise
each generation; it is, thus, important to proceed with sufficient speed to reduce the
computational times involved (Tutorialspoint, 2019a). Where inherent complexities are
present (making the original fitness function values hard to be calculated), simple
transformations of the objective function and / or other approximations may be used
(Eiben & Smith, 2003).

The present problem uses an objective function-based evaluation process. MatLab
enables the definition of the fitness function as a separate file, which then serves as input
for the main GA function (MathWorks Documentation R2019a, 2019a).

Population: Figure 5.1 illustrates, in a matrix form, a GA population consisting of M
possible solutions (genotypes):

number of variables

L %2 XiNer | 1stgenotype

21 %22 7 XaNg | 2" genotype population
th

Xp Ywz e Kuy | M genotype

Figure 5.1 Matrix representation of a GA population
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The number of genes in each genotype equals the number of the problem's decision
variables, with the respective array length being, thus, problem-dependent. Population
size, on the other hand, remains constant and its selection mechanism aims at retaining a
balance between the thorough search of the solution space and the associated
computational burden (MathWorks Documentation R2019a, 2019e). The randomly
generated initial population is iteratively evolved with the use of variation operators until
a solution that meets the desired criteria is found (Eiben & Smith, 2003). In this respect,
definition of the population range is critical, since it affects the performance of the GA;
while a highly diverse population may hinder the algorithm from reaching convergence,
low diversity values can significantly slow down the whole process (MathWorks
Documentation R2019a, 2019e).

In the proposed model, (a) the number of lanes y;; along each directed link (i, j), and (b)

the demand adjustment rates " between each OD pair (r,s), constitute the problem's

decision variables. With N being the number of network nodes, the total number of y;;

variables is calculated as (N2 - N)/Z (Figure 5.2), while the respective number of ¢"

variables is equal to (NZ—N) (Figure 5.3). It must be noted that, the lower matrix

triangle of yj;; variables need not be defined, since for each y; variable, its

accompanying yj; variable is constrained (and, thus, inherently determined) by the

initial number of lanes along both link directions.

1 2 3 .- N
1 [0 yio Vi3 = Yin |
0 0 vy3 = Yon
3 0 O K :
S 0 Ynan
N oo - 0 0

Figure 5.2 Matrix representation of problem’s y;; variables (vertical axis: origin node, horizontal axis:

destination node)
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1 2 3
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Figure 5.3 Matrix representation of problem’s ¢" variables (vertical axis: origin node, horizontal axis:
destination node)

The initial population is generated by a special, custom-made for mixed integer
problems, function developed in MatLab. The population range is defined according to
the designated minimum and maximum values for each of the variables, that is: (a)

(O,Iij +Iji) for y;, if link (i, j) does not participate in any of the high priority paths, and
(1,Iij+lji —1) otherwise, and (b) (mindesired(prs,l) for the ™. A random initial

population following the uniform distribution is created, constraining the y;; values to be

integer. Although the population size would preferably equal the number of the problem
variables, due to the increased computational times needed, the default population size
for mixed integer problems, as this is defined by MatLab, is selected. This is estimated by
(MathWorks Documentation R2019a, 2019c):

min (max (10* NVAR, 40),100) (5.2)

e Parent selection mechanism: Since the genetic imprint of the parents is passed down to
their offspring, selection of "good" chromosomes at the mating pool is indispensable for
the population fitness to grow over the succeeding generations (Miller & Goldberg,
1995). Different selection mechanisms exist for that purpose (e.g. uniform, stochastic
uniform, roulette wheel, tournament etc.), each one exhibiting its own shortcomings and
limitations (Eiben & Smith, 2003). In this respect, attention should be paid to the
selection pressure chosen, that is the degree to which better individuals are favored; a
significantly low selection pressure may delay the convergence of the algorithm, while a
considerably high one may haste it to a local optimum (Miller & Goldberg, 1995).

Tournament selection is a strategy based on the organization of successive tournaments
between the members of a population. In particular, if N is the desired number of parents
and k is the specified tournament size, a total number of N sets of k randomly selected
individuals is formed. The k individuals of each set are compared with one another and
the one exhibiting the highest fitness value is selected to enter the mating pool (Eiben &
Smith, 2003; Miller & Goldberg, 1995). Figure 5.4 illustrates the flowchart of the
process.
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Tournament selection is possibly the most widely used selection operator. This may be
attributed to its simplicity, but also to the convenience it provides in terms of controlling
the selection pressure (Eiben & Smith, 2003). More specifically, a smaller tournament
size generally offers a decompression effect since the winner will, on average, have a
lower fitness value than the winner of a larger tournament and vice versa (Miller &
Goldberg, 1995). Overall, selection of an individual to enter the mating pool depends on
the following: (a) its rank in the population, (b) the selected tournament size k, (c) the
probability that the most fit member of the tournament is selected (valid only in the case
of stochastic processes), and (d) whether the individuals are chosen with replacement or
not (Eiben & Smith, 2003).

Tournament selection is the only selection function provided by MatLab for multi-
objective GAs (MathWorks Documentation R2019a, 2019d). As such, it was by default
used for the problem at hand. Figure 5.5 presents an indicative example of the
tournament selection process for the examined case with a tournament size of k =4.

@

Define the number of parents: M

Select the toumament size: k

v

Current member=1

Current
mem ber<d

1) Pick k endom individuals from the population
2} Compare the k individuals and select the best one i
3] Assign ito the mating pool

Current member =Current member+1

;
| END

Figure 5.4 Flowchart of the tournament selection process

Variation operators (recombination and mutation): While parent selection determines
which individuals will participate in the evolutionary process, the variation operators
control the iterative generation of the population. As such, three different types of
chromosomes may be distinguished (Eiben & Smith, 2003): (a) those that excelled in the
previous generation and are directly transferred into the next one, (b) those that are
created through the application of the crossover operator on the individuals comprising
the mating pool, and (c) those that come from a single parent who has undergone
mutation.

In terms of the first variation operator, crossover may be performed in various ways. The
one-point crossover was the first recombination method proposed; the parent
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chromosomes are divided at a random point and the children inherit one part from the
first parent and its supplementary part from the second individual (Figure 5.6). A
generalization of the previous method is the n-point crossover, in which the parent
chromosomes are divided into n+1 parts, with each one successively passed down to the
offspring (Figure 5.7) (Eiben & Smith, 2003). However, these methods are prone to
positional bias since they tend to keep the genes that are originally placed next to each
other together (Eiben & Smith, 2003). On the other hand, the uniform (or scattered)
crossover treats each gene independently, selecting at random the parent it is passed
down from (Figure 5.8). Nevertheless, despite preventing the transfer of a large number
of co-adapted genes (as in the one-point and n-point crossover methods), the uniform
crossover method exhibits distributional bias since it tends to transmit an equal share of
genes from each parent (Eiben & Smith, 2003). Apart from the discrete recombination
methods though, operations based on some sort of weighted average of the parent genes
(arithmetic, intermediate or heuristic recombination) have also been proposed
(MathWorks Documentation R2019a, 2019d; Eiben & Smith, 2003).

In addition, the most straightforward mutation option is the uniform one (Eiben & Smith,
2003). In this case, the assumed mutation probability defines the fraction of the parent
genes that are selected to be replaced by uniformly distributed (in each gene's range),
random numbers (MathWorks Documentation R2019a, 2019d). This operation is
analogous to a random re-setting in the case of integer encoding (Eiben & Smith, 2003).
Yet, another possibility is the non-uniform (Gaussian) mutation: a random number from a
Gaussian distribution with zero mean is added to each gene of the parent chromosome
(MathWorks Documentation R2019a, 2019d). The standard deviation of the distribution
(also called mutation step size) is determined by the initial fluctuation range of each gene
(Eiben & Smith, 2003). Finally, the self-adaptive mutation, which uses an iteratively
defined step-size according to the success (or not) of the previous generation, has evolved
from the previous methods (MathWorks Documentation R2019a, 2019d; Eiben & Smith,
2003).

In the case of multi-objective GAs, MatLab enables all crossover and mutation
possibilities (MathWorks Documentation R2019a, 2019d). In the present case, the
uniform option was selected for both operators, with a custom function made for the
mutation one. Three different fractions of the population (70%, 80%, 90%) are delivered
trough parent recombination, while two mutation probabilities (3%, 5%) are additionally
examined.
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tournament sets (k=4) & fitness scores
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Figure 5.5 Indicative example of the tournament selection process for the examined case (k=4)
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Figure 5.6 One-point crossover method
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e Survivor selection (replacement) mechanism: After the creation of the offspring, the
succeeding population has to be determined. This is done by the survivor selection
mechanism, which defines the individuals that will pass from the current generation to
the next one according to criteria based on either their fitness values or their age (Eiben
& Smith, 2003). In this respect, a distinction is made between the selection and
replacement terms on the basis of the number of the newly created children; if the latter
exceeds the pre-defined population size, a selection has to take place, otherwise, a
number of existing individuals, equal to the number of the generated children, has to be
replaced.

In multi-objective GAs, MatLab proceeds with the selection process as follows
(MathWorks Documentation R2019a, 2019b): first, the offspring's objective function
values are calculated. The children are then mixed with the current population, resulting
in an extended one. The rank and crowding distance of all members are computed and the
extended population is cut down so as to have the desired size while keeping the
appropriate number of individuals at each rank.

In terms of the algorithm's initialization process, a GA generally starts with a random initial
population, usually represented in a matrix form (MathWorks Documentation R2019a, 2019d).
Since the size of the population is critical for the efficiency of the algorithm, a trial and error
approach is used for that purpose. Initialization can either be completely random or performed by
a known (for the specific problem) heuristic. It has been observed that, while the first case can
lead to optimality, the second one may cause low diversity values (Tutorialspoint, 2019b). As a
result, an alternative option is the use of some already known good solutions, with the rest of the
population generated at random (Tutorialspoint, 2019b).

With MatLab enabling any of the above options (MathWorks Documentation R2019a, 2019d),
the completely random generation of the population has been selected for the problem at hand.

As for the algorithm's termination process, it is easily understood that, despite seeking for the
optimal solution, the assumptions and simplifications made during the process imply that, only
an approximation of this optimum (albeit with reasonable accuracy) is possible. Even if a certain
level of deviation from optimality were to be accepted, the algorithm may have never been able
to reach a solution within this range and, thus, the iterative search would continue indefinitely.
As such, different stopping criteria have been developed for that purpose. These are generally
based on the definition of one of the following (MathWorks Documentation R2019a, 2019c;
Eiben & Smith, 2003): (a) the maximum number of generations (specifying the number of
iterations performed), (b) the maximum possible running time, (c) the number of generations for
which the improvement of the fitness value remains under a certain threshold (in the case of
multi-objective GAs, the algorithm stops when the geometric average of the relative change in
the spread of Pareto solutions over these generations is less than the threshold value and the final
spread is smaller than the average spread), and (d) the time interval with no recorded
improvement of the fitness value.

The first three options are used in the present case, with MatLab offering all possibilities
(MathWorks Documentation R2019a, 2019c). In particular, the GA stops when one of the
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following criteria is met: (a) a maximum number of 1,000 generations, (b) a maximum running
time of 20,000sec, or (c) the geometric average of the relative change in the spread of Pareto
solutions over 100 generations is less than 0.01. These values were defined through trial analyses
running for more than 40,000sec.

Finally, the model uses a direct approach to treat the constraints involved. As illustrated in
Figure 5.9, for a network with N nodes, a candidate solution is formed with a total of

(N Z_N )/2 integer decision variables (y; ) and (N 2_ N) continuous ones (gors ) .

Figure 5.9 Representation of problem's candidate solutions

Certain constraints apply to the different types of genes, though. More specifically, the value of
yij depends on the initial number of existing lanes along both link directions. Two cases can be

distinguished in this respect: when link (i, j) participates in a high priority path, at least one lane
must be designated per direction, that is:

otherwise, it applies that:

As for the demand adjustment rate " , its value range is specified as:

min desired value < " <1 (5.5)

Apart from the variables” upper and lower bounds, however, additional constrains are required
to ensure the connectivity of the network. As such, Figure 5.10 illustrates the number of lanes
emanating from node i and heading towards node j, when lane reversal is employed.

1 2 3 N
1 | 0 Y1,2 Y1,3 YiN |
lio+11-Y12 0 Y23 Y2.N
ha+tlsi—Yi3  latlo—Ya3 :
: : 0 YN-1,N
N o [hn+Ing—Yan bn+Inz=Yan o Incon +Ing v = Yneon 0

Figure 5.10 Matrix representation of the links entering and exiting each network node in the case lane
reversal is employed (vertical axis: origin node, horizontal axis: destination node)

On that basis, and in order for the connectivity condition to hold, there must exist at least one

lane entering and one lane exiting each node. This implies that, the sum of the lanes in each
column and row of the table has to exceed one. The restrictions are delineated as follows:
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Yi2+tYiz+t+tyin >1
lyo+lo1 = Y10+ Yoz ++ Yy >1

lin +Ini=Yan oy Flnz = Yon + FInan FInnes = Ynean >1

lyo+lpy—Yyio+lig+lg—yig++l y+ly—Yin >1
Yiotlog+l30=Yog+ oy +1y2 = Yo >1

Yin +Yon Tt YN >l

(5.6)
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6. Application and case studies

6.1 Overview

In order to test, and ultimately verify, the ability of the proposed model to improve network
functionality in the aftermath of a catastrophic event, a test network is used as the basis for a
series of analyses to be performed. The OD-pair demand (which is kept the same across most of
the analyses) is randomly generated according to a uniform distribution, with upper and lower
bounds restricting its possible value range. In total, a set of 1620 analyses are conducted. These
can be distinguished into four categories, according to the differentiating parameter each time
involved: (a) changes in the network's physical attributes, including changes in network topology
(disruption of network nodes and links) and link capacity, (b) modifications of problem
parameters, including changes in the values of the penalty factor P (involved in the path
generation process) and the dispersion coefficient ¢ (indicating the variance among the drivers
and involved in the SUE model), complemented, in the latter case, with analyses performing a
deterministic assignment of traffic on the network links according to the DUE and the system
optimal (SO) principles, (c) fluctuations of the demand between the network's OD pairs, and
finally, (d) variations of the weighting coefficients of the upper-level objective function terms
(sensitivity analysis). In this respect, the goal is twofold: (a) to investigate the algorithm's
efficiency and efficacy in enhancing network performance, and (b) to explore the implicit
relationship between the problem's optimal solution and the aforementioned changes in the
problem's input parameters.

6.2 Preliminary steps

Before proceeding with the analyses, the subsequent sections analyze some of the primary data
involved. These regard the description of the test network, where the model is applied on, and
the determination of the OD-pair demand volumes.

6.2.1 Network description

The proposed framework is applied on a test network with fifteen nodes and forty eight links.
The network provides the necessary background to: (a) investigate the model's ability to enhance
network functionality, and (b) examine the influence of various parameters on the achieved
network performance. The configuration of the network is illustrated in Figure 6.1, with its
topological attributes summarized in Table 6.1. In this network, nodes 2 and 11 are considered

to be the special importance ones (subset Ny, ); it is reminded that these correspond to facilities
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which are vital for population safety, community restoration and continuation of activities (for
example, node 2 could correspond to the city's hospital and node 11 to the police station). Nodes
5 and 14 constitute the other end of the Ny, node pairs, between which are formed the high
priority paths; that is, paths serving node pairs (2-5), (5-2), (2-14), (14-2), (11-5),
(5-11), (11-14) and (14-11) are excluded from the possibility of contraflow operations and

there must be at least one lane ensured per direction. Paths connecting all other OD-pairs (low
priority paths) are not subjected to this type of restriction, thus, contraflow operations may be
applied.

6.2.2 OD-pair demand

The initial, non-adjusted demand between each of the network's OD pairs is randomly created

according to the uniform distribution, with upper and lower bounds set on the derived g™ . In

this respect, the generated demand matrix is provided in Table 6.2, with " values lying within
the [100, 250] interval.
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Figure 6.1 Configuration of the 15-node test network
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Table 6.1 Topological attributes of the test network

Start Number Length Start Number Length

node Eqt nods of lanes (mg) node il el of lanes (m%

1 2 1 470.95 8 10 2 333.9

1 3 1 542.08 8 12 1 427.54

1 5 1 480.09 9 2 1 392.54

2 1 1 470.95 9 7 1 332.1

2 3 2 414.53 9 8 1 528.43

2 9 1 392.54 10 6 2 414.9

3 1 1 542.08 10 7 1 428.4

3 2 2 414.53 10 8 2 333.9

3 6 2 445,83 10 11 1 380.27

3 7 1 374.57 11 10 1 380.27

4 5 2 509.88 11 12 1 344.43

4 6 2 474,79 11 13 1 589.71

4 14 1 589.69 12 8 1 427.54

5 1 1 480.09 12 11 1 344.43

5 4 2 509.88 12 15 1 794.76

5 14 1 906.4 13 6 2 500.89

6 3 2 445,83 13 11 1 589.71

6 4 2 474,79 13 14 1 641.52

6 10 2 414.9 13 15 1 579.33

6 13 2 500.89 14 4 1 589.69

7 3 1 374.57 14 5 1 906.4

7 9 1 332.1 14 13 1 641.52

7 10 1 428.4 15 12 1 794.76

8 9 1 528.43 15 13 1 579.33

Table 6.2 OD-pair demand on the test network

q* 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 0 208 | 124 | 135 | 153 | 240 | 164 | 139 | 224 | 172 | 134 | 125 | 130 | 165 | 177
2 140 0 177 | 185 | 230 | 157 | 141 | 228 | 176 | 129 | 222 | 142 | 241 | 243 | 160
3 247 | 217 0 245 | 153 | 219 | 224 | 190 | 239 | 151 | 171 | 205 | 221 | 234 | 240
4 245 | 171 | 220 0 226 | 218 | 160 | 250 | 143 | 136 | 151 | 215 | 183 | 192 | 176
5 183 | 205 | 224 | 196 0 169 | 189 | 130 | 154 | 144 | 172 | 204 | 177 | 201 | 144
6 224 | 142 | 144 | 149 | 241 0 141 | 177 | 139 | 151 | 132 | 179 | 178 | 196 | 238
7 138 | 212 | 184 | 218 | 165 | 129 0 133 | 137 | 174 | 137 | 191 | 160 | 147 | 248
8 175 | 124 | 178 | 153 | 145 | 127 | 154 0 233 | 126 | 243 | 158 | 186 | 159 | 177
9 239 | 156 | 204 | 186 | 152 | 189 | 205 | 120 0 238 | 245 | 217 | 186 | 181 | 134
10 | 223 | 126 | 212 | 211 | 200 | 222 | 210 | 221 | 192 0 195 | 144 | 227 | 150 | 153
11 | 245 | 132 | 218 | 236 | 182 | 242 | 218 | 227 | 138 | 184 0 209 | 224 | 230 | 173
12 | 205 | 227 | 156 | 245 | 166 | 137 | 179 | 233 | 231 | 184 | 150 0 204 | 145 | 197
13 | 124 | 211 | 209 | 191 | 228 | 194 | 130 | 131 | 201 | 164 | 166 | 168 0 149 | 154
14 | 231 | 161 | 205 | 138 | 196 | 181 | 149 | 172 | 165 | 237 | 227 | 201 | 226 0 198
15 | 242 | 244 | 141 | 139 | 192 | 121 | 239 | 154 | 187 | 168 | 122 | 222 | 189 | 149 0
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6.3 Results

Analyses on the test network are based on scenario formulations, exploring how perturbations of
the problem parameters affect the expected outcome. Thirty runs (Papoulis, 1991) for each of the
six combinations of mutation and crossover parameters are carried out per case, resulting in a
total of one hundred and eighty analyses for each of the examined scenarios when changes in: (a)
the network's physical attributes, (b) parameters P and &, and (c) the OD-pair demand are
assumed. The same also applies to the analyses which perform a deterministic assignment of
traffic on the network (DUE and SO models). As for the sensitivity analyses conducted, these
also rise up to the number of one hundred and eighty, with thirty runs performed for each of the
six combinations of the weighting coefficients of the upper-level objective function terms. Table
6.3 summarizes the distinct scenarios examined per parameter considered, with references to the
tables where the respective analysis results are found. Unless otherwise referenced, in all the
analyses, speed on the network links is assumed to be uniform and equal to 50km/h, the BPR

function parameters are equal to m, =0.15 and m; =4, the q" values are those outlined in
Table 6.2, parameters P and @ both take the value of 0.1, parameter « is taken as « =0.5,
and the three weighting coefficients (W, w,,w;) are assumed to be equal to 1/3. All analyses
were run on an Intel (R) Core (TM) i7 processor - 6700 CPU (3.40GHz) with 16GB of RAM.

Table 6.3 Scenarios examined

Parameter Scenario
Base case scenario (15-node network with c¢;; = 900 veh/h/lane) (Table 6.4)
Network's physical attributes Link capacity degradation scenario (15-node network with ¢;; = 500 veh/h/lane)
(complete and partial (Table C.1)
component failures) Complete component failure scenario (14-node network with c;; = 900

veh/h/lane) (Table C.2)

Increased level of stochasticity scenario (15-node network with c;; = 900
veh/h/lane and 6 = 0.01) (Table C.3)

DUE analysis (15-node network with c;; = 900 veh/h/lane) (Table C.4)

SO analysis (15-node network with c;; = 900 veh/h/lane) (Table C.5)

Increased path dissimilarity scenario (15-node network with c;; = 900 veh/h/lane
and P = 0.5) (Table C.6)

Demand augmentation scenario (15-node network with c;; = 900 veh/h/lane and
q"” =2.09") (Table C.7)

Six combinations of the (wy, w,, ws) weighting factors (15-node network with c;;
=900 veh/h/lane) (Table 6.12)

Problem parameters
(variance among drivers and
path generation process)

Demand

Sensitivity analysis

6.3.1 Changes in the network's physical attributes

The 15-node network with link capacity equal to ¢;; =900veh/h/lane constitutes the base case
scenario for the problem at hand. Two additional case studies are examined. The first one refers
to the link capacity degradation scenario; this unfolds over the 15-node network, assuming a link
capacity of c;; =500veh/h/lane . This scenario corresponds to catastrophes that can partially (in
terms of the capacity potential) impair the network, either entirely (all links are imposed to the

capacity decrease), or to a certain extent (only some of the links experience the reduction).
Phenomena leading to such network conditions may extend from flood events and earthquake
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debris accumulation on the roadside, to cars parked along the network links. In the respective
scenario, all links are assumed to suffer capacity reduction. The second case study considers the
complete failure of a network node and its subsequent removal from the network configuration
along with its associated links (links entering or exiting that node). This scenario implies a
change in the network's connectivity settings and is indicative of a pinpointed catastrophe,
because of which access is restricted to a particular area. In this case, node 4 is assumed to be the
one impacted, with all links having one of their ends at this node removed from the network. As
a result, the final, post-disaster network in this case is composed of fourteen nodes and forty two
links (Figure 6.2).
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Figure 6.2 Configuration of the 14-node test network
In this respect, Table 6.4 summarizes the results for the base case scenario (15-node network,
Cij =900veh/h/lane). The table presents the objective function (OF) value best runs for each of

the six combinations of crossover and mutation rates (CR and MR respectively), also broken
down into the individual values of the TNTT, SD and OD-A components. Average OF values for
each of the CR / MR combinations (thirty runs), along with the average value of all the analyses
conducted (one hundred and eighty runs) are provided in the table's last column. The respective
average OF and OF component values for the best runs, along with the standard deviation and
the coefficient of variation that each of the terms exhibit are additionally calculated. Finally, for
the absolutely best experiment, the OF and OF terms' deviation from the average are computed

as well. The respective results for the 15-node network (cij =500veh/h/ Iane) and the 14-node

network (cij =900veh/h/ Iane) are provided in Appendix C.
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From Table 6.4, it can be observed that, for the base case scenario, the CR / MR combination
that corresponds to the best experiment (minimum OF value) is that of 0.80 / 0.05, with the
respective best OF value being equal to 0.045511. Comparing the results of all CR / MR best
runs, it can be concluded that the absolutely best OF value is driven by the lowest distance-based
OD-A component obtained (equal to 0.247505). In addition, the average OF value of the CR /
MR best runs is 0.076034, with the mean OF value of all runs being 0.137125, while the
associated coefficients of variation are calculated as 28.89% and 7.15% respectively. The
increased coefficient value in the first case may be attributed to the limited number of analyses
considered (six analyses, as is the number of the CR / MR combinations), while it drops in the
second case where all the analyses are involved (one hundred and eighty runs). Furthermore, the
OF term that exhibits the lowest coefficient of variation is the SD value (1.28%), followed by the
distance-based OD-A component (6.85%). On the other hand, the terms exhibiting the highest
coefficient of variation are the ones related to travel time (TNTT (13.06%) and travel time-based
OD-A (12.97%)). In this respect, the model appears to be more sensitive to the problem's travel
time aspect (in its various forms) than it is to the demand parameter or to the length of the paths
constructed, which remain relatively stable throughout the analyses. It must be noted, though,
that the closest the mean value of each OF term is to zero, the more sensitive the respective
coefficient of variation is bound to be, even to small changes of the mean. As such, the higher
coefficients of variation exhibited by the travel time-related components can be attributed to their
low mean values. Overall, the OF coefficient of variation of all runs is calculated as 7.15%,
which is relatively low, indicating the robustness of the model in producing consistent results.

Figure 6.3 focuses on the best CR / MR combination and the optimal solution for the base case
scenario. More specifically, with the best combination being that of 0.80 / 0.05, Figure 6.3(a)
presents the respective combination runs, while Figure 6.3(b) presents the absolutely best run,
along with the combination's average OF value « , accompanied with the average value u# plus

or minus the combination's standard deviation o (,u+0',,u—0'). Afterwards, Figure 6.3(c)

illustrates the network's optimal lane configuration for the scenario examined. From Figure
6.3(a), it can be concluded that all combination runs tend to reach their ultimate OF value
approximately after the 20™ generation, with the runs' OF values lying relatively close to one
another. This fact implies that, without any constraint relaxation, a reasonably good solution to
the problem could be obtained in about 1/5 of the computational time used in the present case
(i.e. in approximately 55min). In addition, as outlined in Table 6.4 and illustrated in Figure
6.3(b), the best OF value lies relatively low, indicating the algorithm's efficiency in achieving
improved network performance. Finally, as displayed in Figure 6.3(c), the proposed network
configuration meets all the criteria set, ensuring network's connectivity as well as the existence
of at least one lane per direction between the network's node pairs that are connected with high
priority paths (that is, between node pairs (2-5), (5-2), (2-14), (14-2), (11-5), (6-11),
(11-14) and (14-11)). Besides that, the algorithm proves to make extensive use of the lane
reversal strategy, with an adequate number of roads also turning to one-way streets.

Table 6.5 summarizes: (a) the average of all runs OF value for the best CR / MR combination
(i.e. the combination corresponding to the best experiment) (thirty analyses), and (b) the average
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OF value of all the runs conducted (one hundred and eighty analyses) for: (a) the 15-node
network with cj; =900veh/h/lane (base case scenario), (b) the 15-node network with

cjj =500veh/h/lane, and (c) the 14-node network with c;; =900veh/h/lane. The table

calculates: (a) the deviation of the best CR / MR runs' mean from the average value of all runs
for each individual scenario, and (b) the deviation of those terms for the second and third case
studies from the respective values of the base case one. From Table 6.5, it can be concluded that,
in all three experiments, the deviation of the best CR / MR runs' average from the overall mean
value remains relatively low (-9.76%, 1.21% and 4.06% for the three cases respectively),
indicating the robustness of the algorithm in producing consistent results. Moreover, for the
second scenario, the deviation of the best CR / MR combination's average from the base case one
is calculated as 14.19%, while the respective value for all runs drops to 1.81%. For the 14-node
network scenario, the corresponding deviations are equal to 20.67% and 4.64%. The results
indicate that a deterioration of the network's link capacity and / or a failure of its nodes and links
result in a decrease of its performance; the latter appears to be greater in the case of complete
failures (third scenario) as in the case of partial ones (second case study). This fact accentuates
the importance of retaining network's connectivity under all circumstances. It must be noted that
the smaller deviations observed when the average of all runs is considered are due to the larger
number of analyses incorporated in the sample (one hundred and eighty analyses as opposed to
thirty).
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Figure 6.3 Best CR / MR combination for the 15-node network with c; = 900veh/h/lane: (a) OF values of all
the combination runs, (b) best-run OF, pu, pto and p-o values, (c) lane configuration for the best run
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Table 6.4 Analysis results for the 15-node network with c;; = 900veh/h/lane

c Obijective function best runs Objective function
r?’sast%ver Mutation rate Ll el Satisfied demand OD-pair accessibility Objective function (average of all
travel time Distance-based Travel time-based runs)

@ 0.70 0.03 0.013732 0.248772 0.259763 0.024406 0.049129 0.145649
8 0.80 0.03 0.015332 0.241088 0.300090 0.030761 0.105095 0.153223
< 0.90 0.03 0.013859 0.242975 0.295036 0.025616 0.091537 0.137182
§ 0.70 0.05 0.016551 0.241455 0.285897 0.027477 0.088471 0.132584
8 0.80 0.05 0.018254 0.248638 0.247505 0.028390 0.045511 0.123745
‘I’I’ 0.90 0.05 0.012345 0.244422 0.288507 0.020031 0.076461 0.130365
& | Average 0.015012 0.244558 0.279466 0.026114 0.076034 0.137125
¢ | Standard deviation 0.001960 0.003125 0.019151 0.003386 0.021967 0.009808
8 | Coefficient of variation (%) 13.058287 1.277942 6.852720 12.967229 28.891069 7.152491
,f, Best experiment 0.018254 0.248638 0.247505 0.028390 0.045511 na

| Deviation from average (%) 21.591789 1.668294 -11.436488 8.717580 -40.144171 na

Table 6.5 OF results: (a) 15-node network with c;; = 900veh/h/lane, (b) 15-node network with ¢;; = 500veh/h/lane, and (c) 14-node network with c;; = 900veh/h/lane

Objective function Deviation from the base case scenario (%)
15 nodes, 15 nodes, 14 nodes, 15 nodes, 14 nodes,
cij = 900veh/h/lane cij = 500veh/h/lane cij = 900veh/h/lane cij = 500veh/h/lane cij = 900veh/h/lane
Average of all runs for the
best CR / MR combination 0.123745 0.141306 0.149323 14.191280 20.669926
Average of all runs 0.137125 0.139611 0.143491 1.812944 4.642479
DS eSS 19.757521 1214088 4.064366 na na
of all runs (%)
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Figure 6.4 provides an illustrative representation of: (a) the best, and (b) the average of all runs
OF values for the three case studies examined. As illustrated in Figure 6.4, both the best and the
average values maintain the same hierarchical sequence between the experiments, with the base
case scenario providing the lowest values of all, followed by the scenario of link capacity
degradation and then the scenario of complete component failure. It can be observed that the
model, despite not being able to compensate for the initial deterioration of the network's
operative features in order for them to reach the base case scenario, proves to be equally
effective in enhancing network performance across all the case studies examined (the
experiments reach almost the same normalized OF value, either in its best or in its mean form).
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Figure 6.4 Best and average (of all runs) OF values: (a) 15-node network with c;; = 900veh/h/lane, (b) 15-node
network with c;; = 500veh/h/lane, and (c) 14-node network with c;; = 900veh/h/lane

Figure 6.5 illustrates in a three axis form (TNTT, SD, OD-A) the results of all the analyses
conducted (one hundred and eighty runs per case) for the: (a) the 15-node network with

Cjj =900veh/h/lane (Figure 6.5(a)), (b) the 15-node network with cj; =500veh/h/lane
(Figure 6.5(b)), and (c) the 14-node network with c;; =900veh/h/lane (Figure 6.5(c)). Along

with the results of the best runs provided in Table 6.4 for the base case scenario and in Appendix
C for the other two case studies, the 3D representation of the results of all runs depicted in
Figure 6.5 provides an overview of the whole analysis course. It also helps gain greater insight
into the way the three individual terms of the upper-level OF are combined with one another and
ultimately contribute to the formulation of the respective results. Finally, the 3D display of the
solution space helps conceptualize the location of each one of the solutions in relation to the rest
ones present, perhaps leading to the choice of a different (rather than the absolutely OF optimal)
result on the basis of certain criteria.

As such, Figures 6.5(a), 6.5(b) and 6.5(c) demonstrate the existence of two clusters of solutions
per case. In order to help interpret this configuration and despite the differences between the
respective OF terms' values being either way small, Table 6.6 calculates the mean TNTT, SD,
OD-A and OF cluster values for each one of the experiments. From Table 6.6 and Figure 6.5 it
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can be concluded that, in all cases, the two clusters are indicative of two distinct types of
solutions; more specifically, the first cluster (the left one) generally corresponds to solutions
exhibiting lower TNTT and higher SD values, while for the second cluster (the right one) the
opposite is valid. The first cluster also exhibits lower OD-A values (higher accessibility) driven
by the lower distance and travel time components involved, with the distance-based component
remaining significantly higher than the respective travel time-based one in all cases. It is also
important to notice that the lower travel time values and the higher accessibility values and
satisfied demand rates achieved in the first set of solutions generally lead the best experiments of
all CR / MR combinations to belong to this cluster (Figures 6.5(a), 6.5(b) and 6.5(c)).

15-nodes (C,'j = 900veh/h/lane)

0.4+ o)
S fo0 @?%%J CR /MR
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< | Wi O 080/003
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0.80/0.05
0.14 O 0.90/0.05
when filled: best
CR/MR run
0.03
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SD TNTT
15-nodes (C;j = 500veh/h/lane)
2%
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A 0.24 0.90/0.03
’ O 0.70/0.05
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e MR CR/MR run
o003

0.02
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Figure 6.5 The results of all runs in a three-axis form (TNTT, SD, OD-A): (a) 15-node network with ¢;; =
900veh/h/lane, (b) 15-node network with c;; = 500veh/h/lane, and (c) 14-node network with c;; = 900veh/h/lane
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Table 6.6 Mean cluster OF and OF terms' values: (a) 15-node network with c;; = 900veh/h/lane, (b) 15-node network with c;; = 500veh/h/lane, and (c) 14-node network with
cij = 900veh/h/lane

Total network e OD-pair accessibility . .
travel time Salees e e Distance-based Travel time-based Clejeeive Lneisn
1% cluster 0.014845 0.240405 0.308249 0.027528 0.110217
2" cluster 0.022427 0.228738 0.337330 0.039034 0.170054
1% cluster 0.015154 0.239814 0.307233 0.027496 0.110069
2" cluster 0.022020 0.227941 0.340747 0.038072 0.172896
1% cluster 0.016284 0.234714 0.303207 0.029533 0.114312
2" cluster 0.025934 0.221487 0.332194 0.042993 0.179633
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In addition, Figure 6.6 presents, for the base case scenario, the relative lane-changing frequency
of each of the network's links. Lane-changing frequency here refers to how often a link
undergoes changes with respect to the number of lanes it possesses, by losing lanes to or gaining
lanes from the opposite direction link. In this respect, lane-changing frequency acts as a measure
of the link's criticality in the final network configuration, with higher frequencies indicating
higher criticality. For illustrative purposes, the figure is divided into two parts: the first part

(Figure 6.6(a)) corresponds to the links of one direction ((l j),Vi < j), with the second image

(Figure 6.6(b)) depicting the links of the opposite one. The colors of the vertical bars along the
links indicate the number of lanes that a link loses to or gains from the other direction, while
their height represents the respective relative frequency this happens. As such, the blue bars
imply that a link loses two lanes to the opposite direction and the red ones that a link is minus
one lane. On the other hand, the green bars indicate that a link gains two lanes from the other
direction, while the orange ones illustrate that a link is plus one lane.

In this respect, link (7,10) appears to be the most critical link of the network, with a cumulative
(including all types of changes, (£1,£2)) relative lane-changing frequency of 91.67% (Table
C.8). As expected, its other-direction link (10,7) exhibits the same frequency as well. Apart

from link (7,10), though, other critical network links are (in a descending order of cumulative
relative frequency) the following: links (8,10), (11,12), (13,15), (8,12), (3,7), and so on. The

results, illustratively depicted in terms of the relative frequency in Figure 6.6, are analytically
provided in Appendix C.

However, since the two clusters of solutions of Figure 6.5(a) correspond to results of distinct
quality, closer attention is paid to distinguish any special characteristics of the two groups. As
such, Figure 6.7 is analogous to Figure 6.6, but instead of referring to the whole number of
analyses conducted (one hundred and eighty runs), it only refers to the solutions belonging to the

first set of results of Figure 6.5(a). The same also applies to Figure 6.8 with respect to the

rs

second set. In addition, Tables 6.7 and 6.8 summarize the mean ¢ values achieved by the

solutions belonging to both the first and the second solution sets respectively.

Comparing Figure 6.7 with Figure 6.8, it can be observed that the relative lane-changing
frequency of the first cluster (Figure 6.7) is higher than the respective one of the other group

(Figure 6.8); this fact implies that the lane reversal strategy (; variables) is more extensively
employed by the first set of solutions. Moreover, when setting side by side Tables 6.7 and 6.8, it

can be observed that most (69%) of the ¢™ values of the first cluster (Table 6.7) are superior to

those of the second group (Table 6.8); this fact points to the satisfaction of the generated demand
being served better by the first set of results. In this respect, it can be concluded that the first set
of solutions makes better use of both management strategies employed, thus, performing better
in each of the individual OF indices considered (Table 6.6); it consistently achieves lower TNTT
as well as distance-based and travel time-based OD-A values (the latter translated in ameliorated
accessibility conditions) due to the more extensive use of the lane reversal strategy, while, at the
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same time, the improved performance of the model in those indices also leads to the satisfaction

of higher demand rates (increased ¢" values). The result is in agreement with and explanatory

of the observation made in Figures 6.5(a), 6.5(b) and 6.5(c), that the best experiments of all CR
/ MR combinations belong to the first cluster.

15-nodes (cﬁ=900veh/hliane)

i—=jli<i)

=50

Network -2 -1

+1 +2

Figure 6.6 Relative lane-changing frequency of each of the network’s links for the 15-node network with ¢;; =

900veh/h/lane
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15-nodes (c}.j.=900vehlhllane) - Cluster 1

i — ] (i<j)

o

Network -2 -1

+1 +2

Figure 6.7 Relative lane-changing frequency of each of the network's links for the first (the left one) cluster of
solutions of the 15-node network with c;; = 900veh/h/lane (reference to Figure 6.5(a))
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15-nodes (cﬁ=900veh/hllane) - Cluster 2

i—=jli<i)

=50

Network -2 -1

+1 +2

Figure 6.8 Relative lane-changing frequency of each of the network's links for the second (the right one)
cluster of solutions of the 15-node network with c;; = 900veh/h/lane (reference to Figure 6.5(a))
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Table 6.7 Demand adjustment rates between network's OD pairs for the first (the left one) cluster of solutions of the 15-node network with c;; = 900veh/h/lane (reference to

Figure 6.5(a))
Q" 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 0 | 0.826952 | 0.805050 | 0.754824 | 0.804476 | 0.736023 | 0.678144 | 0.713484 | 0.738445 | 0.576304 | 0.577383 | 0.765795 | 0.685856 | 0.745706 | 0.753529
2 | 0.851472 0 | 0.879849 | 0.742080 | 0.766854 | 0.822292 | 0.709317 | 0.762863 | 0.789245 ' 0.689713 | 0.613033 | 0.772117 | 0.835475 | 0.762383 | 0.839641
3 0.830565 | 0.850898 0 | 0.682749 | 0.714009 | 0.740141 | 0.730657 | 0.643068 | 0.629777 | 0.622320 | 0.586336 | 0.714723 | 0.726137 | 0.626776 | 0.782627
4 0.837119 | 0.694443 | 0.657899 0 | 0.856261 | 0.830809 | 0.612263 | 0.726852 | 0.617908 | 0.700550 | 0.600514 | 0.744544 | 0.780237 | 0.849581 | 0.800450
5 0.804522 | 0.743436 | 0.716194 | 0.826829 0 | 0.847959 | 0.611922 | 0.763893 | 0.638557 | 0.705149 | 0.558054 | 0.745777 | 0.749410 | 0.848573 | 0.797374
6 | 0.734755 | 0.751517 | 0.786439 | 0.820561 | 0.749996 0 | 0.631943 | 0.813740 | 0.599099 | 0.828993 | 0.641721 | 0.762214 | 0.862779 | 0.751786 | 0.849927
7 | 0596142 | 0.687406 | 0.659292 | 0.632653 | 0.579781 | 0.609112 0 | 0.762729 | 0.774153 | 0.719145 | 0.620651 | 0.726913 | 0.624193 | 0.607932 | 0.746238
8 0.673614 | 0.707017 | 0.629711 | 0.660398 | 0.689447 | 0.784761 | 0.698754 0 | 0.767211 | 0.815194 | 0.637369 | 0.822264 | 0.735382 | 0.603829 | 0.847730
9 0.674863 | 0.766171 | 0.667484 | 0.624234 | 0.635756 | 0.654487 | 0.763940 | 0.833700 0 | 0.669326 | 0.660133 | 0.865228 | 0.581665 | 0.569624 | 0.835720
10 | 0.597765 | 0.628812 | 0.627821 | 0.659396 | 0.680816 | 0.725457 | 0.698964 | 0.831545 | 0.685414 0 | 0.729035 | 0.762852 | 0.734646 | 0.621783 | 0.770503
11 | 0598927 | 0.584495 | 0.621167 | 0.619531 | 0.602897 | 0.617567 | 0.611236 | 0.682915 | 0.591066 A 0.682395 0 | 0.841927 | 0.831258 | 0.867151 | 0.828474
12 | 0.708041 | 0.779384 | 0.654129 | 0.684409 | 0.672648 | 0.672243 | 0.653421 | 0.850080 | 0.804839 | 0.703217 | 0.893519 0 | 0.864538 | 0.804970 | 0.827066
13 | 0.681119 | 0.648698 | 0.652516 | 0.723843 | 0.701730 | 0.838236 | 0.604397 | 0.744762 | 0.611014 | 0.793891 | 0.864709 | 0.830065 0 | 0.858469 | 0.877744
14 | 0.799085 | 0.707010 | 0.615781 | 0.830092 | 0.872654 | 0.748450 | 0.602268 | 0.694205 | 0.609904 | 0.644399 | 0.832241 | 0.853601 | 0.814965 0 | 0.817171
15 | 0.683681 | 0.706656 | 0.720576 | 0.732158 | 0.694999 | 0.805322 | 0.667420 | 0.826494 | 0.793697 | 0.752107 | 0.889430 | 0.866415 | 0.829729 | 0.796071 0

Table 6.8 Demand adjustment rates between network's OD pairs for the second (the right one) cluster of solutions of the 15-node network with c;; = 900veh/h/lane
(reference to Figure 6.5(a))

Q" 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 0 | 0.858905 | 0.816809 | 0.794572 | 0.799925 | 0.657742 | 0.642475 | 0.578049 | 0.660805 | 0.580833 | 0.554486 | 0.603281 | 0.644143 | 0.822796 | 0.625279
2 0.855998 0 | 0.858173 | 0.654470 | 0.762509 | 0.755714 | 0.655217 | 0.661129 | 0.749587 | 0.613098 | 0.579546 | 0.610901 | 0.769991 | 0.774438 | 0.655986
3 0.873569 | 0.882229 0 | 0.625713 | 0.742274 | 0.739010 | 0.652068 | 0.609486 | 0.661605 | 0.615635 | 0.559814 | 0.573075 | 0.629732 | 0.615871 | 0.581926
4 0.819650 | 0.645896 | 0.622155 0 | 0.862672 | 0.777603 | 0.579451 | 0.648660 | 0.581016 | 0.686793 | 0.585131 | 0.583574 | 0.756962 | 0.841640 | 0.627725
5 0.852006 | 0.787858 | 0.710666 | 0.893314 0 | 0.792573 | 0.594010 | 0.627671 | 0.693596 | 0.654146 | 0.574327 | 0.614976 | 0.619394 | 0.879511 | 0.613355
6 0.771590 | 0.768877 | 0.794897 | 0.803883 | 0.774207 0 | 0.671465 | 0.832807 | 0.612369 | 0.830985 | 0.580180 | 0.596870 | 0.829358 | 0.769667 | 0.726001
7 0.651231 | 0.657078 | 0.671668 | 0.603274 | 0.592855 | 0.577103 0 | 0.732595 | 0.775450 | 0.743629 | 0.555359 | 0.592718 | 0.574543 | 0.609975 | 0.578630
8 0.592697 | 0.611761 | 0.652693 | 0.594405 | 0.615056 | 0.713318 | 0.652619 0 | 0.685429 | 0.861932 | 0.602996 | 0.821510 | 0.740386 | 0.622457 | 0.871256
9 0.681663 | 0.699662 | 0.626073 | 0.585812 | 0.655157 | 0.597189 | 0.735363 | 0.745021 0 | 0.663778 | 0.584158 | 0.693682 | 0.589359 | 0.604025 | 0.733957
10 |} 0.600252 | 0.591666 | 0.645823 | 0.708476 | 0.637100 | 0.749342 | 0.667527 | 0.863232 | 0.649615 0 | 0.628365 | 0.594660 | 0.712023 | 0.619381 | 0.624563
11 | 0.596313 | 0.582185 | 0.570220 | 0.595841 | 0.595127 | 0.613576 | 0.603741 | 0.575279 | 0.592446 | 0.587364 0 | 0.859735 | 0.831338 | 0.867604 | 0.813471
12 | 0.627852 | 0.609425 | 0.567441 | 0.570993 | 0.574474 | 0.610382 | 0.565564 | 0.824343 | 0.656456 | 0.605093 | 0.867358 0 | 0.824180 | 0.816910 | 0.865639
13 | 0.630518 | 0.675108 | 0.727825 | 0.692179 | 0.643594 | 0.834855 | 0.595833 | 0.779105 | 0.612066 | 0.801387 | 0.831896 | 0.779668 0 | 0.890399 | 0.807982
14 | 0.828431 | 0.761924 | 0.607884 | 0.841746 | 0.856685 | 0.735033 | 0.576863 | 0.672556 | 0.579204 | 0.602087 | 0.843693 | 0.776910 | 0.857773 0 | 0.759376
15 | 0.596489 | 0.610041 | 0.597820 | 0.635210 | 0.603454 | 0.633793 | 0.572772 | 0.841400 | 0.689261 | 0.633394 | 0.848033 | 0.852005 | 0.793126 | 0.686883 0
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6.3.2 Changes in the parameters 8 and P

As already explained, modeling travel behavior is important in any circumstance for the
estimation and assessment of network performance, and, thus, for the network design adopted
(Li et al., 2009). This is even more so in the case of emergencies, where demand and supply
variations can lead to changes in the travel behavior exhibited (Hsu & Peeta, 2013). Indeed, the
deterministic routing principles are argued to be inadequate for modeling travel behavior
(Prashker & Bekhor, 2004), with stochastic equilibrium models considered more appropriate for
the representation of real-world problems (Xie & Liu, 2014; Prashker & Bekhor, 2004).

In this respect, a SUE model is adopted in the present case for the lower-level traffic assignment
problem. From the literature, it can be observed that the SUE models do not systematically
differentiate between the network's OD pairs and usually adopt a single value of the & parameter
over the entire network (Haghani et al., 2016). It is reminded that @ expresses the drivers’ level
of perception over the available routes to choose and the associated costs. As such, a low @
value introduces more stochasticity in the problem formulation, with consideration of higher
dispersion rates among the drivers and the probability of choosing less attractive routes raising
accordingly. In contrast, a high @ value implies the existence of more precise knowledge of the
network’s route structure and costs, thus, enabling the drivers to choose the best ones present. In
the latter case, as @ reaches infinity, the SUE model collapses to its DUE counterpart (Prashker
& Bekhor, 1999). Haghani et al. (2016) pointed out that the usual practice of using a single &
parameter over the entire network ignores the distance-dependent nature of OD pair
stochasticity; that is, stochasticity levels increase with increasing path lengths and vice versa.
The authors acknowledged, though, that the use of distinct @ values for each OD pair is
impractical. In this context, and based on commuter questionnaire data, Haghani et al. (2016)
estimated the value of @ lying within the [0.05, 1.11] interval. As such, the present study
employs a uniform value of the dispersion parameter for all the analyses conducted; this is equal
to 0.1 for the base case (medium variance) scenario. The value corresponds to the lower bound
estimated by Haghani et al. (2016), with the selection made on the basis of circumventing any
possibility that the SUE model collapses to the DUE one. However, further analyses, considering
even lower @ values (€ =0.01, high variance scenario), are additionally performed. The scope is
to investigate how sensitive the optimal solution may be to the incorporation of higher levels of
travel behavior stochasticity in the problem formulation. Finally, two additional case studies,
based on the deterministic assignment of traffic, are examined: the first one adopts the DUE
principle, while the second one follows the system optimal (SO) model.

The transition from the stochastic to the deterministic assignment of traffic, induces changes in
the formulation of the lower-level problem, which for the SUE case is described through eq.
(4.15) - (4.24). More specifically, according to the DUE traffic assignment, users' route choices
aim at the minimization of their own travel times, with the equilibrium reached when no user can
further improve his travel time by unilaterally changing routes. Since the travelers are assumed
to behave independently, the traffic flows achieved in this manner are stable and, in fact,
constitute a true equilibrium (Sheffi, 1985). However, drawbacks of the DUE principle include
the presumptions of travelers': (a) perfect knowledge over all arc costs, (b) consistency in making
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the right choices, and (c) homogeneity of behavior. In this respect, the DUE traffic assignment
model, replacing eq. (4.15) - (4.24) of the original problem, is expressed as follows:

minZ :Z(i,j)eAj;ij tij (w)dw (6.1)
subject to:
Dk K =0"",V(r,5) e N (6.2)
£55>0,vk € K, (r,s) e N, (6.3)
Xij = Z(r,s)elekeK fiCSk V@, i) e A (6.4)
m3
=t [1+m, (:—:jj VG, j) e A (6.5)

with all sets, parameters and variables listed in Table 4.1.

As opposed to the DUE principle, where travelers are assumed to act selfishly during route
selection, in the SO assignment, travelers act in favor of the whole system, picking routes that
minimize the total system travel time instead of their own; this implies that, in the SO
assignment, travelers may be able to decrease their own travel times by switching to other routes.
In this respect, Sheffi (1985) highlights that this type of flow pattern is not stable and does not
constitute a model of actual travel behavior and equilibrium. It should rather be viewed as a
benchmark for the comparison of the respective travel time achieved through any other network
design with the minimum value calculated through this type of assignment. The objective
function of the SO model can be defined as:

mInZ :z(l,j)EAXIJtIJ (66)

subjected to the same constraints as in the DUE model (eq. (6.2) - (6.5)).

In addition to investigating the impact of the traffic assignment model on the optimal network
solution, the effect of the penalty factor P, involved in the path generation process, is examined
under two scenarios. P is initially assumed to be equal to 1 in both cases, that is, the impedances
of the network links at first match their actual values. Next, while in the first scenario, the
penalty step is set to 0.1 (i.e. 10% raise of link impedance), with the ultimate penalty value
reaching the value of 2 (twofold increase), in the second case, the penalty step is set to 0.5 (50%
increase), with the ultimate penalty value raising up to 5 (fivefold increase). The scope of the
increased penalty step in the second case is to speed up the process of dissimilar path generation.
In addition, the higher ultimate penalty value ensures greater diversity in the final path set, with a
maximum number of ten loops executed in both cases.

First, the analyses regarding the @ parameter are presented. Table 6.9 summarizes: (a) the
average of all runs for the best CR / MR combination, and (b) the average of all runs for the 15-
node network with c;; =900veh/h/lane between: (a) the base case scenario §=0.1, (b) the
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0 =0.01 scenario, (c) DUE analysis, and (d) SO analysis. In addition, Figure 6.9 provides an
illustrative representation of: (a) the best, and (b) the average of all runs OF values for the
aforementioned case studies. From the figure, it can be observed that both the best and the
average values maintain the same hierarchical sequence between the experiments, with the SO
analysis lying below all other case studies, followed by the results of the DUE experiments, the
base case scenario and the @ =0.01 scenario. It can also be observed that the deterministic
assignment of traffic (either following the DUE or the SO principle) provides the overall best
results, with the performance of the network being equally improved under both hypotheses
(normalized OF value). On the other hand, when stochasticity is additionally involved in the
problem formulation, the respective experiments do not seem to be as effective in enhancing
network performance as their deterministic counterparts. Indeed, the respective results appear to
deteriorate as the value of the dispersion coefficient drops (i.e. the stochasticity level increases).
It is notable that the best experiment of the base case (8 =0.1) scenario lies below the average
values of the deterministic case studies, with its mean value, however, lying distinctively apart.
This fact implies that the SUE (& =0.1) case study can only reach the mean effectiveness of the
DUE and SO cases when at its best. The results are even less favorable for the ¢ = 0.01 scenario.
However, the observed deterioration of network performance in the case of stochastic
assignment is argued to be fictitious; it may not be viewed as model inferiority, but rather be
attributed to the incorporation of a higher degree of realism that leads to modest results. The fact
seems to confirm what has already started to be acknowledged in the literature (e.g. Xie & Liu,
2014; Prashker & Bekhor, 2004); that the widely applied deterministic assignment principles
would preferably be used with caution (if at all) in a post-disaster network management context
due to doubts regarding their suitability in such cases, as a result of systematical overestimations
of the achieved network performance.

Moreover, as far as Table 6.9 is concerned, it can be observed that, in terms of the ¢ =0.01
scenario, the deviation of the best CR / MR combination's average from the base case one is
calculated as 45.55%, while the respective value for all runs is equal to 23.63%. The DUE and
SO analyses exhibit even greater deviation values. The results are indicative of the differences
that can occur in the problem's solution space as a result of the traffic assignment model
followed and the specific parameters adopted.

As for parameter P, Table 6.10 is analogous to Table 6.9 with respect to the 15-node network
with ¢;; =900veh/h/lane. The results consider: (a) the base case scenario of P =0.1, and (b)

the P =0.5 scenario. In accordance, Figure 6.10 is analogous to Figure 6.9. In this respect,
Table 6.10 shows that the deviation of the best CR / MR runs' average from the overall mean
value is lower for the P =0.5 scenario than it is for the base case one. In addition, the deviation
of the best CR / MR combination's average of the P =0.5 scenario from the base case one is
calculated as 10.31%, with the respective value for all runs being equal to 3.37%. The results
indicate that an increase in the penalty value assumed causes a raise in the discrepancy of the
results. Looking at the results of Table C.6 (Appendix C) and Table 6.4, it appears that the
P = 0.5 scenario exhibits higher coefficients of variation in most of the OF terms (exception is
the distance-based OD-A component, where the coefficients of variation are practically equal in
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both experiments). The percentage increase is greater in the travel time-based OD-A term,
followed by the SD and TNTT terms. In comparison to the base case scenario, the absolutely
best experiment of the P =0.5 case performs better in the travel time-related components and,
ultimately, the OF itself, with the average OF value of the best combination's runs, however, not
exhibiting the same behavior. In addition, when the average OF value of all runs is considered,
the base case scenario seems to achieve slightly improved results. The difference between the
relative performance of the best and the average of all runs OF values between the case studies is
illustratively depicted in Figure 6.10, where the respective scenarios' curves do not follow the
same hierarchical sequence. In this respect, it can be concluded that the dissimilarity of paths
pursued through the higher penalty value does not necessarily result in improved network
performance. Although this appears to be the case when the best experiments of both case
studies are concerned, on average, the increased penalty scenario has a similar and slightly worse
performance than the base case one. It, therefore, seems that, in the P =0.5 case, the improved
values of the travel time-based components cannot compensate for the practically stable SD term
and the slightly deteriorated distance-based OD-A term (that is, for the longer paths derived),
thus, resulting in comparable results to the base case scenario (comparison of the average OF
component values of the best CR / MR runs (Tables C.6 and 6.4)).
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Figure 6.9 Best and average (of all runs) OF values for the 15-node network with c;; = 900veh/h/lane: (a) 6 =
0.1 scenario, (b) # = 0.01 scenario, (c) DUE analysis, and (d) SO analysis
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Table 6.9 OF results for the 15-node network with c;; = 900veh/h/lane: (a) # = 0.1 scenario, (b) 8 = 0.01 scenario, (c) DUE analysis, and (d) SO analysis

Objective function

Deviation from the base case scenario (%)

0=01 0=001 DUE SO 0=001 DUE SO
Average of all runs for the 0.123745 0.180112 0.045236 0.037550 45.550931 -63.444180 -69.655340
best CR / MR combination

Average of all runs 0.137125 0.169533 0.051707 0.044010 23.633911 262.292069 -67.905196
DeviaHOmitoMieiaverage -9.757521 6.240083 -12.514747 -14.678482 na na na

of all runs (%)

Table 6.10 OF results for the 15-node network with c;; = 900veh/h/lane: (a) P = 0.1 scenario, and (b) P = 0.5 scenario

Obijective function

Deviation from the
base case scenario

(%)
P=0.1 P=0.5 P=0.5
Average of all runs for the
best CR / MR combination 0.123745 0.136503 10.309912
Average of all runs 0.137125 0.141750 3.372835
Deviation from the average -9.757521 -3.701587 na
of all runs (%)
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Figure 6.10 Best and average (of all runs) OF values for the 15-node network with c;; = 900veh/h/lane: (a) P =
0.1 scenario, (b) P = 0.5 scenario

6.3.3 Demand fluctuation

A demand augmentation scenario is examined, assuming a twofold increase of the demand. In
this respect, each entry of the OD-pair demand matrix in Table 6.2 is proportionally increased by
100% per case. The scenario takes place on the initial 15-node network with
Cij =900veh/h/lane.

Table 6.11 summarizes (a) the average of all runs for the best CR / MR combination, and (b) the
average of all runs for the 15-node network with c;; =900veh/h/lane between: (a) the base case

scenario 4" =q", and (b) the q" =2.0q" scenario. The results indicate that, in the second
case study, the deviation of the best CR / MR runs' average from the overall mean value is very
low (-0.26%), and in fact lower than the respective value of the base case scenario (-9.76%). A
similar trend may also be observed in Table 6.5, when comparing the base case scenario to the
ones of link capacity degradation (15-nodes, c;; =500veh/h/lane) and complete component

failure (14-nodes, c;; =900veh/h/lane) (deviation values equal to 1.21% and 4.06%

respectively). From Tables 6.5 and 6.11, it can be concluded that, as the operational
characteristics of the network are led to extremes (increased demand rates, reduced supply
attributes), the available solutions to the problem are accordingly restricted, thus, leading to
reduced OF deviation values. In addition, the deviation of the best CR / MR combination's

average of the " =2.0q™ scenario from the base case one is estimated as 12.47%, with the

respective value for all runs being equal to 1.76% (Table 6.11). The results confirm the intuitive
perception that an increase in the generated demand can cause a deterioration of network
performance.
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Table 6.11 OF results for the 15-node network with c;; = 900veh/h/lane for: (a) the g™ = q" scenario, and (b)
the g =2.09" scenario

Deviation from the
Objective function base case scenario
(%)
qrs' = qrs qrs' =92 qus qrs' =2 qus
Average of all runs for the
best CR / MR combination 0.123745 0.139181 12.474039
Average of all runs 0.137125 0.139545 1.764813
DEVETE o) e 9.757521 10.260848 na
average of all runs (%)

Figure 6.11 provides an illustrative representation of: (a) the best, and (b) the average of all runs
OF values for the two case studies examined. As illustrated in the figure, both the best and the
average values maintain the same hierarchical sequence between the experiments, with the base
case scenario performing better in both cases. It can also be observed that, despite the mean
values of the scenarios being extremely close, the respective values of the best experiments lie
distinctively apart. It can, therefore, be concluded that the increased level of demand assumed in
the second case has a significant impact on the performance of the network, with the model not
being able to reach the same maximum level of improvement (same normalized OF value) as the
base case scenario does in its best run.
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Figure 6.11 Best and average (of all runs) OF values for the 15-node network with c;; = 900veh/h/lane for: (a)
the g* = g" scenario, and (b) the " = 2.0g" scenario
6.3.4 Sensitivity analysis

A sensitivity analysis is conducted to examine the influence of the three upper-level OF terms'
weighting coefficients on the final OF values achieved. To eliminate the effect that any other
parameters might had on the final outcome, the base case scenario (15-node network,

Cjj =900veh/h/lane) is used in the present case, with the best experiment setting the basis for

the analyses performed. As indicated in Table 6.4, the optimal solution corresponds to the CR:
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0.80 / MR: 0.05 combination, with its TNTT, SD, OD-A and OF values acting as benchmark for
the sensitivity analysis results. Six combinations of the weighting factors are investigated. These
involve the successive increase (or decrease) by an arbitrarily defined rate of 50% of each one of
the weighting coefficients, with the other two factors remaining, in each case, equal to their
initial values of 1/3. In this respect, the six combinations investigated are the following: (a)

W, =1.50W, Wy = Wy, Wy = Wa, (b) W, = 0.50W;, Wy = Wy, Wy = W, (c)
W, =W, Wy =1.50W,, Wy = Ws, (d) W, =Wy, Wy = 0.5W,, Wy = Ws, (e)
W =W, W, = WZ,W'3 =1.50w;, and (f) W =W, Wy = W2,Wé =0.50w;.

Table 6.12 summarizes the analysis results, with the polar diagrams of Figures 6.12(a), 6.12(b)
and 6.12(c) providing illustrative comparisons of the combinations' best runs examined in pairs
of modified weighting coefficient (that is, (a) with (b) for w; (Figure 6.12(a)), (c) with (d) for

w, (Figure 6.12(b)), and (e) with (f) for wy (Figure 6.12(c))), each time along with the base
case scenario (blue line). In the figures, the (Wl,Wz,WS) combinations are indicated by lines of

different colors (green and red), with the four diagram axes corresponding (in a clockwise
manner) to the OF, TNTT, SD and OD-A components respectively.

It can be seen that, when modifications of the w; parameter are considered (Figure 6.12(a)), the

changes in the form of the diagram are modest. The SD term remains practically stable across the
analyses, while the drop in the TNTT term in combination (b) cannot compensate for the
increase in the respective distance-based OD-A term due to its small value. As such, the increase
in the OF value of both combinations (a) and (b) can be attributed to the increase of the OD-A
term, with augmented values of the distance-based component. In this respect, the base case
scenario provides the lowest OF value between the combinations, with the second best belonging
to combination (b), which favors the TNTT term.

On the other hand, when modifications of the w, parameter are considered (Figure 6.12(b)), the

diagram appears to change shape so that the values of the base case scenario remain between
those of the other two combinations. From Figure 6.12(b) and Table 6.12 it can be observed that
the variations of the SD term cause substantial change to the OD-A component and subsequently
to the OF value. In particular, an increase of the SD term causes significant deterioration of the
distance-based OD-A component, albeit a drop in the OF value. The results are reasonable, since
a greater fraction of the demand allowed to travel on the network'’s links is expected to induce
lower accessibility values. The opposite is valid for an SD decrease, with the travel time-based
indices ameliorated in this case. As such, combination (c) appears to have the best performance
between the three in OF terms.

Finally, when modifications of the w; parameter are considered (Figure 6.12(c)), the diagram

moves considerably along the OD-A and OF axes, with the other two terms appearing as
practically stable. The discrepancy in the OD-A and OF terms observed in this case is
significant, with the OF term of combination (f) taking negative values and reaching the lowest
point of all the sensitivity analysis combinations examined. The negative sign in this case is
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purely arithmetical, since the respective OD-A component cannot override the SD one, and has
no physical meaning or complications. In this respect, combination (f) arises as the best, not only
between combination (e) and the base case one, but among all the analyses conducted.

The sensitivity analysis results highlight the importance of the SD term and the distance-based
OD-A component in the final OF value. The significance of those indices, as opposed to the
travel time-based ones, may be attributed to their higher absolute values when involved in a
common mathematical expression with the other two terms. From Table 6.12, it can be observed
that the model proves to be very effective in reducing the travel time-based indices; this is
achieved through the extensive use of the lane reversal strategy. The other terms, however, do
not exhibit the same flexibility, since the length of the paths involved in the distance-based OD-
A component cannot drop under a certain value, while the satisfied demand rates cannot increase
over the initially generated demand. As such, the sensitivity analysis results seem to be guided
by the balance between these two inelastic (but high value) terms, while the travel time
components (TNTT and travel time-based OD-A), despite being variable, have values that are
too low to affect the final outcome.
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Table 6.12 Sensitivity analysis results for the 15-node network with c;; = 900veh/h/lane

Obijective function best runs

Objective function

WS W D s ™ T otal network o OD-pair accessibility o : (average of all
a b c travel time SEUEIEA SR Distance-based Travel time-based Cigfesine Hmeien runs)
1.00 1.00 1.00 0.018254 0.248638 0.247505 0.028390 0.045511 0.123745
> 1.50 1.00 1.00 0.018885 0.237643 0.300257 0.025389 0.106888 0.147038
z 2 0.50 1.00 1.00 0.007991 0.246948 0.303081 0.028026 0.092150 0.134305
% %. 1.00 1.50 1.00 0.016203 0.372425 0.333402 0.028097 0.005277 0.037928
§ S 1.00 0.50 1.00 0.005994 0.121984 0.247062 0.009848 0.140920 0.245377
1.00 1.00 1.50 0.013640 0.235113 0.454661 0.038874 0.272062 0.313151
1.00 1.00 0.50 0.016817 0.250549 0.140696 0.015767 -0.077269 -0.042556

Combinations
1.0w1 - 1.0w2 - 1.0w3

1.5w1 - 1.0w2 - 1.0w3
O.5w1 - 1.0w2 - 1.0w3

(a)

Combinations

1.Ow1 - 1.0w2 - 1.0w3
1.0w1 - 1.5w2 - 1.0w3
1'.0w1 - 0.5w2 - 1.0w3

(b)

Combinations
1.Ow1 - 1.0w2 - 1.0\.'\4'3
1.0w1 - 1.0w2 - 1.5w3

1.0w

4 - 1.0w, - O.5w3

Figure 6.12 Sensitivity analysis results for the 15-node network with c;; = 900veh/h/lane (best OF runs)

(c)
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7. Conclusions

7.1 Overview, research findings and contribution

Although not at the forefront of emergency management rationale, in cases of catastrophes,
transportation networks prove their role as vital lifelines, ensuring network connectivity and
providing the necessary ways for the execution of a series of emergency operations. At the same
time, transportation networks are themselves vulnerable to structural and functional degradation,
which, combined with the stochasticity involved in the travelers' behavior and the diverse needs
arising under emergency conditions, mount the pressure for the need of effective network
management; this will, most probably than not, require a re-structuring of network functioning,
often in the form of network re-configuration, along with the employment of other operational
strategies. In this context, the development of appropriate management tools that can account for
the network's operational state and the individuals' behavioral aspects and optimally re-structure
them to the benefit of overall network functionality are of significant practical importance. In
such settings, these tools can help facilitate the related emergency operations and provide critical
added value to the whole disaster management process.

In this context, the present thesis endeavors to advance the state-of-the-art in disaster
management by providing a framework that supports and promotes the enhancement of network
functionality in an integrated manner. The thesis distances itself from the consideration of
specific network operations and examines network functioning from a wider perspective, that of
generalized network management. In order to do so, the framework explicitly considers the
operational state of the network and users' behavioral patterns and attempts a system re-
organization on the basis of defined objectives. This is achieved through the use of two distinct
management strategies (lane reversal and demand regulation), the development of a multi-aspect
measure of performance (including travel time, satisfied demand and OD-pair accessibility
indices), the formulation of suitable hypotheses regarding route construction (iterative path
generation following the link penalty approach) and route choice (traffic assignment according to
the SUE principle following the PCL model) and the selection of an appropriate analysis concept
(vulnerability analysis). All the above are combined under a common framework in order to
provide a re-configured network with re-allocated demand so that network performance is
maximized. Appropriate solution methodologies (a GA coupled with a traffic assignment
process) are employed to handle the associated computational burden since the model is
formulated as a variant of the mixed network design problem (MNDP). The efficiency and
efficacy of the model in enhancing network performance is demonstrated in a set of case studies,
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where the implicit relationship between the problem’s optimal solution and changes in its input
parameters is explored; the scenarios considered extend from changes in the network's physical
attributes and modifications of problem parameters to fluctuations of the demand and sensitivity
analysis.

The dissertation ultimately provides a novel, structured and sound conceptual and mathematical
framework for efficiently handling the various needs arising in the period following a
catastrophe. The framework can be used as a planning tool by transportation professionals and
stakeholders and adds a higher degree of realism in the decision-making process by explicitly
accounting for some of the stochasticities that are either way present in transportation
management, but possibly exacerbated in a post-disaster setting. As such, the dissertation
attempts to fill in the associated gap by advancing current research efforts which have generally
disregarded randomness from their NDP formulations.

In this respect, the main research findings from the analyses conducted and the contribution of
the dissertation to the literature can be summarized as follows:

e Regardless of the actual case study examined, the model's solution space has a more or
less fixed form (see Figure 6.5), with the best results generally accumulating in two sets
of solutions. Further analysis of this form points to the fact that these sets correspond to
results of distinct quality, with the first group systematically performing better in each of
the individual objective function (OF) indices considered; this is realized by lower total
network travel time (TNTT) as well as distance-based and travel time-based origin -
destination pair accessibility (OD-A) values (the latter translated in ameliorated
accessibility conditions) and higher satisfied demand (SD) rates. As such, it seems natural
that the best experiments of all crossover rate (CR) / mutation rate (MR) combinations
belong to this group. The discrepancy of performance between the two sets may be
attributed to the better use of both management strategies by the first one; this is
indicated by the higher lane-changing frequency of the network's links (that is, regular
changes in the links' number of lanes imply more extensive use of the lane reversal
strategy) and the increased rates of satisfied demand achieved by the first set.

e In general, the proposed model is more sensitive (higher coefficients of variation) to the
problem’s travel time aspect (total network travel time (TNTT) and travel time-based
origin - destination pair accessibility (OD-A) terms) than to the demand parameter
(satisfied demand (SD) term) or to the length of the paths constructed (distance-based
OD-A term); the latter two terms remain relatively stable throughout the analyses
conducted per case.

e The results of the sensitivity analysis highlight the importance of the satisfied demand
(SD) and distance-based origin - destination pair accessibility (OD-A) components in the
final objective function value. When variations of the weighting coefficients are involved
in the analysis, the higher absolute values of the SD and distance-based OD-A terms
seem to be the decisive factor in the final outcome, since the travel time ones have values
that are too low to compensate for the increase and / or decrease of the other two
components and to ultimately affect the final objective function value.
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In most of the case studies investigated, the algorithm reaches convergence quite quickly
(approximately between the 20" and the 30" generation), thus, implying that a reasonably
good solution to the problem could be found in about 55 - 85 min (Intel (R) Core (TM) i7
processor - 6700 CPU (3.40GHz) with 16GB of RAM). Therefore, the termination
criteria related to the number of generations performed and to the running time elapsed
could be accordingly relaxed.

It is not possible to locate a common optimal crossover rate (CR) / mutation rate (MR)
combination for all the scenarios examined, as in most case studies the absolutely best
experiments correspond to different combinations. Nevertheless, the CR: 0.90 and the
MR: 0.05 values perform a little bit better than the rest ones investigated; this, however,
does not necessarily occur when in combination with one another.

As expected, demand and supply changes in the period following a catastrophe are found
to have a clear effect on the achieved network performance. In particular, both complete
(removal of links and / or nodes) and partial (limitations on link capacity) component
failures can cause substantial reduction in network functionality, with the same also being
valid for possibly increased demand rates. The proposed model, despite not being able to
compensate for the initial deterioration of the network's operative features in order for
them to reach the base case scenario, is particularly effective in enhancing network
performance across all the case studies examined.

The analyses also suggest that changes in the network's operational attributes (decline in
the supply characteristics and / or an increase in the demand) have generally a limitation
effect on the available solution space, thus, leading to results that lie closer to one another
(exhibiting reduced deviation).

The traffic assignment process is indeed found to have a significant impact on the
analysis outcome. In particular, the incorporation of stochasticity in the route choice
process tends to lead to inferior analysis results in comparison to the ones derived from
the deterministic assignment of traffic. As such, the stochastic models do not seem, at
first, to be as effective in enhancing network performance, as their deterministic
counterparts. However, the enhancement of network performance provided under the
DUE and SO principles is argued to only be theoretical; these models are known to not be
appropriate to capture the travelers' route choice mechanisms under emergency
conditions. In this respect, the analysis results obtained from the stochastic assignment of
traffic are in alignment with the incorporation of a higher degree of realism, as opposed
to the overestimation of network performance that is systematically realized when
deterministic routing principles are used.

In terms of the path generation method, the results indicate that consideration of a higher
degree of path dissimilarity does not necessarily result in improved network performance.
Indeed, although ameliorated objective function (and / or individual term) values may
circumstantially occur, specific outcomes can neither be generalized, nor can they
support the higher penalty option. The fact may be attributed to the increased discrepancy
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of the results observed in such cases, which leads to mediocre overall performance and,
thus, to skepticism regarding the added value expected from the analysis.

e Throughout the analyses, the proposed algorithm has generally proved to perform
steadily and produce consistent results; the conclusion is reached by the calculated
coefficients of variation regarding the average objective function values per scenario
examined. It is argued that the resulting coefficients of variation would not be possible
(nor should it be expected) to be exceptionally low, since the algorithm each time runs on
a different network realization (due to the lane reversal strategy employed) and
additionally adopts distinct demand regulation rates. This fact explains the difficulty of
the proposed algorithm to reach a unique, ultimate solution and, therefore, achieve even
lower discrepancy values in the objective function results.

7.2 Limitations

Implementation of either management strategies (lane reversal and / or demand regulation)
remains a topic of interest since the difficulties arising in this respect, and their implications
thereof, may be substantial. More specifically, lane reversal, despite being remarkably effective
in reducing network travel times, it inherently implies a change in network configuration. This
change, however, due to its short-term and emergent character, defies any pre-existing
conception of the travelers' perfect knowledge over the network structure and the associated
costs, thus, indicating the inadequacy of and the need to move away from the extensively used
DUE principle. In addition, in order to ensure its consistent implementation, lane reversal
necessitates a considerable amount of resources (human and / or economic) and time to be
employed on the network, on top of the need for a clear and strong organizational structure that
enables, establishes and promotes communication, coordination and cooperation between the
parties involved. In this respect, lane reversal seems to be more easily applied on roads whose
functional characteristics are such, that the expected benefits from the implementation of the
strategy will override the associated costs (e.g. arterials with multiple lanes per direction and
increased speed limits). Moreover, due to the difficulties present, lane reversal may generally not
be a spontaneous decision on behalf of the authorities, with strategic implementation plans on the
basis of different scenarios better be prepared beforehand.

On the other hand, regulation of the demand may prove to be even more challenging. The
possibility of intervening in the first step of transport modeling sounds, at first, promising, with
its actual way of implementation being, however, hard to specify. It seems that regulation of the
demand would necessitate a means of communication to the prospective network users as well as
good compliance rates on their behalf. On the contrary, it would also premise a way of
enforcement, if voluntary conformance is not achieved. Whereas communication of orders to the
public could be done in various ways in the case of complete travel prohibition, things become
more complex in the case of partial travel restriction (as in the problem at hand), where potential
network users must first be made aware of whether they are allowed to travel. As such, and in
order to serve the scope of the strategy, communication in the second case must take a more
individualized form, which present and future technology is expected to allow. In addition,
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conformance of the public to orders is a topic of debate, since research on the underlying
behavioral mechanisms that shape the individuals' reactions under emergency situations are
mostly qualitative and the results of their comparative evaluation are presently inconclusive. As
such, users' compliance should not be taken for granted, with appropriate enforcement
mechanisms possibly having to be set in place. In this respect, it comes as no surprise that the
difficulties related to the actual implementation of the demand regulation strategy have made it,
for the time being, a rather theoretical concept than a practically applicable one.

In terms of the route (path) generation algorithm, it must be noted that the formulation of
(sufficiently) dissimilar routes is clearly dependent upon the available alternatives at each time;
these are realized through the upper-level problem designation with respect to the reversal of
roadway lanes and the resulting network configuration. In this respect, the network structure may
pose greater difficulties in the case of contraflow operations, where bi-directional links may
become, after lane re-allocation, one-way streets. In addition, the existing cost (impedance)
relationship between concurrent links can have a decisive influence on the creation of dissimilar
paths. Indeed, in the case of two links originating from the same node, a notable difference
between their costs could lead the penalty value to go to extremes in order for a different route to
occur. However, the use of such high penalties can cause the formulation of cost prohibitive
routes that would generally not be favored by the network users. Therefore, the criticality of the
penalty term implies that its selection should bridge two distinct objectives: promote the
diversity of the generated path set while ensuring that the routes created are reasonable from a
user perspective. Last, the iterative construction of the paths raises the computational complexity
of the model. In particular, since each of the individuals comprising the population constitutes a
possible solution with a respective, accompanying network configuration, the path generation
algorithm runs for each one of those networks in search of the associated shortest paths. Path
construction, in this way, may prove to be challenging, especially in cases where the penalty
value needs to be set high, the penalty step remains relatively small and the algorithm has to
repeat itself many times.

Finally, as far as the SUE traffic assignment problem is concerned, selection of an appropriate
value for the dispersion coefficient @, that can adequately describe the behavioral characteristics
of the travelers as well as the topological and operational attributes of the network, is especially
challenging. In this context, availability of real data is deemed necessary for the estimation of @,
irrespectively of the actual implementation method followed. Two distinct cases may be
recognized in this respect: (a) the use of a single value of @ over the entire network (considering
uniform and OD-independent behavior of the travelers), or (b) the use of a structured formulation
of the dispersion coefficient (accounting for the distance-dependent nature of OD pair
stochasticity) (Haghani et al., 2016). Despite the first case being used more often, the latter case
is able to raise the modeling accuracy in real-sized networks at the expense of increased
computational burden. Therefore, with respect to each network's inherent characteristics,
selection of the @ value should be representative of the desired level of stochasticity
incorporated in the model.
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7.3 Future research paths

Although network management extends from the period preceding to the period succeeding a
catastrophe and involves a range of activities aiming at the preservation of the structural integrity
of the infrastructure and the enhancement of system performance, most of the literature has until
now focused on the study of evacuation operations. This may be attributed to the significance of
evacuation in terms of safeguarding human life and health; in this respect, the role of evacuation
is undeniable. Nevertheless, the need for generalized network management in the aftermath of a
disruptive event is equally essential and practically more frequent; this premises the
consideration of bi-directional traffic movements to accommodate the diverse needs arising, the
employment of appropriate management strategies and the combination of different types of
performance measures to fit the objectives set, as well as the consideration of users' route choice
behavior to more realistically capture the traffic patterns observed in practice. In this context, the
literature is still short of studies attempting a holistic approach to network management, even
more so when both the pre- and the post-disaster phases are to be considered. Indeed,
discretizing the disaster management framework may facilitate the study of individual
operations, but lacks realism on both the theoretical and the operational / tactical level. In
practice, this will, most probably than not, reveal planning inconsistencies during
implementation, when the separate frameworks are to be united. It is, thus, argued that
investigation of a specific type of operation is indeed helpful in gaining insight, but does not, in
any case, suffice in terms of preparing and planning for real-world problems which premise the
consideration of various problem aspects as well as the continuity of hypotheses and actions.

Yet, another area in need of further investigation refers to the behavioral parameters involved
with the individual and mass responses exhibited during situations of crises and especially during
evacuations. Research shows that the decision to evacuate is largely dependent upon the
perception of an impending threat as being real and the assessment of its possible consequences,
with the available time to react, the existence of an emergency plan and the location of family
members evaluated as equally important parameters (Helsloot & Ruitenberg, 2004). Apart from
the decision to evacuate, though, these characteristics also interfere with the route choices made,
thus, affecting the totality of the evacuation process. In addition, in areas prone to disasters,
communities may develop what is known as "disaster sub-cultures”, interpreted as the cultural
adaptation to those recurrent threats (Granot, 1996). "Disaster sub-cultures™ are hazard-specific
and premise the re-organization of societal roles to fit the ones reserved for these situations
(Granot, 1996). Community re-organization, however, does not necessarily imply a better
reaction to disaster phenomena since this may be compromised by a false sense of security or the
repetition of past mistakes (Granot, 1996). In this respect, an adverse manifestation of an area's
"disaster sub-culture” may be the "cry wolf" syndrome, referring to an individual's refusal to
comply with official orders and recommendations due to repeated former conformance to what
later appeared to be a false alarm (Sorensen & Sorensen, 2007). Compliance with orders,
however, does not only depend on one's own will to follow them, but also on the actual ability to
do so. People in need of assistance (e.g. the elderly and the children, people with disabilities,
health or mental issues, people with limited economic resources, tourists, prisoners etc.) tend to
exhibit lower evacuation rates than the rest of the population (Turner et al., 2010). This may lead
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to discrepancies between the evacuation plans devised and the observations made in practice;
while the authorities may plan for the maximum demand possible, the actual number of evacuees
may be much lower (Turner et al., 2010), possibly implying a waste of resources in addition to
the insufficiency of the plan to fulfill its scope, namely the transport of all the threatened
population to safety. On the contrary, a lot of studies in the field (e.g. Bish & Sherali, 2013;
Afshar & Haghani, 2008; Sbayti & Mahmassani, 2006) suggest just the opposite; that the
demand may exceed roadway capacity and overwhelm the infrastructure.

It is, thus, clear that the, until now, inability to incorporate evacuees' behavioral characteristics
into the distinct steps of planning (demand estimation, destination selection, route choice)
introduces vagueness into the network management effort. This may be attributed to the whole
decision process being highly individualized as well as to the lack of available data or the
difficulties arising in their exploitation. More specifically, surveys (either of revealed or stated
preferences) have always been the major source of evacuation behavioral data. Despite their
reliability, though, revealed preference data should preferably not be used as behavioral
predictors in circumstances other than the ones they relate to (Gudishala & Wilmot, 2010), while
stated preference data may prove to be in weak correspondence to the actual emergent behaviors
and should better be treated as behavioral expectations rather than intensions (Kang et al., 2007).
Consequently, evacuation's behavioral aspects have mostly been studied from a qualitative
perspective (Hsu & Peeta, 2013; Chiu & Mirchandani, 2008). Research emphasis should, thus,
be placed on the, to the degree possible, generalization of the behavioral patters observed in
practice and to the methodologically sound quantification and incorporation of them into
network management modeling.

Furthermore, in disaster situations, the role of information has been recognized as significantly
important (Quarantelli, 2007). It has been proved that compliance rates generally rise when
people assess the information received as precise and complete (Perry & Lindell, 2003), with
inaccuracy and inadequacy of information leading to complacency or adverse actions (Jaeger et
al., 2007). In this respect, the use of various information sources such as those used or proposed
by the intelligent transportation system (ITS) platforms (referring to the application of
information and communication technologies (ICT) in transportation systems), mass media and
social media could assist in disaster management by providing updates, guidance and
recommendations to the public as well as feedback to the stakeholders. Apart from evacuation,
though, information provision may prove to be valuable to other types of operations as well; in
2008, a survey of 24 State government directors of emergency management in the US revealed
that, despite its overall good performance, information technology (IT) appears to be more
effective during the response phase (Reddick, 2011). With literature on the application and
influence of ITS on disaster operations essentially missing, mass media coverage has been
acknowledged to have a significant impact on the perception of disaster phenomena and the
response to them (Houston et al., 2014). The same authors are also supportive of the use of social
media during catastrophes due to their ability to provide timely, two-way communication.
However, as with all sources of information, attention should be paid not only to the availability
of information, but also to its type and quality. Information should generally be comprehensive
(Leidner et al., 2009), with doubts about the accuracy and credibility of the information derived
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from the social media and crowd-sourcing playing a major role in the reluctance of the
stakeholders to use it (McCormick, 2016). Information accuracy may be compromised by
intention, exaggeration or even accidentally; this can be alleviated by using trusted sources or by
verifying the information received through the network (Heinzelman & Waters, 2010).

In any case, information provided in a top-down approach (from the authorities to the public) is
useful in conveying the desired messages, whereas two-way communication (from the
authorities to the public and vice versa) holds the potential of raising the efficiency of disaster
management. This, however, may only be valid when obstacles regarding information
accumulation, processing, transmission and reception are overcome, at least to some extent. As
such, the formulation and employment of appropriate tools in this direction can benefit all
process steps, extending from the collection and classification of various data types, to the
detection and dismissal of false or unnecessary information and the conversion of the rest into
precise and easily comprehensible forms on the basis of the targeted audience. As already
explained, information scanning is especially important when social media or information
crowd-sourcing is involved, while as far as the mass media are concerned, sensationalizing or
misreporting should be diminished. Ensuring information credibility is a prerequisite for the
adoption of IT in disaster management with the availability of the required resources for the
acquisition of the respective infrastructure and devices (especially in the case of ITS) coming
next. However, research in the early detection of false information and prevention of its
dispersion is scarce (Halse et al., 2018), while studies evaluating the impact of ITS, social media,
mass media and crowd-sourcing on the actual network performance are also currently absent.

Finally, it can be observed that during network performance assessment, the focus gradually
shifts to the underlying basis, that is the provision of more accurate representations of post-
disaster network conditions; partial failures and multi-component disruption scenarios are more
frequently encountered in the recent literature. However, research currently lacks any
sophisticated models that could account for the dependencies present in real-world systems, with
the term here not exclusively constrained to the interactions between system components, but
also extending to the ones existing between the systems themselves (inter-dependencies). Indeed,
the independence assumption between the systems' and components' failure states is expected to
eventually give its place to the consideration of the complex relations between them, leading to
an in-depth understanding of system dynamics and, thus, to the extraction of more precise
system realizations and improved performance estimations. However, with respect to disaster
management, consideration of component and system dependencies is still at its infancy since
the incorporation of such assumptions into modeling is, until now, very limited.
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A.1 GEV-based models

A.1.1 The path size logit (PSL) model

The PSL model, initially proposed by Ben-Akiva & Bierlaire (1999), is another modification of
the MNL to account for path overlapping. According to it, path overlapping prevents users from
considering the respective paths as distinct alternatives. Path size therefore may no longer be
considered constant and equal to one but it may need re-adjustment. Correction comes in the
form of path size log addition to path utility when estimating the route choice probabilities. Path
size has a maximum value of one; that is in the case of discrete paths, where there is no need for
utility re-adjustment. In the general case though, path sizes will be less than one, depending on a
path’s link lengths as well as on the relative length of the paths sharing a link. On that basis, the
probability of choosing route k can be defined as:

~exp(V +Insy)
: Dk &P(V +InS))

where S, is the size of path k. Various formulations have been proposed in the literature for the

(B.1)

estimation of path size. Ben-Akiva & Bierlaire (1999) developed the following form:

! 1
S = Zier, 1, . (8.2)
ZjeKrS 5ij Lj

where L is the length of route k, I; is the length of link i, T’ is the set of links comprising
route k, & is one if path j includes link i and zero otherwise, K" is the set of routes for OD

pair (r,s), and LKrs is the length of the shortest path in K™ . Ramming (2002) on the other

hand, proposed a slightly modified expression of the above equation by weighing the
contributions of the paths on the basis of their lengths’ ratio.

.
R 53

k L, g
ZjeKrs rj Si

where y is a parameter to be estimated.
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The difference between the PSL and the C-logit model lies in the role that each correction term
assumes in the formulation. In the C-logit model, the commonality factor is always greater than
or equal to one, indicting the need to reduce a path's utility due to its similarity with other paths.
On the contrary, in the PSL model, path size is always less than or equal to one, indicating the
fraction of the path that constitutes a "full” alternative (Prashker & Bekhor, 2004; Prato, 2009).

A.1.2 The implicit availability / perception (1AP) logit model

The IAP model is a modification of the MNL, developed by Cascetta & Papola (2001). Scope of
the model is to account for path unavailability or unawareness in the route choice process. The
probability for traveler n of choosing path i can be estimated by:

eVitIn (i) ~ L (i)evi

Vorinm(Q) Y
ngMe st ZjeM tn(j)e!

with M being the master choice set, and (i) indicating path availability or awareness ( (i)

P (i) = (B.4)

equals one, if path i is available and zero otherwise). When path availability is not known
beforehand, it can be treated as a random variable with expectation y_n(i). This value replaces
4, (1) in the equation above. However, it has been proven that a second-order Taylor series

expansion with the maximal variance of (i) resulting from a Bernoulli distribution can yield
better results:

exp{vi +Iny_n(i)—1_ﬂ_”(i)}

. 24,(i)
P ()= ; (i (B.5)
(i ~ Hn
- exp|Vi+Inu (J)—__}
ZJEM { . " yNg)
Cascetta & Papola (2001) assumed a binary logit specification for ,u_n(i) :
— . 1
Hn (1) = K (B.6)
1+ eXp(zk_17kYink)

where Y;, is the k™ variable related to the availability / awareness of alternative i for traveler

n and y, is a parameter to be estimated.

A.2 The Multinomial Probit (MNP) model

The MNP model, first proposed by Daganzo & Sheffi (1977), is an alternative to the MNL
model which explicitly captures the correlation among all alternatives (Ben-Akiva & Bierlaire,
1999). By definition, the model assumes that the error term of the utility function is normally
distributed and that the joint density function of the error terms follows the multivariate normal
distribution. The model is characterized by a K -length vector of means and a K x K covariance
matrix, with K being the number of routes for a specific OD pair. Despite conserving its shape
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under linear transformation, the model lacks the ability of expressing its cumulative normal
distribution in a closed form.

In a binary choice model, the probability of choosing one route over another can be expressed as:

P = P(Ul SUZ) = P(V1+81 <V, +82) = P(&‘Z -& 2V1—V2) (B.7)
or otherwise as:
R0 4] ®9)
(e
where o2 = 6 + o5 — 207, according to the variance-covariance matrix:
r=[2y (B.9)

In the case of multiple alternatives, however, evaluation of choice probabilities can be
computationally intractable (Prashker & Bekhor, 2004; Ben-Akiva & Bierlaire, 1999); this has
led some researchers to propose methods to deal with this shortcoming (e.g. Rosa & Maher,
2002; Bolduc, 1999; Sheffi, 1985). In addition, difficulty arises when defining the covariance
matrix and, in particular, the relation between the error variance and network parameters. Sheffi
& Powell (1982) related it with links’ fixed characteristics such as free flow travel time or
length, while Yai et al. (1997) assumed a covariance matrix based on the common length of
overlapping routes.

In this context, MNP’s drawbacks can be summarized in: (a) the complexity of the variance-
covariance matrix, and (b) the absence of a closed-form expression for the probabilities. The
latter problem is often overcome with the use of Monte-Carlo simulation (Ben-Akiva &
Bierlaire, 1999). As for the first shortcoming, Ben-Akiva & Bierlaire (1999) note that
complexity can be reduced in the case where "path utilities are link-additive, the variance of link
utility is proportional to the utility itself, and the covariance of utilities of two different links is
zero".

A.3 The hybrid logit model

While the MNP model assumes normal distribution for the error terms of the utility function and
the MNL model considers them to be independently and identically distributed (iid) Gumbel
variables, the literature attempted to bridge the gap between the two by proposing appropriate
formulations with a combination of Gaussian and Gumbel error terms. The models developed by
McFadden & Train (2000) and Ben-Akiva & Bolduc (1996) belong to this category and are
referred to as the mixed logit model by the first and as the MNP with LK or simply LK model by
the second.

The generalized, factor analytic formulation of random utility can be expressed as follows (Ben-
Akiva & Bierlaire, 1999):

U,=V,+&, =V, +F. &, (B.10)

147



Appendix A

where U, isa (J,x1) vector of utilities, V, isa (J,, x1) vector of deterministic utilities, ¢, isa
(3, x1) vector of random terms, £, isa (M x1) vector of factors which are iid standard normal

distributed, and F, is a (Jn X M) matrix of loadings that map the factors to the random utility

vector. The above formulation is very general. If M =J (i.e. the number of alternatives in the
universal set), matrix F can be defined as the Cholesky factor of the variance-covariance matrix

¥, such that X = FET. In this case, F, is obtained by removing the rows associated with
unavailable alternatives.

The MNP with LK or hybrid logit model was first developed by Ben-Akiva & Bolduc (1996) as
a combination of the MNL and MNP model. The utility function has the following form:

Uin :Vin +§in + Uip (B.11)

where &, and U;, correspond to the normally distributed variables and the iid distributed

Gumbel variables respectively. If &, are known, the model collapses to the MNL model. Given
that:

eVin"“fin

Vin+&i
jntsijn
2jec, ®

where &, = [gl,...,gj ]T is the vector of random terms, the probability of choosing route i can be

P(i|Cy. &) = (B.12)

expressed as:
P(i[Ca) =], P(ilCnién)f (Gn)ds: (B.13)

where f (fn) is the probability density function of &,. When f (gn) is the multivariate normal

distribution, the model is a generalization of the MNP, but other distributions may also be used.

A.4 Additional references (not included in the main text)
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Specification of the Covariance Structure. Working Paper. Massachusetts Institute of Technology, U.S.A.
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Bolduc, D. (1999). A Practical Technique to Estimate Multinomial Probit Models in Transportation. Transportation
Research Part B: Methodological, 33(1), 63-79.

McFadden, D. & Train, K. (2000). Mixed MNL Models for Discrete Response. Journal of Applied Econometrics,
15, 447-470.

Rosa, A. & Maher, M. J. (2002). Algorithms for Solving the Probit Path-Based SUE Traffic Assignment Problem
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Century. Proceedings of the 15" ISTTT, (pp. 371-392). Oxford: Pergamon.
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B.1 Accessibility

Accessibility can be used in a variety of concepts: investigate the interaction of human systems
with the built environment, propose changes in land-use patterns or the transportation system or
identify social inequities (Bhat et al., 2000). In addition, some researchers (Geurs & van Wee,
2004; Morris et al., 1979; Weibull, 1976) have proposed several criteria regarding the form of
accessibility measures. In general, different types of classification have been proposed in the
literature. Geurs & Ritsema van Eck (2001) have distinguished between infrastructure-based,
activity-based and utility-based measures. Bhat et al. (2000) refer to five types of indices: spatial
separation, cumulative opportunity, gravity, logsum / utility and time-space ones. Scheurer &
Curtis (2007) use a seven-category classification: spatial separation, contour, gravity,
competition, time-space, utility and network measures.

Spatial separation (or otherwise infrastructure-based) measures account only for the distances
between locations, ignoring land-use patterns, location attractiveness and forms of travel
impedance. As such, they are useful for analyzing network structures. A more complex structure
of this type of measures has been proposed by Baradaran & Ramjerdi (2001) who use the travel
cost approach. In this case, distance can be replaced by travel time, travel cost, travel reliability
and so forth.

Cumulative opportunities (or contour) measures define a time or distance threshold and
enumerate the potential activities within that threshold. The measure incorporates land-use
patterns but according to Scheurer & Curtis (2007) exhibits some shortcomings. First, the
measure does not differentiate between opportunities in the same contour even though travel
times may vary significantly. Second, the measure does not take into account the individual
perspective but assumes that all opportunities are equally attractive. Third, thresholds are defined
arbitrarily and do not necessarily correspond to the actual user perspective.

Gravity (or potential accessibility) measures also use an attraction as well as a separation factor.
But, as opposed to the cumulative opportunities measures which use a discrete time / distance
threshold, gravity measures use a continuous measure which discounts opportunities as time /
distance from the origin increases. This is done with the use of a distance-decay function. Even
though improved, the measure still lacks understanding of individual preferences and treats all
travelers equally.

Competition (inverse balancing factor) measures account for competition factors when
estimating accessibility. van Wee et al. (2001) argue that cumulative opportunities and gravity
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measures favor centralization of activities; however, there is an upper limit from which
centralization can actually lead to accessibility decrease. For that reason, van Wee et al. (2001)
incorporate competition effects; each zone is assessed on the basis of its attractiveness within a
time / distance threshold; then, destination zones are assessed for their capacity for an activity
and in relation to neighboring zones and the results are included in the measure of the original
zone. However, the complexity of the model limits its applicability.

Utility measures account for the individual perceived utility for different travel choices. The
measure may come in different forms: as a measure of economic utility, an indicator of social
equity or a behavioral indicator (Scheurer & Curtis, 2007). Bhat et al. (2000) point out the
importance of determining the right set of choices as well as the inability of the measure to
capture the impact of new choices on travel behavior. Geurs & Ritsema van Eck (2001) argue in
favor of the sound theoretical and the behavioral basis of the model, but mention the difficulties
in interpreting the results and comparing different utility functions.

Time-space measures add a time dimension in accessibility estimation (time budget or time-
space paths) (Scheurer & Curtis, 2007). Bhat et al. (2000) identify three types of time
constraints: capability, coupling and authority constraints. This measure offers better evaluation
of the trip chaining process (Wang & Timmermans, 1996) as well as understanding of different
accessibility levels faced by members of the same household (Kwan, 1998). However, the
information required is usually not available (Geurs & Ritsema van Eck, 2001; Bhat et al., 2000),
while time constraints do not offer full interpretation of individual travel choices (Wang &
Timmermans, 1996).

Finally, network measures investigate network-level accessibility. Porta et al. (2006a; 2006b)
distinguish between the primal and the dual approach. In the primal approach, roadways are
identified as edges and intersections as nodes. The exact opposite is valid for the dual approach.
The primal approach is able to capture distance (or any other travel impedance measure); the
dual approach estimates path length from the number of traversed edges (Scheurer & Curtis,
2007). There are a number of indices derived from both approaches: node degree, clustering
coefficient, degree centrality, closeness centrality etc. As Scheurer & Curtis (2007) note,
experiments conducted by Porta et al. (2006a, 2006b) on real urban networks proved the
superiority of the primal approach. This can be attributed to the vagueness of the dual approach
as well as its vulnerability in defining node (i.e. roadway) continuity.

B.2 Additional references (not included in the main text)
Kwan, M.-P. (1998). Space-Time and Integral Measures of Individual Accessibility: A Comparative Analysis Using
a Point-based Framework. Geographical Analysis, 30(3), 191-216.

Porta, S., Crucitti, P. & Latora, V. (2006a). The Network Analysis of Urban Streets: A Dual Approach. Physica A:
Statistical Mechanics and its Applications, 369(2), 853-866.

Porta, S., Crucitti, P. & Latora, V. (2006b). The Network Analysis of Urban Streets: A Primal Approach.
Environment and Planning B: Planning and Design, 33(5), 705-725.

van Wee, B., Hagoort, M. & Annema, J. A. (2001). Accessibility Measures with Competition. Journal of Transport
Geography, 9(3), 199-208.
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Appendix C

C.1 Results

Hereinafter are presented the results of the analyses that were not included in the main text. In
this respect Tables C.1 to C.7 summarize the results for: (a) the link capacity degradation

scenario (15-node network with c;; =500veh/h/lane) (Table C.1), (b) the complete component
failure scenario (14-node network with c;; =900veh/h/lane) (Table C.2), (c) the increased
level of stochasticity scenario (15-node network with ¢; =900veh/h/lane and 6 =0.01) (Table
C.3), (d) the 15-node network with ¢;; =900veh/h/lane under DUE analysis (Table C.4), (e)
the 15-node network with ¢;; =900veh/h/lane under SO analysis (Table C.5), (f) the increased
path dissimilarity scenario (15-node network with ¢; =900veh/h/lane and P =0.5) (Table

C.6), and (g) the demand augmentation scenario (15-node network with ¢ =900veh/h/lane

and g =2.0q") (Table C.7). As such, Tables C.1 to C.7 present; () the OF value best runs

for each of the six CR / MR combinations investigated (OF, TNTT, SD and OD-A values), (b)
the average OF value for each of the CR / MR combinations, (c) the average OF value of all
runs, (d) the average OF and OF component values for the best runs (with individual standard
deviations and coefficients of variation additionally calculated), and (e) the OF and OF terms'
deviation from average for the absolutely best experiment. In addition, Table C.8 presents the
relative and cumulative relative lane-changing frequency of the network's links, as these are

derived from the analyses conducted over the 15-node network with cj; =900veh/h/lane.
Subsequently, Tables C.9 and C.10 distinguish between the results of Table C.8 by providing

the respective lane-changing frequency values corresponding to the two clusters formed by the
aforementioned solutions.
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Table C.1 Analysis results for the 15-node network with ¢;; = 500veh/h/lane

Crossover _ Obijective function best runs Objective function
i Mutation rate Total network Satisfied demand _ OD-pair accessibility_ Objective function (average of all
travel time Distance-based Travel time-based runs)
0.70 0.03 0.015645 0.248130 0.272850 0.030585 0.070950 0.148683
% 0.80 0.03 0.017466 0.238944 0.271306 0.031816 0.081645 0.135036
= 0.90 0.03 0.015612 0.244470 0.272820 0.030387 0.074349 0.138724
% 0.70 0.05 0.015757 0.246637 0.271590 0.031901 0.072612 0.138618
§ 0.80 0.05 0.011947 0.244103 0.289854 0.019598 0.077295 0.135300
L,',’ 0.90 0.05 0.016538 0.249625 0.257760 0.028623 0.053297 0.141306
& | Average 0.015494 0.245318 0.272697 0.028818 0.071691 0.139611
-%; Standard deviation 0.001716 0.003441 0.009315 0.004265 0.008919 0.004591
2 | Coefficient of variation (%0) 11.075580 1.402488 3.416025 14.798873 12.440730 3.288509
& | Best experiment 0.016538 0.249625 0.257760 0.028623 0.053297 na
Deviation from average (%) 6.738710 1.755529 -5.477279 -0.677849 -25.657546 na
Table C.2 Analysis results for the 14-node network with c;; = 900veh/h/lane
Crossover _ Obijective function best runs Objective function
rate MM O (112 Total network Satisfied demand - CoiEl accessibility_ Objective function (average of all
travel time Distance-based Travel time-based runs)
0.70 0.03 0.014515 0.235036 0.300672 0.026787 0.106937 0.159946
§ 0.80 0.03 0.021536 0.242481 0.266447 0.037496 0.082999 0.130874
= 0.90 0.03 0.019007 0.239972 0.266129 0.034169 0.079333 0.139834
% 0.70 0.05 0.010828 0.246129 0.283576 0.022249 0.070524 0.150803
§ 0.80 0.05 0.019661 0.238660 0.266807 0.033814 0.081622 0.130165
‘,’,’ 0.90 0.05 0.016375 0.240574 0.264860 0.029733 0.070393 0.149323
& | Average 0.016987 0.240475 0.274748 0.030708 0.081968 0.143491
-%; Standard deviation 0.003567 0.003394 0.013254 0.005092 0.012224 0.010866
2 | Coefficient of variation (%0) 20.999149 1.411518 4.824026 16.582863 14.912898 7.572328
S | Best experiment 0.016375 0.240574 0.264860 0.029733 0.070393 na
Deviation from average (%) -3.605103 0.041110 -3.599096 -3.174710 -14.120887 na
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Table C.3 Analysis results for the 15-node network with ¢;; = 900veh/h/lane: @ = 0.01 scenario

Obijective function best runs

Objective function

Crossover  n1utation rate Total network - OD-pair accessibilit - ; average of all
rate travel time SEETEe] SEMEne Distance—basrc)ed Travel 'ﬁme—based SIS ITIE T ( "U%‘S)
0.70 0.03 0.026088 0.237699 0.271438 0.042691 0.102519 0.174284
0.80 0.03 0.028343 0.242574 0.290857 0.039370 0.115996 0.177544
0.90 0.03 0.019749 0.235853 0.289497 0.027637 0.101029 0.180112
0.70 0.05 0.025356 0.230109 0.273447 0.043724 0.112419 0.165641
10 0.80 0.05 0.018994 0.251173 0.325866 0.023094 0.116781 0.148371
f,’ 0.90 0.05 0.020207 0.230920 0.301208 0.034689 0.125184 0.171247
S | Average 0.023123 0.238055 0.292052 0.035201 0.112321 0.169533
Standard deviation 0.003605 0.007205 0.018286 0.007640 0.008391 0.010524
Coefficient of variation (%) 15.589090 3.026811 6.261117 21.702805 7.470515 6.207905
Best experiment 0.019749 0.235853 0.289497 0.027637 0.101029 na
Deviation from average (%) -14.590492 -0.924693 -0.875029 -21.487969 -10.053292 na
Table C.4 Analysis results for the 15-node network with ¢;; = 900veh/h/lane: DUE analysis
Crossover _ Obijective function best runs Objective function
rate MM O (112 Total network Satisfied demand - CoiEl accessibility_ Objective function (average of all
travel time Distance-based Travel time-based runs)
0.70 0.03 0.000233 0.238423 0.245875 0.017807 0.025491 0.045236
0.80 0.03 0.000254 0.233710 0.246124 0.017099 0.029767 0.038644
0.90 0.03 0.000058 0.245393 0.256128 0.018173 0.028966 0.053226
0.70 0.05 0.000159 0.250991 0.253368 0.026450 0.028986 0.070682
w 0.80 0.05 0.000276 0.235227 0.245093 0.018077 0.028219 0.049800
8 0.90 0.05 0.000169 0.243750 0.254685 0.021273 0.032377 0.052657
Average 0.000191 0.241249 0.250212 0.019813 0.028968 0.051707
Standard deviation 0.000073 0.006047 0.004595 0.003248 0.002038 0.009827
Coefficient of variation (%) 38.326578 2.506694 1.836509 16.390773 7.033918 19.004758
Best experiment 0.000233 0.238423 0.245875 0.017807 0.025491 na
Deviation from average (%) 21.595192 -1.171322 -1.733528 -10.126182 -12.001967 na
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Table C.5 Analysis results for the 15-node network with ¢;; = 900veh/h/lane: SO analysis

Crossover _ Obijective function best runs Objective function
rate MM O (112 Total network Satisfied demand = Sl accessibility_ Objective function (average of all
travel time Distance-based Travel time-based runs)
0.70 0.03 0.010586 0.241356 0.250783 0.018045 0.038058 0.040514
0.80 0.03 0.010563 0.242450 0.257539 0.017996 0.043648 0.045609
0.90 0.03 0.012563 0.246891 0.259540 0.019856 0.045068 0.046893
0.70 0.05 0.010053 0.240986 0.293043 0.018546 0.043564 0.045430
0.80 0.05 0.007126 0.240727 0.243910 0.010546 0.020854 0.037550
8 0.90 0.05 0.010436 0.243726 0.261648 0.018896 0.047254 0.048062
Average 0.010221 0.242689 0.261077 0.017314 0.039741 0.044010
Standard deviation 0.001602 0.002134 0.015480 0.003090 0.008891 0.003725
Coefficient of variation (%) 15.669691 0.879153 5.929134 17.846489 22.371300 8.463738
Best experiment 0.007126 0.240727 0.243910 0.010546 0.020854 na
Deviation from average (%) -30.285504 -0.808447 -6.575602 -39.090106 -47.525197 na
Table C.6 Analysis results for the 15-node network with c;; = 900veh/h/lane: P = 0.5 scenario
Crossover . Obijective function best runs Objective function
rate MM O (112 Total network Satisfied demand - Sl accessibility_ Objective function (average of all
travel time Distance-based Travel time-based runs)
0.70 0.03 0.016635 0.235739 0.274703 0.029727 0.085326 0.141438
0.80 0.03 0.007596 0.248599 0.250601 0.012171 0.021769 0.136403
0.90 0.03 0.015536 0.237023 0.296953 0.026098 0.101564 0.136982
0.70 0.05 0.013441 0.238896 0.302292 0.025513 0.102350 0.152428
10 0.80 0.05 0.011704 0.249463 0.273692 0.021412 0.057344 0.141557
ﬁ 0.90 0.05 0.014036 0.240930 0.302809 0.026102 0.102017 0.141693
8- | Average 0.013158 0.241775 0.283508 0.023504 0.078395 0.141750
Standard deviation 0.002934 0.005380 0.018986 0.005613 0.029906 0.005252
Coefficient of variation (%) 22.296858 2.225314 6.696974 23.882849 38.148247 3.704813
Best experiment 0.007596 0.248599 0.250601 0.012171 0.021769 na
Deviation from average (%) -42.269157 2.822364 -11.607275 -48.218098 -72.231776 na
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Table C.7 Analysis results for the 15-node network with c;; = 900veh/h/lane: ¢ = 2.0q" scenario

Crossover _ Obijective function best runs Objective function
i Mutation rate Total network Satisfied demand _ OD-pair accessibility_ Objective function (average of all
travel time Distance-based Travel time-based runs)
0.70 0.03 0.098634 0.246146 0.294975 0.034836 0.098634 0.138634
0.80 0.03 0.100076 0.242337 0.301383 0.026915 0.100076 0.146061
0.90 0.03 0.014462 0.242468 0.301469 0.027662 0.101125 0.139130
0.70 0.05 0.103808 0.237894 0.300972 0.026737 0.103808 0.133867
10 0.80 0.05 0.102279 0.241223 0.297185 0.030117 0.102279 0.140394
ﬁ 0.90 0.05 0.011684 0.238552 0.301552 0.022841 0.097525 0.139183
8- | Average 0.071824 0.241437 0.299589 0.028185 0.100574 0.139545
Standard deviation 0.041582 0.002738 0.002569 0.003663 0.002120 0.003572
Coefficient of variation (%0) 57.895060 1.133922 0.857358 12.997162 2.108152 2.559711
Best experiment 0.011684 0.238552 0.301552 0.022841 0.097525 na
Deviation from average (%) -83.732693 -1.194863 0.655032 -18.957772 -3.031761 na
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Table C.8 Relative and cumulative relative lane-changing frequency of each of the network’s links for the 15-
node network with c;; = 900veh/h/lane

Relative lane-changing frequency (%) Cumulative
From To relative lane-
node node -2 lanes -1 lane +1 lane +2 lanes changing
frequency (%)
1 2 0.00 0.00 0.00 0.00 0.00
1 3 0.00 0.00 0.00 0.00 0.00
1 5 0.00 0.00 0.00 0.00 0.00
2 1 0.00 0.00 0.00 0.00 0.00
2 3 0.00 30.00 10.00 0.00 40.00
2 9 0.00 0.00 3.33 0.00 3.33
3 1 0.00 0.00 0.00 0.00 0.00
3 2 0.00 10.00 30.00 0.00 40.00
3 6 0.00 6.67 26.67 0.00 33.33
3 7 0.00 38.33 8.33 0.00 46.67
4 5 0.00 1.67 8.33 0.00 10.00
4 6 0.00 0.00 0.00 0.00 0.00
4 14 0.00 16.67 6.67 0.00 23.33
5 1 0.00 0.00 0.00 0.00 0.00
5 4 0.00 8.33 1.67 0.00 10.00
5 14 0.00 0.00 0.00 0.00 0.00
6 3 0.00 26.67 6.67 0.00 33.33
6 4 0.00 0.00 0.00 0.00 0.00
6 10 0.00 8.33 5.00 0.00 13.33
6 13 0.00 0.00 8.33 0.00 8.33
7 3 0.00 8.33 38.33 0.00 46.67
7 9 0.00 15.00 16.67 0.00 31.67
7 10 0.00 56.67 35.00 0.00 91.67
8 9 0.00 10.00 5.00 0.00 15.00
8 10 11.67 21.67 26.67 5.00 65.00
8 12 0.00 16.67 33.33 0.00 50.00
9 2 0.00 3.33 0.00 0.00 3.33
9 7 0.00 16.67 15.00 0.00 31.67
9 8 0.00 5.00 10.00 0.00 15.00
10 6 0.00 5.00 8.33 0.00 13.33
10 7 0.00 35.00 56.67 0.00 91.67
10 8 5.00 26.67 21.67 11.67 65.00
10 11 0.00 0.00 0.00 0.00 0.00
11 10 0.00 0.00 0.00 0.00 0.00
11 12 0.00 21.67 40.00 0.00 61.67
11 13 0.00 0.00 0.00 0.00 0.00
12 8 0.00 33.33 16.67 0.00 50.00
12 11 0.00 40.00 21.67 0.00 61.67
12 15 0.00 0.00 0.00 0.00 0.00
13 6 0.00 8.33 0.00 0.00 8.33
13 11 0.00 0.00 0.00 0.00 0.00
13 14 0.00 0.00 0.00 0.00 0.00
13 15 0.00 21.67 40.00 0.00 61.67
14 4 0.00 6.67 16.67 0.00 23.33
14 5 0.00 0.00 0.00 0.00 0.00
14 13 0.00 0.00 0.00 0.00 0.00
15 12 0.00 0.00 0.00 0.00 0.00
15 13 0.00 40.00 21.67 0.00 61.67
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Table C.9 Relative and cumulative relative lane-changing frequency of each of the network’s links for the
first cluster of solutions of the 15-node network with c;; = 900veh/h/lane

Relative lane-changing frequency (%) Cumulative
From To relative lane-
node node -2 lanes -1 lane +1 lane +2 lanes changing
frequency (%)
1 2 0.00 0.00 0.00 0.00 0.00
1 3 0.00 0.00 0.00 0.00 0.00
1 5 0.00 0.00 0.00 0.00 0.00
2 1 0.00 0.00 0.00 0.00 0.00
2 3 0.00 13.33 6.67 0.00 20.00
2 9 0.00 0.00 3.33 0.00 3.33
3 1 0.00 0.00 0.00 0.00 0.00
3 2 0.00 6.67 13.33 0.00 20.00
3 6 0.00 1.67 11.67 0.00 13.33
3 7 0.00 18.33 3.33 0.00 21.67
4 5 0.00 1.67 1.67 0.00 3.33
4 6 0.00 0.00 0.00 0.00 0.00
4 14 0.00 11.67 6.67 0.00 18.33
5 1 0.00 0.00 0.00 0.00 0.00
5 4 0.00 1.67 1.67 0.00 3.33
5 14 0.00 0.00 0.00 0.00 0.00
6 3 0.00 11.67 1.67 0.00 13.33
6 4 0.00 0.00 0.00 0.00 0.00
6 10 0.00 5.00 3.33 0.00 8.33
6 13 0.00 0.00 6.67 0.00 6.67
7 3 0.00 3.33 18.33 0.00 21.67
7 9 0.00 8.33 11.67 0.00 20.00
7 10 0.00 31.67 21.67 0.00 53.33
8 9 0.00 5.00 3.33 0.00 8.33
8 10 6.67 13.33 15.00 3.33 38.33
8 12 0.00 11.67 28.33 0.00 40.00
9 2 0.00 3.33 0.00 0.00 3.33
9 7 0.00 11.67 8.33 0.00 20.00
9 8 0.00 3.33 5.00 0.00 8.33
10 6 0.00 3.33 5.00 0.00 8.33
10 7 0.00 21.67 31.67 0.00 53.33
10 8 3.33 15.00 13.33 6.67 38.33
10 11 0.00 0.00 0.00 0.00 0.00
11 10 0.00 0.00 0.00 0.00 0.00
11 12 0.00 15.00 30.00 0.00 45.00
11 13 0.00 0.00 0.00 0.00 0.00
12 8 0.00 28.33 11.67 0.00 40.00
12 11 0.00 30.00 15.00 0.00 45.00
12 15 0.00 0.00 0.00 0.00 0.00
13 6 0.00 6.67 0.00 0.00 6.67
13 11 0.00 0.00 0.00 0.00 0.00
13 14 0.00 0.00 0.00 0.00 0.00
13 15 0.00 15.00 30.00 0.00 45.00
14 4 0.00 6.67 11.67 0.00 18.33
14 5 0.00 0.00 0.00 0.00 0.00
14 13 0.00 0.00 0.00 0.00 0.00
15 12 0.00 0.00 0.00 0.00 0.00
15 13 0.00 30.00 15.00 0.00 45.00
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Table C.10 Relative and cumulative relative lane-changing frequency of each of the network’s links for the
second cluster of solutions of the 15-node network with ¢;; = 900veh/h/lane

Relative lane-changing frequency (%) Cumulative
From To relative lane-
node node -2 lanes -1 lane +1 lane +2 lanes changing
frequency (%)
1 2 0.00 0.00 0.00 0.00 0.00
1 3 0.00 0.00 0.00 0.00 0.00
1 5 0.00 0.00 0.00 0.00 0.00
2 1 0.00 0.00 0.00 0.00 0.00
2 3 0.00 16.67 3.33 0.00 20.00
2 9 0.00 0.00 0.00 0.00 0.00
3 1 0.00 0.00 0.00 0.00 0.00
3 2 0.00 3.33 16.67 0.00 20.00
3 6 0.00 5.00 15.00 0.00 20.00
3 7 0.00 20.00 5.00 0.00 25.00
4 5 0.00 0.00 6.67 0.00 6.67
4 6 0.00 0.00 0.00 0.00 0.00
4 14 0.00 5.00 0.00 0.00 5.00
5 1 0.00 0.00 0.00 0.00 0.00
5 4 0.00 6.67 0.00 0.00 6.67
5 14 0.00 0.00 0.00 0.00 0.00
6 3 0.00 15.00 5.00 0.00 20.00
6 4 0.00 0.00 0.00 0.00 0.00
6 10 0.00 3.33 1.67 0.00 5.00
6 13 0.00 0.00 1.67 0.00 1.67
7 3 0.00 5.00 20.00 0.00 25.00
7 9 0.00 6.67 3.33 0.00 10.00
7 10 0.00 23.33 13.33 0.00 36.67
8 9 0.00 5.00 1.67 0.00 6.67
8 10 5.00 8.33 10.00 1.67 25.00
8 12 0.00 5.00 5.00 0.00 10.00
9 2 0.00 0.00 0.00 0.00 0.00
9 7 0.00 3.33 6.67 0.00 10.00
9 8 0.00 1.67 5.00 0.00 6.67
10 6 0.00 1.67 3.33 0.00 5.00
10 7 0.00 13.33 23.33 0.00 36.67
10 8 1.67 10.00 8.33 5.00 25.00
10 11 0.00 0.00 0.00 0.00 0.00
11 10 0.00 0.00 0.00 0.00 0.00
11 12 0.00 6.67 10.00 0.00 16.67
11 13 0.00 0.00 0.00 0.00 0.00
12 8 0.00 5.00 5.00 0.00 10.00
12 11 0.00 10.00 6.67 0.00 16.67
12 15 0.00 0.00 0.00 0.00 0.00
13 6 0.00 1.67 0.00 0.00 1.67
13 11 0.00 0.00 0.00 0.00 0.00
13 14 0.00 0.00 0.00 0.00 0.00
13 15 0.00 6.67 10.00 0.00 16.67
14 4 0.00 0.00 5.00 0.00 5.00
14 5 0.00 0.00 0.00 0.00 0.00
14 13 0.00 0.00 0.00 0.00 0.00
15 12 0.00 0.00 0.00 0.00 0.00
15 13 0.00 10.00 6.67 0.00 16.67
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