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YrievBuvn driAwan yia AoyokAomn kot yia kKAortr) mveUUATLKAG LOLOKTNOlaG:

EXw StaBAacel Kal KOTAVONOEL TOUG KOVOVEG yla Tr) AOYOKAOTIH KOl TOV TPOTO CWOTHG
avadopdg TwV TNYWV TOU TEPLEXOVTOL OTOV 08nyo ouyypadng AUTAWMUATIKWVY
Epyacwwv. AnAwvw Ot,, amd oca yvwpilw, TO TEPLEXOUEVO TNG MAPOUOCOS
AutAwpatikng Epyaciag eival mpoiov 8ikn¢ pou epyaociog kat unmapxouv avadopég oe
OAEG TIG MNYEG TTOU XPNOoLHomnoinoa.

Ot anoYPELg Kal TOL GUUTIEPAGHOTO TIOU TIEPLEXOVTOL OE QUTH TN AUMAWHATIKA Epyaoia
glva tou ouyypadEa Kol Sev MPENEL va EPUNVEVOEL OTL AVTLITPOCWMEVOUV TLG EMICNMES
0€oe1g TG ZXOARG Mn)xavoAoywv Mnxavikwv i tou EBvikov Metodfiou MoAutexveiou.

OVOMATENWVUHO

Awatepivn MNpatoia
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H peAétn twv cuotnuAtwy MOAAAMAWY POUTOT amoteAel €va MOAAA uTtooxOueVo Tedio
texvoloyiag. Evag amod toug KUPLOUG OTOXOUG EAEYXOU QUTWV TWV CUCTNUATWY £lval n
Slatripnon oxnuatiopou. OL mpooeyyioelg mou PBacilovial o€ OXNUOTIOMOUC «POUTOT
00NYyOG-pounOT akOAouBog» €xouv peAeTnBel ektevwg amd TOANOUG EPEUVNTEG ME
QMOTEAECHO va €XOUV TIPOKUWEL OPKETEG OTPATNYIKEG E€AEyxou. ITnv Tapoloa
SuMAwpATIkA epyaocia peAetatal To oxnua eAéyxou tng avadopdg [1]. H mpooéyylon autn
adopd €va oUOTNUA N OAOVOUIKWY, KWVOUUEVWVY POUMOT TIOU AELTOUPYOUV Of €va
ayvwoto Teplarlov oe Slapopdwon «pPoUTOT 08nyog-poumnot akoAloubog». To
TIPOTELWVOUEVO OXNUa €Aéyxou KaBlotatal KATtAAMnAo yla pia TOLWKIALD TIPOKTLKWV
edapuoywv AOyw TG XPriong amoKAELOTIKA TOTUKWY HETPROEWV oL omoleg AapBavovtal
Qo pia KAPEPA TIOU TomoBEeTETAL OTO pOUTOT akoAouBo . EmumAéov, Aappavetal unmoPiv
N KOTAOTAON QTMWAELAC TOU POUMOT 08nyol KaBwg Kol oL TIEPLOPLOMOL TWV ELCOSWV
€A€éyxou. ZKOTMOC TNG Tmopouong OSUTAWHATIKAG epyaciag amoteAel o £Aeyxog 1NG
OTMOTEAECUOTIKOTNTAG TWV TIPOTEWVOUEVWY OTPATNYIKWY €AEYXOU OE  QTOLTNTIKA
nieptBarlovta. Na va emtevxBel 0 CUYKEKPLUEVOCG OTOXOG, TPELG MEAETEC TPOCOUOLWONG
gxouv Ole€axBel oe mepBalov MATLAB evw TaPEXOVTIOL QMOTEAECUATA  TIOU
omOSEIKVUOUV KATA TIOCO OUTMOTEAECHOTIKO €(val TO TIPOTEWVOUEVO OXNUA €AEyXOU O€
KaBéva amo ta tpia neptBaiiovra.
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The study of Multi-Robot Systems is a promising technology field and formation keeping
is one of the main objectives of multirobot control. The approaches based on Leader-
Follower formations have been extensively studied and many control strategies have
been proposed. In this particular diploma thesis the control strategy of reference [1] is
studied. This approach considers nonholonomic mobile robots operating in unknown
obstacle environment in L-F formation. The proposed control scheme is appropriate for a
variety of practical applications due to use of exclusively local state measurements
obtained by a stereo camera mounted on F and the non-necessity of knowledge of
workspace. Plus, leader-loss situation has been considered and control input constraints
have explicitly been taken into account. The objective of this particular diploma thesis is
to check the effectiveness of the proposed control scheme in demanding workspaces.
Therefore, three simulation studies have been conducted in MATLAB environment and
the results show whether the control scheme is effective in each workspace.
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Nomenclature

{G}
{i}
{T}
v}
0
pi
Pi,initial
T

pi

TPV

VPF

!

p

0;
8iinitial

THL

Tg,

VHF

Ugvoid

Ufollow

Global coordinate frame

Body-fixed local frame i € {L, F}

Temporary coordinate frame at t;

Coordinate frame of the virtual target

Set of all points on obstacles in the workspace
Position of robot i € {L,F} in {G}

Initial position of robot i € {L,F}in {G}

Position of robot i € {L, F} with respect to {T}
Position of virtual target {V'} with respect to {T}
Position of F with respect to {V'}

Position of the nearest obstacle with respect to {G}
Heading angle of robot i € {L,F} in {G}

Initial heading angle of robot i € {L, F} in {G}
Heading angle of robot i € {L, F} with respect to {T}
Heading angle of virtual target {V} with respect to {T}
Heading angle of F with respect to {V'}

Linear velocity of robot i € {L, F}

Bound of Leader’s linear velocity

Bound of Follower’s linear velocity

Leader tracking part of control input ug

Obstacle avoidance part of control input up

Path following part of control input ug

Positive constant linear velocity

Positive constant linear velocity



Diploma Thesis — Aikaterini Gratsia

Pmin
Pmax
Po
po,sa fe
Po,sen
Pa
Amin
Amax

dsafe

Xmin

amax

Angular velocity of robot i € {L, F}

Bound of Leader’s angular velocity

Bound of Follower’s angular velocity
Leader tracking part of control input wg
Obstacle avoidance part of control input wp
Obstacle avoidance part of control input wp
Linear acceleration of robot i € {L, F}
Rotation matrix of robot i € {L, F}

Distance between L & F with respect to {F}

Relative position of the nearest obstacle with respect to {F}

Maximum of dpin and dgqz,

Maximum detection range

Minimum distance between F and obstacles
Safe distance for obstacle avoidance
Sensitive range for obstacle avoidance
Desired distance between L & F

Minimum detection range

Maximum detection range

Safe distance

Bearing angle of L with respect to {F}
Minimum angle of FOV

Maximum angle of FOV

Bearing angle of the nearest obstacle measured in {F}
Desired bearing angle of L with respect to {F}

Critical bearing angle

[rad/s]
[rad/s]
[rad/s]
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tspan

B,(p)
B (@)
Bg, (a,)

Subscripts
MRS

L
F

LOS
FOV
RTF

Time instant when L was lost
Time span of the simulation
Bounded barrier function
Bounded barrier function
Bounded barrier function
Design parameter

Design parameter

Design parameter

Positive design parameter
Positive constant parameter
Positive constant parameter
Positive design parameter
Positive constant parameter
Positive constant parameter
Positive constant parameter
Positive constant parameter
Positive constant parameter
Expected transient maneuver
Positive design parameter

Arc length parameter

Multi-Robot systems
Leader

Follower

Line of sight

Field of view

Front transition region
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Back transition region
Front safe region
Back safe region
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1. Introduction

1.1 Introduction in Multi-Robot Systems

Multi-Robot System (MRS) is considered a collection of two or more autonomous mobile
robots which can cooperate and communicate with each other to accomplish certain
tasks [2]. MRS is, nowadays, an important research area and have wide applications in
almost every technological field. Coordinated tracking, emergency response and rescue,
sensitive area surveillance, homecare, unknown environment exploration, natural
resource monitoring, parallel and simultaneous transportation of vehicles, indoor and
outdoor industrial operations such as fault diagnosis and repair, delivery of payloads and
warehouse systems are just some of many applications of multi-robot systems.

A classification of MRS is presented in reference [3]. This categorization is based on four
principal levels: cooperation, knowledge, coordination and organization. At the
cooperation level the robots that operate together to perform a global task are
characterized as cooperative and are differentiated from those that are non-cooperative.
At the knowledge level robots are distinguished as aware and unaware. Aware robots
have some information for the other agents of the system, while unaware robots perform
their task autonomously. In the third level this specific classification includes these thee
subcategories: strongly coordinated robots that perform their actions taking into account
the actions of other agents, weakly coordinated and not coordinated. Finally, in the
fourth level of the hierarchical structure, the categorization criterion concerns the
decision system within the MRS. Thus; there are strongly centralized MRS, weakly
centralized MRS and distributed MRS where every component is completely autonomous.
In a centralized MRS there is an agent called leader (L) which provides information to
other agents called followers (F) in order to accomplish the particular task. The above
classification is presented in Figure 1: MRS taxonomy [3].

Cooperative
Cooperation =
Aware Unaware
Knowledge
Slr(w.ng]y Weakly Not
Coordinated Coordinated ' Coordinated

Coordination

Strongly Weakly Disteibuted
. | 2 istributed

Centralized Centralized

Organization

Figure 1: MRS taxonomy [3]

12



Diploma Thesis — Aikaterini Gratsia

1.2 Formation Control Approaches

One of the fundamental goals of multirobot control is to maintain formation.
Consequently, this subject has been thoroughly investigated in past years and many
formation control approaches have emerged. These control schemes may be classified on
many criteria.

The first categorization is based on whether or not desired formations are time-varying
[4]. Thus; there are formation producing problems and formation tracking problems. In
formation producing problems the objective of agents is to achieve a given desired
formation shape. Matrix and Lyapunov theory, graph rigidity and receding based
approach have been used to solve these problems. Furthermore, in formation tracking
problems, the agents are controlled to track reference trajectories. These problems have
been addressed through mainly matrix and Lyapunov theory and potential functions.

According to [4], [5] and [6] formation control schemes have been classified into
behavioral, virtual and L-F structure approaches. In behavioral approach, desired
behaviors like cohesion, collision avoidance and obstacle avoidance are specified for
robots and amorphous formation control is achieved. Additionally, in virtual structure
approach, the formation of agents is defined as a single object, called a virtual structure.
The desired trajectories of the robots are determined from that of the virtual structure.
Lastly, in L-F approach at least one agent, defined as a leader (L), tracks a given, desired
trajectory, while the other agents, act as followers (F), track the position of the L with
some prescribed offsets. Among the above approaches, L-F is simpler and more
applicable. Therefore, L-F is preferable in most cases.

1.3 Literature Review

In practical applications the vast majority of the existing L-F approaches are subject to
certain limitations. Sensor limitations, obstacle and interrobot collision avoidance in
unknown obstacle environments, communication-free environment, unavailability of
global state measurements, control input constraints and leader-loss situation are just a
few of the many additional constraints.

First of all, [7] addresses the cooperative motion coordination of L-F formations of
nonholonomic mobile robots under visibility and communication constraints in known
obstacle environments. In this reference, a state feedback control scheme for F based on
dipolar vector fields is proposed. In addition to this, a hybrid feedback motion plan has
been designed for L, which guarantees obstacle avoidance for both robots given the cell
decomposition of the free space. It is assumed that L ensures obstacle avoidance for both
robots while navigating toward a goal configuration and F guarantees visibility
maintenance with L and intervehicle collision avoidance. Plus, the upper bounds of the
velocities of L (u;,w;) are considered known to F and visual detection is considered

13
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reliable. The proposed algorithms do not require information exchange among robots,
but are instead based on information locally available to each agent. Moreover, these
control schemes are designed without the use of velocity measurements of mobile
robots. However, the proposed control scheme is applied only in known polygonal
obstacle environments and the algorithms cannot be implemented in environments that
F cannot always maintain its visibility with L. Furthermore, as the number of robots
grows, the turning radius of the L must be increased and a wider path is required.
Another issue is concerned is that the tracking error from a target relative position is not
guaranteed to converge to zero and the estimation of error bound is difficult especially in
the case of multiple followers. If tracking error is large, connectivity maintenance and
collision avoidance might not be achieved.

In [8], the problem of cooperative control design for nonlinear multi-agent systems is
addressed. More specifically, the proposed control strategy ensures that a group of
agents reaches a desired formation which is dependent on time-varying parameters.
Initially, a control strategy was designed to stabilize the multi-agent system to a circular
motion tracking. Next, a new framework relied on affine transformations was presented
to extend previous results to more complex time dependent formations. Additionally,
both control laws are synthesized by a cooperative term to distribute the agents
uniformly along the desired formation. This study was created under the assumption that
the time-varying references which define the parameters of the formation are known to
all vehicles. Despite the fact that the proposed control law can be implemented in larger
class formations not only circular and that the agents can be distributed uniformly along
the formation in a collaborative manner, the use of global measurements and the
absence of obstacle avoidance algorithm make this particular control scheme unsuitable
for practical applications. Plus, there are no experimental results to demonstrate the
effectiveness of this proposed control method.

The authors in [9] report a trajectory tracking control scheme for nonholonomic unicycle
vehicles. The proposed control laws guarantee obstacle and intervehicle collision
avoidance under limited communication at each time instant. To solve this problem, a
trajectory tracking control strategy has been designed using a bounded input-output
feedback linearization control law and analytical bounds on the vehicle’s velocity and
acceleration have been provided. The stability of internal dynamics has also been proved.
Then, the tracking control law has been combined with a collision avoidance algorithm
which has been designed to deal with obstacle detection errors and limited
communication. Strategies for non-cooperative and cooperative cases have been
developed as well. In this reference has been considered that a vehicle is able to detect
the position of another vehicle or obstacle either via the use of on-board localization
sensors or via the broadcast of position information among agents, whenever the latter is
within the bounded sensing range of the first vehicle. Moreover, it has been assumed that
the localization process among agents is subjected to sensing uncertainties.
Mathematically the measurement error is considered to be bounded by some constant.

14
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Furthermore, the radius of the avoidance region is chosen as a specification. For safety
reasons, in real applications the radius is larger than the robot’s radius. In addition to this,
the collision avoidance control is computed by taking the distance of the first vehicle to
centroid of the second vehicle. Therefore, the maximum velocity of the centroid should
be taken into account and not the frontal reference point. Even though the final
synthesized control law is not computationally complex, in the simulations and
experiments only point and disk obstacles were considered which is unrealistic since in
most practical applications the environment is unstructured. Another issue is concerned
is the absence of controllability of each vehicle’s orientation. Some applications require
tight control of robots’ orientation for proper use of sensors and other actuators.

The problem of flocking and shape-orientation control of multi-agents with inter-agent
and obstacle collision avoidance has been addressed in [10]. In this reference, multiple
algorithms and strategies are designed to modify the shape of the formation with aim to
avoid collision with obstacles. This research is based on the assumption that the
trajectory is known to only one of the agents, namely the leader of the formation and the
agents can detect whether an obstacle is convex or nonconvex. Apart from that, the
trajectory of L is planned and does not intersect with any obstacle. Moreover, all
obstacles considered in this brief are assumed to be of finite extent and L has a directed
path from all F at each time instant. The main contribution of this particular study is that
with the proposed collision avoidance techniques the formation of the agents change size
and orientation to go through a narrow passage and to avoid collision with a stationery or
moving nonconvex obstacle although the existing size and orientation of formation does
not allow it. However, the validity of the proposed method has not been well supported
by experimental results and acceleration and turning rate constraints for the agents have
not been considered. Plus, this brief is based on the assumption that each agent knows
the relative position of its neighbor. In practical applications each robot may not be able
to detect another agent due to camera’s or sensors’ limitations.

Reference [11] considers the control of a group of agents in order to track a desired
trajectory and maintain a given formation in known constrained space simultaneously.
The proposed control scheme is based on artificial potential field method. A modeling
approach of spatial constraints in known constrained space has been designed. A Dirac
delta function has also been introduced regarding to the environment’s constraints.
Furthermore, an optimization algorithm minimizes the formation time cost. Additionally,
the stability of the multi-agent system has been studied based on Lyapunov theory.
Despite the fact that rapid obstacle avoidance is achieved, this method is based on global
position measurements. Therefore the proposed control scheme is not applicable for
situations where only local state measurements are available. Yet there are no
experimental results to validate this method’s effectiveness.

The authors of [12] have presented a formation tracking controller of nonholonomic
mobile robots using feedback information from a perspective camera instead of direct
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position measurements. To deal with the absence of accurate position measurements, a
formation controller has been designed that uses estimated relative positions, which are
generated by an adaptive observer. It is assumed that each robot in the formation can
directly measure its orientation 6; and its linear and angular velocities u; and w;. Even
though vision sensors provide sufficient information for online estimation of the relative
position, communication delays and obstacle avoidance have not been considered.

Reference [13] focuses on the problem of vision-based L-F formation control of mobile
robots. A new real-time observer was developed to estimate the unknown camera
parameters and the coefficients of the plane where the feature point moves relative to
the camera frame. Additionally, the Lyapunov method was introduced to prove the
stability of the closed-loop system, where it was shown that the convergence of the
image error is guaranteed. Although the design and implementation of the new adaptive
image-based controller is independent of leader’s velocity, this method has high
computational complexity. More specifically, the dynamic controller along with an image-
based filter and a nonlinear observer require many complex calculations. Moreover, same
as [12], sufficient information for online estimation of the relative position has been
provided by vision sensors and obstacle avoidance has not been considered.

The authors of [14] have introduced a nonlinear control scheme for finite time tracking of
a moving target using nonholonomic vehicles, where the distance and bearing angle of
the target with respect to the velocities are constrained. A new barrier Lyapunov function
was proposed to characterize non-symmetric distance and bearing angle constraints and
to complement the control scheme. Despite the fact that the proposed method only
employed relative position measurements with respect to the local frame attached on the
vehicle without any other information required, collision avoidance has not been
considered and no experimental results have been provided. Additionally, it has been
proven that the tracking errors will converge to the neighborhood of zero in finite time.
However, the value of the barrier function employed approaches infinity when the
constraints are close to being violated, resulting in unbounded control inputs.

In [15], a multi-region control scheme has been proposed for a formation of
nonholonomic vehicles to track a reference trajectory, avoid collisions and preserve
network connectivity in unknown obstacle environments simultaneously. The multi-
region control scheme has solved this multi-objective control problem by prioritizing
different objectives in different regions. Also, potential and transition functions have
been introduced to design the control laws that are necessary for robots’ navigation in
obstacle environments. This method is applied under the assumptions that all vehicles
have equal communication and actuation capabilities and that the communication links
among the vehicles follow a homogenous protocol model. In this particular model two
vehicles can communicate if there are within a specified maximum communication range
and cannot communicate if there are outside of that. Moreover, each vehicle is equipped
with a laser rangefinder and wireless communication devices. Although the proposed
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control strategy can deal with a multi-objective control problem with conflict objectives
and is computationally simple, this control scheme is based on global position
measurements and is not applicable for situations where only local state measurements
are available. Plus, the reference trajectory and the configuration are dependent from the
task and should be generated by a high-level controller.

The authors in [16] have presented L-F formations tracking control schemes for
nonholonomic mobile robots with onboard perspective cameras without using both
position and velocity measurements. It is assumed that each F is equipped with an
onboard perspective camera which provides the necessary information for the design of
formation controllers and image coordinates are used to model the L-F kinematics. In
order to avoid the use of velocity measurements of mobile robots adaptive observers
have been designed to estimate the Leader’s linear velocity. Moreover, Lyapunov theory
is used to analyze the stability of the closed-loop observer-controller system. However,
image information from the follower’s perspective onboard camera is necessary for this
method’s implementation. If the visibility of L cannot be constantly maintained, the
proposed control scheme cannot be applied. Besides that, this method is computationally
complex. More specifically, the velocity of L has to be estimated online and the relative
angle has been computed using homography-based technique.

Reference [17] is a successful attempt to address the problem of moving a group of
robots as a whole to a target area. A control method is proposed for L-F tracking in
obstacle environments while preserving sensing network connectivity without
communication between the robots. Collision avoidance and the fact that input
constraints are not violated are ensured by the control inputs. This study is based on the
following two assumptions; Only L knows the path to the target area and each robot in
the group is subject to limited sensing and communication range. The direction of the
robots’ movement is decided using an artificial potential function. Subsequently, the
amount of movement is determined considering the network connectivity and many
additional constraints in order to achieve LOS (line of sight) visibility preservation,
obstacle and interrobot collision avoidance. A methodology was also introduced to
change network connectivity by deactivating some sensing links to pass the robots
through narrow spaces without getting stuck ore increasing active links to keep the group
cohesive in free spaces. Nevertheless, this L-F approach is only applied when LOS is
preserved, but the obstacle avoidance behavior may break distance and bearing angle
constraints resulting in loss detection of L. Plus, robots may get stuck in a corner even if
sensing links are properly deactivated depending on the width of the path.

In [18] the L-F formation control problem for nonholonomic vehicles is addressed. L and F
are equipped with onboard sensors to provide only bearing measurements to each other.
The linear velocity of leader u; is bounded and differentiable. The linear acceleration of
leader 1; and the heading angular velocity w; are bounded too. An estimator has been
designed to determine the relative position in its local coordinate frame using only
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bearing measurements. Then, a control law has been developed for F. It has been proved
that the estimation error converges to zero and that the closed loop system is stable if
certain conditions are satisfied. Although the case of multiple followers has been
considered and the proposed estimator has been developed based on nonlinear
formation kinematics without linearization, there are no experimental results to
demonstrate the effectiveness of the proposed control scheme. Moreover, obstacle
avoidance has not been considered.

In [19] the problem of L-F tracking control of mobile robots based solely on onboard
monocular cameras that subject to visibility constraints is presented. This study is based
on two main assumptions; the velocity of L cannot be measured but is bounded and the
feature point of L is initially within the FOV (field of view) of camera. An error
transformation with certain specifications and L-F visual kinematics in the image plane
has been developed. Next, in order to ensure the stability of the closed loop system an
adaptive control strategy has been proposed which estimates online the inverse height
between the optical center of the camera and the feature point attached to L. It should
be noted that the presented control strategy is computationally simple as it does not
require the estimation of leader’s relative position. Even though the proposed control
scheme relies on onboard visual sensors without communication as it does not depend
on relative position measurements between the robots or the velocity of leader,
intervehicle and obstacle collision avoidance have not been considered. Additionally, the
cases in which the feature images are temporarily lost have not been studied.

The authors of [20] have proposed a control strategy for trajectory tracking in unknown
obstacle environments using only the measurements of F. During the whole control task,
the linear and angular velocities of L are unknown, but the upper bound of linear velocity
can be obtained by F. Moreover, it is assumed that the goal position remains constant
inside the obstacle avoidance region. The methodology of this reference is presented as
follows. Initially, the trajectory tracking control problem has been analyzed based on
information provided by the onboard sensors of F. Then, an obstacle avoidance algorithm
has been proposed using a rotating matrix based approach. Furthermore, a dynamic
surface control scheme has been designed and a low-pass filter has been introduces in
order to decrease the communication cost. Apart from that, the disturbance rejection of
the closed-loop system in case of unknown input has been studied. It should be noted
that the proposed obstacle avoidance algorithm can discard the local minima and solve
the obstacle avoidance problem in polar coordinates. However, leader loss situation and
the case of multi-vehicle system have not been considered.

Reference [21] addresses the problem of adaptive output-feedback formation tracking
control for networked uncertain nonholonomic mobile robots with different limited
communication distances and simultaneously manages connectivity preservation and
obstacle avoidance. The velocities of robots are unknown and are estimated based on the
output of the systems. First of all, the authors of [21] have presented the specifications,
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the requirements and the assumptions of the problem. Next, an adaptive observer based
on neural networks has been proposed. Additionally, a nonlinear error transformation
design strategy has been developed that can ensure both the maintenance of initial
connectivity and the obstacle avoidance. Then, Lyapunov theory has been used to verify
the stability of the proposed closed-loop system. It is important that the unknown
nonlinear term of the system was estimated by only one neural network. For this reason,
the unknown nonlinearity which was developed in the process of controller design does
not need an additional neural network. Even though, the proposed method has low
installation and maintenance cost, high flexibility and easy interoperability, there are no
experimental results to demonstrate the effectiveness of the proposed algorithm. Plus, if
the network resources are limited in the communication channel, the network formation
control scheme may be impractical.

In the aforementioned contributions sensor limitations, obstacle and interrobot collision
avoidance in unknown obstacle environments as well as leader-loss situation have not
always been taken into account. It should be noted that in practical applications a stereo
camera is generally employed for F in order to detect L. However, stereo cameras have
minimum and maximum distance requirements and specific FOV. Moreover, if these
constraints are defined with respect to the global coordinate frame cannot be used to
describe stereo camera limitations. Another important issue is obstacle and intervehicle
collision avoidance. Provided that safety must always be considered, prior knowledge of
obstacle environment is unrealistic for practical applications. Furthermore, leader-loss
situation has also not been addressed. The obstacle avoidance behavior may break the
camera’s constraints resulting in the loss of L. Loss of L could also be caused from
environmental interference and blurring. In this diploma thesis is studied reference [1]. In
this particular brief, the tracking control law that has been proposed takes sensor and
control input limitations explicitly into account and the safety in unknown obstacle
environment is ensured by a multiregional obstacle avoidance algorithm. Besides that,
there are experiments to demonstrate the effectiveness of the proposed algorithms.
Lastly, the leader-loss situation was highlighted and a control strategy has been provided.
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1.4 Thesis Scope

As shown above, L-F structure approach is preferred for maintaining a specific formation
in most practical applications of MRS. Reference [1] addresses L-F problem in unknown
obstacle environment and considers sensor and control input limitations as well as leader
loss situation. Based on reference [1] the scope of this diploma thesis is to cover the
following topics:

e |s the proposed control strategy effective in an environment with many polygonal
obstacles?

e Is the effectiveness of the proposed control scheme demonstrated in the case of
multiple followers?

e Is the effectiveness of the proposed control algorithms validated in a workspace
with rooms and narrow passages?

e How effective is the proposed control scheme in a workspace similar to zigzag
with sharp corners and many non-convex obstacles?
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2. Problem Description

The control strategy that is studied in this particular diploma thesis considers a MRS of
two differential-drive wheeled mobile robots [1]. These robots move in a two-
dimensional environment with unknown obstacles using vision-based L-F techniques. One
of the robots called L moves autonomously in the workspace, while the other one,
defined as F, is responsible for tracking L and achieving obstacle and intervehicle collision
avoidance subject to sensor limitations and control input constraints. The robots cannot
communicate with each other and only local state measurements are available. The
proposed control techniques can be applied to a formation with more than two robots.

2.1 Nonholonomic Constraints

The motions of a multibody mobile robot are constrained by kinematic constraints
involving the velocity [22]. Nonholonomic equality constraints are caused by the contacts
between the wheels and the ground. These contacts are considered to be pure rolling
contacts between rigid bodies. They express the fact that the relative velocity of two
points in contact is zero. It is proved that these constraints are nonintegrable. They make
the dimension of the space of admissible velocities smaller than the dimension of the
robot’s configuration space. Although they reduce the local mobility of the robot, they do
not affect the robot’s ability to move in random paths with suitable movements.

2.2 Kinematics of Differential Drive Robot

2.2.1 Motion Model

The global coordinate frame is defined as {G} = {X;, y;} and robot’s i body-fixed local
frame is defined as {i} = {¥;,y;} where i € {L, F}. The position p; = [x;,y;]T € R?and
the heading angle 6; of robot i are expressed in global coordinate frame. The relationship
between the two frames is presented using basic transformation matrix as follows:

0; = R(0;)0g
_ (2.1)
=R y; 61"
where,
cos; sinf; 0
R(6;) = [—sin@i cos0; 0] (2.2)
0 0 1
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Figure 2: Representation of robot i with respect to the global coordinate frame

Each individual wheel contributes to the robot’s motion and at the same time, imposes
constraints on the movement of the robot [23]. For instance, it is assumed that the
wheels of the robot do not slide. This restriction is expressed by a nonholonomic
constraint as follows.

x;sinf; — y;cosf; =0 (2.3)

It should be noted that the actual robot motion commands are the angular velocities of
the right and left wheel, rather than the robot driving and steering velocities u; and w;.

2.2.2 Kinematic Equations
The kinematic model of the robots is given below.
X; = u;cos0;
Yi = u;sind; (2.4)
b, = w;

where u; and w; are the linear and angular velocities of robot i with respect to its body-
fixed local frame {i} = {X;, y;}.
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2.3 Modeling of the L-F Pair

A stereo camera is mounted on F to detect the relative position including distance and
bearing angle of L with respect to {F}.

[

’ 77|
/// Vi
'y/ /I ! N
' / 777 AR P -
\ 7/ /7 :
SN Followes
Obstacle ;
£ -
O, X

Figure 3: The relative position relationship between L & F [1]

Moreover, the distance p between L and F as well as the bearing angle a of L with respect
to {F} using polar coordinates are defined as

p = llpL —prll2 (2.5)
a = arctan2(y,, X;) (2.6)
where (X, ¥;) is the Cartesian coordinates of L with respect to {F}

[EL] _ [ cosOr Sinep] [xL - Xp]
Vi

—sinfr  cosOp) YL — Yr (2.7)
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Figure 4: Cartesian coordinates of L with respect to {F} [24]

As mentioned above p and a can be obtained by the stereo camera. With some simple
calculations the dynamics of p and a can be given as:

p = —upcosa +u;cos(0, — 0 — a) (2.8)
. Ur . N u, ® 0 )
a=—wp——sina+—sin(, —0r —

According to the physical meanings p € (0,4+o) and a € (—m, 1]

2.4 Modeling of the System Constraints

The stereo camera has specific FOV and limited depth range. Thus, to avoid loss of
detection p must be smaller than the maximum detection range d,,,o, and larger than the
minimum detection range d,,;,- Moreover, to achieve intervehicle collision avoidance p
must be larger than the safe distance dgqr.. The safe distance is determined by taking
into account certain parameters such as the robot’s radius and the exact position of the
stereo camera. Similarly, @ must be larger than the minimum angle of FOV a,,;, and
smaller than the maximum angle of FOV «a,,,,,. Consequently, the constraints on p and a
can be defined as follows:

pE [pminr pmax] (2-10)

ae [amin' amax] (2-11)
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where
Pmin = max{dmin’ dsafe} (2.12)

Pmax = Amax (2.13)

Therefore, pmin, Pmax> @min aNd Amqx are constant parameters and are selected as
specifications with priority in safety. Furthermore, the requirements of the specific
application and the sensor limitations are explicitly taken into account.

In addition, in order to guarantee the obstacle avoidance, the local position of the
obstacle, measured in {F} is defined. In the same way, the minimum distance between the
obstacle and F as well as the bearing angle of obstacle measured in {F} are defined as p,
and a, respectively. Moreover, a sufficient condition for obstacle avoidance is presented
as follows

Po = Po,safe (2.14)

where
po = min|lpr — poll2, Vo, € O (2.15)

The set of all the points on obstacles in the workspace is defined as O and p, 547, is the
safe distance between F and obstacles. Safe distance is determined based on the
requirements of the application as well as the size of the robot and must be greater than
the radius of the robot. The distance p, is also obtained by the stereo camera and is
shown in Figure 3.

Apart from the aforementioned constraints, the linear velocity and angular velocity of
both robots are bounded due to electromechanical limitations and system requirements.
Consequently, the control input constraints are expessed as

lu, | < 4y,
lw, | < @, (2.16)
lup| < up

lwp| < @p

where u; and @; are the bounds of linear velocity u; and angular velocity w;
respectively, while &l and Wy are the bounds of ur and wp, respectively. Although F has
no knowledge of the velocity of L, it is assumed that the bound #; is known to F. Also, F is
able to catch up with L if uy is larger than u;.
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3. Methodology

This section presents the methodology for determining the control inputs at leader
tracking, unknown obstacle avoidance and leader-loss situation as well as the overall
procedure for conducting the three simulation studies.

3.1 Leader Tracking

In [1] a control scheme is proposed for F to track L when there are no obstacles nearby. It
is proved that with this control strategy the constraints (2.14) and (2.16) will not be
violated. Moreover, the distance p between L and F converge to a desired value py.
Similarly, the bearing angle a of L with respect to {F} converges to the neighborhood of
the value a4. Intervehicle collision avoidance is also guaranteed. Next, in order to
describe the constraints of p and a mathematically, the following bounded barrier
functions are presented.

(p — pa)?
Bp(%' Pa <P = Pmax
B ( )= Pmax pd) 1
piP (p = pa)? 3.1
——————, Pmin <P =< Py
k p (pd - pmin)z
{ _ 2
ﬁd(a(a(—_aix))z’ ad <a S amax
By(a) = max - 7d (3.2)

(@ — ag)?

——— i a<a«a
(ad_ amin)2, e ¢

| fe

Obviously, the design parameters S, and S, satisfy the following mathematical relations
Bo = By(Pmax) = Bp( Pmin) (3.3)

Ba = Ba(@max) = Bo( @min) (3.4)

With some straightforward calculations it is shown that min (Bp(p)) =0atp=py; and

max (Bp(p)) = B, when p = ppqy OF p = ppin as well as B, is an increasing function.
Likewise  for increasing  function B,: min(Ba(a)) =0 at a=a; and
max(B,(a)) = B, when @ = gy OF & = Ay
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Additionally, a control scheme for F to track L is introduced using the functions (3.1) and
(3.2).

Ups = L k,VB, + u;tanh A (3.5)
BEE™ cosa| P 7P " TF 8, '
Ur up u,VB,
Wy =—Ssina + —tanh( ) + k,VB (3.6)
" p P8 we

where k,, kq, 8, and 8, are positive constant parameters, VB, and VB, are the gradients
of B, and B, with respect to p and «, respectively. Furthermore, k, and k, satisfy the

aFEp — U
kp < —c (3.7)
P
w i — Uy — U
ka S Fpmln L F{Ta (38)
Gapmin
below conditions:
where
§p = MIN{COSApin, COSAmax} (3.9)
2 2
G, = max{ b , P } (3.10)
Pmax — Pa Pd — Pmin
$q = min{sina,,in, SNy} (3.11)
2 2
G, = max{ Pa , P } (3.12)
Amax — ®qg Ag — Amin

3.2 Unknown Obstacle Avoidance

In many practical applications, the environment information may change during
operation or be unavailable. Therefore, the authors of [1] have proposed a control
scheme for unknown obstacle environment. For safety reasons is important for robots to
consider the nearest obstacle every time instant. In this particular algorithm F detects the
nearest obstacle within the FOV. Furthermore, a set of regions is presented according to
the relative position of the nearest obstacle with respect to {F}. These regions are front
transition region Rrg, back transition region R;g, front safe region Rgr and back safe
region Rsg and are defined as

E} (3.13)

Rrp £ {pllpo,safe <p'< Po,sens la'| < 2
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T
RTB = {pllpo,safe < P’ < po,senr |a,| > _}

2
Rgp = {pllp’ < Po,safer la’| < g}
s
Rgp £ {p’lp’ < Posafer 10| > 5}
where

p' =[x, y']" (3.14)
p' =lp" —prll (3.15)
a, = atan2(y',x") (3.16)
[{’] _ [ co.SHF smHF] [x, - xF] (3.17)

y —sinfr  cosOg]ly' — yr

and posen and p,sqre are the sensitive and safe distance for obstacle avoidance
respectively. Obviously,

Po,sen > po,safe (3-18)

Additionally, p’ Position of the nearest obstacle with respect to {G}, p’ is the relative
position of the nearest obstacle with respect to {F}, «, is the Bearing angle of the nearest

obstacle measured in {F} and (X',7') are the Cartesian coordinates of the nearest
obstacle with respect to {F}.

////
ooy, Mol
- R,, T]\/ 7 /i
£ ey el LT

L

/ / hY ’,)“ T4

Figure 5: Diagram of obstacle avoidance [1]
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In Figure 5: Diagram of obstacle avoidance [1] the relative position between F and the
obstacle is depicted. An example is also shown where the nearest obstacle is detected in
Rrp and the four regions are illustrated.

Next, a bounded barrier function is introduced in [1] to describe the obstacle bearing
angle constraint:

( (@ — @oa)?
| Bao—oa dzo ,0< a, < apq
By (@) = { 2 (3.19)
0 0
L.Bao a dz » —Qod < a, < 0
0

where a, is the bearing angle of the nearest obstacle with respect to {F}, B, is a design
parameter and «,4 is the critical bearing angle. If a,; = g F will move away from the

obstacle with a positive up. However, in experiments «,4 should be larger than g due
to friction and mechanical disturbances.

Based on aforementioned definitions, a multiregional obstacle algorithm is proposed in
[1] and is presented in Table 1.

Table 1: Multiregional Obstacle Avoidance Algorithm

Input: p,, &,

Output: ug, wg

switch (Region where the obstacle is located)

case RTF: Ur = uF,t, Wr = min{(l)plt + (l)F,a, (T)F}

case RTB: Ur = up’t, Wr = wp’t

case RSF: Ur = 0, Wr = wp’a

case RSB: Ur = upla, W = 0

default: Ur = up't, Wr = wF,t

end switch

In this algorithm, there are two parts that compose the control input: the leader tracking
part and the obstacle avoidance part. Thus, up, and ug, are the linear velocities of
leader tracking and obstacle avoidance respectively, as well as wr; and wg, are the
angular velocities of leader tracking and obstacle avoidance, respectively. The leader
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tracking velocities ug, and wg, are defined in equations (3.5) and (3.6) while ug, and
wr 4 are defined as follows

Ur q = Ugpoid (3.20)
Wpq = kaOVBao (3.21)

where Ugyiq is @ positive constant linear velocity, k,_ is a positive design parameter and
VB, is the gradient of B, with respect to a,. Apart from that, the control parameters
satisfy the following constraints

|uavoid| < aF (3-22)
k, <—F (3.23)
0 Gao
where G, = ZB“". As can been seen from the algorithm, when p, is larger than p, ¢, the

Xod
obstacle is not taken into account and only leader tracking is activated. Similarly, in

region Rrg, the obstacle is located behind F and does not threaten its safety.
Furthermore, when the obstacle is located in front of F and the distance p, is smaller than
Po,sen and larger than p, ¢4 e, i.€. in region Ryp, the control input combines both leader
tracking and obstacle avoidance. The linear velocity up achieves the leader tracking
objective and remains equal to up, and the angular velocity wg achieves the leader
tracking and obstacle avoidance objectives simultaneously. While in Rgg, p, is smaller
than p, ¢qre- Therefore, F stops and rotates so that the obstacle is transferred to Rgg,
where F maintains its heading angle and moves away. As can been seen, with the above
multiregional algorithm, unknown obstacle avoidance is guaranteed.

3.3 Leader-Loss Reaction

The leader-loss situation is caused by motion blurring, environment interference and
obstacle avoidance behavior where the distance and bearing angle constraints may be
broken. Obviously, in practical applications L cannot maintain its visibility with F every
time instant. For this reason, the authors of [1], in order to address this particular
problem, have proposed a fault-tolerant strategy and have designed a control scheme for
this situation.
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Figure 6: Leader-loss example, where L is occluded by an obstacle [1]

Additionally, the fault-tolerant strategy is described. In the first place, the goal state is
determined. The goal state is the position and the heading angle of L, the last time instant
that L was in the FOV, which is actually the last detected leader state. Then, the shortest
path for F from the current state to the goal state needs to be found. Next, a control law
is designed to move F along the path to the goal state as fast as possible.

Moreover, to design a fault-tolerant strategy it should be mentioned that the global
coordinates and the heading angle of robots at every time instant are not available. Thus,
at t;, i.e. at time instant when L was lost the global states of L and F cannot be obtained.
For this reason, a temporary coordinate frame {T} = {Xr,yr} is defined which is
coincident with the local frame {F} at t;.

{T} = {F}|¢=, (3.24)
From the aforementioned analysis, in the proposed fault-tolerant strategy the shortest
path Tpy () is planned from the starting state (TpF(tl), TGF(tl)) to the goal state
(TpL(tl), TGL(tl)), where [ is the arc length parameter, (TpF(tl), THF(tl)) and

(TpL(tl), TGL(tl)) are the states of F and L measured at t; with respect to {T'}. A control
law is also designed to drive F along the planned path and reach the goal as fast as
possible.

The first objective of the proposed fault-tolerant strategy is to solve a shortest path plan
problem. Based on [25], the shortest path takes the form of CSC. The curvature of this
path is constrained. In CSC, C denotes a circular arc with minimum turning radius and S

denotes a straight-line segment. The shortest path from (Tpp(tl), THF(tl)) to

(TpL(tl), TBL(tl)) is simply a straight line connecting "pr(t;) and Tp,(t,) given that the
minimum turning radius of the robot is assumed to be zero.
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Furthermore, the second objective is to design a suitable control law for driving F to move
along the planned path to the goal point while the obstacle avoidance and control input
constraints should also be guaranteed. Additionally, two parts: following path part
and obstacle avoidance part compose the total control input.

The path following control input is designed according to [26]. A virtual target:
{V} =&, v}

which moves along the planned path is introduced. The virtual target and the planned
path are shown in Figure 6. Next, the following definitions are given:

Top = [Txp, Typ]” (3.25)
Toy = [Txy, Tyy]” (3.26)
"pe = [Vxe Vyr]” (3.27)

where Tpj is the position of F in {T}, "py is the position of virtual target {V'} with respect
to {T}, "pr is the position of F in {V}, T6; is the heading angle of F in {T}, 70, is the
heading angle of {V} in {T} and "8, is the heading angle of F in {V'}. In addition to this,
the path following error dynamics are presented as follows:

Vip = =l + uppcos ' 0p
"yp = UppSin iCE (3.28)
VéF = Wrp
where
Yo = T0. — To, (3.29)

The rate of progression of the virtual target {V'} along the planned path can be derived as
follows:

[ = Up ,COS T0p + ki Vxp (3.30)

where k; is a positive constant parameter. Apart from that, the path following control
law is defined as follows

Ur,p = Ufollow (3.31)
sin 'O, — siné

"0 — & (3.32)

Wpp = §— y tanh( Vyp) [1 — tanh?( Vyp)]uplp
—kztanh( VHF - 5)
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where k, and y are positive constant parameters. Given that F moves at a constant speed
along the path, usoy 0w is @ positive constant linear velocity. Furthermore, 6 is the
expected transient maneuver and is described by the following equation

8 = —Bstanh(Bs "yr) (3.33)

8 = —05[1 — tanh?®(Bs "yr)|Bs " vr (3.34)

where Bs and 65 are positive design parameters. Moreover the following conditions are
satisfied.

Usoriow < Up (3.35)
2v/3
ky + 0sBsury + —5 Yirp < BF (3.36)

It is also proved that "py and V85 will converge to zero asymptotically.
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Next, the algorithm of fault-tolerant strategy for Leader-Loss Situation is presented in
Table 2: Fault-Tolerant Strategy for Leader-Loss Situation

Table 2: Fault-Tolerant Strategy for Leader-Loss Situation

input: ("p.(t), T0,(t)), (TP (t), TO-(tD)), po @,

Output: ur, wg

Plan the shortest path Tpy (1) from ( Tpe(t), TBF(t,)) to ( T, (L), TOL(t,))

Design path following control part ug,, and wg, to drive F moving along Ty (D)

Design the control law ur and wg

switch (Region where the obstacle is located)

case Rrp: Up = Upp,, Wp = MiN{Wry, + Wpq OF}

case Rrp: Up = Upy, Wp = Wpp

case Rgp:up = 0,wp = Wrq,

case RSB: Ur = uF,a, Wfp = 0

default: up = Upp, WF = Wy

end switch

3.4 Methodology for the Implementation of Control Strategy

This section describes the methodology used to implement the control strategy of
reference [1]. First of all, it is important to clarify that all simulation studies conducted in
MATLAB environment.

Initially, it is necessary to simulate the kinematic model of each robot which is described
in (2.4). Apparently, the kinematic model consists of a system of non-linear, nonstiff,
ordinary, differential equations which has the following form:

y=fty) (3.37)

This system includes the position p;, the orientation 8; and the control inputs u; and w; of
each robot. Thus, a function was created in MATLAB to define the system. The inputs of
the function are the scalar quantity which is the time and the vector quantities which are
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the position p; and the orientation 6; of each robot. In this function, the control input
commands are calculated. If the leader tracking objective is given top priority, the control
inputs u; and w; are calculated from equations (3.5) and (3.6). However, if multiregional
obstacle avoidance algorithm is activated, the control inputs are calculated based on the
strategy which is presented in Table 1 and a combination of equations (3.5), (3.6), (3.20)
and (3.21). Moreover, the strategy which is described in Table 2 and equations (3.20),
(3.21), (3.31) and (3.32) are used for the calculation of control input commands if leader-
loss situation occurs.

To solve the aforementioned system, the solver ode45 from the MATLAB library was
used. The function ode45 is based on Runge-Kutta method. In ode45 for the calculation of
y(ty) is only necessary the solution of the previous step y(t,,_1). Generally, ode45 is an
appropriate solver for nonstiff problems. The inputs of ode45 are the function which
describes the robots’ kinematic model, the time span where the integrator solves the
system of differential equations and the vector of initial conditions. For each successful
step in time span the integrator returns the calculated solution. The output of ode45
consists of one vector and a numerical matrix. The vector includes the times in which the
integrator has calculated the solutions and the numerical matrix consists of the system’s
solutions i.e. the position p; and the orientation 6; of each robot corresponding to the
values of vector.
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To validate the effectiveness of the proposed control algorithms three simulation studies
conducted in MATLAB environment.

4.1 Simulation Study A

Firstly, in this particular simulation study, two robots, one leader and one follower,
operate in environment with many polygonal obstacles. The obstacle environment and
the robot paths are depicted in Figure 7. The robot named L moves autonomously in the
workspace under the following trajectory.

w(t) = 0.09sin(0.05¢) (4.1)

At the same time, F tracks L and performs obstacle and interrobot collision avoidance.
The kinematic model of robots is given as follows:

X, = u,cosf,
YL = u.sinf
6, = 0.09sin(0.05t)
Xp = UpcosOp
Vg = UpSinfg
éF = Wf
The initial position and orientation of two robots are presented as follows:
Prnitiar = [0,0]"

— T
Prinitia = [—1,—1]
O initial =

OF initial =

ol &I

Obviously, att = 0, L is within the FOV of F. Moreover, the time span of the simulation is
set as:

tspan = [0 300]

The robot paths in Figure 7: Simulation Study A: Workspace & robot paths ensure that
leader tracking and unknown obstacle avoidance have achieved. The effectiveness of the
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proposed control strategy in this specific workspace is also demonstrated by the following
figures.

16 T T T\ T T T T L =z T |
L path |
F path I
L - Initial position ||
O F - Initial position| |

Figure 7: Simulation Study A: Workspace & robot paths
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In Table 3 the operational constraints for this simulation study are presented.

Table 3: Simulation Study A: Specifications

Pmin 0.6m
Pmax 25m
A min —35°
A 35°
Pa 1m
ag 0°
Po,safe 0.3m

Next, Table 4 shows the control parameters that have been selected for leader tracking. It
is important to mention that these parameters satisfy the constraints (3.7) and (3.8).

Table 4: Simulation Study A: Control parameters for leader tracking

Uy 0.3m/s
Up 0.8m/s
Wy, 2rad/s
Wr 2rad/s
By 10
Ba 1

k, 0.0068
ko 0.39
S, 0.35
Sy 0.1
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Moreover, the parameters of the control protocol for unknown obstacle avoidance were
chosen based on constraints (3.18), (3.22) and (3.23) and are given in Table 5.

Table 5: Simulation Study A: Control parameters for unknown obstacle avoidance

Po,sen

0.5m

ﬁ(l()

1

kao

1

Aog

o

120

Ugvoid

0.3m/s

Furthermore, the control parameters for leader-loss situation have been selected in order
to satisfy the constraints (3.35) and (3.36) and are presented in Table 6 .

Table 6: Simulation Study A: Control parameters for leader-loss reaction

ky

1

ka

14

ufollow

s

Bs

39



Diploma Thesis — Aikaterini Gratsia

Additionally, in Figure 8 is shown the evolution of distance p between L and F. It is
important to notice that p is kept near to the desired distance p,; throughout the
simulation except for three times that presents instantaneous peaks.

26 T T T T T
24| _——VE(;stancepbetweenL&F i
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1.8 1 E
A 1
=46 F [ i i
E 1 | |
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141 H A :
| [ |
( ’II , ll ‘ [
1.2 f I a ‘. 1
T D | WSIRIg=SEN L || PEEIS | RISS—
:fie - —¥ : 1
08 .
oer—————T7 —
0 50 100 150 200 250 300
t[s]

Figure 8: Simulation Study A: Distance p between L & F with respect to {F}
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Apart from that, in Figure 9 the evolution of bearing angle a of L with respect to {F} is
presented. Similar to Figure 8 a almost converges to the desired bearing angle a; during
the whole simulation except for three times that presents pears. Apparently these peaks
correspond to the peaks of Figure 8. However, in this case the values of bearing angle a at
two of the three peaks are not within the FOV as shown in Figure 9. Therefore, visibility of
L is lost due to occlusion by an obstacle and leader-loss reaction algorithm is activated
with the result that F finds L and achieves obstacle avoidance simultaneously. Thus, the
effectiveness of leader-loss reaction algorithm is demonstrated in Figure 9.

2 T T T T T
Bearing angle a
LB s )
amax
— — —-amin
1 - -
0.5 ‘ i
°
g oI
© ][.\'
1
L e £ | P e Em
Mk
-15
_2 1 1 1 Il 1
0 50 100 150 200 250 300

t[s]
Figure 9: Simulation Study A: Bearing angle a of L with respect to {F}. The marking parts

of the curve show the two peaks exceeding the FOV limits indicate the activation of
fault-tolerant strategy.
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Next, in Figure 10 is presented the evolution of the linear velocity commands for F. It
should be pointed out that the input linear velocity satisfy the constraint (2.16) and does
not exceed the predefined bound . Moreover, in this particular workspace the linear
velocity follows an almost repeated pattern.

0.8 f———— oF

— — — -uFbound
0.6 uFbound |

04r

0.2 P— — — j — e e -

uF [m/s]
.

|

LI

|'

L

|l

1 1 1 1 1

0 50 100 150 200 250 300
t[s]

Figure 10: Simulation Study A: Linear velocity of control input
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Furthermore, Figure 11 shows the evolution of angular velocity commands for F. Similar
to Figure 10 the constraint (2.16) is satisfied. Therefore the angular velocity is within the
specific bounds. There also seems to be a pattern in this control input. Correspondingly to
Figure 10 it can be concluded that the obstacle avoidance behavior and leader-loss
reaction change the linear and angular control input velocities dramatically.
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Figure 11: Simulation Study A: Angular velocity of control input
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In addition to this, Figure 12 depicts the evolution of minimum distance p, between F and
the nearest obstacle. Apparently, obstacle avoidance algorithm is activated when p,, is
smaller than p, sen. At about 75 s and 170 s, p, was instantaneously a little smaller
than p, ¢qre and obstacle was located in region Rgp or region Rgp. Therefore, obstacle
avoidance objective was prioritized and F managed to avoid the obstacle with the
appropriate control input velocities. The effectiveness of the proposed control strategy is
demonstrated in this figure because F succeeded in avoiding all obstacles.
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Figure 12: Simulation Study A: Minimum distance between F and obstacles. The
marking parts of the curve indicate the activation of multiregional obstacle avoidance
algorithm.
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In Figure 13 is described the evolution of bearing angle «, of the nearest obstacle with
respect to {F}. The obstacle avoidance behavior causes the dramatic changes of «,,
especially when obstacle is located in region Rgp.
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Figure 13: Simulation Study A: Bearing angle of the nearest obstacle measured in {F}.

4.2 Simulation Study B

In the second simulation study, a MRS consists of four robots; two followers named
F; and F,, as well as one leader named L, operating in a workspace with three rooms and
many unknown obstacles. L moves autonomously from a room to another room though a
narrow passage. Because in this case there are two followers, the specific MRS operates
as snakelike formation. Therefore F; is responsible to track L and perform obstacle and
interrobot collision avoidance simultaneously. Similar to F;, F, tracks F; and avoids the
collision with obstacles and with F;.The objective of this simulation study is to validate
the effectiveness of the proposed control strategy in case of multiple followers in a
demanding workspace. The trajectory of L is given and the method of linear interpolation
was used to specify the coordinates of L with respect to {F}. Apparently, att =0, L is

within the FOV of F; and F; is within the FOV of F,. The kinematic model of robots is
given as follows:
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Xp, = Up, COSOp,
Vr, = Up, Sinbg,
gFl = Wp,
Xp, = Up,Cc0SOp,
Vr, = Ug,Sinbpg,
O, = wr,
Moreover, the initial position and orientation of L, F; and F, are presented as follows:
PLinitiar = [4,0.8]"
Pr, initiat = [2.5,0.8]"
Pr, initiat = [1,0.8]"

Oy initiat = 0

Or, imitiat = 0

OF, mitiat = 0
Furthermore, the time span of the simulation is set as:

= [0 68.5990]

tspan
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The robot paths and the workspace are depicted in Figure 14. It seems that leader
tracking and obstacle avoidance were accomplished. The effectiveness of the proposed

control scheme is also demonstrated in following figures.
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Figure 14: Simulation Study B: Workspace & robot paths
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In Table 7 are given the operational constraints for this simulation study. The safe
distance p,sqre between F and obstacles is determined based on the value of robot
radius. Obviously, p, sqre Should be greater than robot radius.

Table 7: Simulation Study B: Specifications

Pmin 0.6m
Pmax 25m
Amin —45°

Xmax 45°

Pa 1m

ag 0

Po,safe 0.4m
robot radius 0.3m
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Next, Table 8 shows the control parameters that have been selected for leader tracking.
The constraints (3.7) and (3.8) should be satisfied separately for F; and F,. Thus, some of
the parameters have different value for each follower. Moreover, ti; must be greater
than 4, and ug,must be greater than iy ; otherwise F; cannot catch up with L and F,
cannot catch up with F;. Therefore, provided that the bounds of linear velocity are
different for F; and F,, the control parameters will also differ.

Table 8: Simulation Study B: Control parameters for leader tracking

Uy 0.3m/s
U, 0.8m/s
Up, 1.3m/s
Wy, 2rad/s
W, 2rad/s
WF, 2rad/s
By 10
Ba 1
Kop, 0.0053
kop, 0.0024
ko 0.25
S, 0.35
Oq 0.1
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Moreover, the parameters of the control protocol for unknown obstacle avoidance were
chosen based on constraints (3.18), (3.22) and (3.23) and are presented in Table 9. Similar
to control parameters which described in Table 8, some parameters have different values
for F; and F, for the same aforementioned reasons.

Table 9: Simulation Study B: Control parameters for unknown obstacle avoidance

po,sen

0.6m

BC{O

1

kaOI:'1

2

kao,:z

1

Aog

o

120

uavoidp1

0.3m/s

uavoidp2

0.5m/s

Furthermore, the control parameters for leader-loss situation have been selected in order
to satisfy the constraints (3.35) and (3.36) and are given in Table 10. Corresponding to
previous parameters, there are some parameters that have different values for F; and F,.

Table 10: Simulation Study B: Control parameters for leader loss reaction

kq

1
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Additionally, in Figure 15 is shown the evolution of distance p between L and F;. Distance
p converges to the desired value p; only the last seconds of simulation. However p does
not exceed the predefined bounds. The diagram also presents some peaks.
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Figure 15: Simulation Study B: Distance p between L and F; with respect to {F;}
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Furthermore, Figure 16 depicts the evolution of distance p between F; and F,. During the
simulation p almost converges to the desired distance p; except for six times that
presents instantaneous peaks. Nevertheless, these peaks are within the specified limits of

the stereo camera.
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Figure 16: Simulation Study B: Distance p between F; & F,with respect to {F,}
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In Figure 17 is depicted a comparison between distance p between L and F; and distance
p between F; and F,. Apparently, distance p between F; and F, is closer to the desired

value pg.
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Figure 17: Simulation Study B: Comparison between distance p between L and F; and
between F; & F,
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Additionally, Figure 18 shows the evolution of bearing angle a of L with respect to {F; }.
As it seems, bearing angle «a is close to the desired value a; except for six times that
presents peaks. Five of six peaks are within the FOV. The peak that exceeds the bounds of
bearing angle indicates the activation of fault tolerant strategy for leader loss situation. At
this particular instant F; loses its visual connectivity with L. However, with the
appropriate control input commands F; regains the visibility with L again. Therefore, the
effectiveness of the proposed control strategy in this workspace is demonstrated.
Furthermore, it is important to notice that bearing angle a converges to the desired value
a4 the last seconds of simulation.
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Figure 18: Simulation Study B: Bearing angle a of L with respect to {F;}. The marking
part of the curve shows the peak exceeding the FOV limits and indicates the activation
of leader-loss reaction algorithm.
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In Figure 19 is depicted the evolution of bearing angle a of F; with respect to {F,}. Bearing
angle a almost converges to the desired value a; throughout the simulation except for six
times that presents instantaneous peak. Five of six peaks are exceeded the predefined
limits of FOV. At these instants, F, cannot detect F;. Therefore, the fault-tolerant strategy
for leader-loss situation is activated leading F, to regain its visual connectivity with F;.
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Figure 19: Simulation Study B: Bearing angle a of F; with respect to {F,}. The marking
parts of the curve show the five peaks exceeding the FOV limits and indicate the
activation of fault-tolerant strategy.
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In Figure 20 is presented the evolution of linear velocity command for F;. From this figure
it can be concluded that control input constraints are satisfied. The dramatic changes of
linear velocity are due to obstacle avoidance behavior and leader-loss reaction.
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Figure 20: Simulation Study B: Linear velocity of control input for F;

56



Diploma Thesis — Aikaterini Gratsia

Moreover, Figure 21 presents the evolution of linear velocity command for F,. Similar to
Figure 20 it can be found that the control input constraints which are given by (2.16) are
satisfied. In addition to this, it seems that the linear velocity of F, almost follows a
pattern. Obviously, the linear velocity of F, presents more dramatic changes than the
linear velocity of F; which are caused by obstacle avoidance behavior and leader loss
reaction.

uF2
1! | e
' \ . K] I
sl .l - A k | _
A /} N 1
WY TV N N
'5
05} ]

1 1 1 1 1 1

0 10 20 30 40 50 60 70
t[s]

Figure 21: Simulation Study B: Linear velocity of control input for F,
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Furthermore, the evolution of angular velocity command for F; is depicted in Figure 22. It
is important to notice that the control input bounds are satisfied. Apparently, the angular
velocity of F; is subject to continuous, abrupt changes throughout the simulation. This
behavior is a consequence of obstacle avoidance and leader loss reaction control

strategies.
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Figure 22: Simulation Study B: Angular velocity of control input for F;
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Next, Figure 23 shows the evolution of angular velocity command for F,. Similarly with the
angular velocity of F; in Figure 22, the angular velocity of F, satisfy the control input
constraints which are given by (2.16) and changes dramatically throughout the simulation
for the same aforementioned reasons.
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Figure 23: Simulation Study B: Angular velocity of control input for F,
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Apart from that, the evolution of minimum distance p, between F; and obstacles is
presented in Figure 24. When p, is greater than p, ., the safety of F; is not threatened
by obstacles and the only objective of the proposed control strategy is leader tracking.
However, when p, is between p, e, and p, 5. as well as the obstacle is located in front
of F;, i.e. the obstacle is located in region Ry, the proposed control strategy combines
the objective of leader tracking or leader loss reaction with obstacle avoidance.
Apparently, p, is maintained greater than or equal to p, 45, during the whole simulation.
Therefore obstacle avoidance for F;is achieved.
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Figure 24: Simulation Study B: Minimum distance between F; and obstacles. The
marking parts of the curve indicate the activation of obstacle avoidance algorithm.
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Continuing with Figure 25 showing the evolution of distance p, between F, and the
nearest obstacle it is equally important to note that obstacle avoidance is also achieved
for F,. Obviously, p, is maintained equal to or greater than p, . throughout the
simulation except at certain times that is slightly smaller than p, s4¢.. From 15 to 20 s the
nearest obstacle is located in region R or region Rgp. Therefore, the obstacle avoidance
algorithm is activated by moving F, to the appropriate safe distance from the obstacle.

Similar to Figure 24, the effectiveness of obstacle avoidance algorithm in this particular
workspace is guaranteed.
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Figure 25: Simulation Study B: Minimum distance between F, and obstacles. The

marking parts of the curve indicate the activation of multiregional obstacle avoidance
algorithm.
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Next, Figure 26 describes the evolution of bearing angle a, of the nearest obstacle
measured in {F;}. It is important to mention that the obstacle avoidance behavior causes

the dramatic changes of a,, especially when obstacle is located in region Rgg.
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Figure 26: Simulation Study B: Bearing angle a, of the nearest obstacle measured in {F;}
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Lastly, in Figure 27 is presented the evolution of bearing angle a, of the nearest obstacle
measured in {F,}. The bearing angle a, measured in {F,} has almost the same pattern as
in Figure 26.
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Figure 27: Simulation Study B: Bearing angle a, of the nearest obstacle measured in {F5}

63



Diploma Thesis — Aikaterini Gratsia

4.3 Simulation Study C

In this case study, two robots; one leading and one following, operate inside a complex
workspace which is consisted by a narrow corridor with sharp corners and many non-
convex obstacles. The leading robot moves autonomously in the workspace while the
following one is responsible to track L and avoiding interrobot and obstacle collisions
simultaneously. The path of L is given and the method of linear interpolation is used to
specify the coordinates of L with respect to {F}. Obviously att = 0, L is within the FOV of
F. The objective of this simulation study is to check if the proposed control strategy is
effective in a workspace similar to zigzag. The kinematic model of robots is given as
follows:

Xp = UpC0SOr
Yr = UpSinfg
Or = wp
The initial position and orientation of Fis presented as follows:
Prinitia = [0.5,—3.5]"

O initial = 45

Moreover, the duration of simulation is set as:
tspan = [0 32.4]

The robot paths and the workspace are depicted in Figure 28. Apparently, F is able to
track L until a specific point and then stops. It seems that F lost its visual connectivity with
L at the first corner of the corridor. Therefore, the fault tolerant strategy was activated
and thus F performed a maneuver towards the position where L was last detected.
However, in this position L was not within the FOV again. As a result F was not able to
regain its visual connectivity with L. This behavior demonstrates the inefficiency of
proposed control strategy in workspaces where the visibility of the preceding robot is
constantly lost.
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Figure 28: Simulation Study C: Workspace & robot paths
In Table 11 the operational constraints for this simulation study are presented.

Table 11: Simulation study C: Specifications

Pmin 0.4m
Pmax 1.5m
Amin —0.4 rad
Umax 0.4 rad
Pa 1m
ag 0°
Po,safe 0.3m
robot radius 0.15m
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Next, Table 12 shows the control parameters that have been selected for leader tracking.
It is important to mention that these parameters satisfy the constraints (3.7) and (3.8).

Table 12: Simulation Study C: Control parameters for leader tracking

0.3m/s

1m/s

2rad/s

2rad/s

10

1

0.015

==
]

0.3

>

0.35

=3}
]

0.1

Moreover, the parameters of the control protocol for unknown obstacle avoidance were
chosen based on constraints (3.18), (3.22) and (3.23) and are given in Table 13.

Table 13: Simulation Study C: Control parameters for unknown obstacle avoidance

po,sen

0.4m

E(ZO

1

2

120

66

0.5m/s
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Furthermore, the control parameters for leader-loss situation have been selected in order
to satisfy the constraints (3.35) and (3.36) and are presented in Table 14.

Table 14: Simulation Study C: Control parameters for leader loss reaction

kq 1

k, 1

y 1
Urollow 0.3m/s

65 77.'/2

Bs 1
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In this diploma thesis is investigated the reliability of the control strategy proposed in [1]
in many different demanding workspaces.

In Simulation Study A is proven that the proposed control strategy is effective in a
workspace with multiple polygonal obstacles. The objectives of leader tracking, obstacle
avoidance and leader-loss reaction have been accomplished and control input constraints
have been satisfied.

In Simulation Study B the proposed control strategy is applied for three robots operating
in a workspace consisting of three rooms and narrow passages. Similar to Simulation
Study A, both followers succeeded in avoiding all obstacles despite that fault-tolerant
algorithm was activated several times throughout the simulation.

Finally, in Simulation Study C, two robots operate in a workspace similar to zigzag with
many non-convex obstacles and sharp corners. In this simulation is has been proven that
the proposed control strategy is not able to achieve the leader tracking objective in
workspaces where the visibility of the preceding robot is constantly lost.
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