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You can never cross the ocean until you have the courage to lose sight of the shore.

Christopher Columbus

Let the knowledge be the boat, the sea to be your life and the coast on the other
side to be always your dream. Even if you never dock, the view of the land will

calm your restless mind. Ahoy!
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Abstract

Analysis of Coastal Storms for their Application in Harbours and

Coastal Structures Design

by Nikolaos Martzikos

National Technical University of Athens
School of Civil Engineering
Department of Water Resources and Environmental Engineering

Laboratory of Harbour Works

The sea-level rise and the increase of storms severity are the major effects of climate
change in coastal areas. Their impacts are of great importance for millions of people
who live and work in coastal communities, also affecting the ports functionality and
many other economic activities. In conjunction with the sea level, the astronomical and
the meteorological tide, coastal storms cause extreme wave runup and overtopping
phenomena in ports and coastal structures. Consequently, coastal storms threaten the
reliability of infrastructure, the urban areas with coastal flooding, and the coasts from
erosion.

The above reasons depict the importance of coastal storms analysis and its necessity
before any technical study in coastal engineering. Such analyses provide valuable
information for risk reduction, coastal management, harbour and coastal structures
design.

Coastal storms as multivariate extreme events require a detailed multivariate analysis
of many variables. A coastal storm analysis is accomplished by studying the wave height,
the wave period, the duration, the calm period, and the storm energy, which are
considered “coastal storm parameters” since they define a coastal storm event. The
range of coastal storm parameters and how they are interrelating draw a rough outline
of wave climate during coastal storm events. The analysis of these parameters is used to

understand the coastal storm characteristics, their severity and improve their modelling.
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The theory of copulas can be applied for coastal storm modelling, as it has already been
implemented for other multivariate events in hydrology and finance.

This thesis focuses on the modelling of coastal storms through copulas, and secondly,
in order to apply the proposed methodology, analyses 4008 coastal storms in the
Mediterranean Sea, studying the activity of coastal storms in the last decades. More
specifically, this thesis: a) describes the dependency of wave height (H) and the wave
period (T) during a coastal storm investigating the best fit bivariate copulas, b) simulates
the coastal storms in a given location applying a five-dimensional C-Vine copula, and c)
estimates the return periods of coastal storms by using two- to five-dimensional copulas.
In addition, for the description of energy, a comparison of coastal storm energy with
energy flux is accomplished and the shape of coastal storms is also investigated.

The dependency of H and T is investigated among 40 copula families for 4008 coastal
storms, presenting the two best-selected copulas and their properties. Three algorithms
based on works of De Michele et al. (2007), Aas et al. (2009), and Stober and Czado
(2017) developed into five dimensions and compared for their efficiency in coastal
storms simulation. To estimate the return periods, up to five-dimensional copulas are
used for any combination of important coastal storm parameters. Moreover, the
thresholds of coastal storm parameters, their identification, the frequency of their
occurrence and the description of their characteristics are presented.

The Tawn and the Joe copulas are the most frequent best-selected bivariate copulas
for modelling H and T during a coastal storm. The C-Vine copulas can be used to
simulate the coastal storms efficiently and estimate high-dimensional return periods
with extreme characteristics. The flexibility of C-Vines to describe better the tail
dependencies makes this class of copulas an effective tool for coastal storm modelling.
In addition, it can be said that Mediterranean coasts face around 10-14 coastal storms
per year, with most of them occurring in winter. Their average duration is shorter than
30 hours, and 25% of them are consecutive events that hit twice a location in less than
a day. Furthermore, the wave period and the main direction present no remarkable
fluctuations during a coastal storm. The sharpness of coastal storms is not related to the
wave period or the direction and they are not reaching their peak faster than they decay.

This thesis describes the use of copulas for the modelling of coastal storms. Besides,

through a thorough analysis of Mediterranean coastal storms, a deeper understanding
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of coastal storm severity is pursued, gaining knowledge about their past activity in order
to be prepared in the future and protect the coastal areas. Consequently, all this

information is helpful for their application in harbours and coastal structures design.

16



Extended Abstract (in Greek)

Avaivon IMapaktiwv Katayidwv yia tnv e@apuoyr) tovg oto Xyedraocuo

Tov Alpevikev ka IHapaktwv 'Epywv
Nworaog Maptiikog

YyoAn ITohtikwv Mnyavikov
Topéag Yoatikav [Topwv kan [Tepifairovtog
Epyaotpio Aipevikov 'Epywv

1. Elcaywyn

1.1. YnoPaBpo, kivnTpa kal epeuvnTikoi otoyol

O1 katayideg ka1l 01 QUOIKEG KATAGTPOPES TIOV OUYVA TIPOKAAOVV, QITATYOAOVV TOV
avOpwIo Ao TNV apXaoTNTA. XTIG HEPES HAG, T} 0@OSPOTNTA TwV KATAYIdwV elval
eVTOVOTEPN QIO ALTH TOV TAPeABOVTOg KAl cuvdeetal pe v KApatikn adiayn. Ot
EMUTTOWOEIS TV KATAYIOWV 0TI AKTES KA TIG TAPAKTIEG TTEPloXES Bemwpeitar 0T Oa elvan
AKOUN TT10 KATAOTPOPIKES OTO AUETO HEAAOV AOY® TNG KAIHATIKNG aAAayng (Knutson et
al., 2015; Emanuel, 2017; Bhatia et al., 2018; IPCC, 2018, 2019), kabiotwvtag mA&ov
EITAKTIKI) TN CLOTNUATIKN €PEVVA KAL TNV AVAALOT] TV KATalyidwv.

H avdivon tov katayibwv ovvtelel otn Snuiovpyla evog 10Xvpov EMOTNUOVIKO
vnofabpov ov elval XPNOWO yia TNV KAAUTEPT KATAVONOT Tov @awvouevov. Ta
OLUITEPACUATA TETOIWV AVAAVGE®V EIVAL XPTOIUA YA TOUG EPEVVITEG, AAAA KA1 Y1A TOVG
0pYQVIOUOVG Kal TIG KUPBEPVNOELG OV EMOVUOVY VA AVTIUETWITIOOVV QITOTEAETUATIKA
TETOOL €180Vg PAIVOUEVA, VA TTPOETOILACTOUV EYKAIPA KAl VA JTIPOCTATEWPOUV TOUG
moAiteg (Hallegatte et al., 2011; Seneviratne et al., 2012; National Research Council,
2014; Gomes et al., 2015; Horton et al., 2015; Lane et al., 2015; Paton et al., 2017).

O1 kataryideg ouyva TauTi{ovTal e TOUS KUKADVES KAl TOUG TUP®VEGS, EVE OVOIAOTIKA
elval pia eupuTEPT €Vvola TTOV TEPTYPAPEL TA AKPAIA VEPOUETEMPOAOYIKA YEYOVOTA.
Q0T1000, 0 0pPOg TOV «ITAPAKTIOV KATAYiISwv» Xprnolosmoleital €81koTepa yia va
TEPTYPAYEL TIG KATALYIOEG TTOV TTANTTOVV TIG AKTEG KA £XOUV S1APOPES EMITTWOELS, OTIWG
0TI LOPPOAOYIA TNE AKTNG, 0TI AEITOVPYIKOTNTA KAl OTNV €VOTAOEIA TV AIUEVIKOV KAl

TApAakTwV €pywv. H enidpaon twv mapdktiov katayidwv ot on Tov avlporwyv kat
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N @UOTN TOVG WG AKPALA PAIVOUEVA NTAV TA APYIKA KIVIITPA Yid TNV €KTOVNOTN NG
mapovoag datpiPng.

IMa tov oploud KAl TOV EVIOMOUO TOV TAPAKTIOV KATAYIS®V Xpnolpomolovval
ouvIOwg Ol ATUOTPAIPIKEG KAL Ol KUUATIKEG TTAPAUETPOL. ZVHPwva e T Bewpla Tov
aKpAinV TIH®V, 0p1JOVTAL TA KATOPAIA AUTOV TOV TAPALETPMV KAl EQAPUOLOVTAL OTOV
EVIOMOUO TOV TAPAKTI®V KATALYIS®V (oTe 0T GLUVEXELA va Yivel  avdAvor) Tovg. Ta
™V KoAUTepn Slepelivnon TV TapAKTI®V Katayidwv amarteital n meptypa@n g
OX€0M¢ TwV LETAPANT®V oV TIg 0pidouV KAl KATA CUVETELA 1] HovTeAotoinoTn tovg. H
épevva twv De Michele et al. (2007) ewonyaye 1 Bewpia twv ocvleviewv ot
LOVTEAOTTOINON TwV KaTayibwv kal ennpéace ae ueyaho Pabud moAEG petayeveotepeg
€pevveg, OMwG Kal v mapovoa SratpiPr). O ovlevéelg avantiyxOnkav kupiwg otov
TOUEX TNG ZTATIOTIKNG KAl XPTOIUOTOI0UVTAL eVPEmG ota O1kovoutkd (Jt.y. TiHoAdynon,
XPNUATIOT P, avaivorn Kivdvvou) kat otnv Yopoloyia (.. avaivon &npaociag,
manuuopag, Ppoyxomtwong). H e@apuoyn Twv ovlevemv  amaitel  ApKETOVg
padnuaTikovg LITOAOYIGHOVE Kot Xpetadetal 1daitepn mpoooyn kabwg evkoAa pmopel va
odnynoet oe AaBog ovumepacuata (Omwg oLVERN otV olkovoukn kpion Tov 2007-2008
onig H.IL.A.). Avt 1 8tautepotnta Twv oLEEVEEMV KAVEL TNV EQPAPLOYT) TOUG AKOUN 0
EAKVOTIKT).

O1 gpevvnTikol otdY01 TG apovoa SratpiPrg eivar ot e€ng:

e Na opioel v mapdkTia kataryida kat va avamtuger pia pebodoioyia yia tov
EVIOMIOUO TNG, QAMA KAl TNV meplypa@r] Kabe yeyovotog maApAKTIAG
Katayidag HEoK TV ONUAVTIKOV HeTAPANTWV.

e Na avantogel  Bewpla Twv ovlediewv pe KOO TN UOVTEAOTOINOTN TWV
TOPAKTIOV KATAYISwV: a) yia TNV HeAéTn g eEApTNong Tov VYoug KAl NG
ePlodov KVUATOG KATA TN Sidpkela pag mapaktiag katayidag, B) yua mv
TPOCOUOIWOT TWV TAPAKTI®V KATAYIOWV Hiag TePloXng epapuodovtag Kat
ouykpivovtag aiyopiBuovg mov vmmpyxav ot PifAoypagia  (mEvte
S1a0Tdoelg), y) ya TOV UTOAOYIOUO T®V JEPOSwV EMAVAPOPAS U10G
mapaktiag katayidag yia diipopovg ouvévaopovg mapapetpnv (Svo-mevte
O0laotaoeig).

e Na evrtomioel kal va HeAeTnoel YeyovoTa TapdkTiwv katatyidwv atn Meodyelo
Bdlaooa, wote va katavonaoel n SpactnploTnTA TOUg, TA XAPAKTNPLOTIKA KAl
TN GUYVOTNTA EUPAVIOTG TOVG.

e Na epappooel t pebodoloyla yla T HOVIEAOTONON T®WV TAPAKTIOV

Katayidwv péow twv ovlevEemv oo Setyua sov €xel evromaTtel ot Meaoyelo
Bdlaooa.
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1.2. IIpwtdTuma otoyeia

H mapovoa datpiffn) ompiletal otV avaivon Towv TAPAKTIOV KATAyldwv kKal otnv

EQPAPUOYT TV OLEEVEEMV Y1 TNV UOVTEAOTIOINGT] TOVG, YiA TNV JTIPOCOUOImOT) Kl TV

extiunon v neplddwv emavagopdg. Ileptrappfavoviar ta e€ng mpwtdTLIIA OTOLKELA!

Ot petaPAnTég g MAPAKTIOG KATAYISAG KAl TA QITAITOVUEVA KATOPALL
Siepevvovtar S1e€odikd, mePtypa@ovIag, yia Tp®Tn Popd, MU AVAAUTIK
peboSoAoyia yia Tov EVTOMOUO TV TAPAKTI®V KaTtatyidwv.

H peBodoloyia mov avantdooetal yla ToV EVIOMOUO KAl TNV AVAAUOT TV
TAPAKTIOV KATAyiBwV e@apuoletal o€ TPwToyeVH Kouatika Sedopuéva kat oxt
oe Oedopéva mpoooponwoewv. Aedopéva 30 Sra@opeTik®V TEPIOX®V
avaAvovtal yua mpwotn @opd ot Meooyelo OdAacoa, aAAd kAl yevikotepa
EKTOG QUTNG, TIPOKEIUEVOL VA avaAvBoUV 01 TapAKTIEG KaTAlyiSeg. ZUVOAKA,
aviyvevovtal 4008 mapdkTieg KATAYiOeg, KAAVTTOVTAG TNV XPOVIKI mepiodo
1985-2019. ITapovoialovtal Ta TEPTYPAPIKA OTATIOTIKA OTOLXEIN AVTMOV TOV
AKPAl®V  YEYOVOT®V, ON®WG KAl Ol ONUAVTIKEG TANPOQPOPlES Y 10
0pacTNPOTNTA TWV TAPAKTIOV KATALYIOWV TIg TeEAevTaleg SEKAETIEG.

O &evTomopog Kal 1] availuon TV TApdKTIOV KATayidwv avadeikvoel ya
MPWTN @opd otn PipAoypagia KATOIWM ONUAVTIKA XOPAKTNPIOTIKA IOV
apopovyv otn Meodyelo 0aAacoa, OTTwg ) TI CLUTEPLPOPA TNG EVEPYELAS TV
KATAyldwV Kal NG pong evéPyelag, o€ oxEon e To VYog Kal Vv mepiodo
KOpatog, B) ) Stakvuavon g meP1d6ov ToL KUUATOG KAl NG Katevbuvang
Kata ) Sidpkela pag mapdxknag katayidag, kat y) mm Hop@n Tov oY1 LLATOG
TOV TAPAKTIOV Katayidwv o oxéon pe mv katevbuvon kal v mepiodo
KOUATOG.

H BéAtiotn emAoyn Tng OKOYEVEWNS TV CLIEVEEWV YA TO VYOG KAl TNV
neptodo kvuatog katd tn didpkela pag mapaktag katatyidag diepevvatal
01e€odika, oe avtiBeon pe v ovvnOn TPAKTIK) AAA®WV EPEVVMOV IOV
XPNOLOTO00V [a CLYKEKPLUEVT okoyevela (mt.x. Archimedean, Elliptical)
xwpig Siepevvnon. Tvykekpiuéva, eEetadovral 40 okoyeveleg ovleviemy Kal
mapovoladovral ol emkpatreotepeg. EmumAéov yivetar Siepevvnon twv
Sevtepwv  BEATIOTOV ovleVEewv o€ pa mpoomabeld va  EVTOMOTOVV
ouo10TNTEG PETAEY TV S1dpopwv okoyevelwv. Ot e€aptioelg ovpag Kal To
€VPOG TV UETAPANTOV SlepevvmvTal TEPATEP®, YA TPOTN POPA, Yl TIG
TOPAKTIEG KATALYIOEG TIOU HOVTEAOTOIOUVIAL HEC® HIOG OUYKEKPIUEVNS
olkoyévelag ovlevéng.

H pebodoloyia twv C-Vine ovlet&emnv epapuoletal yia mp®Tn Ppopa 0T
LOVTEAOTIOINOT TV TAPAKTIOV KATAYIOWV KAl EMEKTEIVETAL HUEXPL TIG TEVTE

HeTaPANTEG, €vavTl TOV TPV PETAPBANT®V IOV XpPNoltorolovvTal ouvhBwg
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ot Piraoypagia. Ov mpotewvopeveg Sopég Twv C-Vine ovleviewv
epapuodovral ota dedopéva g Malaga. Qotoco ot ovykekpiuéveg C-Vine
oVLLEVEEIC LITOPOVV VA EPAPLOCTOVV, XWPIG HEYAAES S1aPOPES, KAl 08 AMEG
TEPLOXEG LE TAPOUOIA XAPAKTNPIOTIKA avT®V Tng Malaga.

e H pebodoloyia twv De Michele et al. (2007) ywa v tpocopoimon kataryidwv
otn Bdhaooa, enextelvetal and t€ooepig LetafPAnTég oe mevte peTafAnTeg Kat
eQApUOETAl OTIG MAPAKTIEG Katalyideg. O aAyopiBuog mov avasmtuyOnke
ovykpivetat pe dvo aiyopibuovg mov Baociotnkav ot pebodoAoyia twv Aas et
al. (2009) ka1 Stober and Czado (2017) ywa mévte petafAntég, wg mpog Tig
TIPOCOUOIWOEL TWV TAPAKTIOV  Katayidwv kal  e@appolovral  ota
npaypatika dedopeva tng Malaga.

e Ot mepiodol emava@opdg TV TAPAKTI®V KATAYidwv pe Ta o akpaia
XAPAKTNPIOTIKA VLITOAOYI{OVTAl HEO® TwV OLEEVEEMV Yylia SV0 €wg TEVTE
petafAnteg, emekteivovrag ) peboSoloyia mmov ypnoipomoteitan ouviBwg ot
BiBAoypapia amd tpeg, oe Téooepilg kal mevte petafintég. O C-Vine
oLEVEEIG OLYKPIVOVTAL WG TPOC TNV QITOTEAECUATIKOTNTA TOVG Yld TOV
VITOAOYIOUO TWV TEPIOOWV EMAVAPOPAS HE AMESG YVwoTeg oLeLEeS (Tt.).

Gaussian, Gumbel, t).

2. Oewpnuko vofadpo oy avaivon TapAKTIwV kKatayidwv

H amel\] tov katayidwv ntav évag amd tovg AOyoug Iov ol AvBpmwItol opyavmwoay i
(w1 Tovg SivovTag TPOTEPAOTNTA OTNV TPOSTACIA KAl TNV ao@Aield Toug. [TapdiinAa,
01 AvBpwItol dpyxloav va avadnTovv Toug AOYoug IOV TPOKAAOVV TETO10V eidovg akpaia
awvopeva. Ot avadnmoelg ntav apikd 0eoloyikng vrootaong, v TTOAD ypryopa
€0TPEYAV TNV TTPOCOYT] TOVG OTA OT|UASIA TNG PVOTG TTOV GLUVSEOVTAV E TIG KATATYIOEG.
O1 KIVI|OEIC TV OVPAVIOV COUAT®V, 1) HOPPT TOV VEP®V, 01 AVEUOL CUYKEKPIUEVNG
katevBuvong, N alayn g otadung g Bahacoag aAAA ka1 N CLUITEPLPOPA TV EUPLWV
OVIWV NTAV 010VOl pag o@odprg katatyidag kal Twv cuvenelwy mov Ba mpokaiovoe. Ot
EMOTNUOVIKEG TTPOOEYYIOELS KAVOLV TNV EUPAVIOT) TOVG LeTd To 1880, onpeiwvovtag pa
paydaia kal evTumwaolakn) avgnomn petd to 2000 (Zy. 1).

H Siepevivion tov 10TopiK®V KaTtayldmv Sivel onuavtikeég TAnpo@opieg yia v
€VTOOT KOl TN OULYXVOTNTA TOVG, AVASEKVVUOVTAG TIG EMUTTWOELS JIOU E£XOLUV OTIC
avBpwmveg kowvwvieg. Kuplog Opmg péoa amo TETOEG EPELVEG YivETAL AVTIANTTO OTL 1)
TPOATYT] KA 1 TTPOETOUACIA elval LPIOTNG ONUACTAG E101KA V1A TIG TTAPAKTIES TTEPLOXEG.
H épevva tov tedevtainv SeKaeTiov EMKEVIPOVETAL 0TI Slayeiplon Twv Katayidwv
(Hissel et al., 2014; Spencer et al., 2015), otig mpoPAéyerg akpaimv yeyovotwv (Madsen
and Jakobsen, 2004; Lowe and Gregory, 2005; Mclnnes et al., 2007; Mattocks and
Forbes, 2008; Rego and Li, 2009; Izaguirre et al., 2013) ka1 otV e@appoyn cuoTUATOV
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eykaipng mpoedomnoinong (Ciavola et al., 2011b, 2011a; Gall et al., 2013; Jones et al.,
2017). H Siepevviion TV KATtatyldwv €XE1 EQAPUOYT OTNV OAOKAN pWUEVT Slayeiplon g
napaktiag (ovng (Curtis, 2013; De la Torre et al., 2013; Hallegatte et al., 2013; Chadenas
et al., 2014; Musereau and Regnauld, 2014; Jaranovic et al., 2017), ka1 oto oxedaoud
Alpevikov kot mapdktiwv €pywv (Phan and Simiu, 2011; McCullough et al., 2013;
Takahashi et al., 2014; Altomare et al., 2015; Burmeister et al., 2015; Basco, 2016; Do et
al., 2016; Hatzikyriakou and Lin, 2017; Mooyaart and Jonkman, 2017; Mohd Anuar et
al., 2018).

300

DN
[= )
[T -]

Anpooievoegic-BifMa
o
o

100
50
1 @ @ @
1880 1890 1900 1910 1920 1930 1940 1950 1960 1970 1980 1990 2000 2010 2020

Tympa 1. O etotog ap1Buog Bipiiwv 1 n uoE;?sglﬁosmv IOV TEPAAUPAVOUV TOUG OPOLG
«KATAYI8a», «ITApAKTIA», «AKT» OTOV TITAO TOVG, TNV epiAnyn 1 otig AéEeig-kAeidia,
oUUPOVA e TO Scopus.

ITio ouykekpUEVA, 1) LEAETN T®V TTAPAKTIOV KATAyldwV mepthaufavet v avaivon
TV YEYOVOTWV TIOV OLUUPBAIVOLV O€ TIPAYUATIKO XpOvo 1] €xovv ovufPel oto mapeAbov,
€0TIAOVTAG OTA YXOPAKTNPIOTIKA TOUG, OTO €UPOC T®WV ONUAVTIIKOV TAPAUETPWY, OTN
petafy Tovg aMnAemtibpaon katd tn Siapkela evog YeyovoTog aAA Kal 0T HEAETN TV
EMUTTOOEMVY TOVG OTIC TTAPAKTIES TEPLOXES. O1 AN poPopieg avTeg Sivouy pia elkdvVa Tov
KULLATIKOU KAILATOG H1OG TTEPLOYNG, KUPIWG OUMG EIVAL OTUAVTIKEG 0TI S10KEIP10T) KAl 0N
peiwon Tov Kiv8vvou piag emepyouevng katatyidag kabmg propovv va xpnoipomoinfovv
yia v mtpoPAeyn g ep@aviong kabwg kal g €EENENG VEWV YEYOVOT®WV, Yyl TNV
AVATITUEN TWV UNYAVIOU®OV EYKALPTS TTpoeldomoinong kabwg kat yia tn Ay HETPwV Ue
OKOTIO TNV aVENOoM TN¢ avOEKTIKOTNTAG TOV AIUEVIK®OV KAl TAPAKTIOV £PYDV KAl TOV
TAPAKTIOV VITOOOU®V. € YEVIKEG YPAUUES TA Kalpla {ntnuata sov eetalovtal otnv
avaALON] TV TAPAKTIOV KATAYISwV eivalr: a) o oplopog touvg, ) n peAét ng
0POOPOTNTAG, £EETACOVTAC TA CLVOIITIKA CUCTIUATA, TNV LETEMPOAOYIKT] TTAAIPPOLA, TNV
AVAALOT) TV XPOVOCEIP®VY TWV UETABANT®V Kal TO Se1KT oodpoTnTag, V) TA KATOPAA
TV LETABANT®V 7oV 0pidouv Hid TApAKTIA KATaylda, §) o1 EMATWOEIG TOVG OTIG AKTEG,

€) N Ta&vounort Tovg Kal T€A0g 0T) 01 KOIVWVIKEG S1a0TAoEIS.
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H mapovoa Gi8aktopikny Satpiffr] €mkevipovetal Kupiwg OTOV OPOUO TV
TAPAKTIOV KATAYIS®V, 0TOV EVTOMIOUO TOVG KAl 0TI 0POSPOTNTA UECW TN AVAAVOTC
TV ONUAVTIK®V TOUG LeTAaBANT®V. Ot petaAnTEg mov e§etddovTal eival auTég TOL VYPOUG
KL TNG TTEPLOSOV TOL KOPATOG KATA TN S1dpKe1a H1ag TApAKTIAG KATAy1Sag, OMwg emiong
Aappavetan vioyn 1 Srapkela, o ¥povikod Sraotnua npeptag kat o Seiktng oPodpotnTag
Y10 TOV 071010 VITOAOYIETAL 1) EVEPYELA KAL) POT) EVEPYELAG YA KAOe TapakTia kataryida.
INa v mepartépm Siepeivion g eEAPTNONG TOV TAPATAV® PETAPANTOV emdimKeTal
T LOVTEAOTTOINOT) TV HETAPANTOV KAl KATA CUVETELN TV TAPAKTIWV Kataryidwv. ['a
HOVTEAOTTOINON TV TAPAKTIOV KATAlyldwv, epapuodetal  Oewpia Twv cLlELEEWV TTOV
evielkvutal yia @awvopeva oMoV petafAntov. Ot ouleVEelg xpnoluedovy otV
KATAOKELT] €VO¢ TTOAVUETAPANTOV povtédov Paoel Tng e€aptnong twv petafAntov, o
07010 01N ovvéyela divel ) duvatotTnTa: a) g povreAomoinong g e£ApPTnong tov
VYPOoLG Kal NG eEPLOS0V KUUATOG, ) TNG TPOCOUOIMONG TOV TAPAKTI®V KATAyidwV Kat
Y) TOU VLTOAOYIOHOU TNG KOwvng mBavottag Tov HeTafAnNT@vV kKal g mePodov

EMAVAPOPAG TWV TAPAKTIWV KATAYISWV.

3. MeOodoioyia yla v avaivon KAl TV HOVIEAOIOINGCT] TOV TAPAKTI®V
Kataylidwv

H pebodoloyia yia tnv avdivon kal TV HOVTEAOTOINOT TV TAPAKTIOV KATAYIdwv
nepappaver ta e&ng:

1. Tov oplouo KAl TOV EVTOTMIOUO TNG TAPAKTIAC KATAYiSag, HETW TV HETAPANTOV
7oV TNV kaBopidovv,

2. 1 Bewpia @V oLEVEEWY, YA TNV HOVTEAOTIOINGT TV TAPAKTI®V KATAyibwv,

3. mv e@apuoyn Twv ovlevewv Y TNV JTPOCOUOIMOT TV KaTayidwv,
avantoooovtag Tpelg akyopiBuovg mov Paciotnkav otig pebodoloyieg twv De
Michele et al. (2007), Aas et al. (2009) kau Stober and Czado (2017),
EMEKTEIVOVTAC AVTEG O TEVTE PeTAPANTES,

4. v epapupoyn Twv ovlevEemv aTOV LITOAOYIoUOV TNG KON g mbavotntag kabe
oLVSVACHOV TV HETAPANTOV H1AG TTAPAKTIAG KATALYISAE KAl TOV LVTTOAOYIOUO TNG
EPIOOOV  eMAVA@OPAS UIAC TTAPAKTIOG Katayldag otav  €yel  axkpaia
XOPAKTNPIOTIKA.

H peBodoroyia g Sratpifng yia Tnv avaivon Kal HOVTIEAOTOINON TV TAPAKTIOV
Katayidwv e@appoletal oe mpwTOyeVr] OeSopéva KUUATIKOV TAPAUETP®Y, ITTOU
npogpyxovtal anto 30 mAwtovg petpnteg otn Meooyelo Odlaooa, yia v mepiodo 1985-
2019. Tvvohika e€etadovtan 4008 mapaxtieg katayideg otnv EAAASa, v Itaiia, tnv
FaMia xat v Iomavia, peAeT®vVIag Ta YapakInploTikAa Toug Kal TV dpaoctnplotnta

TOVG.
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3.1. Op1lopog Kal eVIOMOUOG TAPAKTIMV KATAY1IdwV

Q¢ xataryideg opilovrar o1 dlatapaypéveg KATAOTACEIS TNG ATUOOPAIPAS, IOV
€N PeACOVV TNV EMPAVELA TNG YNE KAl cLVELALOVTAL pe SUOUEVEIC KAl KATATTPOPIKEG
kaipikég ouvOnkeg (AMS, 2019). Qo1do0, yia va 0plotodv o1 TapakTieg katatyideg Oa
TIPETEL VA YIVEL AvaPOpPA 0TO LOATIVO OTOLXEIO KAl OTIG EMUTTMOELS TTOV ETMPEPOLV Ol
KATAYI8€G OTIC TAPAKTIEG TTEPLOYES. ZTNV TTapovoa Slatpifiny 0 0PIOUAG TV TAPAKTIOV
KatayiSwv mpokvtel aso to ovvivaoud twv opouwv Twv Harley (2017) kan Ciavola et
al. (2014), ka1 emouévwg ¢ TAPAKTIEG Katayideg opilovtal ol Satapaypéveg
Kataotaoelg g HAAacoag ov TPOKAAOUVTAL QIO UETEWPOAOYIKEG OLVONKeEG KAl
UITOPOVV VA ETPEPOVYV AAAYES KA1 KATATTPOPES GTI LOPPOAOYIA TV AKTOV KAl OTIG

KATOOKEVEG.

A

TApAKTIA Kataryida

TEAPAKTIEC
Kty toa
—

Oaomua npepiag (I

HKIIT(;)!E 1 A A
: g
Suapkera (D) \_/ \

. D1 " D2, D3 . D4 1. Ds >
t o5 & t. % ypdvog

Tymua 2. O op1opog e TAPAKTIAS KATAYISAG HECK TOV ONUAVTIKOTEPWVY TAPAUETP®V.

[Ma Vv evtomopo TV TapaKTIoV Katayldwy eival amapaitnteg ol petafAntég Tov
onuavtikov vyovg kvuatog (H), g Sapkelag (D) kar Tov ¥povikoy SlaoTnuaTog
npepiag (7 - calm period). ITio cuykekpluEva, yia va EVTOMOTElL [A TAPAKTIA KaTayida,
TO VYPOC KVLUATOG TIPEMEL VA EEMEPVAEL €V OLYKEKPIUEVO KATOPAL (Zyx. 2) kal va
TTAPAUEVEL TAV® ATTO AVTO Y1 0p1opévn xpovikn mepiodo (Boceotti, 2000; De Michele et
al., 2007; Li et al., 2014). Atapaitnto eival emiong va opiotel, n eAdyiotn Siapkela piag
OPAKTIOG Katayidag wote 1 S1epedvnon va EMKEVIPMOVETAL OTIG KATALYIOEg Tov
S1apkoVV MEPIOCOTEPO KAl OUVETME VA UNV QITOTEAOUVTAL QIO XPOVOOEIPES UIKPOU
unxovg. Emiong onuavtiko eivat to xpoviko Sidotnua npepiag (calm period) (De Michele
et al., 2007; Corbella and Stretch, 2013) mov opiletar wg o xpovog mov pecoAafet petady
6vo Srado kY yeyovOT®mV KAl XPTOIUOTOIEITAL Y1 TO S1aWPIoUO TOVG. TNV JMEPIMTOOT
70V T0 S1aoTnua npepiag eival Lkpo, ta S1adoy1Kkad YyeyovoTa evamvovtal kot Oempovvtal
g &va pe peyaAtepn Siapketa. Ia mapaderypa, oto Tynua 2 ot Sradoyikeg kataryideg

éxovv Sapkewa Dy, D3 xal Ds Ot Svo mpwteg pmopovv va BewpnBolv wg éva yeyovog,
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A0y Tov pikpov calm period (D2) mov pesoAafel, pe tehikn Sidpkera D=t4-t;. AvtiBeta,
TO €MOEVO YEYOVOG Le Stapkela DsBewpeitar aveEapTnTo aso To IponyoVHEVO AOY® TOV
peyaiov calm period (Dy), ala Se Bewpeitar mapdktia kataryida kabwg n Siapkeld tov
(Ds) etvan pukpn).

Evtomopdg mapaktwv katayidwv

Iotopkd kvpatika dedopéva MetafAntég
: . , , . "Ywog (H), mepiodog (T)
Yyog kdparog (H) Katoehia onpavTik®y mapapeTpmy Katebbuovon (Ds)
IIepiodog (T) Al .
\ " y prewa (D), Hpepia (1)
KatevOuvvon (Dy) Yipog kvpatog Evépyeia (E)

95 %
~ i Pon) evépyerag (P)

- . Aldpkela
Opwopog
g Y o= > 50%
TAPAKTI®V KATAyiSwv JuxvOTNTA ERPAVION G

Xpoviko Sraotnpa npepiag

Ileprypa@ikr| OTATIOTIKY
12-24 ®peg, fATEL T®V CLVTEAETT®OV CLOKETIONG

ITA®Trpeg KOVTA OTIG AKTEG

ITavon kataypapng<18 wpeg Ixnuara katayiov

E&aywyn mapapétpov
(avTutpoc®IT®V)
H, T, Dy, D, I, E, P

Tynua 3. eprypaen g pebBoSoroyiag yia Tov eviomopd kot v avaAuon TV TApaKTiwV
katayidwv.

Ynv tapovoa Statpifn n puebodoloyia oL AvATTOGOETAL YA TOV EVTOTOUO KL TNV
avaivuon Tov TapdkTiov katayidwv (Ex. 3) ompidetar oe mponyovueveg Epevveg (De
Michele et al., 2007; Corbella and Stretch, 2013; Li et al., 2014) ka1 e181koTepa yia Tov
0PLOUO TV ATAPALTTOV KATOPAOV otnpidetal ot Bewpla Twv akpaiov Tipav (Coles,
2001) ka1 otn péBodo Peak Over Threshold (POT). ITpokepuévov va yivel Siepevvnon twv
TAPAKTIOV  Katayidwv, emAéyovtal SeSopéva mov  POKVUATOUV Q0  UETPNOELS
TAWTNPWV IOV BPloKoVIAl TNV TANCIETTEPT] ATOOTACT] IO TNV aktl. Evw emiong, de
Aaufavoviar vIOWYN Ol MEPUITMOELS OOV 1| JTAVOT KATAYPAPNS TV TAWT)PWV
Eemepvael Tig 18 wpeg, Bewpawvtag o eivarl €ktog Aettovpyiag. O eviomopog twv
TAPAKTIOV KATAYIOWV EMTUYXAVETAL HECK TNG EPAPLOYNS TV KATOPAIDV, TA 0ol
opidovtar povadika ywa kabe mepoyn, kabwg efaptdvial amd TA CUVONTIKA
LETEWPOAOYIKA cvoTtnuata, tn Pabvpetpia kal to mOCO ekTiBetan i meployn oe
o@odpovg avépovg kalt vypnAd kvupata (Harley, 2017). Metd tov &evtomoud Twv
TAPAKTIOV KaTayidwv, LIoAoyl{ovTal Kal avaAVOVTAl TA XOPAKTNPOTIKA Tovg. Ot
onuavtikotepeg petaPfAnTéEg vatodoyidovral yia kabe yeyovog, vitoAoyiletal 1) cuxvoTnTa
EUPAVIONG, TA TIEPLYPAPIKA OTATIOTIKA OTOLYXELQ, YiveTtal Siepeivion TOv OY1LATOS TV
TAPAKTIOV KATALYISmV ka1 TEA0G eEAYOVTAL O1 OTUAVTIKES TTAPAUETPOL W AVTUTPOTHITOL
TOV HETAPANTOV Y1 TNV TTEPLYPAPT] EVOG YEYOVOTOG.

SV mapovoa SatpiPr] 0 0plIoHOg TWV KATWPAIDV EMTUYXAVETAL HECK TTEPALTEPK

Siepevivnong. O opopdg Twv katwPAov Pacidetar ota StabBéopa Sedopéva kal oe
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otationikég neBodovg katl to eVpog Tovg mokiAel atn Pipioypagia. Ia o onuavniko
VYPog KOpatog Aapufavetal wg Katow@Al (M) 1o 95° ekatootnuoplo, wote va eEetadetal
10 5% Tov Setyparog SnAadn ot mo akpaieg TIHEG TOL VYPOLG KVUATOC 0e KAOE meployn.
KdBe vnépPaon tov Hur opadomoteitan kau e€etddetal wg mapaktia kataryida. Ia v
ehaytot Stapkera (D), T0 KATWPAL 0pileTal Tavm amod o 50% g didpkelag OAwV TV
katayidwv kot pikpdtepo amd n péon Tun avtov. To katweAl Tov Sraotnuatog
npepiag (L) oxetifetal Pe T KUKAOYEVEDT) L10G TTEPLOYTS KAl oLVTOWE KupaiveTal Kovta
oTig 24 wpeg ya ) Meodyeo Odhacoa. IIpokeluévou n emroyr tov Iy va eivatl mo
QVTIKEIUEVIKT], EAEYXOVTAl ETTONG Ol OLVTEAEOTEC OVLOYXETIONG Spearman’s rho (p),
Kendall’s tau (7), ka1 Pearson’s r tov Dypoug kat tng meptodov Tov KOUATOG HETAED TV
Sadoyikwv yeyovotwv kabe meploxng. ‘Otav ol TIHEG TV OUVTEAEGTHOV Elval KOVTA GTO
undév e€aopaiifouv tn S1aPopeTKOTNTA TOV LITO £EETAOT) SEYUATHOV KAl KATA CLUVETELA
TAPEYOLV LA ETTAEOV TIANPOPOPIA YA TNV aveEapTnoia Twv S1a801IK®V TAPAKTIOV
katayibwv. Ta amotedéopata Talvopolvial wg Pog T CLXVOTNTA EUPAVIONS KAl T
EMKPATETTEPT TIUT TOV SIACTHLATOG NPEUIAG LE AVTA TA XAPAKTI PLOTIKA 0pileTal mg To

KATOPAL L KAOE TTEPLOXTIC.

3.2. XapaktnploTika TV TAPAKTI®OV KATALYIOwV
MeTd TovV evTomopd TV TAPAKTI®OV KATAyidwv, LITOAOYIOVTAL TA XAPAKTNPIOTIKA
tovg. ITo ovykekpluéva, vmoloyilovtal 1 oLXVOTNTA EUPAVIONG TV TTAPAKTIOV
katayidwv, to typog (H - significant wave height) ka1 n epiodog xvpatog (7'- spectral
peak period), n Siapkela (D - duration), 1o xpoviko Staotnua npepiag (7 - calm period),
1 Katevbuvon, 0mwg emiong 1 evépyeila (£ - storm energy) kai 1 pon evépyelag (P- energy
flux). Ztn ovveéyela, yia v katavonon g 6pactnplotTag TV TApAKTI®V KaTtatyidwv
LITOAOYI(OVTAL TA OTATIOTIKA TEPTYPAPIKA OTOIXEIA TV XAPAKTNPIOTIKOV TOVG, EV®
akoun yivetal 51epevvnorn ToV OY1LATOG TV TTAPAKTI®V KATAYISwV.

H evépyera (E) ka i por) evepyetag (P) kabe yeyovoTog uitoAoyi{ovTal yid ToV Oplouo
Tov SelkTn NG 0POdPOTNTAG TWV TAPAKTI®WV Katayidwv. Zvupwva pe myv EE. 1 tov

Dolan ka1 Davis (1992) n evépyela vmmoloyidetar wg e€ng:

E=TH2dt, (1)

t
ooV £;-t> Bewpeital ) Sidpkela TG TAPAKTIAG Katatyidag kot A To onuavTiko Lpog Katd
m Sdpkewa me. H pon evépyelag (P) (Bocecotti, 2015), 1 omoia ouyva xpnotposmoteitatl
Y10 TN HEAETT) TWV EMIATOOEWV TV Katayidwv otig akteg (Ruiz de Alegria-Arzaburu and
Masselink, 2010; Harley et al., 2017; Molina et al., 2019; Wang et al., 2020), tpokVrmtel
asto v EE, 2:
P=E, -C, 2
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omov E, 1 evépyela kOpatog ava povada emedavelag kar C, 1 Taxvmta opdadag tmv
Kupatwv mov efaptatal amo to fabog, To unkog katl v mepiodo kvpatTog. Avtiotorya n

evepyela xouatog ava povada emepaveiag (£;) vroloyiletar amo v EE. 3:
B, =g 1Y, 3)

070V g1 emTayvvon g fapLTnTag Kal p 1) TUKVOTNTA ToL BaAacovol vepoL

O18vo petafintég Prat £oUykpivovtal ge OYE0T) e TO VPO KAL TNV TTEPI0G0 KUUATOG
katd tn Swdpkela pag kataryidag. H ovykplon yivetar pe okomo va SiepevvnBel n
emiSpaon Tov Vyoug KAl NG MEPLOSOV TOV KVUATOC GTOV LITOAOYIOUO Twv PKral £ ala
KAl yla va emeyel 1 KatalMnAotepn petaPAntn wg Oeiktng o@odpotntag ng
Katayidag.

To oynua Twv TapdxkTov KATayidwv elval éva akoun YXopakInploTiko Toug Jov
ovyva e€etaletar otn PipAloypagia. Xpnolpevel otn ypaeikn avamapaotact TovV
katayidwv, otov voloyopd g evépyelag (Dissanayake et al., 2015; Lin-Ye et al.,
2016), kKuplwg OU®S ATAOTIOLEL TN HOPPT) EVOG YEYOVOTOG KAl AEITOVPYEL WG LOVTEAO YA
Vv kataokevr ovvletikov kataryidwv (De Michele et al., 2007; Corbella and Stretch,
2012a, 2013; Martin-Hidalgo et al., 2014; Boccotti, 2015; Martin Soldevilla et al., 2015;
Laface and Arena, 2016; Duo et al., 2020; Marzeddu et al., 2020). To oxfua Twv
katayibwv mowkidel petald TpywvikoL, Tpameloeldovg kal mapafoAikov, pe
EMKPATECTEPO TO TPLYDVIKO AOY® TNG QITAOTIOMUEVNS LOPPTG Tov. AeSopévou OTL o1
TTAPAKTIEG KaTalyideg Tng Meooyeiov Bempovvtal amoToeg KATA TV Evapen HeEXPL TNV
KOPLUPWOT] TOVG, EV® POTvoLV 1)7tia pEXPL va gtacovy ato téhog toug (Lin-Ye et al., 2016),
yivetal S1epedivion av T0 1000KEAEG 1) GKAATVO TPIYWMVIKO OXTUA TTEPTYPAPEL KAAVTEPQ
TIG TIPAYUATIKEG KATALYIOEG KA1 KATA TTOGO 1) LOP@T) TOL EEAPTATAL QIO TNV MeP10d0 Kal
NV katevBuvon Tov KOUATOG EVTOG TG Katatyidag.

To teAevtaio Pripa g aAvAALONG TV TAPAKTIWV Katayldwv mepilaufavel tov
OPOUO TOV ONUAVTIKGV TAPAUETpwV Hy, 11, Dy, D, I, E, P ®¢ avTUIpOC®ITOUS TMV
petafantwv H, 7, Dy, D, I, E, P avtiotolya, wote ot ovvexela kabe kataryida va
TEPTYPAPETAL AITO VA GUVOAO HOVASIK®V TIL®V AUTOV TOV HETABANT®V. O1 petafAnNTEG
D, I, E, Popilovtal povadika yla kabe mapdktia kataryida, omote XpnolUomolovvTal mg
exovv. H mapapetpog H; opiletal wg 1 HEOT TIUT TOL VYPoug KOUATOC KATA TN Sidpkela
H1ag TAPAKTIAG KATAYIOag, eVm 0 0PIoHOC TV TAPAUETPWV 77, Di YIVETAL EMTEITA ATTO
S1epeviviion Tov €VPOLG Kal NG SlakLUAVONE TV AVTIOTOLX®WV HETAPANTOV KATA TN

Sidpkela pag mapakTiag katayidag.
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3.3. MovteAomoinon mapdkTiov Katayidwv Heow ouleviewy

3.3.1 Ewoaywyn otn Bewpia oulevéenv kal Vine cvleviewv

H Bewpla twv ovlevéewv (copulas) Bepelinbnke otov topéa tng ETATIOTIKNAG Kal
Xpnopormoleital evpewg TIG TeAevTaleg SekaeTieg 0TV AvAALOT] KAl LOVTEAOTTOINOT TV
TOAVUETAPANTOV PAIVOUEVWVY, HLE EPAPUOYES KUPIWE OTOV TOpEA TwV OIKOVOUIK®DV
(Frees and Valdez, 1998; Cherubini et al., 2004; McNeil et al., 2005; Trivedi and Zimmer,
2006; Aas et al., 2009; Embrechts, 2009; Genest et al., 2009) ka1 otnv Yoporoyia (Genest
and Favre, 2007; Renard and Lang, 2007; Salvadori and De Michele, 2007; Serinaldi,
2015; Salvadori et al., 2016; Jager and Néapoles, 2017; Jager et al., 2019). H Bewpia twv
OLEVEEMV  XPNOIUOTOIEITAL €TTIONG OTI HOVTIEAOTOINOT TWV AKPAI®Y KUUATIKGOV
pawvopévev kal twv katatyidwv (Corbella and Stretch, 2012a; Corbella and Stretch,
2013; De Michele et al., 2007; Li et al., 2014, 2018; Lin-Ye et al., 2016, 2018; Lira-Loarca
et al., 2020; Salvadori et al., 2014).

O1 ovlevéerg mapovalaotnkav amo tov Sklar (1959) kan &melta amd MOAAA ¥povia
e€etdomkav die€odika and tov Joe (1997) ko tov Nelsen (2006). ZOppwva pe tov
Nelsen (2006) o1 ovlevEelg elval a) OUVAPTNOELS TTOV CLUVOEOLV TNV TOAVUETAPANTN
ouvaptnon katavoung O6vo 1N mePLocOTEPWV UETAPANTWV HE TIC HOVOSIAOTATEG
neplfwpleg katavoueg 1 B) Aertovpyovv ot i101e¢ wg TOAVUETAPANTEG TLVAPTIOELG
KATavoumv ara oto medio [0,1]. O1 oulevEeig xpnoomolovvTal yia n Snuovpyia Tmv
TOAVUETAPANTOV KATAVOU®OV KAl TOV VITOAOYIOUO TNG Kowvng mbavotntag, e181ikd dtav ol
petafantég eivar e€aptnuéveg kar dev akolovbovv Tig 1dieg katavouég. To kvplo
TIAEOVEKTNUA TOVG eival OTL meptypd@ovv v Soun €EAPTNONG TV EUTAEKOUEV®V
peTafAnNTOV kAl Bewpolivial €va apKeTd €LEANIKTO pabnuatikd epyaieio, Swaitepa
QTOTEAECUATIKO OTAV XPTOILOTOIEITAL UE TTPOTOXT).

H ovvelopopd twv ovlevemv elval emiong onuavTikng oty  avaivorn  Kat
LOVTEAOTTOINON TV KUUATIKOV TTAPAUETPWV, OTIOV O€ EPEVVITIKO TOVAAYIOTOV eminedo
Katd TN Sdpkeld Twv XpOovwv, ol Kowveg mbavotnTeg T®V KUUATIK®OV TTAPAUETPWV
(Longuet-Higgins, 1983; Memos, 1994; Ferreira and Guedes Soares, 2002)
avTikataotddnkav pe tig Sitodidotateg ovlevéelg (Dong et al., 2015; Galiatsatou and
Prinos, 2016; Jager and Napoles, 2017; Mazas and Hamm, 2017; Galiatsatou et al.,
2019; Jager et al., 2019) ka1 ot ovvéExel pe TIg MOAVHETAPANTEG ovlevielg yia v
EPLYPAPN 10 OVVOET®V PAIVOUEVKDV OTIwG elvar o1 katatyideg (De Michele et al., 2007;
Corbella and Stretch, 2013; Li et al., 2014, 2018; Wahl et al., 2016; Lin-Ye et al., 2020;
Nadal-Caraballo et al., 2020).

ITIG LEPEG LAG, O1 S1APOPETIKES OTKOYEVEIEG TLIEVEEWV KA1 O TPOTOS KATATKELT|G TOVG
aImOTEAOVV QVTIKEIUEVO TIOAMGDV €peLvaV, PE TNV TEpintwon Twv Vine copulas va
Kabiepmvovtal OA0 Kal MEPIOCOTEPO WG €VAS €VKOAOG TPOTOC YA TNV KATAOKELN

soAvpEeTAPBANTOV CLEEVEEMV TTOV amattel povo Tig Siod1doTateg GLIEVEELG.
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Svppwva pe 1o Bewpnua tov Sklar (1959) av X;, X2 6vo tuyaieg ouveyelg petaAnTeg

pe povodiaotateg mepilbwpieg katavoueg F, F» ko F,, (xl,xz)n KOWVI] ouvApTnon
Katavoung ywa kabe x,,x, € R, 1dte vdpyet pua oveven Ciz, T€TO10 OOTE:

Flz(x1’x2)=C12(F1(x1)’F2(x2))' (4)
To Oewpnua emekteiveral avtiotoa v neploodtepeg HETAPBANTEG, ONMWG YA
napaderypa oty EE. 5:
F(x;,%5,X;5,X,,X5)= C(FI (%;),F, (x,),F; (x5),F, (%), Fs (x5 )) ) (5)
IMa Adyovg KaAUTEPNG TTPOCAPUOYNG TOV OLEELEEWVY KAl TNG UEAETNG TNG EAPTNONG
Twv petafAnTov, Ta Oedopéva  KAVOVIKOTOOUVTAl HECK® TWV  OAOKANPWTIKOV
HETAOYNUATIOU®OV TOavotTag. ITo cuykekpluEva, av x; pia Tiur g petaPAntg X; ue
nepldwpla  katavoun £, tote O0pidETAl 1) KAVOVIKOTOMNUEV) TN U ®¢ €&N¢
u =F (xi) = P(Xi < xi) va i=1,..,d pe u, € [0,1] . Me auté tov TpOTO 1 KON
mBavotta Svo petafAntaov pmopet va exppaotel wg e&ng:
Cp, (u1’u2) =F, (qu (u1)’F; (uz )) =F, (xvxz) = P(X1 <x,,X, < xz) . (6)
Avtiotoiya, n Seopevpevn ovvapton katavoung (n deopevpevn mbavonta) Svo
petafAntwv opidetan emiong pe tn Pondera twv ovleviewv:

0
Ecw (uJ’uz)’ (7)
2

C1|2 (ul‘uz) = P(U1 < ul‘U2 = uz) =
evw o1 ovvexela Ba ypnopomoteitan pe tov 0po «h-function» (Aas et al., 2009; Czado,
2019), 6mwg yia mapadetyua:
oC (u u )
12 1772
h1|2 (u1‘u2) - C1|2 (uz‘uz) = ou . 8
2

O1 ovevEEIg KATNYOPLOTTOI0VVTAL 08 S1APOPES OTKOYEVELES KAl KAACELS, LIE KPITIPLO
NV KaAUTepT meptypa@n] g eEAPTNONG TOV HETAPANTOV, TI CUUITEPLPOPA TWV OVPWV
KAl ToV Katavopmv mov akolovBovv (Nelsen, 2006; Salvadori et al., 2007; Joe, 2014;
Durante and Sempi, 2015; Czado, 2019). H avaAvTikr) Toug pop@n eivat ouyva apketd
TOAVTIAOKT), eEAPTATAL ATTO S1APOPES TAPAUETPOLG KAl SrapEpel petald okoyevelmv. Ot
70 YVWOTEG oLeVEEIS avikouy otV Apyundela khaon (m.y. Clayton, Gumbel, Frank,
Joe, Ali-Mikhail-Haq, BB1, BB6, BB7, BB8), tv EMeuttikn 11 Metaleuttikn kKAdon
(m.x. Gaussian, t), kar v kAdon Twv Akpaiwv ovlevewv (m.x. Gumbel, Tawn). Ot
neputtwoelg Twv BB1, BB6, BB7, BB8 gival HIKTEG HOPPES TTOV £XOVV TIPOKVWPEL ATTO TO
ouvvdvaouo Twv Tponyovpevey ouvlevewv (Nikoloulopoulos et al., 2012; Joe, 2014).
Opidovtar emiong kamoleg oLleLEELS ek mepratpoPng 90, 180, 1 270 polpwv, WOTe va
meprypdgouvy kdbe poper eEAPTNONG TOV EUTAEKOUEVOV HETAPANTWV.
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H tavtoyxpovn ep@avion oAy xapunA®v 1 vPniAwv TIHOV Yid V0 1) TTePIo0OTEPES
LETAPANTEG EXEL TOAEG (POPEC KABOPIOTIKO POAO OTNV ETTAOYN TNG KATAANANG oVEVENC.
Ymapyovv ovlevéeig mov aduvatovv va eptypaypouy autr) TNy e§aptnon, evm AAEG eivan
KATAAANAOTEPEG Y TETOW0L eidovg Sedopéva. Ta n Siepevvnon avtng g eEdptnong
XPNOUOITOIOVVTAL O1 CUVTEAEGTEG OVPWV Ay KL Az Y1 TNV AV® KAl KATKW OVPA AVTIOTOTYA

(Nelsen, 2006) Baoet Twv TApaKAT® e§100TEWV:

_ 1-2t+C(tt) , C(t,t)
A, =lim—— = xa A, = lim ——~ .
tsT 1-t t»0t 1-t

)
Ma v enéktaon Twv oLiEVEEMV Ot MEPLO0OTEPES QO Tpelg petaPAnteg,
xpnoworoteital n peBodoAoyia g «katackevng evywv» (Pair Copula Construction -
PCC) yvwot kat wg uébodog twv Vine oulevewv. Atidel va onuewwbet 611 0 6pog Vine
xpnowosmoteital Tooo yia mn pebodoloyia, 600 kal yia Tig moAvSiaotateg GLIEVEELS OV
Snuovpyovvtal amd avtr. Ot epyaoieg twv Aas et al. (2009) kar De Michelle et al. (2007)
EMNPEACAV TNV EPEVVA GE AUTO TOV TOLEN, MOTOCO 1 APXIKN 18€a elye mapovo1aoTel TOAD
vopitepa amo tov Joe (1996) kar tovg Bedford and Cooke (2001, 2002). Ot Vine
oVLCEVEEIG elval 1epapyIkeg Sopeg mov atnpidovtal otnyv eEAPTNON TV HETAPANTOV ava
Cevyn, divovtag T SuvaTdTNTA VA VITOAOYIOTEL 1) KOV} GUVAPTIOT) TUKVOTNTAG £ e TN
BonBeia twv oulevEewv (Aas et al., 2009) cvppwva pe v EE.10:
f(xl,...,xd) =

d-1 d-j

| || |cAi+_,1 | E (x.
PAS x].‘xl,...,xiil J

j=1 i=1

(10)

1 X

X ,...,xj_l),F

Xy X )jﬁfk (xk) .

> Biproypagia epgavidovral tpelg maparrayeg twv Vine ovlevéewv (C-Vines, R-

(x.,
XpoeX;_y \7 4]

J

i+j

Vines, D-Vines), ®ot6oo o1 C-Vine ou{evgelg etvat 1) o asrAomoinpévn ekdoyr) Toug.

H Soun twv Vine ovletéenv meprypdgpetanl p€ow evog Sevdpoerdovg Siktvov (Zy. 4)
70V ouvdvadel ava (evYog TIg LETAPANTEG, EV® 1) 1EPAPYNOT TV HeTAPANTOV oTnpiletat
omyv efaptmon tovg. H BEATiomn emioyn g KATAAMNANG oUleving yivetal HEow TV
kprmnpiwv mAnpogopiag AIC kat BIC 6mwg voAoyidovrar amo tig EE. 11 kot EE. 12

avtiotoa:
AIC = 2L + 2k, (11)
BIC:—2L+ln(n)-k, (12)

EV® O VLTIOAOYIOHOC TV TAPAUETPWV TNG kKABe oLlevEng otnpiletal otn peylotn
mbavopavela, 6mov vmoloyiletal pe dadoyxikeg extiunoelg (sequential estimation)
(Hobak Haff, 2012, 2013; Dimann et al., 2013).
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Cazja1s @

Iynua 4. Tumkég Souég C-Vine ovlevéewv yia tpeig (a), téooepig (B) kot mévte petaPAintég (v).

INa mapdderypa, n kataokevn pag ovleveng mevte petafAntov péom twv C-Vines
(Zx. 4y), &xel wg agempia to 6évrpo Ti kat ) petafint) (5) mov mapovoiaderl ™
peyovtepn e€aptnon petaly twv vmoAoimwv. H Sadikaocia mepilaufdaver v
Kataokevn twv 01odidotatwv ovlev&ewv Csz, Css, Cs3, Css Css QIO TO GLVELACUO TWV
peETAPANTOY, 0T ouvvéxela ol S1odidotateg OLELEEIS XPNOUOTOIOVVTAL YA TNV

KATAOKELT] TwV Oeopevpuévev S1081a0Tatwv OLEEVEEMY TTOU APOPOVV O TPEIG

uetafAntég tov évrpov To, C, 4 5:C, 3 e s QUTEG LIE T1 OL1PA TOVG Y1d TIG SETUEVEVEG

ovevelg tTecodpwv petapintov C i e st TOV devtpov Ts kal ot ouvEXEl yla )

Seopevpévn ovlevén C

a1 TOV S8évtpov T4 mov ouvdeer mévte petafintég. H petaPfaon

arto dvo oe Tpeig HeTaPANTEG K.0.K. QITALTEL TNV KATAOKELY TV A-functions kol pE€ow
aUTEV TNV evpeon ¢ PEATIOTNG oVCeVENG ONwE TTeptypaPeTal oTo Zxnua 5, omov X;
(7=1,...,5) o1 petaPpanteg, U: ot kavovikomomuéveg HetafAntég kar F; ot meplBwpleg
katavopeg. H mapamaveo pebodoloyia yia v kataokevn twv Vine culeviewv pmopet

evkoAa va enektabel o€ mepPloooTEPEC HETAPANTEG.
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'Yrtohoyiopog twv h-functions

F, | |  ———

X F Us [ C52 Ch : [ ‘ [ !

X —2.0U [ [ 25 ‘ [ ‘ [ [

2 2 I | buy ‘ | C12 5 ‘ ho = 0Cyys (hZ\S’hl\S) I |

F | [ ‘ | Thas T aC | [

_5.U | | 15 | |

X, F 5 G, B 6C(u1,u5) | : ‘ Cis

X —U ! : hl\s - ou | : | | I s

' o | c e ‘ oc. (h, ,h : |

F ‘ ‘ | } ‘ 41|5 | h _ 41\5( 4|52 1\5) ‘ ‘

XU G ) [ P, L

— 20 | | 45 | \ |

4 | I ey | I ‘ | |

| | | \ |

Evpeon tov feATiotov culedéewy facel g Mey.ITibavopavelag, AIC, BIC

Tynqpa 5. H Stadikaoia kataockevng evog C-Vine pHovteAov yia mévie petaBAntég.

1 tapovoa Sratpi P, ot amAég S1o81aotateg oulEVEELS XPTOLOTOIOVVTAL APXIKA YA
m Siepevivnon g e€ApTnong Tov LYOLE Kat TNE TEPLOSOV KUUATOG KATA TN S1dpKela pag
napaktiag kataryidag. Or C-Vine ovlevéelg mévie petapantov (H;, T, D, I, E)
ePAPUOOVTAL OTNV TIPOCOUOIMOT TV TAPAKTIwV Katayidwv piag mepoyxng. Ot
oLeVEELS Buo £wg evte petaPAnTov Stapopwv okoyevelwy (.. Gaussian, Gumbel kat
t) aA\a kat o1 C-Vine ovlevEelg TPV €wg MEVTE PETABANTWV XPNOLOTOI0VVTAL 1A TNV
€VPEOT) TV KOV OAVOTHTMV KAl TOV VITOAOYIOUO TV TEPIOSHV ETAVAPOPAS V1A TIG
KATayldeg Hag meEPoXNg OTav auTeég XOPAKTNPI{OVIAl amd UVWYNAEG TIUES TWV

TTAPAUETPROV TOVG.

3.3.2. [Ipocopoiwon peow ovleviewv

H BéAtiotn oVevén 6vo 1 meplocotepwv PETAPANTWV AEITOVPYEl WG Eva HOVTEAO TTOV
meprypagel v e€aptnon tovg. To povredo avto pmmopel va ypnopomoindel yia v
TPOCOLOIWAOT) TOV HETAPANTMOV KAl KATA CUVETEIN EVOS (PALVOUEVOD TTOV EEAPTATAL ATTO
avteg Tig petaPAntég. H mpooopoiwon Snpovpyet €va véo avvolo Sedouevwv mov €xet
apopoieg 1810 Teg Le Ta apXika Sedopéva.

Ymv mapovoa Swatpir), N mpocouoiwon O6vo 1 MEPLOCOTEPWV UETAPANT®V
EMTUYYAVETAl HECW® TWV TTOALSIACTATOV CLIEVEEMV TWV YVWOTWV OIKOYEVEIWDV (IT.X.
Gaussian, Joe, Gumbel) 1} péow twv C-Vines culet&ewv kar g pefddov PCC (ya
neploootepeg amo tpelg petaPAnteg). H pebodog PCC €xel epapuootel yia tnv
mpooopoiwon Twv katayidwv otn Bdlacoa amd tovg De Michele et al. (2007),
XPNOOTIOIOVTAG  TECOEPLS UETAPANTEG, €VW  TAPOUOIEG  TPOCEYYIOES EXOUV
TAPOLOIACTEL OTO TOopEd TwV OKOVOUIK®OV OTwg Twv Aas et al. (2009) kar akoun o
npoopata twv Stober and Czado (2017). Bdoet twv tpiwv pebodoroyiwv (De Michele et
al., 2007; Aas et al., 2009; Stober and Czado, 2017), avasmtbocovtal Tpeig alyopibuot

IOV emekTeivovial oe  mévie Sl00TAoElg KAl OUYKpivovial ®¢ TIPOg TNV

31



QITOTEAEOUATIKOTNTA TOVG Yl TNV JIPOCOUOIMOT TOV TAPAKTIOV KATAyldwv piag
EPLOYNG.

ITio ovykekplpeva, EEKIVOVTAG UE Eva YVWOTO Setyua w=(wy, wo, W3, Wi, W5) € [0,1]

pmopel va yivel mpooopoiwon evog veov Setypatog u=(u;, uz, us U4 Us) HEOC® TV

aAyopiBuwv mov Pacidoviar otig peBodoroyieg Twv Stober and Czado (2017), Aas et al.
(2009) kau De Michele et al. (2007), omov u,w ~ U[O,]]. Ta apyika otadia Twv TpLwv

aAyopiBuwv apovo1adovTal TAPAKAT®:

e  AAyopOpog A, Bdoet tng peBodoroyiag twv Stober and Czado (2017)
U, =v,; =W
V,, =W,

22
v, =h

— _ -1 _
12 2\1(V22‘v11)_h (W4‘W5):>u4_v

12

1
11 11
Vo = hs\z (vss‘vzz) =h (Wz‘w4)

— k! — K —
Vis = h3\1 (v23‘v11) =h (v23‘ws) = U =V,

e AAyopiOuog B, facel g pebodoroyiag twv Aas et al. (2009):
U; =V =Ws
Va=W,
v, =h" (vm‘v”) = h;‘ls (w4‘u5) Su, =v

4 21
Vo = h (V21‘V11) = h4\5 (u4‘u5)

Va1 = h™ (v31 ‘ vzz) = h;‘is (Wz ‘ vzz)
Var = h” <v31‘v11) = h;\i— (V31‘u5 ) = U =V
e  AAyopOuog T, facet g nebodoroyiag twv De Michele et al. (2007)
uy=wip

_ -1
u, = hzu (Wz‘w1)

k1 =h1|2 (WI‘WZ):W’HII =h3‘2 (wg‘wz): acz:,*(aﬁziw:’,)
2

u, = h?:|11 (ml‘kl)

2

MeTd TV TPOCOUO0imaT), TO TAPAYOUEVO GUVOAO Sedouévawv (“1 Sy, U, U, U, ) € [0, 1]

petaoynuatidetar oto mpaypatikd medio twv  petaBAntwv (xl,xz,xs,x 4,x5)

XPNOUOTOIWVTAG TOV OAOKANP®TIKO HETACYNUATIONO mOavoTnTag, TG AVTIOTPOEPES

ePODPIES KATAVOLEG T] TIG EMITTEIPIKESG KATAVOUEG OMTWG meptypagpetal otnyv EE. 14:
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(xl,xz,xg,x4,x5) = (FI’I (ul),FZ’l (uz),FB’I (u3),F4’1 (u4),F5’1 (u5 )) . (14)

3.3.3. [Iepiodor emavaqopag

H mepiobog emavapopdg eivar pia mOavoTiKy eKTIiUNoN Yl TNV ETAVEUPAVIOT) eVOg
akpaiov yeyovotog. 'Exetl evpeia xprion otnv evotdbela épywv kat kuping oe S1dpopoug
TOUELS OMWG TNV AKTOUNXAVIKT, oTtnV YOpoAoyia, otn Metewpoloyia, otn I'emwAoyia kat
APOPA GE PALVOUEVA OTTOV 1) ETTAVEUPAVIOT) TOVG UITOPEL va elval KATaoTpo@ikn (7T.x.
Katayibeg, mAnuuvpeg, GE10UOL, ToOLVAUL).

H e@pappoyn tov O&Swobdotatwv ovlevéenv ot meplodovg  emavapopag
XPNOWUOTOIEITAL EVPEMG TA TEAELTAIA XPOVIA, HE EPAPUOYEC OTIC KUHATIKEG
napapetpovg (De Michele et al., 2007; Salvadori et al., 2014, 2015; Mazas and Hamm,
2017; Li and Liu, 2020; Orcel et al., 2021). Opoiwg, xpnoipomolovvial otnv Yopoloyia
kat yla tpeig petafanteg (Latif and Mustafa, 2020; Mesbahzadeh et al., 2020; Saghafian
and Sanginabadi, 2020; Tosunoglu et al., 2020; Zhang et al., 2021).

2NV MEPUITOOT TOV TAPAKTIOV KaTAyldwv, 1) meplodog emava@opag eival apketa
OTUAVTIKI] YA TO OXeSA0U0 TV AUEVIK®V KAl TAPAKTIOV €pywv KaBwg 1 ouyvn
EUPAVIOT] EVOG AKPAIOL KUUATIKOV yeyovoTtog umopel va kabopioel n 6gon tov €pyov,
m Satadn, tig Staotaocelg,  Srapkela (wng, KaBmG KAl Ta VAIKA TNG KATATKELTG TOL.
310 oxeSlaopd AMUEVIK®V KAl TOPAKTI®OV E€PYWV  XPNOUOToEiTal wg mepiodog
emava@opag ta 100 £tn. IT1o CLYKEKPIUEVA, TA XAPAKTNPIOTIKA HUIAC AKPAIAG KUUATIKNG
KATAOTAONG 1] L10G TApAKTIag kKatayidag mov €xel mBavotnta 1/100 va ovpPel katd
S1dpkera evog £tovg kabopilovv 1o KOUA oXeSIATUOV TOV EPYHV.

H mepiloSog emava@opdg pag mopaKTIAg Katayidag pHe  OUYKEKPIUEVA
XAPAKTNPoTIKA (71.X. X7>X7), 0TV 1 €lval o pETog Xpovog ae £t peta&l vo Sradoyikmv

yeyovotwv, divetan amd v EE. 15:

_ p _ u __Hu (15)

Tixox,) P(X,>x,) 1-P(X,<x,) - 1-F(x,)

>1n ovykekpuévn eSlowon 1 mbavomrta P(X;>x;) opiletar wg mbavotnta vepPaong,
®OTO00 UTtopel va xpnoipomonOel omoradnmote AAAN mMOavoTnTa 7OV TEPTYPAPEL TA
emBuunTtd XapaxTpoTiKA pag mapdktiag katayidag. H kowvny mbavémta twv
XOAPAKTNPOTIK®V NG katayidag, vmoloyidetal pe ) Bondeia twv ovlevewv kat o
ouvéyela peow avtg kat g EE. 15 vmoloyidetan omoladnmote mepiodog emavapopag
amtanteitat. [a tov vIToAOYIoUO TOVG, XPTOLOTOI0VVTAL ETIOTC TA GUIPOAA TNG EVWOTG
U KL TN TOUNG M TV CUVOA®V YA TNV TEPLYPAPT] TNG TAVTOXPOVNG 1) U ELPAVIONS
TV eMOLUNTEOV XAPAKTIPIOTIK®V.

O vToAOYI0UOG TV KOVQOV mOAVOTHTOV UECK TOV CLEEVEEMV yia Svo kal Tpeig

petaPAntég €xel mapovolaotei ot PifAloypagia and Siapopovg epevvnTeg, WOTOCO N
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EMEKTAON TOVG O TMEPLOOOTEPES HeTtaPANTEG elval apketd evkoAn. Evdewtika
AVAEPEPOVTAL O1 TAPAKAT® Kowveg mbavotnteg (Serinaldi, 2015; Zhang and Singh,
2019a):

P(X1 <x,,X, £x2)=C(u u ) (16)

1’72

P(X,>x,X,>x,)=1-P(X,<x,)-P(X

2

< x2)+P(X1 SxI,Xz sz) =
:1—u1—u2+C(u1,u2). (a7

Juvenmg, Ol avrtioTolyeg mepliodol emava@opag TPOKVLITTOLV Q0 TIG ITAPAKAT®

eflonoelg:
_ U _ U

Ty = P(X1 >x,,X, > xz) - 1-u, -u, +C(u1,u2) ’ (18)
_ U _ U

fmsonime) = 7 P(X,<x.,X,<x,) 1-C(u,u,)’ (1%

Kal TAPOUO1A TTPOKVITTOLV OAOL 01 LITOAOUTOL GLVSVACUOL Y1 TTEPLOTOTEPES LETAPANTEG.
A&ile1 va onuelwbHel 0T Y1 ToV LITOAOYIOUO TV S1081A0TATWV TTEPIOSKOV ETAVAPOPAG,
Xpnoiposmolovvtal o1 BéEATIoTeg ovlevEelg TV pHetaPAnTOV X7, Xo, £xovtag vmoloyioetl kat

TPOCAPUOTEL TIG ATAPALTNTEG TAPAUETPOVG,.

4. AoteAéopata kat cvdrnon

4.1. ITapaxneg kataryideg ot Meooyelo Oaracoa

H avdivon xat 1 HOVTIEAOTOINON TV TAPAKTI®V Katayidwv efetadetan ot
BipAloypapia o€  pEHOVWUEVES TEPLOXES, YPNOIUOMOIWVTAS Kupiwg Sedopéva
npooopolwoewv. H mapovoa Siatpipn ompidetar oe Eva oUVoAO KupaTIK®V deSopevmv
Ao mAwTovg petpnteg oe 30 meployeg ot Meooyelo Oddacoa (Zy. 6) oL KAAVITOVY
v mepiodo 1985-2019. H emAoyn Towv TEPLOXWV EYIVE LLE KPLTNPL0 TV EAAY10TH Suvath
arooTacn Ao TG eVPWNATkEG aktég. Ta yapaxktnpotika kdbe meployng eivat
AVOUO10YEVT)], TTOIKIAOLV WG TTPOg TO BAB0G Kot TNV ATOCTACT ATTO TNV KOVTIVOTEPT) AKTH,
AVAPEPOVTAL O SLAPOPETIKEG XPOVIKESG TEPLOSOVG, KAl Ol PETPNOELS €Xouv ouvhBwg
S1a@opetikd Xpoviko Pripa, pe amotédeopa ol Stadoyikeg Tipeg va amexovv amod 0.5-3
wpeg avaloya TV JTEPLOXN.

Eg@apuolovrag ™ pebBodoloyia ylia TOV EVIOMOUO TV TAPAKTIOV KATAYISwV,
opidetal To KATO@AL TOL VPoug KOPATOS (Hur) KG TO 952 EKATOTTNHOPIO TOV OT|UAVTIKOV
VYPoug KOuatog kabe meployng kat epapuoletal ota Stabeoua deSopéva. Xtn ovveyela,
opiletal n eAd1ot S1dpkela TV TAPAKTIOV KATAYISwV (Di) 0TI EVVEA WPES, EMELITA
Ao S1EpeVVNOT TOL EVPOLG NG S1APKEIAG KAl Tov dlaotnuatog kataypagng (recording
interval). To xatw@Al TG @dong npepiag (Lz) opidetan oe kabe meployn petaloy 12-24

wpwv, 0nwg ovvnBwg otn S1ebvr BifAoypapia, Aaufdvovtag emiong vIOWYN TOULG
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oLVTEAEOTEG OVoYETIoNG Spearman’s p, Kendall’s 7xat Pearson’s ryia tig petapAnteg tov
VYPoug Kal NG meplodov Tov kvpatog petafy Stadoyikwv yeyovotwv. Ileputtmoelg
S6eSopévav oV 1KAVOITO10VV TA TTPOTYOULEVA KPITHPLA-KATOPALA, OAAA AtoTeAovvVTAl
1o S1000Y1KEC TIUEG OV ATEXOLV XPOVIKA TAvw amo 18 wpeg, 6ev Bewpovvtat

kataryibeg kan e€aipovvral.

22 Cabo Begur 27 Malaga 1 Athos :
23 Barcelona 28 Dragonera 10 Venice 2 Lesvos ? H&rﬁgél
24 Tarragona 29 Capdepera 14 ajigtro 17 Porquerolles 11 Crotone 3 Skyros ¢ Pylos
25 Valencia 30 SonBou 157 Revellata 18 Marseille 20 Leucate 12 Catania 4 Mykonos

.. 9 Zakynthos
26 Cabo De Gata 16 Nice 19 Sete 21 Banyuls 13 Palermo 5 Santorini

Tympa 6. 01 30 e€etaddpeveg meproxeg otn Meodyeo Odhacoa. Ta tetpdywva mhaiowa otnv
apiBunon Twv mepPo®V SNA®VOLY TOUC TAWTIPEG TTOL £lval TTAEOV EKTOG AE1TOVPYiAC.

4.1.1. Xapaktnplotikd ToV TApAKTIOV KATAYISmv

E@appolovtag ota dedopéva twv 30 teplox®v ta KAt Hisr, Dinr, Thr, evTomilovtan
4008 mapakTieg katayiSeg Kal 0T CLUVEXELA LITOAOYICOVTAL TA XAPAKTPIOTIKA TOVG KAl
eEayovial Ta TEPLYPAPIKA OTATIOTIKA oTolkela tovg. H ouvyvotta eupdaviong twmv
TAPAKTIOV KATAYIOwV, Ol HEYIOTEG, Ol HETES KAL Ol AKPAIEG TIUEG TWV EUTAEKOUEV®OV
HETAPANTOVY, TO €VUPOg TNG MEPLOSOL KAl NG PAoNg npepiag 000 Kal To oynua
TTAPOLOIAOVTAL V1A VA TEPTYPAYOVV TN SpaaTnploTnta Tovg ot Meooyelo Hdiacoa.

Ieprypagixn Xtatniorikrn

O1 4008 mapakTieg katatyideg mov €VTOMOVTIAL AVTIOTOIXOVV GUVOAKA o 41-127
yeyovota ava €tog otnv EAASa, oty Itaiia, ot F'aAdia kan oty Iomavia. Xe eninedo
XOPAC, O1 TTAPAKTIEG TTEPLOYEC AVTILETOIILOVV KATA Héco 0po 10-14 kataryideg etnoiwg.
ITio avaivtikd, oe kaBe meployr ovpPaivovv 9-18 mapdxtieg kataryideg ava €tog (Zy.
7), pe Tig meproodtepeg va ovpPaivovy oy Iomavia kar v F'aAAia kot kvupimg Toug
Xewepvovg pnveg (Zyx. 8), 0mwg avapevotav. Na onueiwdet 0t ta Sedopéva g Itariag,
AVAPEPOVTAL O€ UIKPT] XPOVIKT) TTEPI0G0 OTTOTE 01 ETNO1EC CUYXVOTNTES EUPAVIOTG OeV elvat

ALETA OLYKPIOUES KAl EMOUEVW™G Sev TTapovotadovtal To Tynua 7.
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[Teproyn

Tympa 7. H etola ouxvomta eupAaviong v TapakTiov katayidwv ot Meooyeio Badhacoa.

—
ul

—
o
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Emowa ovyvotnta eppdviong

Ta mepypa@ika oTATIOTIKA oTolyeia eEayovTal ammo Tig TIHEG Tov Lyovg (H) kot g
mep1odov (7) tov kbuatog katd T Sdpkela pag katayidag, 60 kat amd v T g
evépyelag (E), g pong evépyelag (P) kat g Siapkelag (D) o1 omoieg avTiotoiyovv oe
kdOe kataryida. Etov ITivaka 1, mapovoidlovral o1 péoeg (.x. mpy, myz) KAl OL HEYIOTEG
TEG (7Y, maxy, maxr) Twv TapaIave HeTaPANTOV yia 0Aeg Tig meploxég. O akpaieg
TWWES Mp5% M75%, TPOKVIITOVV ATTO TO LEGO OPO TOL 5% TOV LYNAOTEP®V TIUKDV TOV VPOUG
Kal g meplodov KUHATOG KATtd Tn Odpkeld ng katayidag. Zvppova pe ta
amoteAéopata, emPefaidvetal 0Tl o1 mePOYXEG Tmov elval ekteBelueveg o peydia
avamtoypata meAdyovg (Cabo Begur, La Revellata, Palermo, Pylos) epgavidovv
TTAPAKTIEG KATAYideg e Ta LYNAOTEPA KVUATA KAl avTiBETA OTIG TTI0 TPOCTATEVUEVEG
neployég (Kalamata, Venice, Nice ka1 Tarragona) mov ovviiBwg Bpiokovial og pikpo
Babog, ovpPaivovv yaunAdtepng évraong katayideg Baoel Tov VYPovg KOUATOG, TNG
evépyelag kal g Sidpkelag tovg. ISaitepn onuacia €xouvv Ta XAPAKTNPIOTIKA T®V
KATAylOwV OTIC TTEPIOYES TTOV €lval apKeTa Kovtd otig akteg (m.y. Tarragona, Malaga,
Son Bou) 1 og pikpd PaBog (Crotone kat Nice) kaBwmg Ta KUHATIKA XAPAKTNPLOTIKA IOV
neprypagovtal otov ITivaka 1 agopovv oTig TAPAKTIEG TTEPLOYES XWPIG va pegoAaovv
ONUAVTIKEG AAO1DOEIG AOY® Opavong, mepiBAaong 1 prixwong 0mwg ovuPaivel ouviBwg

OTA KUULATA TTOV TTPOEPYOVTAL AITO Ta Pabdia.
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Tynua 8. H pnviaia ouyvotnta epugaviong (%) twv mtapdktiwv katayidwv om Meodyelo
8diaoaa.

TuxvoTnTa EUPAVIoNg %

O1 Svo mpooeyyioelg tov Oeiktn o@odpomrtag (evépyela xataryidag kat pon
EVEPYELOG) AV KAl SeV elval CLYKPIOIUEG EXOVV TTAPOLOIA CUUTIEPIPOPA, LE TIG LEYIOTEG
TIUEG VA eUPAVIOVTAL OTIC TEPIOYEG OOV TO VYOG, 1| 7epiodog Tov KLUATOG KAl N
S1dpxela g kataryidag €xovv VYPNAEG TpEG. ‘'OAeg o1 peTafAnTeg mov mapovatadovtal
otov ITivaka 1 eival Xprjolueg yia TNV KAtavonon TmV KUUATIKOV XAPAKTNPIOTIKGOV TOV
TEPLOYWV KATA TN S1ApKeEId TV KATAyidwv, aAAA Kol y1a Tr GUYKP10T TNG 0POoSpOTNTAG
Tovg og KABe meployr). EmmAéov avaioelg, Seiyvouv 0T i) epiodog KOUATOG Kuuaivetal
HETAEL 6-8 SevTEPOAEMTWV OTAV TO VoG KVpatog Eemepvael to 90% tov Setypatog oe
kdOe meproyn), pe Tig LYNAOTEPEG TIREG Va eppavidovTal oTig eployEg g [TvAov kat g

ZaxvvOov.
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IMivakag 1
STATIOTIKA OTOYEIN TV TApakTIoV katayidwv o Meooyelo Oahaooa.

HS 10 ’ myg maxyg mr Immaxr meg mp mp IMuys5% mrs%
pLoxn [m] [m] [s] [s] [m?hr] [Whr/m] _ [hr] [m] _ [s]
EMGda

Athos 3.01 599 757 11.01 243.84 19850.37 27.06 4.01 9.05

Lesvos 243 492 7.13 10.56 169.71 14645.21 24.13 4.61 10.08

Skyros 3.01 545 7.82 10.04 248.04 20495.81 28.10 3.75 8.81
Mykonos 3.10 5.76 7.87 11.36 234.35 20860.71 27.38 5.13 9.47
Santorini 2.46 4.92 7.37 13.82 143.32 10966.83 24.51 3.08 9.16
Heraklion 2.47 4.25 7.33 10.04 191.64 16720.21 31.13 2.77 7.61
Kalamata 1.28 3.28 7.37 11.13 38.93 3049.20 24.31 1.76 9.13

Pylos 3.10 7.57 895 13.71 273.69 25949.15 28.64 4.05 10.21
Zakynthos 2.68 9.37 9.49 24.37 219.77 13874.17 28.82 4.62 18.37

ItaAia
10 Venice 1.67 3.77 6.39 10.53 57.91 3956.21 20.23 2.34 8.34
11 Crotone 2.34 646 8.26 13.33 178.60 12565.84 29.09 3.41 9.67
12 Catania 221 496 8.57 12.50 131.63 10365.29 24.03 3.92 10.33
13 Palermo 2.85 549 8.99 13.33 15246 15581.80 18.50 3.73 11.90
Talia
14 Alistro 225 580 7.45 11.80 128.61 11851.22 23.31 3.45 9.12
15 LaRevellata 3.94 7.70 9.65 13.30 374.49 33189.66 22.57 5.32 10.88
16 Nice 1.73 4.00 7.23 13.30 69.23 5042.72 2245 2.24 10.82
17 Porquerolles 3.06 6.20 8.52 12.10 175.94 14482.73 19.09 3.85 10.07
18 Marseille 2.47 8.60 7.45 25.00 123.21 7947.60 20.57 3.10 8.94
19 Sete 236 590 7.41 11.80 162.38 10889.63 27.70 3.33 9.34
20 Leucate 2.33 9.10 740 28.60 164.50 11851.71 27.74 3.57 9.56
21 Banyuls 2.1512.80 7.27 25.00 127.29 3901.43 25.77 3.17 9.80
Iomavia

22 Cabo Begur 4.05 7.40 8.06 12.70 446.36 37867.01 26.98 5.11 9.91
23 Barcelona 2.03 5.20 7.56 12.30 118.88 10077.18 27.49 2.83 9.46
24 Tarragona 1.39 3.90 6.97 1220 52.57 2024.92 25.02 1.81 7.09
25 Valencia 1.80 450 7.35 12.50 101.38 7684.43 29.51 2.42 9.57
26 CaboDeGata 2.94 6.60 7.42 10.60 205.07 16190.26 23.47 3.76 8.77
27 Malaga 1.69 470 6.94 15.60 98.79 372091 30.37 2.47 6.83
28 Dragonera 3.27 6.30 8.24 12.80 269.30 26876.39 24.97 4.03 9.93
29 Capdepera 3.16 7.00 8.88 12.80 264.94 21296.32 25.88 4.16 10.09
30 Son Bou 1.73 498 533 8.52 89,94 1014.57 28.98 2.25 6.30

VOO, WN -

Alapkela kai Sidornua npeuiag

H Gwdpkela kot 10 Sdotnua mnpepiag Towv TOPAKTIOV katayibwv efetalovial
S61e€odikotepa oe kabe meproyn. H péon idpkera touvg (Zy. 9a) kvpaivetar petadd 18-31
WpwV, eved 10 50% avtwv Siapkovv Atydtepo amd 24 wpeg. Ot mapdkTieg KATAYiSeg TG
Iomaviag epgavidovy ) peyaivtepn Stapkela péoa oto Setypa. H ouyvotnta eppaviong
TV TAPAKTIOV KATAYIOWV CUUITITITEL UE AUTH TWV KUKAOV®V ot Meosoyelo Odiacoa
ovppwva Le toug Lionello et al. (2006), yeyovog tov asmoSekviel T GUOKETION TV GVO
(PAIVOUEV®V KAl TNV eMi6pactn TV UETEMPOAOYIKWDV CUVONTIK@WV CUOTNUAT®WV OTIG
TTAPAKTIEG KaTaryideg.

To ypoviko didotnua npepiag (Zy. 9B) peta&d Svo Sradoyikwv mapdkTiwv Kataryidwv
elval katd pEco O6po HkpoTEPo amo €va pnva. Ta meprocotepa Sadoyikd yeyovota
(75%) ameyovv Atyotepo amod 750 wpeg (= 31 nuepeg), eve 10 25% avtwv ovufaivovv
oV 181a teproyn o€ Atyotepo arto pia pépa. Ot mAnpopopieg ya ) S1apkela, To Xpoviko

Sl1aotnua npepiag oe kabe meEPLoYT) AAAA KL Y1a TIG VITOAOUTEG LETAPANTEG EIVAL XPT)OUES
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ya tepaitepw €pevva oxeTikd pe mn Siafpwon twv aktwv (Callaghan et al., 2008;
Corbella and Stretch, 2012a; Dissanayake et al., 2015), 600 ka1 yla v avtoyn Tov
KATAoKevwv Kal to oxediaouo toug (Salvadori et al., 2014; Lira-Loarca et al., 2020).

[}él‘(%o EMaSa ~ Italia Talia Tonavia
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Tynqpa 9. H Stakdpavon g didpkelag towv mapdktiov katatyidwv (a) kat tng @dong npepiag
pueta&b dvo yeyovotwv (B).
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Zyrnua rapdkTiwv katalyivowv

[Tapampoviag Ta oXNUATA TV TAPAKTIOV KATAyidwv oe omoladnmote mepiloyn,
yivetal evkoAd aviAntd OTL | HOPPT] TOVG TTOKIAAEL, OTTWE TAPOVOIACETAL TLYVA OTN
BiBhoypapia yia n peAétn twv ovvletikaov kataryidwv (Martin-Hidalgo et al., 2014;
Martin Soldevilla et al., 2015; Duo et al., 2020; Marzeddu et al., 2020), tapd T0 YEYOVOG
0Tl 0 Tpywviko oynua (Boccotti, 2015) éxel emkpatnoel ong pepeg pag AOyw
A0 TAS. BewpmvTag AOUTOV OTL TO TPIYWVIKO OXNUA TEPLYPAPEL KAAVTEPA TIG
TTAPAKTIEG KATAYIOEG, £EeTACOVTAL TPELG KATNYOPIES WG TTPOG TNV OEVTITA TOV TPLYMVOU),
€101 MOTE 1) KOPLUPT] VA €1val 0TO KEVTPO (1000KEAEG TPlywVvo), aplotepd 1 §e€1d ammo To
péco g Pdong tov (OKAANVO TPlywvo) 1 o7ola avIUIPOo®IEVEL T Sldpkeld NG
katatyidag. Ot Tpeig katnyopieg EAEyXOVTAL WG TTPOG TN OXECT TOVG e TNV KatevBuvon
kat v mepiodo kvpatog. Ta amoteAéopata mapovoiadovtal oto Zxnua 10 kau eivat
TPOPAVEG OTL OV EMKPATEL U1 CUYKEKPIUEVT] HOPPT) TPIYWVIKOV OYNUATOS OTIG
mapdaktieg katatyideg g Meooyeiov. Kata ovvenela, dev emPefaimverar amo To
ovykekppuévo Setypa ot o1 mapaktieg katatyideg g Meooyeiov elval mo amOTopeg
oV €vapin Tovg, LEXPL VA (PTACOLV GTIV KOPLPT] KA JTI0 T)TTIEG OTI CUVEXELN OTTMC EXOVV
vrootnpi&et o1 Lin-Ye et al. (2016). EmumAéov, n pop@r) Tov Tptywvikol oynuatog dev
emmpeadetal ano v mepiodo kvupatog 1 TV katevbuvvon kata t Slapkela pag
mapaktiag karayidag, kabwg n Staomopd twv Xpwudtwy (Zy. 10), tov vtodnAnvouy Tig

KQATNYOPieg TOV TPLYWVIKOV oxnuatog, dev akolovbel kasmolo potifo.
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Tynua 10. H oxéaon Tov Tplymviko oXNUATOS TV TAPAKTIV KaTayiSwv pe v katevBuvan
kau Vv mepiodo kvuatog.

3.1.2. Znuavnkég mapAPETPOL TV TAPAKTI®V KATAY1SwV
MeTd tov eVTomopd TV TAPAKTI®V KATAYISwV KAl TNV avAAUOT) TV XOPAKTNPIOTIKWV
TOUG, opiovTal ol onuavTikeég mapauetpor Hy, 77, Dy, D, I E, P wg avtumpdowmol kabe

yeyovotog. I'a tov poadiopiopd twv mapapétpwv 77, Dy VITOAOYIETAL 0 GUVTEAETTNG
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petapantotntag (CV) tng meprodov (7) kau 1) Tumkn amdokAion g katevbuvong (Di) tov
KOHATOG KATA TN Sidpkela Twv mapdkTiov katayidwv, wg deikteg g 5100mopdg twv
LETAPANTOV KAl TO VP0G TOVG mapovoladetal oto Zynua 11.

H meploSog 600 kal n katevBuvon kvuatog datnpeitat oxedov otabepn katd
S1dpkela pag mapakTiag Katayidag, yeyovog o onuaivel 0Tt 1 S1a0opd Twv TV
elval pkpr ka1 apkeTd KOvVTA ot péon Tiun. Avtd emfefaiwvetal amo Tig TIHEG TV
ovvtedeotwv petaBAntomrag CVrmov eival xaunAotepeg Tov 15% yia OAeg TIg EPLOYES
KAl Katd Héco 0po katm tov 10% (Xx. 11a), 600 kal astd 10 €VPOG TNG TUITKNG ATOKAIONG
Mg katevhuvong kvpatog katd tn Sapkela pag mapdktiag katayidag (Ey. 110) mov
etvar pikpotepn Twv 20 HOp®V yid TIG TEPLOCOTEPES MAPAKTIEG KaTatyideg (75%) Twv
EPLO0OTEPWV TEPLOXWV. Q¢ amoTéAeoua, N puEon Tun g mepodov (77) kal ng
katevOBvvong kopatog (Dir) Bewpeltal 6TL TEPTYPAPOLY IKAVOTTONTIKA TIG petaPAnTtég 77

kat Dy piag katayidag, omote 0pidovtal wg avTuTpOomITol Toug yia kabe yeyovog.

EMaSa | ItaMa T'adAia Tomtavia
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Ileproyn
Iynua 11. To evpog tov cuvieeotn petaPAntotntag yia v mepiodo tov kvpatog CVr (a) kat
TNG TUTTIKNG QWITOKALOTG TNG KATEVOUVOTC TOU KUUATOG KATA TN S1apKela pag mapaKTiog
katayidag ().

IMa tov delktn 0PodpoTNTag TV TAPAKTI®WV KATAYISWV VITOAOYI{ETAL 1) EVEPYELA TNG
katayibag £ kot i porj evépyelag P. H ovpmepupopd twv Svo petaAntov ocvykpivetat
WOTE VA pavel 1) enidpaon Tov LYPoLg KAl TNG TEPLOSOV KOUATOG GTOV VITOAOYIGHO TOUG,
kaBwg kal yia va amopaototel mowa petafant) Ba xpnowwomomnOel otn ovvéxela wg
TTAPAUETPOG TOV OeikTn opodpomtag. Ta amoteAéopata Tapovoladovial oe oXEOT UE TO
vypog kvpatog (Xx. 12), eveod kadbe yeyovog (koukida) KATNYOPlOMOEITAl WG TPOG TNV
neptodo kvpartog (T<8 s, 8<T<10 s, kan T=10 s).

O1 Svo petafAntég £ kar P agopovv peyedn pe Siapopetikeg povadeg peTpnong,
®OTOO0O elval pavepo (Ty. 12) 6T n CLUITEPLPOPA TOVG WG TTPOG TO VYOG KA1 TNV mtepiodo
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KOUATOG €)el ToAAEG opo10TnTeg. H Sraomopd twv petafAntwv akolovdet to id10 potifo
OTIC TIEPIOCOTEPEG TMEPIOYES, XWPIC va elval ePkTo va eayxBel kATO0 Yeviko
ovpmépaopa. Ol PHEYIOTEG KAl EAAYIOTEG TIUEG TWV OVO HETAPANTOV TPOKVITITOLV YA
TAPAKTIEG KaTaryideg mov £xouv 1810 Vpog kat tepiodo KVHATOG, Le eAdyloteg eCaipéaelg
omwg avtn g ITVAov (ap. 8, Zynua 12). AkOun Kat 0Ttav LIIAPYOLY TAPAKTIES KATALYIOES
pe 1610 Vog kKOpatog aAd Stapopetikn mepiodo Sev evromideTal VITOEKTIUNOT TWV SVO
peTafAnTov. AOyw Tng mapopolag avtrg ovumepipopdg twv Exkal P, n EE. 1 twv Dolan
ka1 Davis (1992) emAéyetar yia Tov VTOAOYIoUO TOV SelKTN 0POSPOTNTAG TWV TTAPAKTIDV

katayibwv 0nwg ovvnBidetanl ot PifAoypapia pexpt ig pépeg pag (Duo et al., 2020).

_ Evépyera kataryidag Pon evepyelag Evépyela kataryidag Por evépyelag
g ® 8 o © 013 0
— S )
£ ® 150 ° 4 40
= 10 ) 3 o 30 o
= o 100 o
> ° %° .2 ° 20 J
> 5 2 ® 50 e © e® o o o
- 0 0
ﬁ 2 3 4 2 3 4 26 3.0 34 38 26 3.0 3.4 38
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"Yyog kbpartog [m]
e
ITepiodog kbpatog: T<8s, ® 8<T=<10s, T=10s

Tynua 12, EvSektikn oUyKplom TG EVEPYELNG KAl TNG POTIG EVEPYELNS TOV TTAPAKTIOV
Katalyldwv og o¥eon e T0 VYOG KAl TNV epiodo Tov Kpatog otig mepioyxeg Pylos (8), Palermo
(13), Nice (16), Barcelona (23).

H mapapetpog H; yia to Vpog KOUATOG piag mapaktiag katatyidag ouvnbwg opidetan
¢ 1 LEYoTn T tov H katd  Sidpkela g mapdktiag katayidag. Qotdoo, n péylom
Tiun dev avagepetal otn Siapkela Tov YeyovoTog, aAAd ouvnOwg oe KATOIES WPES TNG
S1dpxelag ov. Tuvenmg, To HEco Lyog kvpatog (H;) opilletal wg avTutpoOomog g
Katayidag, eve 1 PEYIOTN TIU] GAAA KAl OAO TO (PACUA TIUWV TOL VYPOUS KVUUATOG
AaufBavovtal vVIIOWYT GTOV LITOAOYIOUO TNG EVEPYELAS MOTE VA UMV YIVETAL LITOEKTIUNON
NG 0POSPOTNTAG EVOC YEYOVOTOG.

Jvvowidovtag, n péon Tiun tov vVyovg (H;), g meprodov (77), g katevBuvong tov
kopatog (D7) xatd ) Sidpkela pa mapdktiag kataryidag, aAhad kan i Stdpketa (D), 1o
XPoviko Stdotnua npepiag (1) kar n evépyela (E) mov avtiotolxel oe &va yeyovog
opllovial g AVTIITPOTH®ITOL TWV AVTIOTOX®WV HETABANTOV. XTI CUVEXEL, AVAPEPOVTAL
WG ONUAVTIKEG TAPAUETPOL HIAG TAPAKTIAG KATAYISAg KAl XPNOILOTOI0VVTAL Yid THV

EPETALPW €pevva ae kAbe meployn.
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4.2. MovTteAomoinon mapdkTiov KaTayidwv Héow ouleviewy

4.2.1. Zulev&eig yia o Dyog Kal TNy mepiodo Tov KUUATOC

H BéAniotn ovdeven ya v meptypagn g e§aptong tov vyovg (H) kot tng mepiddov
kopatog (7) katd tn Swdpkela pag mapaktiag katayidag emiéyetan petagy 40
S1aPOoPETIKAOV 01KOYEVEIDV. O1IT10 YVWOTEG O1KOYEVELEG 0LEVEEMVY £EETALOVTAL HETW TNG
R ka1 g PiproBnkng “VineCopula” (Nagler et al., 2021) ko n emdoyn g BEATIoTG
olKoy£velag yivetal facel g eAAY10TNg TIUNG TV Kprtnpiwv mAnpogopiag AIC ko BIC.
[Tpokeévou 1 Siepevivion va unv ennpeactel amd Tn XPOovikn eEAPTNON T®V IOV TV
XPOVOCELPWV, LITOAOYI(ETAL ] CUVAPTNOT] AVTOCVOYETIONG YA TIC XPOVOTEIPES TOV H Kot
QITOPEVLYOVTAL O1 TTEPUTTMOELS TTOV SEV TKAVOITIO10VV AUTO TO KPLTHP10.

O1 emKpATETTEPEG OIKOYEVELEG CLLELEEWV TTapovaladovtal oo xnua 13. 'Eva peydio
T0000TO TV eEeTalduevmV Katayidwv mapovaotalovy avefaptnoia petald tov Hkalr T
yla auto kat ot ave&aptnteg ovlevéelg (I) €xouv T HEYOAUTEPT) CUXVOTITA EUPAVIONG
(Zx. 13). Tt ovvéyela, ot mo ovvnelg oulevéelg eivar ot Tawn, Joe, Clayton kat ot ek
EPLOTPOPNG HopPEG Toug. Ot owkoyéveleg Joe kat Clayton avriikovv otnv Apyundeia
KAQOT) Kl €ival EVPEWS YVWOTESG KUPLKE AOY® TN atAostotnueving pop@ng tovg (Corbella
and Stretch, 2013; Martin Soldevilla et al., 2015; Lin-Ye et al., 2016; Li et al., 2018; Lira-
Loarca et al., 2020). EvSiagpepov watoco mapovatalovv o1 6ulevéelg Tawn, 1o0v avijkouvy
OV KAAOT TOV AKpainv oLEEVEEMV KAl PAIVETAL va TEPTYPAPOVV 1KAVOITOTIKA
akpaia yeyovota omwg eival o1 mapaktieg katayideg. H emioyn twv Tawn ovlet&emnv
Bewpeitanl PEATIOTN YA APKETEG MEPUTTMOEIS TWV TTAPAKTIOV KATALYIdwV, OMwg emiong
exerovpuPet oto mapeABov ya v avaivon Enpaociag (Sun et al., 2019; Botai et al., 2020).
Teyovog mov asmodeikviel 0Tt ot Tawn ov{eUEEIG TAEOVEKTOUV £vaVTl AAAWV OTNHV
TEPLYPAPT] aKpAinV Yyeyovotwv kal Ba mpémel va Aappavoviar cofapd vmoyn oto
UEANOV.

AeSopEVOL OTL TTOAAEG O1KOYEVELEG CLUCEVEEWV WITOPEL va elval To 1610 kKaTAMNAEG y1a
TNV UOVTEAOTIOINOT U10G OYEONG €EAPTNONG, N PEATIOTN emAoyn elval pia TOAVITAOKN
Sadikaotia. Ta v katavonon avtnig g Stadikaoiag e€etadovtal Ta XapakTnpPloTIKA
TV XPOVOoEIP®V TV H kol 7'KATNYOP0TOI®VTAS TA WG TTPOG TIC PEATIOTEG OIKOYEVELEG
oLeVEEMV. O1 oLUVTEAEDTEG €EAPTNONC TWV OVPWV Az kat Av emmpedlovv TNV emAoyn g
BeéAtiotng ovlevéng. To ebpog TwV cuvTeAeoT®V Az Kat Ay mokiiel petald twv ovleviewv (Zy. 14),
EVH) KATIOIEG OLOIOTITEG TTOV LITAPYOVV Elval EDKOAO VA TEPIOPITOLY TIG ETMAOYEG TNG PEATIOTNG
oVCevEng dtav o1 ouvteleatég Az kau Apeivan 18N yvwaotol. A&idel va onuewwdel 60T 1 emAoyn g
BeATiotng oVeving eival apketd SVOKOAN OTav V0 1) MEPIOCOTEPES OIKOYEVELEG TTAPOVTIALOVV
TAPOLOIU CLUITEPLPOPA EEAPTNONG TV 0VPWV KaBwg Tpocapuolovtal To 1810 kahd ota Sedopéva
(Nikoloulopoulos and Karlis, 2008), 6mwg yia mapdSerypa ot Clayton kou survival Joe. Qg
amtoteAeoua n Siepeviviion g BEATIOTNG oVEVENC UITOPEL VA TIEPIOPIOTEL OTIC OIKOYEVEIES TTOV
gyovv Sragpopetikn ovumeppopd oty e€dpmon twv ovpwv (Nikoloulopoulos et al., 2012;
Kadhem and Nikoloulopoulos, 2021).
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H &iepevivion ovveyidetan e ) Siepevivion g Slakpaveng AV TApAUETPwY, OTTwg ivat
o ovvteheotig ovoyétiong Kendall’s 7twv Hkau 7. To evpog Tipwv tov Kendall’s 78iapeper
petald Twv ovlevewv (Zy. 15). ITo ovykekpuéva, otav ot petapinteg H kar 7 €xovv
ApPVNTIKN OLOYETION 01 BEATIoTEG OLEEVEEIS elvan ek meplotpoPng 90 11 270 popwv. Ot
avefaptnteg ovlevgelg (I) kpivovral BeATioteg yia TG mapAKTieg Katalyideg mov ot
petaPanteg H kal 7 €xovv guox€mion Kovtd oto undév. Ot ovlevéelg Tawn Bewpovvtal
BEATIOTEG Y10 OUOYETIOELG TTOV €lval Alyo HEYAAVTEPEG 1] LIKPOTEPEG ATTO TO UNGEV, EV® 01
vPNAGTEpPeg ouoyeTioelg Tapiddovy pe tig oulevEeig Clayton , Gumbel, Frank kot BBS.

Iynua 13. O emkpateotepeg cLIEVELEIC YA TO VYPOC KAl TNV 7EPI000 TOL KOUATOG TWV
TAPAKTI®WV Katatyidwv(oTto kévtpo) kat yia ke yopa (oTg yovieg).

Tapdkneg kataryideg
o 0 50 100 150 200 250
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TaMia
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o~

I' Independent, J: Joe, C: Clayton, N: Gaussian, F: Frank, G: Gumbel
T,: Tawn type 1, T,: Tawn type 2
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Owoyéveleg ouievEewv
Tynpa 14. To e0pog TwV OUVTEAEGTOV EAPTNOTE TOV AVK KA KATK OVPWV Y1d TIG S1APOPES
01KoY£Eveleg OL(EVEEWV.
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Owcoyéveleg oLleVEEWV
Iynua 15. H Staxvpaven tov ovviedeot) ovoyétiong Kendall’s 7ywa o vyog kat v mepiodo
TOV KOHATOG yia kKaBe owkoyevela ov{eveng

H &iepevvnon g BEATiong emAoyng g oLEVENG TpooeyyideTal akoun He
OUYKPI0T] TWV XAPAKTPIOTIK®V TOV SV0 EMKPATECTEPWV TLIEVEEMYV Yia kABe (evyog
twv Hxa T pag napdktiag kataryidag. a kaBe BéAtio ovleven vmoloyidovtal ot
Tiueg Twv AIC, BIC ko g péylotng mbavo@Aavelag Kat GUYKpIivovTal Pe TG TIUESG TTOV
TPOKVIITOVV av emAeyel 1) Sevtepn kaAUtepn ovlevén (Ilivakag 2). Or amokAioelg oTig
TEPLOCOTEPES TMEPUTTWOELS EIVAL UIKPES, TTOV ATOSEIKVUEL OTL 1] BEATIOTN emAoyn Hlag
oLCeveng Pacel twv kprmpiwv AIC kat BIC Sev eivar katd avaykn povadikn. H apéowg
emopevn BeAtiotn ovlevEn ptopel va €xel ehayiota peyaivtepeg Tineg ota AIC kan BIC
Kal va eivatl 1o 1810 amotedeopatikn. YaApYouv emiong O1IKOYEVEIEG CLULEVEEWV OTIOV
QITOTEAOVV TNV TPWTN KAl Sevtepn BEATIoTn emAoyn evaAAdE, Seiyvoviag OTl i pa
O1KOYEVELN UITTOPEL VA AVTIKATAOTNOEL TNV AAA kA va etvan e€ioov amoteAeopatikn. [a
mapadetypa Eva peyalo T0000To TV TEPUITOOENY £xovV BeATiotn ovleven v Clayton
Kat 8evTepn) KaALTepn TNV Joe, eVK AUTEG TTOL €xouv BEATIOTN oVevEN TNV Joe £Xovv wg
Sevtepn PéAtiot v Clayton, 1o 1610 ocvpPaivel kar pe Tig owkoyeveleg Gumbel kat
Clayton, ev® YapakTnploTiko eival akoun 0Tt 0Aeg o1 Tawn HOPPES X0V WG EVAAAKTIK)

emAoyn Tig aveEaptnteg ovlevéelg.
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IMTivakag 2
Ta xapaktnplotikd twv 6vo BEATIOT®Y oLELEEMY Y1a TO VYOG KAl TNV 5tepioSo Tov KOUATOG KATA
™ S1apkela pag mapaxtiog katayidac.

AmoAv Sagpopd

BéAtion ovleven uéon Tun TLTIKT AtdKAIoN

Eugpdavion Mey. Mey.
1 2 % AIC  BIC IIiBavopavela AIC  BIC IIiBavopavela

N F 29.20 0.70 0.93 0.37 0.63 1.02 0.30
t N 62.70 1.45 2.02 1.63 5.63 5.33 2.86
C J180 74.90 0.25 0.38 0.17 0.29 0.64 0.23
C180 J 73.20 0.25 0.38 0.17 0.32 0.64 0.24
C9 J270 71.40 0.17 0.30 0.17 0.17 0.50 0.28
cz7o Joo 86.20 0.22 0.31 0.15 0.24 0.59 0.22
G C180 38.30 0.38 0.85 0.38 0.34 0.95 0.34
G180 C 40.00 0.48 0.97 0.34 0.45 1.07 0.32
G C270 40.00 0.28 0.32 0.34 0.27 0.25 0.41
G270 Co% 66.70 0.29 0.30 0.26 0.25 0.24 0.31
F N 56.80 1.48 2.19 0.62 1.73 231 0.74
J C180 83.60 0.27 0.35 0.20 0.37 0.56 0.30
J18o C 87.80 032 0.44 0.21 0.36 0.66 0.27
Joo C270 85.70 0.29 0.33 0.27 0.37 041 0.36
J270 c20 83.30 0.22 0.27 0.27 0.30 0.37 0.41

BB1 BB7 100.00 0.41 041 0.20 - - -
BB7 BB1 48.30 0.52 0.57 0.67 0.82 0.75 0.67
BB7180 G 33.30 0.56 1.08 1.00 0.54 0.66 0.55
BB7%° BB1270 50.00 0.07 0.08 0.03 0.10 0.09 0.05
BBS8 G 41.50 3.83 2.89 2.74 496 4.10 2.57
BB8180 (G180 47.20 284 213 2.20 290 2.30 1.48
BB8&% Cc270 50.00 0.58 1.36 1.04 0.77 1.19 0.76

BB8270 Co% 100.00 0.71 1.76 1.36 - - -
T I 30.50 298 2.60 2.57 3.05 286 1.63
T,180 I 23.30 4.38 3.69 3.20 5.00 4.54 2.57
T1% 1 44.70 274 231 2.52 227 2.08 1.38
T1270 I 39.50 3.28 2.69 2.76 299 276 1.68
T2 1 21.40 3.34 284 2.65 3.43 3.12 1.82
(5180 Ti 24.00 3.37 291 2.56 4.06 3.92 2.18
T2% 1 43.60 298 233 2.74 241 2.07 1.43
T270 1 42.90 3.01 2.80 2.75 2.78 2.61 1.35

4.2.2. Zulev&elg mevie S100TATE®V YA TIQ TAPAKTIEG KATAYISEG L1ag TTEPIOYTG

O1 ovlevEelg ¥PnOoOMoloVVIAL ETONG Y TNV HOVIEAOTOINOT TWV TAPAKTIOV
Katayidwv piag meployng otav ol onuavtkég mapauetpor H;, T, D, I, E
XPNOUOTOI0VVTAL WG LETAPANTES YA TNV TTEPLYPAPT] TV YEYOVOT®V. XPTOLOTOIOVTAG
™ pebodoloyla twv C-Vine ovlevéemv, Snuovpyeital éva povtédo smov Sivel
SuVATOTNTA KATAOKELTC plag oVEEVENG mevTe S100TATEWV, TLVELALOVTAG TIG LETAPANTEG
oe Siod1dotateg oulevelg. Ot petafANTEG apXkA EAEYXOVTAL Y1 TNV AveEAPTNTla TOUG,
Kavovikosmolovvtal oto medio [0,1] kol péow g Soung tov Zynuatog 4y xar g
Sadikaoiag Tov Zynuartog 5 katackevadetal To povieho C-Vine mévie Staotaocewv.

H peBodoroyia epapuoletar ota Sedouéva tng Malaga, omov 409 kataryibeg
evrtomiovtan n xpovikn mepiodo 1985-2019. To povtédo C-Vine (ITivaxag 3) €xel oav
Baon-agpempia v evépyela E, Sedopévov ot eival n petafAntn) e tn peyaAvtepn
eEAPTNON 0e OYEON PE TIG AMEG KAl OTI] CUVEXEIA LE KPLUTNPlo TNV e§ApTnon Twv
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HETAPBANT®V 1EPAPYOVVTAL O1 VITOAOLTTO CUVEVACUOT WOTE VA KATAOKEVLAOTEL 1) GUCEVEN
nevie petaPAntov. H emoyn g BeAtiotng ovdevéng yia kabe cvvévaouo yivetal
ovppmva pe ta kprnpla manpogopiag AIC kar BIC, evm o1 mapauetpol twv ovletEemny
emAéyovtar PBacel g péywog mbavopdvelag, Onwg avagépbnke xkar otnv
mponyovuevn mapaypago (4.2.1) yia tig Siodidotateg ovlevéerg twv Hxat 7.

To mpotewvopevo povieho (ITivakag 3), Onmwg v mepintwon Twv Sioddotatmv
ovevEemy, Oev etval katd avaykn povadiko. Mikpég alayég oty 1epapyia Twv
petafAntov n ot BEATIoTN oVevEn kaABe cuvduvaopoL popet Snuovpynaoet éva egioov
QITOTEAEOUATIKO HovTEAO. H Soun Touv pHovTEAOL eival Tapopola KAl o€ AANEG TTEPLOYES
g Meooyeiov, kaBwg n e€aptnon twv petaPAntov Se Stagépet amod meploxrn oe TEPLOXN.
Na onpewwBet emiong 0T 01 ovvnBeig okoyeveleg ouletEemv (.. Gaussian, Gumbel, t)
€xovv T SuvaTtoTnTa eMEKTAONG 08 PEYAAVTEPES S1A0TATELS, XWPIG OU®S VA Aapufavouy
VITOYN TOVg TNV €§Aptnomn Twv petafAntov oto Babud mov avto yivetat otig C-Vine
ovCevéelg. H 1Bwtepomta avtp tov C-Vine ovlevewv kabiota 18waitepa
QTOTEAEOUATIKT] TNV EQPAPUOYT] TOVG 0TI UOVIEAOTOINON TOV TAPAKTIOV KATALYISwV
KOG TEPTY pAPOVY KAAVTEPA AVTA TA (PAVOLEVA EUITEPIEXOVTAC TN LEYAAVTEPT) SuvaTh)

TIAN POPOPIA YA TNV €EAPTNOT TWV EUTAEKOUEVOV HETAPANT®V.

IMivakag 3
Ta yapaktnplotika g npotevopevng C-Vine ouleveng.
, . , 1n 2n Efaptnon ovpwv
AEVTPO Ay Zgevtn Mapauetpog  IMapduetpog T Au AL
1 5,2 T2 01.84 0.55 0.30 0.38 -
1 5,3 N 00.95 - 0.80 - -
1 51 G 02.17 - 0.54 0.62 -
1 5,4 F -00.99 - -0.11 - -
2 1,2|5 C 00.29 - 0.13 - 0.09
2 1,315 F 19.03 - -0.81 - -
2 1,4|5 F -00.65 - -0.07 - -
3 4,2|1,5 T2 01.21 0.28 0.08 0.11 -
3 4,3|1,5 F -00.64 - -0.07 - -
4 2,314,1,5 T2 -01.67 0.03 -0.03 - -

1: Hie2: T1¢3: De4: 15 F

4.2.3. IIpooopuoimon TapdkTiwV Katatyidwv

H epapuoyn twv ovlediewv 0T HOVIEAOMOINON TV TAPAKTIOV KATAYlId®wV apopd
emiong 0T MPOCOUOIWOT TV TAPAKTIOV Katayidwv. H mpocopoiwon pmopel va
emtevyOel HETA TNV KATAOKELT) TOV povteAov Twv C-Vine ovleviewv mov povtelomolel
TN OXE0T) TWV OUAVTIK®OV TTAPAUETPWV TG kKatayidag H;, Ty, D, I, E. T1a Tov 0ko7td autod
Xpnoomolovvtal Tpeig Stapopetikol akyopiBuot (A, B, I') faoet twv pebBodoroyiwv twv
De Michele et al. (2007), Aas et al. (2009) ka1 Stéber and Czado (2017) ka1 ovykpivovtal

HETAEY TOVG WG TTPOG TNV ATOTEAETUATIKOTITA TOVG.
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Xpnowomowwvtag to Setypa tng Malaga kol ) peBodoloyia twv ouvlevEewv, ot
mapamave aAyoplBuol e€ayovv eva véo ovvoAo dedouévmv mevie petafAntov kai
unxovg 409 kataryidwv, oV TPOCOUOI®VOLV TIC ONUAVTIKEG Tapauétpovg Hy, 11, D, 1,
E, tov mapdktiov katayldwv g meploxng. O1 aAyopiBuol twv Aas et al. (2009) ko
Stober and Czado (2017) tavtidovtalr ®wG 7POG TA QIOTEAECUATA TOVG, ONOTE
TTAPOLOIALOVTAL ATTO KOLVOU OTI GUVEXELQ.

Ol  7POCOUOIWOEI TWV  JTOPAKTIOV — Katayidwv — ouvykpivovtar pe  Tig
KOVOVIKOTIOINUEVEG TIUEG T®V TAPAUETP®V, OMWG €XOUV TPOKVYPEL A0 TA APYXIKA
dedopéva (Zyx. 16), pe dvo tpomovg: a) ypapikd (Zy. 16a) kat ) HECK TWV OUVTEAEOT®OV
ovoyétiong Kendall’s 7 (Zy. 16B). H ypagikn ovykpion g oxéong g e€aptnong twv
petafAntov petald Twv 8edouEvwv OV €XOUV TMPOKVLYPEL QIO WETPNOELS KAl T®V
TPOCOLOIWOEWYV, TTApovaladovtal ava (evyog oto Zynua 16a. Tt Ave TplywviKn TAEvpa
Tov Iynuatog 16a ta amoteAéopata twv AAyopiBuwv A kat B mapovoiddovv pikpeg
atokAioelg amd ta apxika debopéva BAEnovtag va akolovBovv to 1610 potifo yia kabe
ovvévaouo mapapetpwv. Avtifeta, Ta amoteAéopata tov AAyopiBpov T' oy kdTw
TPIYWVIKN TAELPA TOV ZyNuatog 16a, mapovoldlovy HeYAAES ATOKAIOELS QIO TA APYIKA
Sedopéva twv mapdxktiwv katayidwv yua kamowa (evyn (Hr-E, Tr-E, D-E, I-E). Ta
ovuTEpAoUATA €lval TAPOUola AKOUN Kl av ouykplOolv ol TIHEG TOU GUVTEAEOTH
ovoyétiong Kendall’s 7 (Zy. 16P) yia v €€aptnon kdbe (evyouvg TV HETAPANTOV TV
apXikwv deSopevmv kal Twv mpogouolncewv. Ot ovvtedeoteg Kendall’s 7 exovv pikpeg
QTOKAlOEIG PETAED TPOCOUOIWOE®Y KAl APYIK®V OeSouEvwv OV MEPITT®WOon TV
AAyopiBuwv A ka1 B (Avw Tprywvikn mAgvpd), evm 01 ATOKALOELG elval HeyaAuTepeg otV
nepintwon Tov AAyopiBuov I' (kAtw TPywvikn Aevpd), e11ka ya ta {evyn Hi-D, Ti-D,
Tr-E, D-E.

Ta mapamdve amotedéopata  avadelkvoouv TNV QIOTEAECUATIKOTNTA  TNG
pebodoloyiag Twv Aas et al. (2009) xar Stober and Czado (2017) kat Katd CUVETEIA TV
C-Vine ovlevewv 0NV TPOCOUOIWON TV TAPAKTI®V KATAyiSwvV £vavil Tov
AlyopiBuov T’ kan emopévmg g peBodoroyiag twv De Michele et al. (2007), mov eixe
apyxka potabel yia teéooepig petafAnteg. I'evikdtepa o1 Vine oulevéelg Bewpovvial ta
TEAELTALA XPOVIA TIOAD TTO0 QTOTEAEOUATIKEG At0 AAAeg ueBodovg (Jager and Néapoles,
2017; Orcel et al., 2021) evw exovv amoderytel (Joe et al., 2010) apketd eveNKTEG GTO Val

HOVTEAOTTOI0UV TNV EAPTNOT TWV OLVPWV TTOL CLVNOWE EMNPEALEL TNV EPAPUOYT] TOVG.
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EmumAéov a€idel va onueindel 0t o1 AAyopiBuot A kal B ;tov akoAovBovv ) Soun tov
povtédov C-Vine, elval o €0XPNOTOL, AITONTOVV ALYOTEPES TPALEIS, EMEKTEIVOVTAL
€VKoAA 0g PEYaAUTEPES S100TATELC KA O1 TIPOCOUOIWOELSG TTOV EEAYOLV Elval TTOAD KOVTA
010 apyko detypa. O AAyopiBuog I' mov Bacidetar ot peBodoAoyia twv De Michele et
al. (2007) yia v mtpocopoinwon twv Bardocoiwv katatyidwv, 0mwg apxika eiye mpotabet,
artantel ToAAOUG HadnuaTIKoVg LITOAOYIoHOUE KAl elval apketd SUoypnoTog, e181kd otav

o1 Staotaoelg avEavovtat.

Kendall’s T AlyopiOpog A, B

(Baoer twv Stober and Czado, 2017
ka1 Aas et al., 2009)

, o 0.40 0.28-0.01 0.44
N SooaoRN Hi .31 0.37-0.11 0.56

A LerRtaEe 0.27 [ 0.31-0.14 0.32 AlyopiBuog T
0.31 ' 0.30 0.01 0.35 (Baoer twv De Michele et al., 2007)

0.53 0.62 [p -0.08 0.81
0.37 0.30 -0.09 0.82

-0.05 0.05-0.05 "7 -0.06
-0.11 0.01 -0.09 -0.11

0.51 -0.06 0.40 0.01 E
0.56 0.35 0.82-0.11

Iymua 16. (o) ZUyKplon TV KAVOVIKOTOUUEV®Y UETPTOEMY KAl TWV TIPOTOUOIWOEWY UECTM
TwVv aiyopiBuwv A kar B (avw) kot I (kdtw). (B) TUykplon v Tpiov aAyopiBuwny péocw tov
ovvteleotr) ovoyétiong Kendall’s 7.

4.2.4. TlepioSot emavapopag

O1 oLeVEEIC XPNOIUOTOIOVVTAL OTOV VITOAOYIOUO TNG KOwrg mbavotntag ToAAGDY
HETABANTOV KAl KATA OUVENEIA OTOV UTOAOYIOUO TWV TEPOS®V  ETAVAPOPAS
TpoTomolwVTag KatdAMnAa tv EE. 15. Ot kowvég mbBavotnteg yia t€o0oepig Kt TEVTE
UETAPANTEG UITOPOVV VA KATACKELACGTOVV ¥pnolpomolwvtag tig C-Vine culevieig 1) kat
TI¢ ovvnBeig owkoyéveleg ouCet&emv (m.x. Gaussian, Gumbel, t) ka1 otn ovvéyela péow
AUTEOV vIToAoyifovTal o1 TePioSol EMAVAPOPAS TOV TAPAKTI®OV KATAYISwV yia Svo ewg
névte petaPantég. H peBodoroyia epapuodetar otig mapaktieg katayideg tng Malaga,
®OTO0O0 UItopel va xpnotpomondel yia omoladnmote meployr] vroAoyidovtag ek VEoU Tig
KATAMNAeg ovlevierg.
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[TpoxelEVOL va LITOAOYIGTOVV 01 TTEPI0GO1 EMAVAPOPAS TOV TAPAKTI®V KATAYIOwV
IOV €YOLV OAKPAlA YAPAKTNPIOTIKA, Aaufavovtal vmown ol LvPnAoTepeg TIUES TOU
SelyLaTog Tov avTioTo(ovV 010 9P €wg 99 exaTooTNUOPI0 TV Tapauétpwv Hy, 77, D,
E. Ta tig xpoviko Sidotnua npepiag (1) Aapufdvovtal voyn ot LKpOTEPES TIUESG TOV
Setypatog SnAadn avtég mov avtiotoyovv oto 1° €mg 10P ekaTootnuoplo, Kabwg exet
avtiBetn epunveia amo Tig vidouteg TAPAUETPOVGS, SeSOUEVOL OTL O0O T LIKPO eivan
10 Srdotnua npepiag plag Tapaktiag kataryidag tooo mo akpaia Oempeitan kat 1000 0
OTUAVTIKEG £1VAL O1 EMITTOCELG TNG OTIG AKTEG.

O VTOAOYIOUOC TV TTEPIOSMV ETMAVAPOPAG TTPAYUATOTOIEITAL V1A TOV GLVSVATUO SO
€wg mevie petaPfAntov. INa kabe pa mepintwon, emAEyovial Tpeig S1apopeTikeg
ovCevgelg. O1 S1od1a0TaTeg CLEEVEELG EMAEYOVTAL CULPOVA LIE TA KPLTIPLA TTAT| pOPOPlag
AIC ko BIC, evw yia Tig peyaivtepeg Staotaoelg emiéyovratl o1 C-Vine oulevéeig kat ot
oULCEVEEIG KATTO1AG YVWOTNG okoyevelag (.. Gaussian, Gumbel, t). Ailel va onuewwbet,
OTL 0 VITOAOYIOUOG TOV TTAPAUETPWVY TOV OLEVEEWV kal 1 Sour Twv C-Vines mponyeital
™G EQAPUOYNG TOVG.

Ta amoteAéopata TV mEPIOSwV EMAVAPOPAC Y1 KABe cLVOLACUO TV TTAPAUETPHOV
mapovotadovran mapakat® (Xx. 17-20 ko ITwv. 4-11). Tnig SioSidotateg mepurtwoelg, n
BeATion emAoyn TV oveVEEWY eV eMnPeddel ONUAVTIKA TOV VITOAOYIGUO TNG TTEPIOSOV
emavapopag (Ty. 17-20). Tvvenng, Sev mapatnpovvTal HeyAleg AOKAIoELg HeTtall TV
S1081dotatwv oLEEVEEMV TTOV eMAEYOVTAL KAl €101KA OTAV Ol TTAPAUETPOL APOPOVV
PLOIKA peyedbn mov oyetidovran peta&d tovg (. Vwog kot mepiodog KOLUATOG).
EmnpocOeta n feAtiotn ovleven Sev mapovotddel ToTE akpaieg EKTIUNOELG NG TEPLOSOV
EMAVAPOPAG O O¥eon pe TIg AMeg Svo ovlevéelg kal ovvhBwg Sivel mapoupola
amoteAéoparta pe tn Sevtepn PeAtiot ovdeven. I'a ) BeAtion oVlevEn vToAoyideTan 1)
neploSog emavagopag yia kafe cuviLATHO AKPATWY XAPAKTIPLOTIKMOV TWV TAPAUETPWOV
(TTw. 4-7).

Y1ig peyaAvtepeg Sraotaocerg (ITwv. 8-11), o1 mepiodol emava@opag ov TPOKVIITOVV
ato ta C-Vines akoAovBovv Tn cLUITEPIPOPA TOV APYIKOV SElYHATOG OV APOopA Uid
neplodo kataypagng mepimov 34 xpovwv. I'a mapaderyua, n mepiodog eTAvVAPoOpAg Hiag
mapakTiag katayidag otav wyvovv tavtoxpova H>2.39 m, 77>8.18 s kau D>102.21 h
(ITwv. 8) vmoloyiCetan 40.22 €1, 8.19 €1n kau 16.68 €1 péow Twv ovlevewv C-Vines,
Gumbel xat t avrtiotoiya. Ta OUVYKEKPIUEVA XOAPAKTNPIOTIKA OV aVTIOTOIXOUV O€
mapakTia katayida mov avnkel oto Setypa g Malaga, wotd00 vTAPYEL TAPAKTIA
kataryiba oto Setypa tng Malaga pe mapopola YapaktnploTika stov £xet ouufel pia popa
ota 34 €. TOPUP®OVA AOUTOV LE TN CUUITEPLPOPA TOV SEIYHATOC TA WTOTEAETUATA TOV
Gumbel ka1 t ovletéewv (8.19 kar 16.68 £tn) Bewpeitan Ot Sev eival pealoTikd, oe
avtiBeon pe v mepiodo emavagpopag twv C-Vines (40.22 €tn). H mapamave epunveia

TV ATOTEAECUAT®V SV EVOETKVLTAL YA TNV S1EPEVVNOT) TNG AWTOTEAECTUATIKOTNTAC TV
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OLEVEEMV, MOTOOO eival €vag TPOIOG Y TNV AIOPPIPT KATOIWV QTOTEAETUAT®V KAl
pebodwv 0w oTNV MEPIMTWOT TOV TAPASELYUATOG.

H emloyn g KatdAAnAng ovlevéng exel kaboploTikd poAO OTnV EKTIUNON TwV
POV eMAVAPOPAS Yia Tpelg 1) teploodTepeg HeTAPANTEG, YEYOVOG TTOV avadelkvieL
™ onuaocia g Siepevvnong g PEATIOTNG oVLEVENG. XNV MPAEN WoTdoO, Hropel va
xpnowomonBel 0 pesog Opog TV MEPOOWV EMAVAPOPAS IOV TTPOKLIITOVV QIO TIG
S1aopeg oulevielg wg ua evdidueon Ao, EAAXIOTOTOI®VTAG UE AVTO TOV TPOTO TNV

apefardnta TV 510popwV CLEEVEEMV.

g 17.5 best copula BBl '
g
S 15.0 / Gumbel
g 125 / - $ 1avn 2
£10.0 ".’. ®
® ®

2:2 2.4 2.6

"Yyog kbuatog [m]

Tynua 17. Zoykpion tov meplddwv emavapopag otav 1o H; kvpaiveton petadd twv
vYNASTEPWV TILQV (90-99%) kan o T7 eivan peyaAutepo amd 8.54 s (9%).

IMivakag 4
O1 epioSot emavagopdg oe £t yia kabe cuvdvaouo Twv akpainv THwV Tov Hr kot 77 Hécw
¢ ovlevéng Tawn2.

Hi[m]
AND case ar 930 950 970 980 9%

2.02 2.15 2.22 2.39 2.56 2.70

9 7.71 1.98 2.68 3.30 5.42 7.06 12.32

930 7.84 2.31 3.02 3.65 5.82 7.52 12.93

7 [s] 950 7.99 2.68 3.38 4.02 6.21 7.93 13.44
97 8.18 3.79 4.47 5.08 7.26 8.99 14.61

98° 8.31 4.67 5.33 5.93 8.06 9.78 15.40

9% 8.54 7.53 8.15 8.71 10.72 12.36 17.87

Ju
o
o

N
ul

best copula }
—— N

e .

2.0 2.2 2.4 2.6

"Yog kbpatog [m]
Tymua 18. Zuykpion twv teplddwv enavapopdg otav to Hr kvpaivetal Hetafl twv
VYPNAOTEPWV TIH®V (90-99°) kat To D eivan peyaivtepo amd 127.38 h (9%).

ITepioSog emavapopag [y]
N o
a o
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ITivaxkag 5

O tepioSot emavapopag oe £t yia kaBe ovvduaopo Twv akpaiwv THOV v Hr kol D péow
¢ Gaussian oLlEVENC.

Hi[m]
AND case (772 93 950 970 980 9%

2.02 2.15 2.22 2.39 2.56 2.70

(21 61.23 2.23 2.84 3.61 5.22 7.00 11.39

930 72.24 2.87 3.61 4.52 6.42 8.51 13.57

DIh] 950 89.20 3.55 4.42 5.48 7.67 10.06 15.81
97 102.21 5.49 6.68 8.13 11.10 14.29 21.83

98° 111.84 6.92 8.34 10.06 13.56 17.30 26.06

9% 127.38 11.26 13.33 15.81 20.81 26.06 38.22

40 180
best copula BB8 :

20

10

ITepiodog emavagopag [v]

- —Q—.’ —

7.8

8.0

8.2

[TepioSog kvpatog [s]
Tymua 19. Zoykpion tov neplddnv emavapopdg o0tav 1o 77 kupaivetal LeTadd Tmv
vPnAOTEPWV TIH®V (90-99) kau 0 D eivan peyaiitepo amd 127.38 h.

8.4

Frank

/N

35

30

25

20

1153

IMivakag. 6
O1 epioSot emavagopdg oe £t yia kdfe cguvdvaouo Twv akpainv TV TV 77 kol D uEcn
g ovlevéng Frank.
Ti[s]
AND case 900 930 950 970 980 9%
7.71 7.84 7.99 8.18 8.31 8.54
9  61.23 3.33 4.56 6.17 9.76 13.96 24.86
9%  72.24 4.77 6.52 8.80 13.89 19.83 35.29
DIh] 95  89.20 6.04 8.24 11.11 17.52 25.01 44.48
97 102.21  10.33 14.06 18.93 29.81 42.51 75.54
9 111.84 13.66 18.59 25.01 39.37 56.12 99.71
9% 127.38  24.33 33.08 44.48 69.96 99.71 177.07
=
o BBSI®
: §_ 40 best copula F.r e
g 30
3 N
£ 20 o
%p 10 #,#’/.
2
5]
=

®don npepiag [h]
Iynua 20. Toykplon v neplddnyv erava@opdag 6tav to kvuaivetal petafd tov
XaunAdtepwy @V kal 10 E eivatl peyaittepo amnd 232.92 m2h.
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ITivakag7
O mtepiobot emavapopag o £t yia kaBe ouvSLATHO TV akpaiwV TGOV TV Tkal EPEo®
ovlevéng Frank.

I[h]
AND case 100 70 50 3o 20 10
37.80 27.24 21.00 18.00 17.00 13.08
9gr 232.92 5.41 7.55 10.34 16.57 23.83 42.73

9% 316.11 7.55 10.54 14.43 23.11 33.23 59.56
Hmh] 95 367.03 10.85 15.13 20.71 33.16 47.69 85.46
97 449.00 17.93 25.01 34.22 54.77 78.75 141.10
98 520.99 26.79 37.35 51.10 81.78 117.58 210.65
9%  688.75 42.73 59.56 81.49 130.4 187.47 335.85

IMivakag 8
O1 ntepiobot enavagpopdg oe €t otav Hr>2.39 m, 77>8.18 s, D>102.21 h.
C-Vine Gumbel t
AND case 40.22 8.19 16.68
OR case 1.08 1.26 1.17
ITivaxkag 9
O1 iepioSot emavaopag oe et otav 77>7.99 s, £> 367.03 m2h and /<21 h.
C-Vine Gumbel t
AND case 57.64 23.73 22.98
OR case 0.62 0.65 0.64
ITivakag 10
O1 iepioSot emavaopag oe et otav Hr>2.15m, 71>7.84 s, D>72.24 h, I<27.24 h.
C-Vine t Gaussian
AND case 35.97 25.63 15.54
OR case 0.37 0.39 0.35
IMivakag 11
O1 niepiodol emavapopag oe et otav Hr>2.39 m, 77>8.18 s, D>102.21 h, /<18 h, £>449 mzh.
C-Vine t Gaussian
AND case 57.99 76.25 7.65
OR case 0.82 0.88 0.76

4.3. Epappuoyn v avaivuong twv Katayldmv oto oXeS100U0 AUEVIK®OV KAl TTAPAKTIWV
EPYWV.
H avdlvon twv mapdktiov katayldwv otnpifetal otnv  avalvon KUPATIK®V
TTAPAUETPWV KAl KUPIWG OTN LEAETN TOV 1I0TOPIKKOV KaTtaryidwv mov €xovv ouuPel oe pa
meployn). MEow aUTNG NG LEAETNG EMTUYXAVETAL ) KAAVTEPT] KATAVOT|OT) TOV (PATVOUEVOD
KAl 0 TPOOG EVTIOMIOUOV TV TAPAKTIOV kKatayibwv. H meptypa@ikn otatiotiki

avAaALaoT), 1 HOPPT) TOV CXNUATOS TOV KATAYIOWYV, 1| LOVTEAOTOINGT TOUG UECK TWOV

oL(EVEEMV, T TPOCOUOIMWOT) KAl 0 VITOAOYIGUOG TV TTEPIOO®V EMAVAPOPAG EIVAL GTOTYEIA



oV PloKOUV EPAPUOYT) OTO OXESIAOUO APUEVIKOV KAl TTAPAKTIOV €PYymV  Kal
TAQLCI®VOLV TNV AVTIOTOYN TEXVIKT] LEAET.

ITio ovykekpluéva, N TEPLYPAPIKT] OTATIOTIKT] AVAALOT] TV 10TOPIK®OV TTAPAKTIOV
katayidwv, oupumepAapfavet T cuxvoTTA EPPAVIONG AAAA KAL TIG LETEG, LEYIOTES KAl
akpaieg Tpeg twv petafAntov mov opifouvv éva yeyovog. Ot mAnpogopieg AuTEG
OVUPBANOVY 0TIV TTPOKATAPKTIKY) £PEVVA HIAG TEXVIKNG ULEAETNG, TEPTYPAPOVTAG TA
XOAPAKTNPIOTIKA HA¢ akpaiag kataotacng g Odlaccag otnv meploxn HeAETNg
TPOKELEVOL va AN@OovV vtown ato oxedlaopod, o omoiog ovvBwg oTnpiletal oTig HETEG
€TNO1EG KA1 OTIG HEYIOTEG TIUEG TWV TTAPAUETPWV.

H mpooopoiwon twv mapdktiwv katayildwv €xel 8waitepn onupacia otav dev
vmapyovv SraBeoua SeSopéva, alad kot yia Tn HeAEtn akpaiwv oevapiowv. Ze auto
ovuBdAovv Ta oynuata katayibwv, Kabwmg YpNoHomoovVTAl YA TNV KATAOKELT
ouvvBeTIKOV KatayldwVv OV €XOUV TAPOUOIA T} O AKPAIN CULUTEPIPOPA ATO TIG
10Topikeg kataryideg. O ovlevEelg eival evag AAAOg TpOsog yia va emtevybel 1)
TIPOCOLOIWOT) TWV TAPAKTIOV KaTAlyiSwv. O1 GLIEVEEIC TTEPTYPAPOVV KA LOVTEAOTTOIOVV
mv efapton Twv eumiekopevev petaPAntwov, Oivovrag tn dvvatotnta ng
TPOCOUOIWOTNC TTOAVUETAPANTOV PAIVOUEVOVY OTIOE €lval o1 TapakTieg katatyideg. Ot
TIPOCOUOINCELS OTME KAl O1 10TOPIKES KATAyldeg UITopovv va Xpnoiporonbovv yia
Siepedivnon g avtoyng TwV KATAOKEL®V KAT® oo akpaieg ouvvOnkeg, 1 va
tpo@odotnoovv apiunuka povieha (mx. MIKE 21, XBeach) ywa T peAétn tov
KUUATIKQV KAl TAPAKTIOV S1Epyaci®v.

H ouvyvomta eu@daviong tv 10TopiK®V KATAyidmv elval Xproiun yia n HeA&tn
POPTIONG TWV KaTaokevwv. 210 1810 mAaiolo, n mepiodog emavagopag eival emiong
amtapaitntn kabwg efetaletal N emAvEU@AVION HAG TAPAKTIAG Katayidag pe
OUYKEKPIUEVA XAPAKTNPLOTIKA AKOUN Kal av dev €xel ovpPel wg 10topikn kataryida. O
VITOAOYIOUOG TV TTEPLOSMWV EMAVAPOPAS TTPAYUATOTOIEITAL HETW TWV CLIEVEEMV KL
XPNOLOITTOLEITAL V1A TOV VTTOAOYIOMO NG MBavOTNTAG A0TOXlAg UG KATAOKEVNG, TNV
a&lomortia (Lira-Loarca et al., 2020) ka1 to oxediaopo tovg (Salvadori et al., 2014, 2015;
Li et al., 2020; Orcel et al., 2021).

H avdAvon towv mapdktiov katayldwv avedelle n onuaocia g moAvUeTABANTNG
QAVAALOTG OTNV KATAVONOT) TETOIWV AKPAI®V (PAIVOUEVHOV PEXPL KAl TO oxedlaoud TV
AMUEVIKOV KAl TAPAKTIwV €pywv. H e@apuoyn tov ovleviewv eival KATAAVTIKY) o€
TETO0V €180ovg poPAnuaTa, woTdoo 1 XP1on Tovg ot eninedo mpodiaypapnv Sev etval
e€loov Sradedopévn. O1 kavoviouol yia 1o oxedlaoud Twv katackevav (m.x. Eurocode
EN 1990, NORSOK N-003) cuvioToUV T1 HEAETN TAVTOXPOV®V AKPALOV KATACTATEWY,
OTWG Ol KATALYISEG, KAl TOV VITOAOYIOUO TwV TEPLOSWV EMAVAPOPAG XWPIG OUWG Va

AVAPEPOVTAL AKOUT) 0TI XP10N TOV oLIEVEEWV.
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5. Zvumepaopata

H Suvauikn tov mapdkTiov Katatyidwv Kal o1 6oBapeg EMUTTOOELS TTOV EMPEPOVY OTIC
TTAPAKTIEG TIEPIOYES KAl TIC TOIMKEG KOWWVIEG OTAONKAV a@opun yw tnv mapovod
Satpifn. To avtikeipevo tng mapovoag Satpiffig eivarl n avaAvon TV TAPAKTIOV
Katayibwv pe KOP1o aToX0 TN LOVTEAOITOINOT) TOVG HETW® TOV GLIEVEEMV.

Y& OyY€0T LLE TOVG EPEVVITIKOVGS GTOYOVE TTOV TEONKAV EK TV TIPOTEP®V OXETIKA LLE TOV
OPIOUO TV TAPAKTIOV KATAYiIdwV, TIg onuavTikES peTtaPfANTEG KAl Ta asapaitnTa
KATOE@ALA Y10 TOV EVTOTIOUO TOVG, OTNV mapovad Statpir] 0 oplouog NG TAPAKTIAG
kataryidag Bewpeltal 6T €EapTATAl ATO TA XAPAKTNPIOTIKA HAG TEPLOYNG KAl elvat
ouvvnOwg povadikog yia kabe tomobecia. Emopévog, 0 eviomouog Tmv TapaKTinV
katayibwv Pacidetal ota StabBéoua Sedopeva kabe meployng KAl TPOKVLITEL ATTO TN
Siepevivnon Tov LYoug, TNe Srdpkelag kal Tov SlaoTHUATOS NPEUING TOV TAPAKTIOV
katayibwv. Ta ) peAetn Tov mapdkTiov Katayidwv, opidovtal o1 EKTPOTWITOL TWV
OTUAVTIKOTEPWV HETABANTOV TTOL TTEPTYPAPOVV £VA YEYOVOS OTIWG: TO VYOG, 1) Tepiodog
Kat 1 katevbuvon kvpatog, kabwg kat 1) Sidpkela, To S1aoTnua npepiag Kat 1 evepyela
¢ katayidag.

Y1a mAaiola g Statpifrg SiepevvnOnke n Bewpla twv ovlevEewV KAl EPAPUOTTNKE
YO TNV HOVTEAOTIOINON TV TAPAKTI®V Katatyidwv. O1 culevEelg Xpno1UomolovvTal yia
TNV TEPLYPAPT] TNG OXEONG TV HETAPANTHOV 7TOV 0pI1fovV Uld TAPAKTIA KaTtatyida kat
ePapUOlOVTAL O€ TPEIG TEPUTTWOELG: A) Y1A TNV LOVTEAOTIOINOT) TNG OXEOTG TOL VYPOUG KAt
mg meplodov KLPATOG KatA Tn Sdpkela piag katayidag, f) v mpooouoiwon twv
TOPAKTIOV KATAYIdwV 0 Hla TEPLOYT], KAl Y) YA TOV VITOAOYIOUO TV TEPLOd®V
ETAVAPOPAS TV TTAPAKTI®V KATAYiSwV.

H epapuoyn twv ovlevéewv ovvnbwg meplopifetar otig dvo petafAntég kal oe
OUYKEKPIUEVEG O1KOYEveleg ovlevEemwv. e avtiBeon, otv mapovoa datpiPn yivetal
S1epeivion TV KOAUTEPWYV CLEEVEEMV KAl 1) EQAPLOYT] TOVG Yivetal oTig SV0 £ng TéEVTE
Slaotdoelg. XV meplntwon Twv dvo petaPAntov n PEATIoT] oVlELEN emAéyetal
avapeoa oe 40 Swapopetikég owkoyéveleg ovlevEewv. EAgyxetan 1o evpog Twv
TOPAUETPWV TNG TAPAKTIAG kKatawyidag oe oyéon pe T PéAniotn ovleven kau
emupoobeta yivetan Siepevvnon g Sevtepng PEATIOTNG CVLEVENC WG TTPOC TIC S1aPOPES
MG UE TNV MP®TN KAl TIG OUOIOTNTEG JIOV MAPOLOIAOVV oplopéveg okoyeveleg. H
POCOUOIWOT] TWV TMAPAKTIOV KATAYIS®V JTPAYUATONMOIEITAL €TTIONG HECW TWV
oLEVEEMV KAl TwV aAyopiBuwv mov avamtoyOnkav Bdaoel g pebodoroyiag twv De
Michele et al. (2007), Aas et al., (2009) ka1 Stober and Czado, (2017) mov enektaOnkav
oG MEVTE PETAPANTEG. Ta TOV LITOAOYIOUO TG TEPLOSOV EMAVAPOPAC TOV TAPAKTIDV
katayidwv xpnowomolovvtal o1 C-Vine ovlevelg yia tpeiq éwg mévte petaPAntég,
kaBwg kat o1 ouvnBelg okoyeveleg ovleVEewV(i.y., Tawn, Frank, Gaussian, Gumbel, t)

yia 8v0 €wg mévte PeTAPANTES.
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Ta yevikd cvpmepdopata mov eEAyovIal QI TNV €PAPUOYN TOV OLIEVLEEWV 0TI

LOVTEAOTIOINOT) T®V TAPAKTI®WV KATAYIOwV cuvowpilovtal ota eENg:

O1 ouvCev€elg Tawn xat Joe elvar o1 emkpatéotepeg PéATioteg ywa v
povtedomoinon twv H kol Tkatd ) didpkela piog mapaktiag kataryidag. Ot
Katayideg pe eAa@pleg ovpeg exovv oav PéATioteg Tig Tawn ovlevEelg evm o1
Joe ovlevEelg Tapradovv kaAvtepa otig PapiEg ovpeg. ‘Oco avagopd
Sevtepn PBeATiotn oUlEVED, eivan onuAvVTIKO OTL KATtoleg cLEVEELS Bewpovvtal
e€loov PeAtioteg pe wkpn Stagopd ota yapaktnplotika tovg (AIC, BIC,

Loglik.) 6mtwg o1 ouevéeig Joe kar Clayton.

H C-Vine oUCvEn twv mévie PETAPANTOV KATAOKELAZETAlL WHET® TOU
oLVSVACHOV TV CUAVTIKGOV TAPAUETPwY ava Cevyn. I'a v mpocouoinon
TWV TAPAKTIOV katayildwv, ot AAyopiBuot A xat B mov ompidovtal ot
pebodoroyia twv Stober and Czado (2017) kan Aas et al. (2009) avtiotoya,
ENMEKTEIVOVTAL EVKOAA OTIG TTEVTE PETAPANTEG KAl TawTi{ovial g TPog Ta
QTOTEAEOUATA TOVG JIOU €lval OPKETA 1KAVOMONTIKA. Xe avtifeorn, o
AXyop1Bpog I mov avantuyBnke Baoel g pebBodoroyiag twv De Michele et al.
(2007) elvar apkeTd SVOYPNOTOG KAl TA ATOTEAETUATA TOV ATTOKAIVOUV QIO T
apykda SedSopéva oe MTOAA (VYT TV LETAPANTOV.

O1 Siodrdotateg mepiodol emava@opds TOV TAPAKTIOV KATAYIO®wY propolv
VA LITOAOYIOTOVV HECKH S1APOPWV TLIEVEEMV XWPIG UEYAAES ATTOKAITEIS OTA
amotedeopatd tovg. Ia tig peyaAvtepeg Swaotaocelg o1 C-Vine ovlevéelg
TAPOLOIAOVV TEPLOSOVE EMAVAPOPAG TTOV EIVAL TTIO PEAAIOTIKEG CUUPOVA UE
TN CUUITEPLPOPA TOV APXIKOL Selypatog. Qotooo ta amoteAéopata dev etval
aueoca ovykploa kabwg Sev eival yvwoTtn) 1] IoTeEAeoUATIKOTNTA TNG KAOe

oVCeVENG.

H mpotewvouevn peboboroyia yia v availvon tewv TapdkTiwv Katayibwv

eQPAPUOETAN 0 &va Oelypa Kupatikov mapapetpwv amo 30 meploxeg ot Meodyelo

0dlaocoa, oto omoio evromifovrar 4008 mapdktieg katayideg. Méow autnig g

avaAvong mapovolddeTal 1 6paoTNPOTNTA TOV TAPAKTI®V Katayidwv oty EAAGSa,

omv Itaiia, ot F'adia kal oty Iomavia, eptypa@ovtag onUAvTIKEG TIANPOPOPIES YA

TN CUYVOTITA EUPAVIOTS KAL TA XAPAKTNPIOTIKA T®V TAPAKTIOV KATAYIOwV. ZUvenmg,

TPOKVIITOVV KATola Sevtepevovoag ONUAciag CUUTEPACUATA YA TIG ITAPAKTIEG

katayideg otn Meooyelo Odhaooa, Ta omoia cuvowpilovtal ota eENG:

o

10 - 14 mapaxtieg kataryibeg ovuPaivovv emoinwg ot Meodyelo Odracoa
otV EMada, oty Itaiia, ot F'adia kal otnv Iomavia.

ITave amd to 80% TV TAPAKTIOV KATAYIO®WV avamtiooovTal 0To S1dotnua

Oxtwfpilov-MapTtiov, 0THC AVAUEVOTAV, EV® 01 TePloxeg Tng lomaviag xovv
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EVTOVOTEPT SpAcTNPOTNTA TOVG KAAOKAIPIVOUG UNVEG O€ OXEOT LE TIG AAAEG
TEPLOYEG.

O1 mapdkmieg katayideg pe TG VYNAOTEPEG TIUEG VYPOLE, TEPLOSOVL Kal
EVEPYELQG eUPAVI{OVTAL, ONWG OVAUEVOTAV, OTIS TEPLOXEG IOV  elval
exteBeluéveg oe vYNAA xOpATA kAt Bpiokovtal ota fabid vepd.

H péon Sidpkera twv mapaktinv katayidwv etvar pikpotepn ammo 30 wmpeg kat
oxedov 1o 50% avtwv dapkel Atyotepo and 24 wpeg.

‘Ocov agopd 10 Srdotnua npepiag, ™ 25% TV TAPAKTIWV KATAyiSwv
TANTTIOUV 8V0 (POPEC U OUYKEKPIUEVT] TEPIOXN] O AYOTEPO QO pua
eBSouada.

H mepioSog kar n katevBuvon kduatog €xovv pikpn Stakvupavon katd
Sidpkela pag mapaktiag kataryibag. O ovvieheotg petafAntotntag g
mep10dov kKVaTog etval Likpotepog ammo 0.15 yia Tig mEPIo0OTEPES TAPAKTIES
katawyibeg (75%), OMWE KAl 1) TLUMKN QmOKAION TN¢g KatevbBuvong eival
uiKpoTepn TV 20 HOp®V Y TaA ePLocoTepa yeyovota. Emopévag, n péon
T g  mepodov  kar TG kKatevbuvong  KOHATOG  TTEPTYPAPOLV
QTOTEAEOUATIKA TIG SV0 autég petafAntég katd m Sidpkela pag mapaxtiag
katayidag.

H pon evépyelag kal n evépyela mapaktiag katoyidag €yxovv mapopola
OLUTIEPLPOPA O OXEOT HE TO VYOS Kal TNV mePiodo kOpatog. O1 mapdakTtieg
Kataryldeg mov €xovv 1610 VPO KVUATOG TAPOVOIALOVV ETTIONG VYNAES TIUES
EVEPYELOG KA POT) EVEPYELAG OTAV T) TTEPI0S0C KVUATOG elval €TIOTG LEYAAN.
O mapaktieg katayideg tng Meooyeiov avamaploTavial amd TPywVIKA
OXNUATA, TA OTTO1A UITOPEL VA EIVAL 100OKEAT 1) OKAANVA KAl 1] LOP@T) Toug Sev
e€aptatal asmo v katevBuvon 1 v meptodo KLUATOG.

SVU@®VA LE TTPONYOVUEVEG EPEVLVEC O1 TAPAKTIEG KaTalyideg Tng Meosoyeiov
elval o aIOTOUES KATA TNV €vapgn Toug Kal NmoTtepeg mpog N ANEn toug.
Qot000, | cuyKekPIUEVT) Lopen) Sev emPePaiwvetal oto e€etalopevo detyua,

KaO®¢ TO OKAANVO TPIYwVIKO oxnua Sev emkpatel.

Ta amoteAéopata g mapovoag oatpifig elvar ypnowa Kupiwg yua TV

JIPOOOUOIOT] TOV TAPAKTIOV KATAYIOWV KAl TOV VLITOAOYIOUO TWV EPLOdmwv

emava@opag. Méow avtewv Tewv S1ad1Kao1V KAl YEVIKOTEPA TNG HOVTEAOTOINONG T®V

TAPAKTIOV KATALYIOWV pEow Twv oLvlebEemy 1 SatpiPny emdinKel va ouvelo@EpeL ot

BeAtiwon g aflomotiag Tov oxeSlaoUoy TV AUEVIK®V KAl TTAPAKTI®OV €PYWV.

SUUTAN POUATIKA TTPOC TNV KATEVOLVOT) AUTH AEITOUPYOVV O1 TTAT|POPOPIEC TYETIKA LIE TN

SpaonploTa THV TAPAKTIOV Katayidwv otn Meoodyelo Bdiacoa, eve emiong n

pebodoloyia IOV AVATITUOCETAL YA TOV EVIOMOUO KAl TNV AVAALOT] TOV TAPAKTI®V

Katayibwv amoteAel vav o8nyo yia kabe avaivon mapdktiov Katayidwv oto péAAov.
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Ov mepoplopol g mapovoag dSatpiffig ag@opovv kuvpiwg ota Sedopéva mov
eEetaotnkav. [Tapd 1o yeyovog 0Tt To Selyua NTAV ApKETA HEYANO, 1) XPOVIKT] KAALYT) G€
kaOe meployn Sev oLUTINTEL, OMTWS KAl TO XPOVIKO Pripa HETAE) TwV PETPOEWV TIOU
Kopaivetar amo 0.5-3 ®peg. AOYm aUTOV TOV TEPOPIOU®V dev propovv va eayBovv
YEVIKA CUUITEPACHATA Y1A TNV KAILATIKT aAAayT], KATt tov Ba eixe peydAo eviiapepov.
H xpnon twv C-Vine culeViemv amodelkvOETAl ATOTEAETUATIKT, T EQPAPLOYT] TOUS OUKC
astautel 181aitepn tpocoyn AOY® TwV TOAGDV HaBNUATIKGV VITOAOYIOU®V.

H avdlvon tov mapdktiwv katayidwv kat 1) HOVTEAOTOINON TOUG UECK TV
OLEVEEMV EMBEXETAL PLOIKA TTEPETAlP® PeAtiwon. Kasmoleg mpotdoelg yia HeAAOVTIKEG
€pevveg ouvowidovTal TAPAKATW:

o H peAétn epappoyng yia tov eviomopd twv katayidwv pmopet va faociotel
o€ &va peyaiutepo avvoAo SeSopévav, pe 660 To SuVATOV LIKPOTEPO XPOVIKO
Bua (recording interval) petald twv petpnoewv. Evo mapddnia popet va
yiver Siepevvion g enibpaong tov Sraotiuatog kataypaeng (recording
interval) mov kvpaivetar petad 0.5 éwg 3 wpeg 1000 0T Sidpkeld 60O KA1 GTO
Sltaotnua npepiag.

o ITAnpo@opieg yia TIg EMITTOOELS TWV TAPAKTIOV KATAYIOwV 0TI AKTEG OGO
KAl OTIC KATAOKEVEG, OOPLPOPIKEG EKOVEG KAl EMUTAEOV UETEMPOAOYIKA
SeSopéva (Jt.x. aTHoo@EAIPIKT) TTEOT) UITOPOVV EMTIONC VA CLUTTEPIANPHOVV yia
TNV KAAUTEPT] AVAAVOT) TV TAPAKTIOV KATAYIOwV.

o O ovlev&elg pmopovv va ypnoluomoinBovv oTig katayideg sov €xovv
TPOCOUOIWOET KAl VA LITOAOYIOTEL 1) TTEPTI0SOC ETAVAPOPAG TOVS, MOTE VA E1val
EPIKTI] 1] CUYKPLOT] TOUG LIE TIG I0TOPIKES KATALYIOEG.

o H mpotewvouevn pebodoroyia Ba eixe evdiagpépov va epappootel 0to pEAOV
0€ TTEPLO0OTEPEG TTEPLOXES WOTE VA PITOPEL va yivel pia KaADTepr oUYKPL0T) TV

TPOCOLOIWOE®Y OAAA KAl T®V TTEPLOSMOV ETAVAPOPAC.

H moAvSidotat @uon tov mapdktiov Katayibwv kot 1 mAnfmpa Tov ematooewy
TOVG 0TI TAPAKTIEG TTEPLOYEG ETMOT|LAIVOUV TNV AVAYKT) TG OAOKANPWLUEVT) TTPOTEYYLONG
tovg. Ta Vv emiAvon autov Tov SVOKOAOL TPOPANUATOC aTALTEITAl T) HEAETN TWV
10TOPIKWV Katayildwv kot evtepov 1 moAvpuetaPAnT Tovg avaivor. Xe authiv v
katevBuvon, 1 Bewpia Tov ovlevEewv eival TOAAA LITOoYOUEVT KAl A&LdEL TNV TPOCOYN

NG EMOTNUOVIKNE KOIWVOTNTAG.
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Chapter 1

Introduction

1.1. Background, motivation and research objectives

Storms constitute one of the most common and destructive disasters that have posed
barriers to human evolution throughout the years. Examples of storm events, such as
the big storm that hit the Mayas’ civilisation (Smyth et al., 2017) or the storm which
Columbus faced during his fourth voyage in 1502 (Emanuel, 2005a), have provided
significant knowledge to the subsequent generations about storm severity. Historical
storms indicate their intertemporal presence in human life (Ludlum, 1963; Longshore,
2008), as well as the fact that efficient preparation against storms, including prevention
actions, are needed since their avoidance is impossible.

Dealing with storms is nowadays imminent due to climate change, especially for
better understanding these events and being prepared for the future (Michener et al.,
1997; Lowe and Gregory, 2005; Bengtsson et al., 2006; Helman and Tomlinson, 2008;
Wang et al., 2008; Hallegatte et al., 2011; Marcos et al., 2011; Seneviratne et al., 2012;
Gomes et al., 2015; Horton et al., 2015). The term “climate change” is commonly
accepted by the scientific community, even if a small part is more sceptical towards the
matter (Brown, 2013; Capstick et al., 2015; Hornsey et al., 2016; Hartter et al., 2018;
Taddicken et al., 2018).

The latest reports of the Intergovernmental Panel on Climate Change (IPCC) (2018,
2019) confirm this change and warn about how it could be even worse. In brief, the
IPCC notes that human should act for climate during the next decade. The extreme

weather events have been more severe and frequent after 2010. The sea level has risen
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Chapter 1. Introduction

more than 20 cm since 1880, while an additional rise of 5 cm can cause severe coastal
flooding that will affect more than 10 million people worldwide (IPCC, 2018, 2019).
The coastal communities are at high risk since coastal areas have been recognised as
one of the most vulnerable, exposed to high storm surges, extreme rainfall, inundation.
The IPCC’s statements are also confirmed by other scientists (Knutson et al., 2015;
Emanuel, 2017; Bhatia et al., 2019) and constitute reasons to focus on coastal storm
analysis and coastal storm hazards given the future’s uncertainty.

Regarding their definition, storms are considered extreme hydro-meteorological
events and in their broadest sense describe hurricanes and cyclones. More specifically,
“coastal storm” is used to better describe the storms that cause severe impacts on coasts.
Coastal storms indeed threaten the coastal structures, the ports, and the coastal
communities. Storms’ analysis is a crucial research topic for coastal engineering since it
directly affects the resilience of coastal communities and the reliability of coastal
structures. Therefore, the initial motivation for undertaking this thesis was shaped by
the inherent connection of coastal storms and human well-being, their extreme nature,
and the broad research field that they create.

In an attempt to sufficiently describe a coastal storm, important variables requiring
investigation are emerging. Both atmospheric and wave characteristics of each location
and the storm impacts on coastal zones are used to better approach this phenomenon.
Going deeper into this topic, the work of De Michele et al. (2007) constituted a milestone
for the formation of this thesis, since it created the basis for relating the barely known
field of copula theory to coastal storms’ modelling. In the last decades, the copulas have
gained ground in multivariate analysis with applications in hydrology (e.g., droughts,
extreme rainfall, floods) and in economics (e.g., pricing, stock markets, risk analysis).
Their theory is considered demanding, combines calculus and statistics, and depends on
many calculations. Besides, their indiscriminate use can sometimes lead to errors with
catastrophic consequences (e.g., the financial crisis of 2007-2008 in the U.S.A.). This
peculiarity makes their proper application even more attractive. The copulas describe
the dependence of variables enabling the estimation of joint probabilities in high
dimensions and can indeed simulate coastal storms.

The specific research objectives of this thesis are:
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To define the coastal storm and to develop a methodology for its
identification, as well as the description of each event through the important
variables.

To develop the theory of copula in order to model coastal storms: a)
concerning the dependence of wave height and wave period during a coastal
storm, b) for the coastal storms simulation of a location by applying and
comparing algorithms that proposed in the literature (five dimensions), c) for
the estimation of coastal storm return periods for various combinations of
parameters (two-five dimensions).

To identify and study coastal storms in the Mediterranean Sea, in order to
understand their activity, characteristics and frequency of occurrence.

To apply the methodology for modelling coastal storms through copulas in
the sample of the Mediterranean Sea, for understanding the best copula family
for wave height and wave period modelling, for their simulation and their

return period.

1.2. Innovative points and highlights

This thesis is based on the coastal storm analysis and the application of copulas for their

modelling, mainly for their simulation and the estimation of coastal storm return

periods. The following innovative aspects are included:

The variables of a coastal storm and the required thresholds are described and
explicitly investigated, providing, for the first time, a step-by-step
methodology for coastal storm identification.

The developed methodology for the identification and the analysis of coastal
storms is validated via analysis of real wave data. Datasets from 30 different
locations are analysed for the first time in the Mediterranean Sea, and in
general also, for the study of coastal storms. In total, 4008 coastal storms are
detected, covering, in general, a period from 1985 to 2019. The descriptive
statistics of these extreme events are presented, providing significant
information about coastal storm activity during the last decades.

The analysis of detected coastal storms also highlights for the first time many

important characteristics of Mediterranean coastal storms, concerning a) the
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investigation of coastal storm energy and the energy flux, regarding the wave
height and the wave period during a coastal storm, b) the variance of the
wave period and the direction within a coastal storm, and c) the simplified
shape of coastal storms concerning the wave direction and the wave period
during an event.

In comparison with the common practice that predetermines a single bivariate
copula without investigation (e.g., Archimedean, Gaussian), in this thesis, the
optimal selection of bivariate copulas for the wave height and the wave period
during a coastal storm is thoroughly investigated. In particular, 40 copula
families are examined, and the optimal copulas are presented. Furthermore,
the second-best copulas are also investigated in an effort to identify
similarities among copula families. Subsequently, the tail dependencies and
the range of coastal storm parameters are further explored when the coastal
storm dataset is modelled via a specific copula family.

Following an overview of the C-Vine copulas methodology, this thesis
elaborates on the extension of this particular methodology in five dimensions
for coastal storm modelling. The proposed five-dimensional C-Vine structure
is developed based on one of the 30 different datasets hereto analysed, namely
Malaga’s dataset. However, the developed C-vine copula can be applied in
many other locations with similar characteristics.

In the context of this thesis, the methodology of De Michele et al. (2007) for
sea storm simulation is extended to five variables and an algorithm is
developed so as to properly simulate coastal storms. The developed algorithm
is compared to the ones proposed by Aas et al. (2009) and Stober and Czado
(2017). The simulation efficiency of the three algorithms is investigated
through the detected coastal storms of Malaga’s dataset.

This research achieves to estimate the return periods of extreme coastal
storms through copulas for two to five variables, extending conventional
approaches that incorporate up to three variables. Furthermore, the C-Vines

are compared to other well-known copulas (e.g., Gaussian, Gumbel, t).
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1.3. Thesis structure

The main topic of this thesis is the analysis of coastal storms for their application in the
design process of harbours and coastal structures. The primary research lines for coastal
storm analysis are drawn following the review of recent literature and the description
of key research issues (Chapter 2).

In Chapter 3, the methodology of this thesis regarding the analysis and the modelling
of coastal storms is described. In particular, the storms’ definition, the appropriate
thresholds used to define them, their identification and their characteristics are
investigated. Subsequently, the theory of coastal storm modelling through copulas is
presented. The basic principles of copula theory, the construction of C-Vine copulas and
their application in coastal storm simulation are described. Coastal storm activity can
be simulated with three literature-based algorithms (De Michele et al., 2007; Aas et al.,
2009; Stober and Czado, 2017) incorporating five variables by extending the pre-
existing methodologies. Their efficiency is investigated through the comparison of
simulated and observed data for a particular case study in the Mediterranean Sea.
Besides, the joint conditional functions are estimated through copulas and then they are
used for the estimation of storms’ return periods. In this context, a step-by-step
methodology is provided, capable to properly analyse and simulate coastal storms.

Chapter 4 includes the results of the methodology presented in Chapter 3, as well as
the results’ discussion. Analysis of coastal storms of 30 locations in the Mediterranean
Sea is conducted via descriptive statistics to provide not only an overview of their
activity in the Mediterranean Sea over the last decades but also insights regarding their
characteristics. The coastal storm characteristics include the duration, the calm period,
the energy, the wave height, the wave period, the direction, and the shape of coastal
storms are analysed. As far as the energy of coastal storms is concerned, two different
approaches for the coastal storm severity index are analysed to identify which one can
be included in coastal storm analysis. The application of bivariate copulas to model the
significant wave height and wave period of 4008 detected coastal storms is described,
and the two optimal copulas as well as their characteristics are presented. The five-
dimensional C-Vine copula is described and subsequently, this proposed structure is
applied to simulate coastal storms and estimate the return periods in the Malaga region.

The simulated coastal storms are validated through comparison with observed data. At
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the end of this Chapter, the application of copulas and coastal storm analysis in harbours
and coastal structures design is discussed.

Finally, Chapter 5 contains the general conclusions of this thesis. Furthermore, the
limitations encountered and the proposed suggestions for future research are also

included in this Chapter.
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Chapter 2

Theoretical background for coastal storm analysis

2.1. Key research issues of coastal storm analysis'

Throughout human history, priority has been given to protection against severe weather
conditions, storms, and natural disasters (e.g., flooding, tsunamis, earthquakes,
volcanoes). In an attempt to find answers, humans focused on how these natural
phenomena happen and who is responsible. In ancient times, most cultures had gods or
deities associated with natural disasters. Different gods were responsible for storms
among different civilisations and eras; Hurakan for Mayas (Schwartz, 2015), Thor and
Rén in Norse mythology, Susanoo in Japanese mythology, Indra in Indian religion, and
Set in Ancient Egypt. In ancient Greece, Homer described Zeus to be responsible for
storms while the sea had its own god, Poseidon, responsible for the storm surges (Hard,
2004; Taub, 2004).

As years went by, humans were more interested in “how” these phenomena occur,
rather than “who” is responsible for their occurrence. For this reason, people became
more sceptic and started to observe the signs of the sky and land, identify patterns and
carefully prepare against extreme weather phenomena (Molders and Kramm, 2014).
Accurate explanations of these phenomena were given by philosophers, throughout the
years, simply by analysing the changes and the movement of the clouds and the stars.
However, it was not until 1880 that the first scientific approach for interpreting the

nature, formation and impacts of storms appeared (Fig. 2.1). The science regarding this

! A part of this chapter has been published in Martzikos et al., (2021a).
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Chapter 2. Theoretical background for coastal storm analysis

topic remained scarce until the 1950s, when the topic started receiving attention,
probably in alliance with the general post-World War II economic expansion, which
required safety against extreme weather events. The research related to coastal storms
started to raise significantly after 2000 (Fig. 2.1) and continue to rapidly increase till

today.
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Figure 2.1. The annual number of documents-publications, including the term “storm” in the
title, and the terms “coastal” or “coast” in the title, abstract or keywords, according to

Scopus.

Several researchers have published their work concerning the accurate prediction of
extreme storm events (Ferreira and Guedes Soares, 1998; Lowe and Gregory, 2005;
McInnes et al., 2007; Izaguirre et al., 2013), the storm forecasting (Madsen and
Jakobsen, 2004; Verlaan et al., 2005; Mattocks and Forbes, 2008; Rego and Li, 2009),
and early warning techniques (Ciavola et al., 2011b, 2011a; Gall et al., 2013; Jones et
al., 2017). In general, the nexus of extreme events and human preparation against their
impacts attracts diachronically the research interest since the storm research provides
information that improves not only the understanding of these extreme events but also
the risk analysis of the related hazards.

Throughout human history, people tend to make settlements along the coasts.
Currently, approximately 600 million people live in low elevation coastal zones (i.e.,
coastal regions less than 10 m above mean sea level) (Kirezci et al., 2020). Therefore,
researchers primarily deal with storm management, which is vital for everyone who
lives and works along the coasts and consequently focus on storm impacts in coastal
areas (Hissel et al., 2014; Spencer et al., 2015). Considerable attention is given to

research issues related to storm research, such as coastal zone management (Curtis,
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2013; De la Torre et al., 2013; Hallegatte et al., 2013; Chadenas et al., 2014; Musereau
and Regnauld, 2014; Jaranovic et al., 2017), the optimal design of port and coastal
structures (Rao and Mandal, 2005; Phan and Simiu, 2011; McCullough et al., 2013;
Takahashi et al., 2014; Altomare et al., 2015; Burmeister et al., 2015; Basco, 2016; Do
et al., 2016; Van Doorslaer et al., 2017; Hatzikyriakou and Lin, 2017; Mooyaart and
Jonkman, 2017; Mohd Anuar et al., 2018), and the rise of public awareness (National
Research Council, 2014; Lane et al., 2015; Paton et al., 2017).

Apart from the implications of storms for coastal populations, and their inclusion in
broader research topics, researchers also focus on the thorough investigation of coastal
storms. For this reason, relevant research includes the analysis of historical events
(Shand et al., 2011), the modelling of coastal storms (Massey et al., 2011; You, 2011,
Kim and Suh, 2016; Pingree-Shippee et al., 2018) and the presence of storm surges
(Bender et al., 2012; Naimaster et al., 2013; Allis et al., 2015; Yao et al., 2017; Pouzet
et al., 2018). In addition, multiple publications are dedicated to describing the impacts
of a coastal storm (Klemas, 2009; Hondula and Dolan, 2010; Barnard et al., 2014; Hartt,
2014) on sandy beaches (Rangel Buitrago and Anfuso, 2011a), the marine ecosystem
(Sanchez-Vidal et al., 2012), the sediment transport (Aagaard and Kroon, 2017; Wang
and Cheng, 2017; Swindles et al., 2018), the structures and their design (Benassai et al.,
2009; Basco and Mahmoudpour, 2012), as well as the storm’s implications with coastal
erosion (Basco and Walker, 2010) and inundation (Wamsley et al., 2011; Barnard et al.,
2014). Coastal storm research is inevitably linked to climate change (Sanuy et al., 2018)
and provides in-depth information on the associated risk reduction. As a result, many
risk assessments are found in the literature for different locations (Ferreira et al., 2009;
Garnier et al., 2018), which subsequently help the forecasting (Flowerdew et al., 2010;
Haerens et al., 2012) and the establishment of early warning systems (Valchev et al.,
2014).

Coastal storm analysis is an integral part of coastal storm research, hence of
paramount importance for scientists, organizations, and governments who wish to
effectively deal with such phenomena, prepare in a timely manner and finally protect
citizens. The general concept of coastal storm analysis is developed around the
importance of learning from the past and prepare for the future, with regards to
sufficient protection against an upcoming storm. The analysis is mostly based on

identifying and understanding the variables involved while trying to properly describe

77



Chapter 2. Theoretical background for coastal storm analysis

the event (e.g., wave height, wave period). However, due to the complexity and the
number of variables, this effort is usually a complicated process.

In an attempt to simplify the entire process, a coastal storm analysis could be divided
into three phases: before (pre-storm), during (over-storm) and after (post-storm) a storm
event. Most research usually deals with one of these phases. The “pre-storm” phase
entails studying past storm events and is based on oral evidence and historical data, i.e.,
measurements, models, satellite images, newspaper articles, photos, videos, old maps.
This information is used to understand the wave climate conditions in a specific location.
Moreover, they are valuable for studying storm consequences. Similarly to the “pre-
storm” phase, the “over-storm” phase incorporates the offshore and onshore available
real-time data, which are analysed to identify the storm event and understand its
severity and its impacts. At the operational level, this analysis can be accomplished at
the time of the storm’s occurrence to predict its development and inform the society via
the warning systems. The “post-storm” phase is focused on the consequences of coastal
storms since it includes disasters’ recording and analysis, as well as infrastructures’
reliability, predictive models’ efficiency of models and warning systems’ accuracy

during a storm.

Thresholds
Signifigant wave height
Duration
Calm period

Impacts

Storminess
Synoptic systems
Storm surges
Time series analysis
Storm severity index

Definition

3

Classification Societal aspect]

Figure 2.2. The most important key research issues of coastal storm analysis.

Further to the simplification of coastal storm analysis in temporal terms, this chapter
seeks to shed light into the contextual components of a robust coastal storm analysis. In
particular, the main pillars of such an analysis (Fig. 2.2) are the following: 1) the
definition of a coastal storm, 2) the storminess’ assessment, including the complete or
partial analysis of synoptic systems, the storm surges, the wave characteristics with time
series and the coastal storm severity index, 3) the identification of a coastal storm

through thresholds’ analysis, including the significant wave height, the duration and the
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calm period, 4) the coastal storm impacts on the coasts, 5) the classification of the
events, and 6) the societal aspects of a coastal storm. The proper assessment of the
aforementioned components constitutes a prerequisite for a robust storm analysis and a
guiding framework for undertaking the analysis. Furthermore, they highlight the
multidimensional nature of coastal storms and the necessity for a holistic view of their

approach.

2.2. Coastal storm definition

According to the Glossary of Meteorology of the American Meteorological Society
(2019), a storm is “any disturbed state of the atmosphere, especially as affecting the
earth’s surface, implying inclement and possibly destructive weather”. The term “storm”
usually describes cyclonic systems (i.e., hurricanes, typhoons, cyclones) and, slightly
more often, other storm types of thunder, snow, sand, rain, and winds. However, this
definition is not sufficiently explanatory for the marine environment. In this direction,
the definition should incorporate the water element, as well as the impacts of a coastal
storm.

A first definition of storm is given by the Beaufort scale. (Mcllveen, 2010; Beer, 2013;
Hasse, 2015; Clements and Casani, 2016; WMO, 2017). The scale, as developed in its
modern edition (Table 2.1) considers the wind speed and assess its effects on land and
sea to describe the phenomena and associate them with one particular Beaufort number.
According to this scale, the storm corresponds to Beaufort number 10 with the maximum
number of 12 illustrating the roughest sea conditions (i.e., hurricane). The storm is
presented as an event with very high waves, long crests, a white appearance at the sea
surface and very low visibility. This scale is important for seafarers and it was more
useful in the past for the ships sailing the ocean (Mather, 2005; Singleton, 2008).
However, scale limitations related to the non-inclusion of a fully developed sea and
swell dynamics result in limited use of this scale (Harley, 2017). Furthermore, the
Beaufort scale is referred to the open sea, thus being insufficient for coastal areas since
it cannot adequately inform coastal communities and protect them against the threats

imposed by a storm regarding their health and well-being.
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Table 2.1

The Beaufort Scale with observations for open sea according to WMO (2017).

Probable
Beaufort L Wind speed  Specification for observations maximum height
Description
number [ms!] (open sea) of waves
[m]
0 Calm 0-0.2 Sea like a mirror -
Light air 0.3-1.5 Ripples with the appearance of scales are formed but without foam crests. 0.1
. Small wavelets; still short but more pronounced; crests have a glassy appearance and do
2 Light breeze 1.6-3.3 0.3
not break.
Large wavelets; crests begin to break; foam of glassy appearance; perhaps scattered white
3 Gentle breeze  3.4-5.4 1.0
horses.
Moderate . . .
4 b 5.5-7.9 Small waves, becoming longer; fairly frequent white horses. 1.5
reeze
Moderate waves, taking a more pronounced long form; many white horses are formed
5 Fresh breeze 8-10.7 2.5
(chance of some spray).
Large waves begin to form; the white foam crests are more extensive everywhere
6 Strong breeze  10.8-13.8 4.0
(probably some spray).
Sea heaps up and white foam from breaking waves begins to be blown in streaks along
7 Near gale 13.9-17.1 o . 5.5
the direction of the wind
Moderately high waves of greater length; edges of crests begin to break into the spindrift;
8 Gale 17.2-20.7 ) . o ) 7.5
the foam is blown in well-marked streaks along the direction of the wind.
High waves; dense streaks of foam along the wind direction; crests of waves begin to
9 Strong gale 20.8-24.4 o 10.0
topple, tumble and roll over; spray may affect visibility.
Very high waves with long overhanging crests; the resulting foam, in great patches, is
blown in dense white streaks along the direction of the wind; on the whole, the surface of
10 Storm 24.5-28.4 12.5

the sea takes a white appearance; the “tumbling” of the sea becomes heavy and shock-

like; visibility affected.
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Table 2.1 (continue)

The Beaufort Scale with observations for open sea according to WMO (2017).

Probable
Beaufort o Wind speed Specification for observations maximum height
Description
number [ms?] (open sea) of waves
[m]
Exceptionally high waves (small and medium-sized ships might be for a time lost to view
. behind the waves); the sea is completely covered with long white patches of foam lying
11 Violent storm  28.5-32.6 L . . 16.0
along the direction of the wind; everywhere the edges of the wave crests are blown into
froth; visibility affected.
. The air is filled with foam and spray; sea completely white with driving spray; visibility
12 Hurricane =32.7 -

very seriously affected.
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The specification of the term “storm” found in the Beaufort scale into “coastal storm”
when describing a storm event that affects coastal areas is necessary. The term is firstly
found in literature in 1950, but its common use commenced in the 1980s onwards (Fig.
2.3), constituting the main subject of many studies worldwide (Godschalk et al., 1989;
Quevauviller, 2014; Quevauviller et al., 2017; Basco and Mahmoudpour, 2018; Vasseur
et al., 2018). The research attention given to storm phenomena in relation to the marine
environment spans from 1980 to 2020. However, the term “coastal storm” differs from
the terms “sea storm” (Boccotti, 2000, 2015; De Michele et al., 2007; Beer, 2013;
Corbella and Stretch, 2013) and “ocean storm”, which are referred to the open sea,

rather than the coastal zone.
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Figure 2.3. The annual quantity of documents-publications including the term (a) “ocean
storm”, (b) “sea storm”, and (c) “coastal storm” in their title (on the left). The country of
origin for the six highest documents counts (on the right), according to the Scopus
database.

According to Harley (2017), the coastal storm definition is considered very
challenging since it demands the combination of numerous parameters regarding the
atmospheric conditions, the coastal environment, the total water level, the tidal cycle,
the time that a storm begins as well as how long it is active. Mather et al. (1964) defined

coastal storm many years ago, describing any synoptic situation that negatively affects
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the coast and causes damages. Almost 20 years later, Dolan et al. (1988) referred to the
coastal storm as any synoptic weather system which generates waves up to 1.6 metres
in deep water (i.e., where depth is greater than half the wavelength). More recently,
Ciavola et al. (2014) concluded that a coastal storm “can be considered as an anomalous
set of meteorological conditions that have the potential to cause damage to the coastal
zone and surrounding hinterland”. Three years later, Harley (2017) provided an
extensive definition for the coastal storm as a “meteorologically-induced disturbance to
the local maritime conditions (i.e., waves and/or water levels) that has the potential to
significantly alter the underlying morphology and expose the backshore to waves,
currents and/or inundation”.

Despite the evolution of the coastal storm definitions throughout the years, the
identification of an extreme event as a coastal storm remains a complex procedure since
it primarily depends on the local coastal environment. However, the accurate definition
of a coastal storm and its connection to the properties of the coastal area that the storm

occurs is the crucial first step of a robust coastal storm analysis.

2.3. Storminess

Another integral component of coastal storm analysis is the event’s “storminess”. The
term is used to describe the coastal storm severity, the storm magnitude, or its strength,
considering the coastal storm characteristics and mainly its duration and its impacts to
the coastal zone. Therefore, the analysis of storminess is imperative while trying to
understand how destructive a coastal storm is. Storminess assessment incorporates the
critical examination of several aspects, including the meteorology and the synoptic
systems, the existence of storm surges, the statistical analysis of the storm’s

characteristics and the investigation of coastal storm energy.

Synoptic systems

The relation of synoptic systems with the generation of storm events and their
development have received research attention during the last decades (Trigo et al.,
2002; Chen et al., 2010; Hopsch et al., 2010; Park et al., 2015; Machado and Calliari,
2016). Tropical cyclones and extra-tropical (or mid-latitude) cyclones constitute two
synoptic systems that play a significant role in the formation of coastal storms that

negatively affect the coastal zones.

83



Chapter 2. Theoretical background for coastal storm analysis

A tropical cyclone is defined, according to the National Weather Service of NOAA
(2019a), World Meteorological Organization (WMO) (2019), Met Office (2018) and
(Zehnder, 2019), as a warm-core, non-frontal, low-pressure synoptic system, originating
over tropical or subtropical oceans with organised deep convection and a cyclonic
surface wind circulation. Tropical cyclones draw their energy from the tropics’ warm
and moist sea surface, while heat is released from cloud or rain formation. A tropical
cyclone is formed during the upward movement of warm air when a low air pressure
area forms over the sea. Consequently, the warm air cools off, clouds are shaped, and
air from high air-pressure areas is entering the low air-pressure area over the sea. This
process describes a continuous motion that feeds the cyclone. Therefore, tropical
cyclones strengthen for as long as they are moving over water with high temperatures,
and they fade when they move into cooler waters toward the poles and reach the
coastline. The system moves from high to low air-pressure areas and rotates counter-
clockwise when it follows a track between the North Pole and the equator, whereas the
opposite is the case when a track is followed in the Southern Hemisphere. In parallel to
the tropical cyclone phenomenon, strong winds which may exceed 240 km per hour also
occur, leading to heavy rains and often an abnormal sea level rise. The combination of
all these conditions is responsible for many hazards in coastal areas (Shepherd and
Knutson, 2007; Harley, 2017). Different names (i.e., tropical depression, tropical storms,
hurricanes, typhoons or cyclones) actually refer to the same weather phenomenon (i.e.
tropical cyclone) (Ahrens and Henson, 2016), depending on the wind speed and the
region where it occurs (Fig.2.4).

An extra-tropical cyclone is a cold core, low-pressure system in the middle or high
latitudes of the earth beyond the tropics (Chan, 2019). It is characterised by and derives
energy from significant horizontal variations of temperature, which are called fronts.
An extra-tropical cyclone is developed at the interface of warm and cold air (Weisse and
von Storch, 2010). It is also called middle-latitude, depression, or low cyclone (Ahrens
and Henson, 2016). This type of cyclone is associated with strong winds causing severe
damages, heavy rain leading to destructive flooding and thunderstorms responsible for
remarkable temperature reduction. An extra-tropical cyclone is also responsible for
extreme sea conditions and high storm surges. In contrast to the tropical ones, extra-
tropical cyclones are static in terms of propagation, but they rotate counter-clockwise

at the location of their occurrence. Even though they are less frequent and violent than
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tropical cyclones, they can be more destructive for coastal zones as they remain over

one area for a long period of time. A summary of tropical and extra-tropical cyclones

and their main characteristics are presented in Table 2.2.

Tropical
cyclones

Severe tropical
cyclones

Tropical 7
cyclones

Figure 2.4. The different types of synoptic systems and the locations of their occurrence

Table 2.2

Main characteristics and names of tropical and extra-tropical cyclones based on WMO.

Wind speed

. Occurring
Names Region .
[m/s] period
<17 Tropical depression - -
18-32 Tropical storm - -
Western North Atlantic, June to
. central and eastern North November, with
Hurricane
Pacific, Caribbean Sea peaks in August
and the Gulf of Mexico and September
. May to
. Typhoon Western North Pacific
Tropical November
cyclones >32 April to June,
The Bay of Bengal and
Cyclone . and September
the Arabian Sea
to November
. Western South Pacific
Severe tropical . November to
and the southeast Indian .
cyclone April
Ocean
. . November to
Tropical Cyclone Southwest Indian Ocean .
April
Extra-
) Middle latitudes of the
Tropical - . -
Earth beyond tropics
cyclones
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A special focus is hereto given in two important synoptic systems: Northeasters and
Medicanes which are generated from cyclonic systems. A Northeaster (or Nor’easter) is
generated from a macro-scale extratropical cyclone, taking its name from its movement
and the north-easterly direction of strong winds which are blowing in from the ocean
over the east coast of North America and ahead of the storm (NOAA, 2013). These
synoptic systems occur all year round but are usually characterised as winter storms,
being more intense between September and April. They are associated with heavy snow,
precipitation and extreme waves that cause severe damages in coastal areas, such as
flooding and beach erosion (Davis et al., 1993; Komar and Allan, 2008; Horton et al.,
2016; Lukens et al., 2018).

In the Mediterranean Sea, medium-scale tropical cyclones are developed, commonly
known as Mediterranean hurricanes or as Medicanes (Cavicchia et al., 2014; Emanuel,
2005; Ernst and Matson, 1983; Pytharoulis et al., 2000; Romero and Emanuel, 2013).
This type of system has recently attracted significant attention since they are becoming
more frequent and hazardous (Gonzalez-Aleman et al., 2019). They have a warm core
and are accompanied by low pressure on sea level, intense cyclonic winds, and heavy
rains. They are rare phenomena and mainly occur between late summer and autumn
(Cavicchia and von Storch, 2012). They are usually weaker than tropical cyclones but
are frequently responsible for property damage, negative impacts on marine

transportation and loss of human life.

Storm Surges

The existence of storm surge at a given location and a specific timeframe constitutes an
important component of storm analysis since its presence usually makes the coastal
storm effects even more destructive. Storm surges are considered responsible for
increased losses and mortality, according to IPCC (Collins et al., 2019) and are expected
to become more threatening under sea-level rise projections. The nexus of storm surge
and coastal storms has been investigated throughout the years (Needham and Keim,
2011; Booth et al., 2016), mainly regarding the storm surge disasters (Robertson et al.,
2007; Tajima et al., 2014) and coastal flooding in particular (Burzel et al., 2010;
Oumeraci et al., 2015; Prinos and Galiatsatou, 2018). Nevertheless, the storm surges’
future evolution based on modelling that incorporates climate change (Woth et al.,

2006; Boldingh Debernard and Petter Roed, 2008; Siek, 2011), as well as the
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management of storm surges and the related coastal protection strategies (Kremer et al.,
2013; Slobbe et al., 2013) have also been researched.

The storm surges and their characteristics are described thoroughly in Bertin et al.
(2017), and Weisse and von Storch (2010), indicating that they depend on several
processes. More specifically, the surge amplitude is affected by the storm intensity and
the size, the central pressure, the propagation of the storm with forward speed, the wind
direction, the angle of approach to the coast and the characteristics of the coastal zone
(e.g., the shape of the coastline, the bathymetry, the width, and the slope of the
seafloor).

The National Hurricane Center (NHC) of the National Oceanic and Atmospheric
Administration (NOAA) defines the storm surge, also known as the meteorological tide
(Sorensen, 2006), as an abnormal rise of water level generated by the aforementioned
synoptic systems. A storm surge refers to the rise above the predicted astronomical sea
tide. The surge height is basically the difference between the observed water level and
the predicted astronomical tide, typically ranging from 1 to more than 5 metres (NOAA,
2019b). The reduced atmospheric pressure and the strong onshore winds of a tropical
cyclone significantly contribute to the creation of storm surges by creating currents that
accumulate water in shallow areas. Furthermore, winds that blow in a parallel direction
to the coast, waves’ interactions (i.e., wave breaking, runup, setup and overtopping) and
the Ekman transport cause an additional rise in sea level. This rise is greater when a
high tide exists or when the storm surges are affected by the Earth’s rotation. Then, due
to the Coriolis effect, an acceleration of water currents occurs, transporting more water
toward the coast. A high storm surge implies a significant rise of the total water level,
thus making a coastal storm very destructive since it causes higher wave overtopping

and severe coastal floods.

Coastal storm analysis through time series

Studying and analysing wave climate data is another way to understand the storminess
in a specific coastal location through the collection of information about the waves and
the sea states during a coastal storm. Many studies have focused on time series analysis
to detect the storm occurrence, with particular attention to their statistics for the

investigation and the management of similar events in the future.
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The time series theory is used for analysing separately or in combination the most
important storm parameters as continuous random variables (i.e., the significant wave
height, the wave period, the wave direction, the water level, the atmospheric pressure,
the temperature, the wind velocity, the wind direction). Many studies analyse rather
composite parameters, such as storm energy, the storm duration and the calm period or
the interarrival time between two consecutive storm events (De Michele et al., 2007;
Corbella and Stretch, 2013). A statistical analysis of coastal storms should include as
many parameters as possible, but due to the process’ complexity, the data availability
and the research objectives, researchers tend to select some of these parameters to
analyse for the location of interest.

Statistical analyses of extreme events are commonly found in literature since they
constitute a useful tool for their understanding. In this direction, Coles’ book (2001)
about statistical modelling of extreme values provides a solid base for future related
applications (e.g. Katz, 2010; Mannshardt and Gilleland, 2013; Cheng et al., 2014).
However, many other books can be consulted for the statistical analysis of extreme
events (e.g. Beirlant et al., 2004; Yakir, 2013; Chavez et al., 2015; Dey and Yan, 2015).
Storms are regularly analysed through the incorporation of the Extreme Value Theory
due to their extreme nature. The main methods used are the ones of the Peak Over
Threshold (POT) and the Block Maxima (BM).

In the POT method, researchers use time series for predetermined important
parameters. They define a threshold for each of them and subsequently study only the
time series of the clusters that exceed the threshold. It should be noted that the selection
of the optimal threshold in the POT method is a demanding process. For instance, Ross
et al. (2018) use the POT method to analyse extreme storm surges in North Sea storms
and estimate the associated return values. Similarly, Shao et al. (2019) analyse the wave
heights of tropical cyclones in the South China Sea through the POT method.

In the BM method, several peaks for a certain time period (e.g., monthly, annual) are
being taken as representatives constituting new time series, which are then examined
for extreme event analysis. In literature, this method is applied for the return period
estimation and the risk of coastal flooding by analysing the characteristics of extreme
winds or waves (or storm surges). Applications have been conducted for the global scale
(Muis et al., 2016), but also for the Colombian and the Caribbean Sea (Devis-Morales et

al., 2017), as well as the Atlantic and the North Sea coasts of Europe (Calafat and

88



Chapter 2. Theoretical background for coastal storm analysis

Marcos, 2020). The proper selection of the number of peaks is crucial for the efficiency
of this method, but this number is determined through the rule of thumb without
sufficient clarification and mostly ranges between one and three peaks annually (based
on the r-largest method). However, the annual frequency of severe storm occurrence for
each location might be useful for improving both the number of peaks used in the BM
method and the threshold selection of the POT method.

In this direction, the incorporation of copulas has received significant research
attention for the analysis and modelling of storms and extreme “metocean” events
(Corbella and Stretch, 2012a; Corbella and Stretch, 2013; De Michele et al., 2007; Li et
al., 2014, 2018; Lin-Ye et al., 2016, 2018; Lira-Loarca et al., 2020; Salvadori et al.,
2014). The copula theory has been known in the last decades (Fig. 2.5), especially in
the field of economics (Frees and Valdez, 1998; Cherubini et al., 2004; McNeil et al.,
2005; Trivedi and Zimmer, 2006; Aas et al., 2009; Embrechts, 2009; Genest et al., 2009),
where they are used in many complex problems of mathematical finance, concerning
pricing, stock markets, and risk analysis. However, copula theory became also famous
for its applications in hydrology, water resources and environmental engineering
(Genest and Favre, 2007; Renard and Lang, 2007; Salvadori and De Michele, 2007;
Serinaldi, 2015; Salvadori et al., 2016; Jager and Napoles, 2017; Jager et al., 2019).
They have been extensively used for the analysis of droughts (Shiau, 2006; Serinaldi et
al., 2009; Kao and Govindaraju, 2010; Song and Singh, 2010; Seneviratne et al., 2012;
De Michele et al., 2013; Xu et al., 2015; Chang et al., 2016), extreme rainfall (De Michele
and Salvadori, 2003; Zhang and Singh, 2007; Bardossy and Pegram, 2009; AghaKouchak
et al., 2010) and floods (Salvadori, 2004; Salvadori and De Michele, 2004; Grimaldi and
Serinaldi, 2006; Liu et al., 2015; Masina et al., 2015; Sraj et al., 2015; Sadegh et al.,
2017).
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Figure 2.5. The annual quantity of documents-publications including the term “copulas” (a),
and the terms “copulas” and “storm” (b) in the title, abstract, or keywords. The bibliometric
analysis is carried out according to the Scopus database and is limited in relevant subject areas

such as Engineering, Mathematics and Economics.

Coastal storm severity index
Assessing the storm severity is an integral part of a coastal storm analysis that can be
estimated via the calculation of various quantitative properties such as the storm energy,
the magnitude, the content of even a composite index. The storm energy is affected by
the maximum wave height. Besides, the storm duration is important for damages and
changes in beach morphology. In literature, different terms such as “storm magnitude”
(De Michele et al., 2007), “energy content” (Mendoza et al., 2011; Duo et al., 2020) and
“storm power index” (Dolan and Davis, 1992, 1994; Karunarathna et al., 2014;
Dissanayake et al., 2015) are used to describe the severity of a coastal storm. As
proposed by Dolan and Davis (1994, 1992) and also used by Mendoza et al. (2011),
Rangel-Buitrago and Anfuso (2011b), the storm energy can be estimated by the Eq. 2.1,
t,
E=[Hd, 2.1)
&
where t;, denotes the beginning of a storm event, t, is the end time and H is the significant
wave height or the significant wave height over a threshold. De Michele et al. (2007),
following the meaning of the storm energy, proposed the storm magnitude (M) (Eq. 2.2)
such as the area of a triangle, where n represents the significant wave height threshold

and D is the storm duration.
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M=(H-n)-%. (2.2)

Corbella and Stretch (2013) extended this concept to obtain the wave power P (Eq.
(2.3)) by incorporating the average wave energy E (Eq. 2.4), where g is gravitational

acceleration, T is the maximum peak period and p is the density of salt water.

T

P=(g_].E, (2‘3)
4

EzéngZ‘ (2.4)

Karunarathna et al. (2014) calculated the storm power index (S,) by Eq. 2.5, but due to
overestimation stemming from the use of the peak of wave height during a storm,
Dissanayake et al. (2015) proposed the Eq. 2.6 referring, in a sense, to the equation of

Dolan-Davis (Eq. 2.1), where 4D and 4H denote the duration and the storm wave height,

respectively.

_ 2
Spi _D'Hpeak’ (2.5)
S,=>.(AD-AH?) . (2.6)

i=1
Particularly for the Mediterranean Sea, Lin-Ye et al. (2016) highlighted that storms are
sharp when they grow and milder when they decay. Therefore, they focused on the
storm strength and proposed Eq. 2.7, where E, , corresponds to the hourly storm energy
around the peak.

Eu)p = mlax(mean(Eu)(i_U +E,+E, . )). 2.7)

Furthermore, Basco and Mahmoudpour (2012, 2014, 2018) introduced the coastal
storm impulse parameter (COSI). This index is also used for estimating the coastal storm
strength, and it does consider the waves, the water levels, the currents, and the storm
duration D as described in Eq. 2.8, where f,,, denotes the storm surge momentum and

M(t) is the mean wave momentum flux that is the landward mass times velocity.
D
1= [f,, + M®]dt. (2.8)

The optimal choice of the method describing the storm severity is highly dependent on
the researcher’s preferences and depth of analysis. The latter is also the case for
estimating the storminess as a whole. It is evident that storminess is better explored if
all of its components are analysed, namely: the synoptic systems, the storm surges, the

storm analysis with time series and the storm severity index. However, this holistic
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analysis is rarely the case in related research due to data, resources, and time
availability. However, the analysis of one of the aforementioned components, when

properly conducted, is still capable to provide an accurate overview of the storminess.

2.4. Thresholds for coastal storm identification

Following the Extreme Value Theory (EVT), coastal storms as extreme and rare events
can be described by specific parameters ranging above or below a threshold. In practice,
this is a rather complex process as time series might fluctuate around a threshold and
quite often many events are not significant enough to consider them as coastal storms.
Therefore, researchers should review these thresholds based on the requirements of their
research. The optimal selection of thresholds is not only a demanding procedure, but it
is also somehow subjective since it is strongly related to the available data. The most
common parameters for which thresholds are selected to define a storm are: the
significant wave height, the storm duration, and the calm period, as shown in Figure

2.6. Their values are mostly site-dependent and vary widely between different locations

(Table 2.3).
[ Coastal Storm Thresholds )

Calm period Coastal Storm Identification

Figure 2.6. The most common thresholds which contribute to coastal storm identification.

Significant
wave height

Significant wave height

According to the inclusive and straightforward Boccotti’s (2000) description, the sea
storm is considered as a sequence of sea states with significant wave height (H)
exceeding a specific threshold without falling below this threshold for a certain period
of time. This threshold varies according to the location, the bathymetry, and the
exposure to the open sea, as well as to the large fetches and consequently to the high
waves. Generally, defining the thresholds which characterise coastal storms is more

accurate if based on their effects, hence their impacts on the coast including beach
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erosion, inundation or runup, rather than on a statistical rule. However, this information
is not available at any location since it is both costly and time-consuming.

Dolan and Davis (1994, 1992) considered a threshold of H at 1.5 metres by assessing
the remarkable erosion in the coast caused by waves in deep water higher than this
threshold. From a statistical point of view, Almeida et al. (2011) defined their threshold
as the mean H plus two times the standard deviation of their dataset. Based on extreme
and generally the EVT. Many researchers who conduct their analysis based on EVT, or
extreme wave analysis (Mendoza et al., 2011) use the 90" percentile, or even greater
one, to extract and analyse only the most extreme events (Dorsch et al., 2008; Rangel
Buitrago and Anfuso, 2011a; Eastoe et al., 2013). A goodness of fit to the extreme value
distributions (e.g., Generalised Pareto, Poisson or Weibull), the stability check of their
parameters for a range of thresholds or a residual life plot as proposed by Coles (2001),
are also used to define the threshold of significant wave height (Mazas and Hamm, 2011;
Bernardara et al., 2014). In the same direction, Lin-Ye et al. (2016) relied on excess —
over — thresholds plot for their analysis, whereas Li et al. (2014), as well as Duvat et al.
(2016), proposed the root mean square error analysis among observed and fitted data
which extracted from extreme value distribution of extreme data.

Boccotti (2000, 2015) suggested the threshold to be between 1.5 and 2 times the
mean of annual significant wave height, using the concept of the equivalent triangular
storm (ETS). The ETS substitutes the actual storm with a simplified equivalent storm,
having a triangular shape with a height equal to the maximum wave height that
corresponds to the storm intensity and the base of the triangle representing the duration
of a storm. Many other permutations of ETS were presented to simplify the mathematical
process and improve its efficiency (Martin-Hidalgo et al., 2014; Martin Soldevilla et al.,
2015; Duo et al., 2020). Overall, the method to be used for defining the wave height

threshold usually depends on the researchers’ background and preferences.

Duration

The duration (D) of a coastal storm is the time period for which the significant wave
height remains over a threshold. The duration is inherently linked to the time frame for
which the storm impacts are noteworthy. However, the definition of a minimum
duration is necessary in order to discard the shortest storm events. The minimum

duration is defined in various ways (Table 2.3), having the most common values ranging
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between 6 and 12 h (De Michele et al., 2007; Basco and Walker, 2010; Mendoza et al.,
2011). These values are probably influenced by the minimum rainstorm duration and
the hydrograph storm separation (Piest, 1963; Thorp and Scott, 1982). Rangel-Buitrago
and Anfuso (2011a) considered the tidal duration for their location and defined the
minimum duration required to observe storms that affect the coast during the tidal cycle.
Lin-Ye et al. (2016) investigated the duration of 12 h, 24 h and 48 h and concluded that
the duration of 12 h corresponds to more realistic storm events. The duration threshold
can be alternatively defined according to the minimum duration of synoptic systems
that contribute to the generation of storm events (i.e., tropical, and extratropical storms)
at a given location. However, this approach is rather more complex since the synoptic
systems are usually converted from one type to another as they grow (Harley, 2017).
In practice, the main constraint for properly defining the duration threshold is the
elapsed time between consecutive measurements (also known as sampling or recording
interval) usually ranging from 0.5 to 3 h. Therefore, the minimum storm duration should
be over 3 h, and maybe over 6 h, to avoid identifying events that consist of short time

series.

Calm period
The definition of the overall storm duration and the discretisation of consecutive storms,
the term “calm period”, needs to be determined. The calm period denotes the time
interval between the end and the start of two consecutive storms. According to De
Michele et al. (2007) and Corbella et al. (2012a), the term is also known as inter-arrival
time. In theory, a storm event ends when the significant wave height falls below the
threshold for a while, whereas in practice, this is difficult to be observed since usually
a storm event has more than one peak. For this reason, a calm period threshold is needed
in order to separate different events, but also indirectly assess the severity of storm
impacts on the coast, i.e. two consecutive events will be more destructive than occurring
individually within a short time interval (Callaghan et al., 2008; Ferreira, 2005; Lee et
al., 1998).

The threshold of the calm period is associated with the equilibrium conditions
regarding the coastal profiles and the time of beach recovery (Dissanayake et al., 2015;
Sénéchal et al., 2015), but is also related to the independence of the synoptic systems

responsible for the storms. Indeed, the calm period threshold is site-dependent (as
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shown in Table 2.3). This threshold ensures the discretisation of two events and it is
generally useful to consider more events as a single one, especially when they are
generated by one meteorological system. Piscopia et al. (2003) chose the independent
events based on the autocorrelation function, while Corbella and Stretch (2012a, 2013)
considered the calm period based on the decay of Spearman autocorrelation, confirming
the statistical independence. It should be noted that following this method, Corbella and
Stretch (2012a) set the calm period at 336 hours for the Durban region in Africa (i.e.
the highest value in Table 2.3). The annual number of storms at a given location can
also be useful for the definition of the calm period (Callaghan et al., 2008; Méndez et
al., 2008; Davies et al., 2017). However, it is usually safe to consider this threshold as a

fixed value, between 12-24 hours, as mostly used in literature, without further analysis.
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Table 2.3

The storm thresholds in different locations.

Significant
Duration Calm period
Study area wave height Authors
[hr] [hr]
[m]
New South Wales, Australia 2.92 - 24 (Davies et al., 2017)
Adelaide, South Australia 1.00 - 30 (Dorsch et al., 2008)
Durban, Africa 3.50 - 336 (Corbella and Stretch, 2012a, 2013)
Yucatan, Mexico 1.50 24 - (Mendoza et al., 2013)
North Carolina, USA 1.50 - - (Dolan and Davis, 1992)
North Carolina, USA 1.60 6 48 (Basco and Walker, 2010)
Liverpool Bay, UK 2.50 12 (Dissanayake et al., 2015)
Dutch coast, Netherlands 3.00 - 6 (Li et al., 2014)
Belgium 4.00 12 - (Haerens et al., 2012)
Bordeaux, France 4.10 - - (Coco et al., 2014)
Biscarrosse, France 4.00 6 - (Sénéchal et al., 2015)
Aveiro, Portugal 6.00 - 14 (Ferreira, 2005)
Faro, Portugal 3.00 - 5 (Almeida et al., 2012)
Cadiz, Spain 2.50 12 24 (Puig et al., 2016)
Andalusia, Spain 2.50 12 24 (Rangel Buitrago and Anfuso, 2011b)
Barcelona, Spain 2.20 12 - (Lin-Ye et al., 2016)
Catalan Sea, Spain 2.00 6 72 (Mendoza et al., 2011)
Gulf of Lions, France 3.00 - - (Gervais et al., 2012)
Sardinia, Italy 2.00 6 - (De Michele et al., 2007)
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2.5. Coastal storm impacts

Once a coastal storm is defined according to the thresholds set out in advance, the
strength of the storm should be linked to its impacts. This process is very important
since the conclusions are useful to understand the storm severity but also to review the
efficacy of the thresholds described in Section 2.4. The interconnection of storms and
their impacts are regularly studied by researchers, with most of these studies concerning
hurricane events, mainly due to the extensive damages they can cause. Collaborative
works edited by Stone and Orford (2004), Ciavola and Stive (2012), van Dongeren et al.
(2018) constitute a breakthrough in the research field because for the first time they
incorporated storm impacts in coastal storm analysis in a coherent manner.
Furthermore, the most recent updates regarding this research aspect are contained in
the valuable books of Quevauviller (2014), Quevauviller et al. (2017), Ciavola and Coco
(2017).

Coastal storm impacts primarily depend on the hydrodynamic regime of each
location. However, the topography and the bathymetry also play an important role in
the type and severity of the storm impacts. For the robust identification of these impacts,
multiple elements have to be analysed. More specifically, information about past events
and historical records is very useful. The meteorological and wave climate data, field
observations, old maps, aerial photos before and after the storm are also needed to
understand the effects on hydrometeorological conditions, sediment transport and
infrastructure. The impacts can be also indirectly assessed via the coastal storm
characteristics and the observation of other parameters (e.g., total water level, wave set-
up). This part of a coastal storm analysis extends beyond the individual research and
attempts to engage affected parties in order to accurately record storm impacts and
prepare for the future. In this direction, a novel application named CoastSnap is based
on public participation since coastal storm impacts are analysed through photos from
citizens’ smartphones at specific locations worldwide (Splinter et al., 2018; Harley et
al., 2019), thus allowing for coasts’ monitoring.

Researchers have shown an increased interest in the post-storm conditions, including
the geomorphological changes of coastal systems. The impacts of coastal storms and the
terrain of each examined location vary significantly around the world. These factors
describe each coastal area, hence making each storm analysis unique. The coastal terrain

(i.e., the sandy beaches, the barrier islands, the dunes, the cliffs, or the coral reefs)
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affects the type and magnitude of the impacts. An overview of relevant investigations
on storm impacts that have been performed worldwide is summarised in Table 2.4.
Generally, coastal vulnerability depends on the equilibrium of storm frequency and the
time which is needed for recovery after the event’s occurrence (Coco et al., 2014). The
coastal erosion, the changes in beach and dune morphology, the infrastructure (i.e.,
ports, coastal structures, buildings) damages, the overwash, the overtopping, and the

flooding are some among the most significant coastal storm impacts.
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Table 2.4

Overview of literature about storm impacts in coastal areas.

Study area

Impact

Terrain

Authors

Bordeaux, France
Varna, Bulgaria
Belgium
Cadiz, Spain
KwaZulu-Natal, South Africa

Ria Formosa, Portugal
Bay of Biscay, France
Catalan coast, Spain

Emilia-Romagna, Italy
Sefton Coast, England
Dziwnow, Poland
Gulf of Lion, France
Dutch coast, The Netherlands
California, USA
North Carolina, USA

Gulf of Mexico, USA

New Jersey, USA
Southern Maine, USA
Gulf of St. Lawrence,

Canada

Erosion
Coastal morphology
Coastal morphology
Wave runup — erosion
Shoreline recovery
Overwash - runup - coastal damages -
erosion - beach recovery
Coastal flooding
Inundation - erosion - sand accumulation —
ecosystem
Coastal structures - flooding - erosion
Erosion
Erosion
Morphological response -infrastructures
Erosion - flooding
Flooding - inundation - erosion
Erosion - coastal structures - infrastructure
Coastal erosion - sediment - overwash —
flooding
Overwash

Coastal morphology - erosion

Inundation - erosion

Sandy beach - dunes
Mixed
Sandy beach
Sandy beach
Sandy beach - barrier
island - dunes
Mixed

Mixed

Dunes
Dunes
Dunes
Sand barriers - dunes
Dunes
Mixed

Barrier island
Barrier island

Barrier beach
Sandy beach
Sandy barriers -

dunes

(Coco et al., 2014)
(Trifonova et al., 2012)
(Haerens et al., 2012)
(Rangel Buitrago and Anfuso, 2011a; Del Rio et al., 2012)
(Corbella and Stretch, 2012)
(Almeida et al., 2012; Vousdoukas et al., 2012; Plomaritis
et al., 2018)
(Breilh et al., 2014; Huguet et al., 2018)

(Jiménez et al., 2012; Sanchez-Vidal et al., 2012)

(Armaroli et al., 2012; Armaroli and Duo, 2018)
(Esteves et al., 2012)
(Furmanczyk et al., 2012)
(Gervais et al., 2012)
(den Heijer et al., 2012)
(Fan et al., 2004; Barnard et al., 2014)
(Hondula and Dolan, 2010; Walker and Basco, 2011)

(Stone et al., 2004; Wamsley et al., 2011)

(Donnelly et al., 2004)
(Hill et al., 2004)

(Forbes et al., 2004)
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Table 2.4 (continue)

Overview of literature about storm impacts in coastal areas.

Study area Impact Terrain Authors
Atlantic coasts of Europe Erosion - flooding 5 (Lozano et al., 2004)
Western Ireland Morphological changes - erosion Sandy beach - (Cooper et al., 2004)
dunes
Western France Erosion — accumulation Beach - barriers (Regnauld et al., 2004)
Norfolk, UK Flooding - runup - financial - ecosystem Barriers - dunes (Spencer et al., 2015; Christie et al., 2018; Swindles et

- transport -sediment

Charlottetown, Canada Infrastructure

al., 2018)
(Hartt, 2014)
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2.6. Coastal storm classification

The classification of coastal storm events is crucial for coastal communities, as it allows
people to compare coastal storms and stay alert. These classifications are useful for
transferring this knowledge to everyone who lives and works around the coasts and
enable communities to understand the storms’ impacts and protect themselves and their
properties from future events. Popular classifications such as Saffir-Simpson Scale for
hurricanes (Clements and Casani, 2016; NHC, 2019) and the Dolan-Davis Scale
(1994,1992) for northeasters have already been used for many years. With some
improvements undertaken over the years, these storms scales are presented in Table 2.5

and Table 2.6.

Table 2.5
Dolan-Davis Scale for northeasters (Dolan and Davis, 1992, 1994).
Storm Class Significant Wave Height [m] Duration [hr] Power [m?hr]

1 Weak 2.0 8 <71.63
2 Moderate 2.5 19 71.63-163.51
3 Significant 3.2 35 163.51-929.03
4 Severe 5.0 62 929.03-2322.58
5 Extreme 6.8 97 >2322.58

The Saffir-Simpson Scale is the most well-known, and its use is established by
important intergovernmental organisations, such as IPCC and WMO. Besides, many
other similar classification scales have been proposed to better cover particular marine
areas, including the Western Pacific ocean proposed by India’s Meteorological
Department (WMO, 2015), the Indian ocean proposed by Hong Kong’s Observatory
(2009), and Australia presented by the Australian Bureau of Meteorology (2020).
According to the storm severity, the scales discretise the storm events and briefly
describe their characteristics as well as their impacts. This information is quite general
and usually covers a wide area (i.e., an entire ocean); however, the use of small-scale
classifications could be helpful for a specific location examined (Mendoza et al., 2011;

Rangel Buitrago and Anfuso, 2011b; Martzikos et al., 2018).
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Table 2.6

Saffir-Simpson Hurricane Scale according to National Hurricane Center (2019) and Clements and Casani (2016).

Category Sustained Winds  Storm Surge Anticipated damage
74-95 mph
1 Minimal 6482kt it Very dangerous winds will produce some damage. Some coastal road flooding and minor pier damage.
119-153 km/h 1.22-1.52 m
33-42 m/s
96-110 mph
o Moderate 83-95 kt 6-8 ft Extremely dangerous winds will cause extensive damage. Coastal and low-lying escape routes flood 2-4
154-177 km/h  1.83-2.13 m hours before the arrival of the hurricane centre. Small craft in unprotected anchorages breaks moorings.
43-49 m/s
111-129 mph Devastating damage will occur. Low-lying escape routes may be cut off by rising water 3-5 hours before
& e 96-112 kt 9-12 ft hurricane centre arrival. Flooding near the coast destroys small structures. Large structures damaged by
178-208 km/h  2.74-3.66 m  battering from floating debris. Terrain lower than 5 ft above mean sea level may be flooded inland 8 miles
50-58 m/s (13 km) or more. Evacuation of low-lying residences within blocks of the shoreline may be required.
130-156 mph Catastrophic damage will occur. Low-lying escape routes may be cut by rising water 3-5 hours before the
4 Extreme 113-136 kt 13-18 ft arrival of the centre of the hurricane. Major damage to lower floors of structures near the shore. Terrain
209-251 km/h 3.96-5.47 m lower than 10 ft above sea level may be flooded, requiring massive evacuation of residential areas as far
58-70 m/s inland as 6 miles (10 km).
=157 mph Catastrophic damage will occur. Low-lying escape routes cut off by rising water 3-5 hours before hurricane
5 Catastrophic =137 kt >18 ft centre arrival. Major damage to lower floors of all structures less than 15 ft above sea level and within 500
>252 km/h >5.47 m yards of the shoreline. Massive evacuation of residential areas on low ground within 5-10 miles (8-16 km)
= 70 m/s of the shoreline may be required.
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The classification is usually developed with clustering analysis, considering the
consecutive storm events as adjacent clusters. Clustering techniques seek to identify data
patterns and separate them into groups with similar properties. The whole process is
based on important storm parameters such as storm hydro-meteorological
characteristics (e.g., wind speed, storm surge, central pressure) but also on their societal
impacts (i.e., flooding and damages in homes, buildings, trees, roads).

The bulk of research is based on the algorithm of the hierarchical agglomerative
clustering (Koutroumbas and Theodoridis, 2009) and especially on Ward’s or the
average linkage method, by using the euclidean distance and the energy content as a
classification variable (Dolan and Davis, 1994, 1992; Mendoza et al., 2011). However,
the adjustment of a clustering method according to the location examined is needed. In
particular, the different indices, such as the degree of clusters association, the density
of clusters and how well-separated they are, or the stability of clustering results, need
to be evaluated and fit each location and dataset (Martzikos et al., 2018).

Another use of clustering algorithms results in storms’ grouping, highlighting the
importance of storm consequences (Besio et al., 2017). A group of storms that occur in
a consecutive manner, with a short calm period between them, have similar effects
compared to one storm event with high waves and more energy (Ferreira, 2006;
Ferreira, 2005). Therefore, the storm grouping has significant impacts on beach response
(Coco et al., 2014; Sénéchal et al., 2015, 2017; Godoi et al., 2018), beach erosion
(Callaghan et al., 2008; Dissanayake et al., 2015; Ferreira, 2005; Karunarathna et al.,
2014; Vousdoukas et al., 2012) and coastal flooding (Mendoza et al., 2013). Most recent
studies combine cluster analysis and storm grouping with copula theory, improving, in
this way, both storm (Lin-Ye et al., 2018) and coastal flooding (Pappada et al., 2018)

modelling.

2.7. Societal aspects of coastal storms

Finally, the key research issues of coastal storm analysis include the social effects of
coastal storms or, in other words, how a coastal population is affected by such extreme
events. Besides the mathematical representation of coastal storms, coastal populations
actually organise their lives in coastal areas. Therefore, the impacts of coastal storms

raised research attention early-on, since they affect human life and well-being.
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Researchers try to analyse the social dimensions of this problem and provide solutions
that improve social coherence. Further to the humans living close to the shoreline,
coastal flora and fauna are also negatively affected by coastal storms (Baring et al.,
2014; Maslo et al., 2019; Patrick et al., 2020).

Nowadays, communicating scientific issues to a broad audience is necessary. The
rapid increase in published information about climate change has played a significant
role in this shift. The most recent special reports of IPCC for “Global Warming of 1.5 °C”
and about “The Ocean and Cryosphere in a Changing Climate” and especially the
chapters by Hoegh-Gulbergh et al. (2018) and Oppenheimer et al. (2019), and the
Fourth National Climate Assessment of U.S. Global Change Research Program (2018)
are typical examples of science communication about the effects of climate change, the
risk of extreme events and social vulnerability.

Over the last decade, there has also been a surge of interest for coastal communities
outlined in many research projects. For instance, MICORE (Ciavola et al., 2011b),
THESEUS (Zanuttigh, 2011), PEARL (Karavokiros et al., 2016) and RISC-KIT (van
Dongeren et al., 2018) are some of the research projects in Europe which addressed and
covered the societal aspect of hydrometeorological hazards and coastal risk
management. In their attempt to protect the coasts and prepare the coastal communities
from storms and other extreme events, they provided a scientific basis in this field,
achieving global awareness and paving the way inter alia for a more detailed and
multidisciplinary socially-oriented analysis in the future.

A positive impact of research in this field is the innovative environmental ideas to
protect coasts from the threat of future storms or to transit the wave power to renewable
energy. The reefs, mangroves, salt marshes and generally the coastal ecosystems that
are severely affected by storms (Bazzichetto et al., 2020) can also contribute to the
coastal defence and mitigate the storm impacts, acting as a buffer zone for a storm
(Spalding et al., 2014; Gracia et al., 2018; Armitage et al., 2020; Hanley et al., 2020).
On the other hand, the hybrid design of port and coastal structures has now gained
ground, taking advantage of the storm strength. Many sophisticated systems that were
proposed to be placed on the coastal structures can harness the wave or tidal power and
convert it into energy (mostly electricity) (Roberts et al., 2016; Cascajo et al., 2019;
Rosa-Santos et al., 2019; Vicinanza et al., 2019).
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Living along the shoreline implies the constant threat of coastal storms (National
Research Council, 2014; Bilkovic et al.,, 2017). Therefore, the acquisition of basic
knowledge about the storms and how to be prepared is necessary (Petterson et al., 2006;
Picou and Marshall, 2007; Shepherd and Knutson, 2007; Burton, 2010) to ensure health
and well-being. The relationship between climate and society, as well as the social
dimensions of climate change, should be the core of integrated coastal storm analysis
(Nicholls et al., 2007; Stehr and Storch, 2009; Glavovic and Smith, 2014; Ranasinghe,
2016; Leal Filho, 2018). A careful study of storm severity is needed for acquiring useful
information about the present and past activity of coastal storms. Risk assessments of
storms in coastal zones allow for a better understanding of these extreme events and
their impacts, but also of the size of an upcoming hazard, thus preparing appropriately
the coastal communities (Hissel et al., 2014; Rangel Buitrago and Anfuso, 2015; Cuite
et al.,, 2017; Ding, 2017; Quevauviller et al., 2017; Erikson et al., 2018; Garnier et al.,
2018).

The research related to storm analysis is fundamental for decision making including:
planning of coastal adaptation strategies (NOAA, 2010; Bathi and Das, 2016; Beavers et
al., 2016; Cinner et al., 2018; Fouqueray et al., 2018; Leal Filho, 2018), infrastructure
design, port resilience (Esteban et al., 2016; Smythe, 2016; Becker et al., 2018) and
consequently cities’ resilience (Glavovic and Smith, 2014; Mega, 2016; Balomenos and
Padgett, 2018; Powell et al., 2019). The key in such analysis is to delve into the real
needs of people living in coastal areas, and engage them through public discussions and

interviews (Costas et al., 2015; Vasseur et al., 2018).
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Methodology for coastal storm analysis & modelling

This chapter contains the methodology for the analysis of coastal storms and their
modelling through copulas. The definition of coastal storms and basic concepts
regarding their identification arise from the combination of existed knowledge. The
methodology is gathered and enriched by investigating the important thresholds, and as
a general framework, it is presented to the reader.

In the same vein, the coastal storm characteristics such as the wave direction, the
wave period, and the energy during a coastal storm are investigated. For the energy
estimation, a correction is proposed, also taking into account the wave energy flux
during an event, the coastal storm energy, and the shape of coastal storms.

The basic concepts in copula theory and the characteristics of bivariate copulas are
gathered from introductory books in this field. The innovative aspects in this chapter
include more complex cases and the extension of these concepts to higher dimensions.
Hence, the important joint and conditional probabilities are expressed through copulas
to more than two variables. The construction of a five-dimensional C-Vine is described.
The methodology of De Michele et al. (2007) for sea storm simulation is extended
explicitly to five dimensions and an algorithm is developed and consequently is
compared to the algorithms of Aas et al. (2009) and Stober and Czado (2017) that also
extended to five dimensions. Similarly, the one to three-dimensional return periods in
literature are expressed through copulas, and they are extended to four and five

dimensions.
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The Mediterranean coastal storms are used as a case study to both validate the
proposed methodology and analyse coastal storms in the real world. Data from wave
recordings from buoys at 30 locations over the Mediterranean Sea, in Greece, Italy,
France and Spain are analysed. The data were obtained by the databases of Puertos del

Estado (www.puertos.es), Copernicus (www.copernicus.eu) and EMODnet

(www.emodnet.eu), covering in general, a time period since the 1980s. The 30 locations

were selected based on the buoys’ distance from the coast and were a selection of the

closest available buoys on the European coasts, in order to analyse the coastal storms.

3.1. Coastal storm definition and identification?

Climate change and related extreme events causing infrastructure damages and resulting
in human losses have turned coastal communities and consequently coastal storms into
the centre of attention over the past decades. Many researchers focus on coastal storms
to study their impacts, such as coastal flooding, beach erosion, and damages on ports,
and they try to learn more about their severity, as presented in Section 2.1. The
management of such events, the preparedness, and an informed coastal community, are
of great importance and more urgent, especially nowadays in a changing climate.

In this context, the latest reports of the Intergovernmental Panel on Climate Change
(IPCC, 2018, 2019), the United Nations Framework Convention on Climate Change
meetings, such as the well-known “Paris Agreement” (UNFCC, 2016) and the Fourth
National Climate Assessment of U.S. Global Change Research Program (USGCRP, 2018),
give an incredible boost to the field of science communication regarding the climate
change. This effort is enhanced by many research projects which are focused on the
hazards and the risk management of extreme events in coastal communities. For Europe,
the progress and the deliverables of these projects stand as a significant source of
information for any researcher (Ciavola et al., 2011b; Zanuttigh, 2011; Van Dongeren
et al., 2014; Karavokiros et al., 2016).

On the other hand, many extreme events hit coastal communities causing losses of
billions of euros in the last two decades. Hurricane Sandy (22 October - 2 November
2012) (Rosenzweig and Solecki, 2014; Binder et al., 2015), Cyclone Xynthia (27 - 28
February 2010) (Bertin et al., 2012; Ferreira et al., 2017), Hurricane Katrina (23-31

2 A part of this chapter has been published in Martzikos et al., (2021b)
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August 2005) (Kates et al., 2006; Irish et al., 2008) are some of the most recent and
among the costliest and deadliest storms in human history, which have changed the way
the humans act, protect and prepare themselves within an everchanging environment.

Following the definitions of Harley (2017) and Ciavola et al. (2014), in this thesis
the coastal storm is defined as “any meteorologically-induced disturbed sea state that
causes changes and damages to the coastal zones, impinging the coastal morphology
and the infrastructure”.

For the description of coastal storms, their thresholds and their characteristics are
required. As characteristics of coastal storms usually are taking into account the
significant wave height (H), the duration (D), the calm period (I), the main direction
(D;), the energy (E), as well as their mean and maximum values of them (Dissanayake
et al., 2015; Lin-Ye et al., 2016). The significant wave height should exceed a certain
threshold and remain over this for a time period (De Michele et al., 2007; Li et al.,
2014). The minimum duration is also needed to focus only on the events that last longer.
According to Corbella and Stretch (2013) and De Michele et al. (2007), the calm period
(also known as inter-arrival time) separates the consecutive coastal storms describing
the time between the start and the end of the upcoming and the previous event,
respectively. If the calm period is too short, then the neighbouring storm events could
be considered one, prolonging in this way the storm event and consequently extending
the duration. For example, following the work of Wahl et al. (2016) and Li et al. (2014)
in Figure 3.1, the consecutive events over the threshold have duration D,, D, and D..
The first two of them could be considered as one storm event, due to their short calm
period (D,), with final storm duration D=t,t,. The next event with duration D, is
independent of the previous, due to the long calm period (D,), but it is not a storm event

because of its short duration (D).
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Figure 3.1. Definition of the coastal storm event and the description of important parameters.

The identification of coastal storms, the frequency of their occurrence and their
severity require a large dataset of wave climate. However, the time series of coastal
storm characteristics acquired from buoys measurements are rarely used due to their
spatial availability and limitation in temporal data coverage. The majority of the wave
data are not available before 1978 (Caires and Sterl, 2005). Even nowadays, data are
only available for specific locations and not everywhere. According to the interactive
map of EMODnet - the European marine observation and data network -

(http://emodnet-physics.eu/Map/), in the Mediterranean Sea, Spain and France have a

dense network of buoys to record the wave climate of their seas, in contrast with the
other European countries, which have very few (i.e., Greece, Italy, Bulgaria and
Romania) and other countries that have none at all. However, the buoys are frequently
out of order, or their position is changing over the years. The available datasets are
usually non-continuous and with many gaps. Hence, a lot of research is based on model
and satellite data before or after a reanalysis (Kistler et al., 2001; Dee et al., 2011; Sartini
et al., 2017), which are operationally more efficient and cost-effective.

Significant research has been conducted for the wave climate and storm events along
European coasts. Usually, the conducted research is not limited to the Mediterranean
Sea (Almeida et al., 2011; Ciavola et al., 2011b), it is based on model data (Lionello et
al., 2008, 2012; Androulidakis et al., 2015; Vousdoukas et al., 2016) and often examines
storms from the climatology viewpoint, investigating the characteristics and the

frequency of occurrence for cyclones or medicanes in the Mediterranean region
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(Cavicchia et al., 2014a; Emanuel, 2005; Gonzalez-Aleman et al., 2019; Lionello et al.,
2016, 2006).

The Extreme Value Theory (EVT) is adopted to analyse coastal storms as extreme
hydrometeorological events. The EVT is widespread in the last decades and has become
increasingly popular through Coles (2001), describing the theoretical background of this
field thoroughly. Since then, numerous works and applications in EVT have a high
impact on coastal engineering (Caires and Sterl, 2005; Méndez et al., 2006; Menéndez
et al., 2009; Ruggiero et al., 2010; Mazas and Hamm, 2011; Vinoth and Young, 2011).
The Block Maxima (BM) and the Peak Over Threshold (POT) methods are both the
fundamental approaches in EVT but differ in their application (Jaruskova and Hanek,
2006; Arns et al., 2013; Bezak et al., 2014). In brief, the BM method is based on the
analysis of maximum values of a dataset or within a specific block, and alternatively,
BM takes the r-largest order statistics (Coles, 2001; Dey and Yan, 2015). Therefore, the
BM is not recommended when the reference period is only a few years or decades (Caires
and Sterl, 2005). The POT method analyses time series which are extracted from the
initial dataset when they exceed a specific threshold (Ferreira and Guedes Soares, 1998;
Coles, 2001).

As a follow-up of previous works, the methodology of this thesis for coastal storm
analysis is primarily based on the input data. It incorporates the coastal storm definition,
the identification, the analysis of their characteristics and the storm activity (Fig. 3.2.).
For the definition of coastal storms, the closest buoys from the coast are taken discarding

the events with a measurement gap greater than 18 hours (at the phase of data cleaning).

Coastal storm characteristics
Coastal storm identification

Historical data Variables
(wave buoy measurements) Wave height (H),
VV\\I]ave helgh; ((I;)) Thresholds Wave period (T), Direction (D;.)
ave perio : Duration (D), Calm period (I)
; . Wave height ’ p
Wave direction (Dx) & Coastal storm energy (E)
> 95" percentile Energy flux (P)

C 1 definiti Duration
oastal storm definition
[ S | - so%

Calm period

Frequency of occurrence

Descriptive statistics
Closest buoys to the coast . . .
4 12-24 hours, based on correlation coefficients

Measurement gap < 18 hours Shape of coastal storms

Coastal storm parameters

(representatives)
H, T, Dy, D,I,E,P

Figure 3.2. Description of the methodology for coastal storm identification and analysis.
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The coastal storms are identified by applying the EVT to define the H threshold to extract
the most extreme values, and consequently, the data are filtered by the thresholds of
duration and calm period. The identification is conducted through the thresholds of the
significant wave height, the duration, and the calm period in each location. The coastal
storm thresholds are site-specific and they depend on the synoptic systems, the
bathymetry, the local characteristics, and the exposure of a location to the winds and
the big waves (Harley, 2017). In literature, storm thresholds are defined in different

ways but mainly depend on available data.

3.1.1. Significant wave height threshold
The threshold of significant wave height H,, could be selected by a) defining a specific
value as representative for a specific location (Corbella and Stretch, 2012), b) following
the stability check for the parameters of extreme value distribution as it was described
by Coles (2001), c) using a high percentile of the data set, usually over 90%, to describe
and analyse only the most extreme events (Rangel Buitrago and Anfuso, 2011b;
Masselink et al., 2014; Tsoukala et al., 2016; Davies et al., 2017; Duo et al., 2020), or
d) taking a linear equation between the mean value and the standard deviation of an
important parameter. The last methodology was proposed by Yevjevich (1967) for the
drought analysis but is also used similarly by Almeida et al. (2011) for the storms.
Given the short reference period of data, in this thesis, the significant wave height
threshold H,, can be defined by applying the stability check (b) or by taking a high
threshold following the POT method (c). For the stability check, if the significant wave
height of a dataset follows Weibull distribution, then the EVT implies that generalised
Pareto distribution adequately approaches the upper tail above a threshold. Thus, after
fitting a generalised Pareto for different thresholds (Gilleland and Katz, 2016), the
parameters of scale (0*) and shape (¢) are estimated to detect if a further increase does
not affect their values and hence to define the H,,. The H,, can also be defined as the
95™ percentile of the significant wave height at each location, examining the grouped

exceedances over the threshold as coastal storm events.
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3.1.2. Duration and calm period thresholds

Investigating the storm duration and calm period for each country, both thresholds of
the minimum duration (D,,) and the calm period (I,,) of consecutive coastal storms are
defined based on the range of these parameters. The storm duration is defined as the
time period in which the significant wave height remains over the threshold (Boccotti,
2000). Through boxplots and trying to analyse the most severe events, the minimum
duration (D,,) is considered appropriate to be higher than the median, investigating the
longest events (upper 50% in storm duration), but without exceeding the mean value.
Consequently, the events with storm duration shorter than the D,, are ignored.

A sequence of storm events causes extensive damages to coastal zones, affecting the
coastal morphology and could be more destructive than isolated events in many cases
(Dissanayake et al., 2015; Ferreira, 2005; Sénéchal et al., 2017). Coastal storms with a
long calm period might occur in different seasons, and they are certainly not related to
each other. The short calm period means more dependent events that usually could be
unified. Therefore, in this thesis, the range of the calm period is first investigated, and
subsequently, focuses only on the closest consecutive events that have a calm period
shorter than three months (approximately 2190 hours).

Two coastal storm events are independent from a meteorological perspective if they
are developed in different synoptic systems. On the other hand, the consecutive coastal
storms which belong to the same synoptic system could have similar characteristics and
be dependent. It is entirely rational for the dependent events to belong to the same
weather system, but it is conceivable that this may also happen in different systems. The
threshold of calm period I, can be determined better in a physical way, as the mean
calm period between consecutive synoptic systems (tropical or extratropical cyclones).
The concurrent weather satellite images and weather maps could be beneficial, but all
this information is difficult to get up to now. Corbella et al. (2015) link the atmospheric
circulation patterns with the spectral characteristics of ocean waves, trying to improve
the identification of statistically independent storm events. In extreme value analysis of
rainfall and flooding events, the independence of consecutive events is ensured by using
the minimum inter-event period (Jean et al., 2018; Freitas et al., 2020). Similarly, the
independence of coastal storms is usually approached by taking a fixed value of the calm

period (e.g., 12, 24, 36 hours) between coastal storms.
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Here, the independence of coastal storms means that the consecutive events are
separated by a sufficient calm period without having similar characteristics. The
definition of calm period threshold I, is approached by estimating the correlation
coefficients based on available wave measurements. More specifically, the coefficients
of Spearman’s rho (p), Kendall’s tau (r), and Pearson’s (r) are estimated, trying to
understand the behaviour of H or the T within consecutive coastal storms.

The Spearman’s rho (p), Kendall’s tau (r), and Pearson’s (r) coefficients measure the
association strength between two numeric variables. The three coefficients are usually
used for the independence of different variables (Kereszturi et al., 2016; Williams et al.,
2016) and the correlation between different samples of the same variable. Two samples
are strongly associated when p, 7, and r values are close to 1 or -1. On the contrary, both
samples are considered independent when the coefficients are close to zero. The
correlation coefficients vary in their effectiveness, and usually one of them is more
appropriate than the other (Ferguson et al., 2000); thus, all of them are estimated to get
a better overview.

The Spearman’s rho (p) is estimated based on Eq. 3.1 (Hollander et al., 2015) when
the samples have no ties. The R, and S, are the ranks of X, and Y; variables (when both
samples are in ascending order). Here, X; and Y, represent the H or T of consecutive

coastal storm events.

6Zn: (S, -R )
—1__i=I
p=1 . (nz : 1) . (3.1)

The Kendall’s tau (r) statistic, or the Kendall rank correlation coefficient, is used
primarily when the data do not necessarily come from a bivariate normal distribution.
The estimation is done according to Egs. 3.2 and 3.3 (Hollander et al., 2015) for two
different samples, with the same length n and without ties.

n-l n
22, 2. Q((X.%).(x,.Y;))
‘[ =

i=1 j=i+1
n(n-1) ’ (32)

1L ()%, )0

, forI<i<j<n. 3.3
—Llf(Y,--K-)(X,--Xi)>0 forl<i<j<n (3.3)

Q((Xi’K)J(XJ’IG))=

The Pearson’s (r) statistic is given by Eq. 3.4 for two samples or variables

X=(X,..,X,), Y=(Y,..,Y,), with mean values X, Y.
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The coefficients p, r, and r are estimated for H and T for all the consecutive events at
each location, considering only the values which are close to zero. It is optimal to
analyse the longest coastal storms, working with a lot of data, but coastal storms often
consist of short length time series. For the best performance, a small extension is
accomplished whenever an event consists of less than ten values by taking some
additional values of H or T before the first event and after the end of the second event.

In literature, the calm period threshold usually ranges around 24 hours. Hence the
analysis is used to provide more information for selecting the optimal threshold. Finally,
the calm period threshold is set as the minimum calm period, which ensures a weak
correlation of H samples, based on p, t, and r, for the most consecutive coastal storms
(and similarly for T). The results are classified by the calm period into 15 classes, from
12 to 96 hours. The representative of each class is the upper boundary and is set as a
multiple of 6, dividing a day into quartiles. However, the first class is 12 hours, and all
the previous classes are merged into one, setting a half-day milestone for the calm
period.

The general framework of this methodology for thresholds’ definition is very common
in literature (Corbella and Stretch, 2013; Bernardara et al., 2014; Lin-Ye et al., 2016;
Lira-Loarca et al., 2020), as also described in Section 2.4, but differs in the way the
thresholds are set. Contrary to previous works, where the thresholds are defined based
on literature (De Michele et al., 2007; Li et al., 2014, 2018) or without describing the

following procedure, in this thesis the thresholds are selected after investigation.

3.2. Coastal storm characteristics

After the storm identification, the storm characteristics are estimated to describe coastal
storm activity. Hence the frequency of occurrence of coastal storms, the significant wave
height (H) and the spectral peak wave period (T), or simply wave height and wave
period during a coastal storm, as well as the duration (D), the direction (D,), the calm

period (I) and the coastal storm severity index through the energy (E) and the energy
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flux (P) of each event, are estimated. In addition, the triangular shape of a coastal storm
is also investigated.

The wave height (H) and the wave period (T) during a coastal storm are derived from
the respective variables’ time series when the previously mentioned thresholds H,,, D,,,
I, (Sections 3.1.1 and 3.1.2) are applied. The duration (D), the direction (D,), the calm
period (I) are unique values for each coastal storm and they are estimated at the
identification stage (Section 3.1) following Figure 3.1.

The coastal storm severity is approached by the estimation of the energy (E) and the
energy flux (P). The coastal storm energy (E) is estimated for each event by using Eq.
3.5, as it was proposed by Dolan and Davis (1992), where t, and t, denote the beginning
and the end of an event, respectively.

E= Tszt . (3.5)
t

For the energy estimation, the coastal storm duration and the sampling interval may
need to be corrected. Whenever the first value of H during a coastal storm is not equal
to the threshold, a correction is applied to estimate the duration. More specifically, the
properties of “similar triangles” in Geometry are used to approximate the storm duration
better, considering a more linear shape of a storm. Following this simplified version, the
H threshold is set at the first and the last value for each storm event, extending the
duration by adding a short time period s, before and after the initially estimated
duration, as described in Figure 3.3(a). Consequently, the corrected duration is
considered as the storm duration (D). Also, when the sampling interval (dt) is non-
constant during a coastal storm, the H values are distributed uniformly according to the
duration (Fig. 3.3b), and hence the storm energy is estimated based on a new average

time step (dt).
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Figure 3.3. (a) The correction of storm duration when the first and the last value of H are not

Hthreshold

equal to the threshold, extending by s, the storm duration, according to properties of similar
triangles. (b) The values of H are distributed uniformly by dt when the sampling interval (dt) is

not constant during a coastal storm.

The coastal storms affect sediment transport and can consequently cause beach
erosion. Many researchers widely use the wave energy flux (P) (Boccotti, 2015) as the
most accurate indicator for understanding these impacts (Ruiz de Alegria-Arzaburu and
Masselink, 2010; Harley et al., 2017; Molina et al., 2019; Wang et al., 2020). The energy
flux can be estimated by Eq. 3.6, as follows:

P=E, -C,, (3.6)
where C, denotes the group velocity that includes other wave parameters such as the
wave period, the wave length and depends on the water depth (i.e., shallow,
intermediate, deep waters) and E, is the wave energy (E,) per unit surface area that can

be estimated by Eq. 3.7:
E =ép-g-H2, (3.7)

where g is the gravitational acceleration and p denotes the water density. The energy
flux is estimated at each hour of storm duration, and then the coastal storm energy flux
is calculated by adding the hourly values. Both approaches of coastal storm severity
index (Egs. 3.5-3.6) are investigated further based on their relationship to the wave
period and the direction.

The shape of coastal storms is another important characteristic that is usually
analysed. The shape of coastal storms is used for their graphical representation and the

energy estimation (Dissanayake et al., 2015; Lin-Ye et al., 2016). The shape of coastal
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storms is useful for simplifying and constructing synthetic storms by considering an
equivalent storm model. The equivalent triangular storm model (ETS) or other storm
models (De Michele et al., 2007; Corbella and Stretch, 2012a, 2013; Martin-Hidalgo et
al., 2014; Boccotti, 2015; Martin Soldevilla et al., 2015; Laface and Arena, 2016; Duo et
al., 2020; Marzeddu et al., 2020) intend to simulate an actual storm event considering
an equivalent (synthetic) storm event with a similar potential. The proposed storm
shapes are mostly triangular, trapezoid or parabolic and their efficiency is frequently
investigated (Martin-Hidalgo et al., 2014; Martin Soldevilla et al., 2015; Duo et al.,
2020; Marzeddu et al., 2020). The triangles are the most common due to their simplicity,
and they are usually considered scalene or isosceles. The storms in the Mediterranean
Sea are also considered sharp while they grow until reaching their peak and milder
when they decay (Lin-Ye et al.,, 2016). Regarding the shape of coastal storms, the
samples of 4008 detected coastal storms are used, with the intent to find out if the
triangular shape is the most dominant for real storms. Secondly, assuming that a triangle
describes better the shape of a coastal storm, both isosceles and scalene are investigated

about their efficiency in real-world coastal storms.

3.3. Coastal storm parameters

After identifying the coastal storms and investigating the coastal storm characteristics,
information about the start, the end date, and the variables H, T, D, I, E, P, D, are used
to describe each event. The variables D, I, E, P, are described by unique values for a
coastal storm and they are also used as coastal storms parameters in the following
analysis. Regarding the variables H, T, D,, the representative values H,, T,, D, should
be defined in order to describe sufficiently a coastal storm.

In literature, the maximum value of wave height (H) during a coastal storm is
preferred as representative rather than the average. However, this value corresponds to
the peak of a coastal storm. To describe the whole event, the average wave height H,
within a coastal storm is selected as a coastal storm parameter. Furthermore, the highest
values of H are included while estimating the wave energy to avoid any underestimation
of extreme events.

The coastal storm direction and wave period representatives, D,,, T;, are respectively

estimated through the standard deviation and the coefficient of variation (CV,) (Eq. 3.8),
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cv=2

3 (3.8)
Both statistics are used to measure the dispersion of the wave period and direction. More
specifically, CV, shows the homogeneity of wave period describing how normally is
spread around the mean during a coastal storm. It should be noted that the circular
standard deviation (Jammalamadaka and SenGupta, 2001) has been used for the
direction. CV, is estimated for all the coastal storms, dividing for each variable the

standard deviation (s) with the mean value (X ).

_. will be mentioned below as coastal storm

irl

The seven parameters H,, T,, D, I, E, P, D
parameters without being confused with the associated parameters of distributions in

statistics and probability theory.

3.4. Coastal storm modelling through copulas
Copula: noun /'kop.ja.la/
a word that joins or couples two different things
3.4.1. Introduction to copula theory
The copulas and their theory have been established in the field of statistics and have
been utilized frequently in the last two decades for the analysis of multivariate extreme
events. The copulas were introduced by Sklar (1959) and, after many years, were
examined thoroughly by Joe (1997) and Nelsen (2006). According to Nelsen (2006),
copulas are a) functions that join the multivariate distribution functions of two or more
variables to their one-dimensional marginal distribution functions, but also b) stand as
multivariate distributions. Their advantage is detected in their competence to describe
and model the dependence of involved variables. The use of copulas prevails over joint
distributions in multivariate analysis when the variables are not independent, are not
normally distributed, and their marginal distributions are different (Nelsen, 2006;
Salvadori et al., 2007). Thus, over the years in coastal engineering research, the joint
probabilities of wave parameters (Longuet-Higgins, 1983; Memos, 1994; Ferreira and
Guedes Soares, 2002) are replaced by bivariate copulas (Dong et al., 2015; Galiatsatou
and Prinos, 2016; Jiager and Napoles, 2017; Mazas and Hamm, 2017; Galiatsatou et al.,
2019; Jager et al., 2019) and then by multivariate copulas which allow us to study

multivariate events such as storms and coastal storms (De Michele et al., 2007; Corbella
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and Stretch, 2013; Li et al., 2014, 2018; Wahl et al., 2016; Lin-Ye et al., 2020; Nadal-
Caraballo et al., 2020), and finally to estimate their return periods and better approach
the risk analysis (Salvadori et al., 2014, 2015).

Many books set the scientific background of copula theory, providing the basic
knowledge and fundamental concepts (Joe, 2014; Durante and Sempi, 2015; Mai and
Scherer, 2017; Ubeda Flores et al., 2017) for their application in finance (Mai and
Scherer, 2014; Ruppert and Matteson, 2015; Cherubini et al.,, 2016), and their
contribution to engineering concerning the analysis of the extreme events (Salvadori et
al., 2007; Salvadori and De Michele, 2013; Chen and Guo, 2019; Zhang and Singh,
2019Db).

The different copula families and the construction methods of a copula, especially for
dimensions higher than two, are the most attractive topics in this field. The class of vine
copulas is indicated for high-dimensional data, enabling an easy-way extension of their
construction based on bivariate copulas and the univariate marginal distributions. The
construction of Vine copula is based on the decomposition of multivariate probability
density using the bivariate copulas. The dependence of the associated variables is the
decisive factor in this structure which is described through a nested set of trees. The
selection of the best bivariate copula for each pair of variables and their combination
for a higher dimension copula make vine copulas quite flexible. This kind of construction
is known as “pair copula construction” and became extremely popular after the works
of De Michele et al. (2007) and Aas et al. (2009) in the field of coastal engineering and
economics, respectively. The books of Kurowicka and Joe (2010) and Czado (2019) are
devoted entirely to vine copulas. Valuable information can also be found in specific
chapters of the books of Joe (2014), Mai and Scherer (2017), and Zhang and Singh
(2019b). A practical guide of copulas and many examples of their use in a programming
environment, especially in R, can be found in the books of Ruppert and Matteson (2015),
Hofert et al. (2018), and Czado (2019).

The application of copula theory to coastal storms is described by presenting first the
theoretical background of copulas. Therefore, the basic concepts in probability theory,
the copula definition, the basic concepts in copula theory, the copula construction, the

copula families, and the estimation of important probabilities are described below.
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Consequently, the best bivariate copula families are investigated for the dependence
of significant wave height and the wave period during coastal storms. The estimation of
important probabilities and the five-dimensional copulas are used for the coastal storm
simulation and the estimation of return periods. These topics have attracted the
scientific community’s attention in the past, but rarely in combination and mainly for
few variables. In addition, the effectiveness of these approaches will be evaluated by a
dataset of Mediterranean coastal storms for the bivariate case and consequently to a

specific location for the case of five dimensions.

Basic concepts in probability theory
To better understand the copulas, it is appropriate to provide a concise description of
the most fundamental concepts in Probability theory.

Considering X,,X,,...,X; as d continuous random variables or as a d-dimensional
continuous random vector (X, X,,...,X,), the probability density function f of X, (pdf)

satisfies the following properties:
wfxdx=1,PaSXSb=bfxdx,ande20. (3.9)
1

The cumulative distribution function F of X, (cdf), denotes the probability of X, to

be less than or equal to a certain value x;.
F(x,)=P(X,<x,) jf (3.10)

The joint cumulative distribution function F of X, and X, (jcdf) is defined by:

X X

F(xl,xz) orFIZ(xl,xz) P(X <X, Xz_x) f ff(x,y)dxdy. (3.11)

-0 -00

And similarly for higher dimensions, when x,,x,,...,x, are specific values of X,,X,,...,X,
respectively, the jedf is given by:

F(xl,xz,...,xd) = P(Xl <x,X, <Xy, X, Sxd) =

P (3.12)
[ [ f(x5mz)dxdy...dz.
The joint density function f of X, and X, can be expressed as:
a2F12 (XJ’XZ)
f(xz:xz) or Ji, (xpxz) = axlaxz (3.13)

And similarly, for higher dimensions
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~ 8dF(x1,x2,...,xd)

X, X, 00, X, |= . 3.14
f(1 2 d) 0x,0x,, ... 0, (3.14)

Based on the joint functions, the univariate pdf and cdf stated as marginal" pdf and

cdf. The marginal distribution function F, of X, is defined as follows:

F(x1)=F(x1,oo)=P(X <x.,X goo)=

1 1~ 10772

g —
§ =8

fio(xy)dxdy=P(X,<x,). (315

The marginal density function f, of X, is given by:

dF 0
fi(x) =%= _[OfIZ(XJ)dy- (3.16)

The conditional probability density function f1|2 of X, given that X, =x, is defined

as follows:

fiz (%] %) =%- (3.17)

The conditional probability distribution function F1|2 of X, given that X,=x, is

defined as follows:

F (x1|x2)=P(X <x

112

= =2 . (3.18)
|X2 Xz) fz (xz)

The survival function F of X, (or marginal survival function) denotes the

probability of X, to be greater than a certain value x;.

F(x,)=P(X,>x,)=1-F,(x,). (3.19)
And for higher dimensions, is defined as follows:

F(xl,xz,...,xn) = P(Xl >x,X, > X,,.., X, > xd) = 1-F(x1,x2,...,xd), (3.20)
Table 3.1

Important symbols and abbreviations of basic concepts in Probability theory for one and two

continuous random variables.

Density Function Distribution Function
Marginal I F =P (X , S xl)
Survival - IT'I = P(X1 > xl)
Joint i E, =P(X1 <x,,X, SXZ) or “jcdf”
Conditional f1\2 F1|2 = P(X1 < XI‘X2 = xz)
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Copula Definition

A copula can be defined as a multivariate distribution function with uniform marginal
distribution functions or in a different aspect as the dependence structure between
random variables. However, their meaning becomes more accessible to everyone
through Sklar’s theorem (Sklar, 1959), which introduced and established these functions
in the scientific community. The coupling of univariate marginal distributions with the
joint distribution function justifies the selection of the term “copula” (Eq. 3.21). The
proof of this theorem and many other aspects of the theoretical background of copulas

can be found in Nelsen (2006) and Joe (2014).

Sklar’s theorem. Let X,, X, be random continuous variables with univariate marginal

distribution functions F,, F, and the joint distribution function F,, (XI,XZ) for all

X, X, eR= [—OO,"'OO]. Then there exists a copula C,,, such that
Fzz (x1’xz)=c12 (F1 (xz)’Fz (xz)) (3.21)
When F, and F, are continuous then the copula C,, is unique. On the contrary, if

F, and F, are distribution functions of X;, X, and C,, a copula, then the joint

distribution function F,, with marginals F, and F, is given by the Eq. 3.21.

Standardisation of data is needed using the probability integral transformation to
understand the dependence of different variables in a dataset and compare them
properly. If a continuous random variable X follows a distribution function F with an

observed value x, then u=F(x) is the probability integral transform at x. In short, if
X ~F then F (X ) ~U (0,1). Similarly, the d-dimensional can be stated by defining
u =F (xl.) = P(Xl. < Xl.) for i=1,...,d with U € [0, 1] and consequently the Sklar’s
theorem can be stated for d-dimensions (Czado, 2019). After this stage, the dependence
of associated variables is investigated through the correlation coefficients, the
scatterplots, or other graphical methods. For this purpose, the K-plot (Kendall plot) and

the chi-plot (Genest and Favre, 2007; Zhang and Singh, 2019a) which are based on

Kendall’s 7 and the chi-square statistic are widely used.
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Sklar’s Theorem. Let X,,X,,...,X,; be d random continuous variables with marginal

distribution functions F,F,,...,F, then there exists a copula C, where the joint
distribution function F(XI,XZ,...,xd)for all xl,xz,...,xdGR=['00,+00] can be

expressed as follows:

F(x;,%, %) = C(F, (x,),F, (x,) o Fy (%)), (3.22)

and the density function f can be written

f(xl,xz,...,xd)=c(FI(xl),Fz(xz),...,Fd(xd))fl(xl)fz(xz)..fd(xd),
or c(Fl (xl),Fz(xz),...,F (xd))= f(xl,xz,....,. d)

(3.23)

d

ACAACHRSACH]

When F,F,...,F, are all continuous then the copula C is unique. Conversely, if
F,F,... F, are marginal distribution functions of a joint distribution function F, then
a copula C can be defined as:

C(uytysmrtty) = F(F (1), B (1), B (1, ), (3.24)

and the copula density function is defined as follows:

c(u . =6nC(u1,...,ud)= f(xl,...,xd) _ f(Fl"(ul),...,Fd'I(ud)) )
( 500 d) ou,...0u, f](xl)"'fd(xd) ﬁ(ﬁ'l(ul))...fd(Fj(ud)). C

Briefly, it can be stated that each multivariate copula with marginal distributions

stands as multivariate distribution limited to the domain U[0,1] and on the other hand,
a multivariate distribution can be written as a multivariate copula based on associated

marginal distributions.

Basic concepts in copula theory

Considering the probability integral transformations U, =F, (Xl.) = P(Xi < Xi) for
i=1,....d with u, € [0,1].

Based on Eq. 3.23, the bivariate density function can be written as:

fi (x1%,) = ¢ (B (,)L B, () £, (%) £ (x2)- (3.26)
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o) elren) Tl )
aF](( () )-F, o (’)‘z)) afcl )@ aijz):azcalif;z;;uz) £ ()1, () 27

) ) ) ) = ) 1, 3, )

Similarly, the bivariate copula density function c,,is

€z (upuz) = 32C12 (u1’u2) _ fiz (F;l (u1)’F; (u2 )) _ iz (xl’xz) (3.28)

ouu,  f (F;’ (ul)) f, (F; (u, )) fi(x)) £, (xz).

The joint distribution functions in terms of their copula can be expressed as:

Cpy (w,u,) =, (B (w,), B, (u,)) = F, (x,,x,) = P(X, <x,,X, <x,). (3.29)
And similarly, for three dimensions
C(ul u,, u3) P(X1 <x,X,<x,,X, < x3) = F(F]’l (ul),F; (uz),F; (u3)) ) (3.30)

The conditional density function fuz of X, given that X, = x, is associated with

conditional copula density function c,,and can be stated as:

flIZ( |X ) €12 (FI (xl)’Fz (xz))fz (xz) (3.31)
but also, in bivariate case, satisfies
€1z (“z | “z) =G (“1 oy ) (3.32)

The conditional distribution function F1| 5 is described as:

F, (xl‘xz) =£C12 (F] (xl),uz) =%Cm (F1 (x1):F2 (xg)) =

2 (3.33)
= C1|2 (F1 (x1)

and thus C1|2 (ul‘u2) = P(Ul =S u1‘U2 = uz) = %CIZ (u1’u2 ) . (3.34)
2

The bivariate conditional distribution function C 112 is also known as h-function (Aas

et al., 2009; Czado, 2019) and can be expressed as:

oC ,
)= o ) = L) @35)
and h2|1 (uz‘ul) =C,, (uz‘ul) = W (3.36)

1
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Regarding the abbreviation, it should be noted that C,, (ul,uz ) or C (ul,uz)denotes
the copula of u,, u,. For higher dimensions, C,,, (ul,uz,u3) denotes the copula of u,, u,,
u,, but for brevity, C (up u,,u, ) is used and similarly the other cases are defined, unless
it is deemed necessary.

Table 3.2
Important symbols and abbreviations of basic concepts in copula theory for univariate and

bivariate cases.

Density function Distribution Function
Marginal C; C1 = P(U1 < u1)
Joint _
omm Ciz C, P(U1 <u,U, Suz)
Conditional c1|2 an = P(U1 < uI‘UZ = u2) or hz‘z

Copula construction
As stated in Sklar’s theorem (Eq. 3.24), a copula can be constructed on the inversion
method and the probability integral transformation, when the joint distribution function
F is known for the associated variables X,,X,,...,X,, as follows:
C(ul,uz,...,ud) = F(FI’I (ul),F; (uz),...,F’I (ud)), where u, = F, (xl),...,ud =F, (xd),

Another method uses the generator functions ¢ (Table 3.5) to construct a copula by
the following procedure:

cp(F(xl,...,xd)) = cp(F] (xl)) ot cp(Fd (xd))
:>cp(C(ul,...,ud)):cp(u1)+...+<p(ud) (3.37)
= C(ul,...,ud) = cp‘l(@(u1)+ +<p(ud)) .

The copulas can also be constructed by a combination of bivariate copulas following the
pair-copula construction method (Bedford and Cooke, 2001, 2002; Joe, 2014) by
extending the extreme value theory from one to higher dimensions (Czado, 2019) or by
using geometric and algebraic methods (Zhang and Singh, 2019a). Further information
about copulas’ construction can be found in any introductory book in copula theory,
such as Nelsen’s (2006) and Joe’s (2014). Based on these methods, a d-variate joint
copula distribution, or shortly a “copula” can be constructed depending on the copula

families which are used.
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Copula families
As multivariate joint distributions, copulas are grouped into different copula families
(Nelsen, 2006; Salvadori et al., 2007; Mai and Scherer, 2017) with a similar meaning
and a variety of univariate distribution functions. The different families better describe
the dependence of variables, the tails behaviour and the asymmetries of distributions
(Nelsen, 2006; Salvadori et al., 2007; Joe, 2014; Durante and Sempi, 2015; Czado,
2019). A non-exhaustive list of these copulas includes the class of Archimedean copulas
(Clayton, Gumbel, Frank, Joe, Ali-Mikhail-Haq, BB1, BB6, BB7, BB8), the class of Meta-
elliptical copulas (Gaussian, t), and the class of Extreme value copulas (Gumbel, Tawn).
The BB1, BB6, BB7, BB8 are mixed copulas, arising from a combination of other
copula families; hence the Clayton-Gumbel copula is known as BB1, the Joe-Gumbel
copula as BB6, the Joe-Clayton copula as BB7, the Joe-Frank copula as BBS8
(Nikoloulopoulos et al., 2012; Joe, 2014). Nowadays, the classes of Archimedean and
meta-elliptical copulas are widely used in hydrology and coastal engineering. The
Archimedean copulas are preferred due to their simple form and their properties while,
on the other hand, the meta-elliptical copulas are mainly applied to multivariate data.
The basic characteristics of the copula families are described below in Table 3.4 (Nelsen,
2006; Salvadori et al., 2007; Joe, 2014; Durante and Sempi, 2015; Czado, 2019).
Furthermore, the rotated versions of copulas by 90, 180, or 270 degrees have been
defined for many copula families (Mai and Scherer, 2017), extending their properties
for any tail dependencies (Table 3.3). The copula that arises from the rotation of 180°
(C™) is also known as the survival copula of C. The survival copula C, following Sklar’s
theorem couples the marginal survival functions, where
F;(xl.) = P(Xl. > xl.) =1- F(xl.), i=1,..,d, to the joint survival function F. For the
bivariate case, a survival copula satisfies (Nelsen, 2006):

C(ul,uz)=u1+u2-1+C(1-u1,1-u2) (3.38)

and similarly, 6(1 -u,,l1- uz) =1-u,-u,+ C(ul,uz) . (3.39)
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A~
Table 3.3
The copula density for the bivariate case of rotated versions.
copula density copula distribution function
c® (ul,uz) = c(l —ul,uz) G= (ul,uz) =u, - C(l - ul,uz)
c (ul,uz) = c(1—u1,1 —uz) Cr (ul,uz) = C(l—u1,1 —u2)+u1 +u, -1
c° (ul,uz) = c(u1,1 —uz) GZe (ul,uz) =u, - C(u1,1 - uz)

The tail dependence (Nelsen, 2006) or, in other words, the probability of the joint
occurrence of extremely high or extremely small values of associated variables, can be
described by the (1) and the lower (},) tail dependence coefficients (Czado, 2019) given
as:

A = limLC(t’t) and A, = limM.

u toT -t t—»o0t 1-t

(3.40)
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Table 3.4

Characteristics of Bivariate Copulas.

Class Family Bivariate Copula Domain of independence
Parameters
Independent C(ul,uz) =uu, .
C(ul,uz) =0 (cb'l (ul),cb” (uz))
(I)p : distribution function of standard Gaussian N(0,1) with correlation p
Gaussian @ inverse univariate distribution function of standard Gaussian N(0,1) pe {-1’1} i
P(x)= L7 egd
Elliptical ( ) \/5 J; g
C(UI’HZ) =l (tf (ul )’tj (u2))
) tp, .- bivariate distribution function of Student’s t with correlation p and v degrees of pe [-1 1]
freedom v>2
fv'lz inverse univariate distribution function of Student’s t
Clayton C(u1 ’uz) = (u1'9 + u2‘9 - 1)-; 0 e[-1,+)-{0} 60
i
Gumbel _ {emu) e 621 61
C (ul,uz) =e
Archimedean ] ( 1. )( 1-eP )
Frank C(ul,u2)=—gln 1- T 00 050
1

Joe o 0>1 0—1

q%m):L«L%f+@ﬂgf@¢ng%f)
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Table 3.4 (continue)

Characteristics of Bivariate Copulas.

; - Domain of .
Class Family Bivariate Copula Parameters independence
1
110
BB1 C(ul,uz)—|:1+((u19'1)6+(u20-1)6j6} 6>06>1 §-00-1
BB6 Cluyu,)=1-|1- e{[l"[l(“lm vl F 0,621 851,61
Archimedean
BB7 C(uuuz)1[1-[(1-(1-111)9)5+(1-(1-u2)9)5-1j1 6>1,6>0 051,60
BBS8 C(ul,uz)=é{1—{1—(1—(1—6)9)1(1—(1—6u1)9)(1—(1—6u2)6ﬂ€J 921,56(0,1] 01,60
- uz)f{ Inf,) J
_ in(u; u,)
C(U-]Juz)_e 1 t,l[ll, l/)ze[O,IJ w
Extreme Tawn _(1_ _ _ _AY ol 0 b, > LY, > 1
At)= (1=, )(1-t) + (1=, )e+| (,(1-1)) +(t) 96[1,+ ) ; 2

Tawn Type 1: ¢;=1 + Tawn Type 2: y,=1
* Gumbel family also belongs to the Extreme class.
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Table 3.5

The generator functions ¢(t) of Archimedean copulas, according to Nelsen (2006) and Joe (2014).

Family ()
£ -1
Clayton B
Gumbel (-lnt)g
Frank -In e': !
e’ -1
Joe In(l- (1- t)s)
BB1 (¢0-2)
BB6 -In(l- (1 . t)e)
BB7 (1 -(2- t)e)'(s -1
BBS 1-(1-6t)
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Estimation of important probabilities

The estimation of important joint probabilities is a prerequisite step in coastal storm
modelling and especially for the simulation of coastal storms and the estimation of
return periods. The joint probabilities for bivariate and trivariate cases are presented by
many authors, and they are easy to understand even by using Venn diagrams. An
indication of these probabilities (Serinaldi, 2015; Zhang and Singh, 2019a) is given
below:

P(X,>x,,X,>x,)=1-P(X,<x,)-P(X,<x,)+P(X,<x,X,<x,)

:1—u1—u2+C(u1,u2). (3.41)
P(X,>x,X,<x,)=P(X,<x,)-P(X,<x,X,<x,)=u,-C(u,1,) . (3.42)
P(X,<x,X,>x,)=P(X,<x,)-P(X,<x,,X, <x,)=u,-C(u,u,). (3.43)

g9 =

P(X,>x,,X,>x,,X,>x,)=1-P(X, <x,)-P(X,<x,)-P(X,
+P(X, <x,X,<x,)+P(X, <x,X, <x,)+P(X,<x,,X, <

<x,)
2 xs)
~P(X,<x,X,<x,,X,<x,)= (3.44)
I-u,-u,-u, +C12(u1,u2)+C13(u1,u3)+C23(u2,u3)—C(u1,u2,uz).
In the context of this thesis, the joint probabilities are extended to four and five
dimensions and they can be expressed as follows:
P(Xl >x,X,>x,,X,>x,,X, > x4) :1—P(X1 SXI)—P(X2 < xz)
~P(X,<x,)-P(X,<x,)+P(X,<x,X,<x,)+P(X,<x,X,<x,)
+P(X,<x,,X,<x,)+P(X,<x,,X,<x,)+P(X,<x,X,<x,)
~P(X,<x,,X,<x,,X,<x,)-P(X,<x,,X,<x,,X,<x,)
~P(X,<x,X,<x,,X,<x,)-P(X,<x,,X,<x,X,<x,)
+P(X,<x,X,<x,,X, <x,,X,<x,]
=l-u,-u,-u, —u4+Clz(ul,uz)-l-C13(u1,u3)+623(u2,u3)+C24(u2,u4)
+Cs4(u3,u4)—C(u1,u2,u3)—C(ul,uz,u4)—C(u1,u3,u4).

—C(ug,u u4)+ C(ul,ug,u3,u4)

(3.45)
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P(X1 >x,X,>x,,X,>x,,X,>x,,X, > x5)

X <x,X,<x,,X,<x,,X,<x,,X, st)

1-p _
1—PEX1 <x,)-P(X,<x,)-P(X,<x,)-P(X,<x,)-P(X;<x,)
+P(X,<x,X,<x,)+P(X, <x,X,<x,)+P(X,<x,X,<x,
+P(X, <x,X;<x,)+P(X,<x,,X,<x,)+P(X,<x,,X,<x,)
+P(X2 <x,,X; £x5)+ P(X3 <x,,X, £x4)+P(X3 <x,, X st)
+P(X,<x,,X,<x;)-P(X,<x,X,<x,,X,<x,)
—P(X,<x,X,<x,,X,<x,)-P(X,<x,X,<x,,X, <x;)
—P(X,<x,X,<x,X,<x,)-P(X,<x,X, <x,,X; <x)
~P(X,<x,X,<x,X,<x;)-P(X,<x,,X,<x,,X,<x,)
~P(X,<x,,X,<x,,X,<x,)-P(X,<x,,X,<x,X <x,)
—P(X,<x,,X,<x,X;<x,)+P(X, <x,X,<x,,X,<x,,X,<x,)
+P(X, <x,,X, <x,,X, <x,, X, <x;)
+P(X,<x,X,<x,,X,<x,X <X

+P(X, <x,,X,<x,X,<x,,X, <x;)
+P(X,<x,,X,<x,,X,<x,X,<x,)
~P(X,<x,X,<x,,X,<x,,X,<x,X, <x).

or by using the copulas:
P(XI >x,X,>x,,X,>x,,X,>x,,X, > xs) =

I-u,-u,-u,—u,—u +C(ul,uz)+C(ul,ug)+C(u1,u4)+C(u1,u5)
+C(uy,u,)+C(uy,u, )+ Cuy,u )+ Cuy,u, )+ Cuy,uy )+ C(u,,uy)
—C(ul,uz,ug) —C(ul,uz,u4) —C(ul,uz,u5)—C(u1,u3,u4)
—C(u u u5) —C(ul,u4,u5)—C(u2,u3,u4) —C(uz,ug,us)
—C(u

(

2 2
2 4,u5)—C(u3,u4,u5)+ C(uz,uz,uB,u4)+C(u1,u2,u3,u5)

+Clu,,u,,u u)+C(uu uu)

1252254055 127327425

+C(uz,u3,u4,u5)—C(ul,uz,us,,u4,u5).
And briefly, for other more complex cases:
P(X1 <X, X, >X,,X,>x,,X,>x,X, >X

5
)
u, —C(ul,uz)—C(uI,u5)+ C

(ul,uz,us).
P(X1 >X,X, <x,, X, <x,,X, <x,,X; st):

C(uz,us,u4,u5)—C(ul,uz,u3,u4,u5) .

P(X,>x,X,>%,,X, <x,,X, <X, X <X )=

C(ug,u4,u5)—C(uz,uB,u4,u5) —C(ul,u3,u4,u5)—C(ul,uz,ug,u4,u5) .

(3.46)

(3.47)

(3.48)

(3.49)

(3.50)

Based on the probability theory and the joint probabilities, the conditional

probabilities can be expressed as conditional copula distribution functions. For instance,
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Pl 23, 5) - B0 (0, 200, 20 2] a0
2 xz) u,
C b)
P(X,>x|X,<x,)=1-P(X, <x|X, <x,)=1- (uli ) . (3.52)
2
oClu,,
P(X,>x,|X, =x,)=1-P(X,<x,|X, =x,)=1- (;Z uz). (3.53)
1
P(X <x‘X . )ZP(XIle,XZ>x2):u1—C(u1,u2) (3.54)
o P(X2>x2) 1-u, | '
oClu,,u,,u
P(X, <x,X, <x,|X, =x,) =C12\3(U1 <u,U, <u,|U, :u3)=%. (3.55)
3
62F(x1,x2,x3)
P(X, <x|X,=x,,X,=x,)= 26x26x3 -
0 F(xz,x3)
0x ,0x (3.56)
6ZC(u1,u2,u3) '
ou,0
= C1\23(U1 Sul‘U2 =u,,U, =u3)= aZCLEZZL:ZB) .
ou,ou,
And their extensions to four and five variables are the following:
P(X, <x|X,=x,X,=x,,X,=x,,X,=x,)=
84C(u1,u2,u3,u4,u5)
ou.ou,ou ,ou (3.57)
C(U5 < us‘UI =u,U,=u,,U,=u,U,= u4) = 64C(1u1,i12,:13,;14) .
ou,0u,0u,ou,
P(X,>x,|X,=x,,X,=x,,X,=x,,X,=X,]=
= C(U5 >u5‘U1 =u,,U,=u,,U,=u,,U, =u4)
=1-C(U, <u|U, =u,U, =u,,U, =u,,U,=u,)
84C(u1,u2,u3,u4,u5) (3.58)
g ou,0u,0u,ou,
84C(u1,u2,u3,u4)
ou,0u,0u,ou,
P(X, <x,,X,<x,,X, <x,,X, <x,|X, <x,)=
_ P(X1 <X, X, <X, X, <, X, <x,, X, < X5) _ C(u1’u2’u3’u4’us) (3.59)
Fs(xs) Ug '
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F(xl,xz,x3,x4,x5)
P(X, <x,|X, <x,,X,<x,,X, <x,,X,<x,|= =
F(xl,xz,x3,x4)

(3.60)
C(ul,uz,ug,u4,u5)

= < < < <u )=
C(U5 < uS‘UI <u,U,<u,,U,<u,,U, < u4) C(ul,uz,ug,u4)
P(X, > x,|X, <x, X, <x,,X, <x,,X,<X,)=
=C(U5 >u5‘U1 <u,,U,<u,U,<u,U, £u4)
=1—C(U5£u5‘U1Sul,UZSuZ,U3Su3,U4Su4) (3.61)

_ . C(ul,uz,uS,u4,u5)

C(ul,uz,uB,u4)

Table 3.6
Summing up the relationship of conditional probabilities and the associated copula distribution

functions in the bivariate case.

R e

3.4.2. Vine copulas

The extension of copulas construction from bivariate to higher dimensions is a
demanding procedure that has been presented by Nelsen (2006) and since then, it is an
important topic in copula theory. For many copula families, a high-dimensional copula
can be constructed through various proposed methods as described in the previous sub-
section. The pair copula construction (PCC) is an effective, easy, and flexible method to
build multivariate copulas based on the bivariate copulas as well as the conditional and
the marginal distributions. In this direction, the work of Aas et al. (2009) and of De
Michelle et al. (2007) are very important, but the general idea was described by Joe
(1996) and by Bedford and Cooke (2001, 2002). The vine copulas are constructed by
the pair copula method; hence, the PCC method is also known as Vine copulas

construction.
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Vine copulas are hierarchical structures that are based on pairs’ dependence, covering
a great variety of dependence and tail behaviour between variables since they combine
different univariate distributions and copula families (Joe, 2014; Zhang and Singh,

d(d-1)

2019c¢). The decomposition of the d-dimension density function to bivariate

density functions and the conditional density functions are needed for their

construction. It should be noted that the conditional distribution function differs from

the conditional copula. For instance, the copula C_,.(x,,x,|x,) has univariate marginal

12\3
distributions and is associated with the bivariate conditional distribution

F (X1 <x,X, < xz‘Xg = xs). On the other hand, the conditional distribution function

u,) denotes the conditional distribution function of (U,,U,) given that U,=u,

C12\3 (u1 Uy
and has a density function Cigs (u1 ,uz‘uB )

The joint density function can be factorized as follows:
f(xl,xz,...,xd) = f(xd|x1,...,x‘H )...f(x2|x1)f(x1 ) , (3.62)
which is not unique and provides different forms regarding the order of variables. For
instance, the trivariate case could be written as:
f(xvxz’xs) = fz\13 (X2|X1 2 X3 )f3\1 (X3|X1 )f1 (Xz ) : (3.63)
Applying Sklar’s theorem and Eq. 3.31 (Czado, 2019), this decomposition leads to
the pair copula construction of a joint trivariate density function, which is described
by the following equation:
f(xzfxz’x3) = 612\3 (F1\3 (x1‘x3)’F2\3 (xz‘x3);012\3)c13 (Fz (XJ)’Fs (x3);013)
Ca3 (Fz (xz)’F3 (xg);023)f3 (x3)f2 (xz)f1 (xl) ’

6,, are the associated copula parameters and similarly, the pair copula

(3.64)

where 6,60

237

construction of a joint trivariate copula density function can be stated as:

¢ (u1 Uy, Uy ) = C1z\3 (C13 (uz ‘ u, ) ’ Cz\s (uz‘ u, ) ; 912\3 ) Cis (u1 sUss ‘913 ) Cas (u2’ U, ‘923) . (3.65)

In general, the d-dimensional probability density function, with no reference to the
parameters 6, through PCC (Aas et al., 2009) is given by the following Eq. 3.66:
f(xl,...,xd) =

d-1 d-j

H Chivitnj-1 (Fx.x X
j=1 i=1 I

(x]. ‘ Xprees X )’ Fx P (xiﬂ.

j-1 i+ j

b TP ))ﬁfk (xk) .
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The Vine copulas are distinguished in the drawable D-Vines (Fig.3.4), the regular R-
Vines (Fig. 3.5) and the canonical C-Vines (Fig. 3.6). Their structure is described through
a network of trees T, (i=1,...). The three-dimensional vines have a similar structure, but
some differences are identified in higher dimensions. The D-Vines are more accessible
in their application, while they are based on variables interaction without a specific
order (Fig. 3.4). However, the C-Vines are more sensitive in the dependence, having the
most dependent variable at the base of their structure. Due to a better description of

dependence and their simplicity, this thesis focuses only on C-Vines.

@ Crz @ Cas @ Cas @ Cas @ T

T
(D)) CO)=(») :
{ ) T

132 Craj23 \24_|3/ Cas|34 35[4 3

T
4

Figure 3.4. Typical structures of D-Vines for five variables (Aas et al., 2009).

Figure 3.5. Typical structure of R-Vines for five variables.
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Figure 3.6. Typical structures of C-Vines for three (a), four (b) and five variables (c).

In five dimensions (Fig. 3.6¢) the C-Vine structure consists of ten copulas and four
trees T, (i=1,...,4) with parameters 6. The primary variable is the variable with the
strongest dependency on the others, which is confirmed by their correlation according
to Kendall’s tau (7). The dependence of pairs is examined at each edge of trees, and
similarly, different bivariate copula families are investigated and can be selected for
each pair of variables after applying an independence test at a 5% significance level.
The selection of the best copula family is evaluated among others according to minimum
Akaike information criterion (AIC) or the Bayesian information criterion (BIC) by using
the following equations, where n is the sample size and k is the number of parameters:

AIC = -2L + 2k. (3.67)
BIC = 2L +In(n)-k. (3.68)

The selection of an appropriate copula family is important when a strong dependence
exists, while on the contrary, the impact is less at weak dependence (Joe, 2017). The
corresponding copula parameters 6 are selected by maximizing the likelihood by using
sequential estimates as initial values, also known as sequential estimation of maximum

likelihood (Hobaek Haff, 2012, 2013; Difmann et al., 2013).
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For example, the construction of the five-dimensional C-Vine (Fig. 3.6c¢) starts from
the tree T, taking as input the standardised variables U,,U,,U,, U, Us. The variable with
the strongest dependence among the others (U;) is set at the start of the tree and the
bivariate copulas C;,;,Cs,,Cs;C,,Css, are constructed after the investigation of the best
copula family and the estimation of associated parameters. Then the conditional copulas

c..,C.,C o5 of tree T, are constructed through the bivariate ones and so on so forth

1257 ~'135°

since the copula C of T, be constructed. The transition from two to three and higher

32)415
dimensions requires the construction of h-functions and through them the investigation
of the optimal copula at each stage as described in Figure 3.7, where X, (i=1,...,5) the
variables, U, the standardised variables and F, the marginal distribution functions of each
variable. It should be mentioned that the above methodology for the construction of a

C-Vine copula for five variables can be easily extended to more variables.

Estimate the h-functions

F | I ———— | —
5 e
X; F Us | C, | o= aC(u,,uy) | ! ‘ ‘ !
S \ I 1M T : [ ‘ [ [
X2 Uz | P ° oug I | C12 5 I aclz\s (hz\s’hus) I I
| I } ‘h125 S
X Fy U | o I ‘ o oCys | |
- 5 : C,, : I =6C(ul,u5)‘ : | : Cpis : _
X——U [ | LT Ty ‘ | | |
[ [ [
By |G Bl [
))és F, 35 | C54 [ :h ZGC(U‘,,US): [ : e oCy ! ‘
—_— | | 4|5 | | |
4 4 j ; ou ‘ | ‘ ‘ !
[ [ [ [ [

Find the best-fit copula based on Log-Likelihood, AIC, BIC

Figure 3.7. A typical building procedure of C-Vine structure.

All the required copulas C and their parameters 6 are summarized in two triangular
matrices, as below (Eq. 3.69), where the i line corresponds to the copulas and the

parameters of the corresponding tree (T,) in vine structure.

0 C, Cy Cy Gy |7, 06, 6, 6, 6,)->T,
0 0 Cys Cys Cus | T, 0o 0 6, 6, 0,|->T,
C=0 0 0 C,. Cu. [>T, o=|0 0 0 6, 6,|->T, (3.69)
00 0 0 Cyu T, 0 0 0 0 6,|->T,
0 0 0 0 0 o 0 0 0 0

Respectively, the joint trivariate density distribution, according to Figure 3.6 and Eq.

3.66 can be described as:
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)= eyl e) Bl oo (Bl B (s )0) o
ACACARACHENTACHIACHVACH

and it could be extended to four variables as follows:

f(xl,xz,x3,x4):
o i (3000 ) By (302, ) 04 ( By (o) By ()0, 371
o (B (213, ) By (3], ) 0 ) ( (x.).F (x4):9) |
Czs(1*“1(xl):Fs(xa):%)Cu(E(XI) (6,580 ) £, (%) £ () £ (x2) £ ()
and similarly, to five variables:
f(xl,xz,xg,x4,x5)=
c23‘145(F2‘145(x2‘x1,x4,x ) F3‘145(x ‘x X ,xs);945) (3.72)
c35‘12(F3‘12(x ‘x X ) Fs\u( ‘x ), 35) '
e ) 2,
C1als ( ;(x ‘x ). F4‘5(x4‘x5), 25 ) 195 ( ("‘x ). Fys (xa‘xs);%)
u\( (e ) B ()0 e () B (o, )00 e (s () s ()0
s (F, ( £ (%) )651(5x5),F1 ) )
IACATACHIACHIACATACHE

3.4.3. Simulation through copulas
Once the best copula is constructed, a new sample can be generated that validates this
model and simulates the associated variables. The methodology of simulation through
copulas is based on Rosenblatt transform and can be described through the
methodologies of De Michele et al. (2007), Aas et al. (2009) and the most recent work
of Stober and Czado (2017) by following the PCC method and the C-Vine copulas.
Following these methodologies and starting with a known sample w,= (w,,...,w,) a new
sample u;= (Uy,..., Uy is generated through the copulas, where
u,w, ~ U[O, 1] ,1=1,...,d.In the case of coastal storms, the application of simulation is
accomplished in five dimensions by using the coastal storm parameters (H, T, D, I, E)
for a specific location.

The three methodologies (De Michele et al.,2007; Aas et al., 2009; Stober and Czado,
2007) are based on the pair copula construction method. Therefore, similarly to the

construction method of C-Vine (Fig. 3.7), they construct the high-dimensional copulas
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through the combination of low-dimensional copulas and the h-functions. More
specifically, for the above three simulation algorithms the conditional distribution
functions (Czado, 2019; Zhang and Singh, 2019c) are described by the following
Equation:

6Cj)j71‘1wj72 (F(xj‘xl,..., X, ),F (xj_l‘xl, X, ))

BF(xj_I‘xl,---,xj_z)

F(xj‘xl,...,xj_l) = (3.73)

The ascending order of variables is not mandatory but depends on the vine structure

(Fig. 3.6), for instance:

0
F4|15 (x4|x1’x5) = mcﬂs (F4‘5 (X4,x5),Fl‘5 (XI,Xs)) ) (3-74)
15 ’

and similarly, for the copula distribution function:

0
Cs (U5 ) = m%s (C4\5 (1015 ),Cy (1 ))
15 275

= mcm (h4\s (u4‘u5),h1‘5 (ul‘us)) = h4‘15 (h4‘5 (u4‘us) | h1\5 (ul‘us )), (3.75)
115 1275

oc. (u,,u oC_, (u,,u
where h1\5 (uI‘us) :%, h4\5 (u4‘u5) :%.
5

5

Therefore, for higher dimensions, we have the following:
Cons (15141, ) = Py (cg‘w (1 w,1,) €, (u4\u1,u5))
=Ry, (hm (s (1 ) g (1)) € (11, )) .
Copars (10,1110, 0,0, ) =y (62‘415 (11,8, ) 1 Gy (ug‘u4,u1,u5)) _
Py (h (e (s (st ) g (a1 (0 ) 1€ a0, )) .

(3.77)

(3.76)

The required conditional distributions are estimated, as described above, and they are
used by the simulation algorithms to reach the simulation of variables u,= (u,,...,us). In
practice, three algorithms (A, B, and C) are developed extending in five dimensions the
work of De Michele et al., (2007), Aas et al. (2009), and Stober and Czado (2007). The
three simulation algorithms are presented with distinct steps, as described below, and
require a lot of mathematical computations. These computations are less for the
algorithms of Aas et al. (2009) and Stober and Czado (2007) that follow the C-Vine
copula (Fig. 3.6¢) instead of the third algorithm based on the work of De Michele et al.,

(2007) that is more complicated.
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Algorithm A, which is the extension of the simulation algorithm of Stéber and Czado
(2017) in five dimensions, is expanded as follows (given the parameters of Eq. 3.69) :

=U =V, =W,

Vv, =W, (3.78)
Vi = h;\11 (sz‘vu) =h" (W4‘W5’612) = U, =V,

Vs =W,
V,, h ( ‘v ) h‘l(wl‘w4,023) (3.79)

=h;} ( ‘V) h’(v23‘w5,913):>u1:v13

e n o) o)
Vs zh;\]s Via|Vss =h" wo|w,,0,
S OO B (N oo
V14:h;\§(v24‘v11):h ( ‘W5, 14):>u =V

Vss =W,
Vs :h;\{;(vss‘vw):h]( ‘Ws’ 45)
vgszhg‘g(v%‘v%):h ( ‘wl, 35) (3.81)
Vs =h;‘12(v35‘v22)—h ( ‘W )
Vis :h;\11 (st‘vn):h ( ‘Ws’ 15)3"[2 =Vis

The h-functions are described in Egs. 3.35, 3.36 and by following Czado (2019) can

be given as follows:

L

ou,
J

GCU.(u.,uj;Hij) oc, (u u, ey)

8ui

hy, (ui uj;ei}.) = and hy; (Uj‘ui;eij) =

Using the same abbreviation for copula parameters (Eq. 3.69), the Algorithm B is the

(3.82)

extension of the simulation algorithm of Aas et al. (2009) and described as:

=U, =V, =W,

Vv, =W,
Vv, = h‘l(vm‘vu) = h‘1 ( ‘u ):> u,=v, (3.83)
Voo =h (Vv ) =, ( i 0,

v, =W,
v, = 71("31“’22) h1‘45( ‘ng: 23)
Var = ’1(v31‘v11)=h1";( 31""5’ 13):”‘1 =Va (3.84)
v,=h (vgl‘vu) h ‘u )
Vas = (VBZ‘VH) 1\45( ‘vzz’ 23)
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Vv, =W,
v41:h'1(v41‘v ) h3‘1415( ‘vgg, 34)
v, = h‘l(v41‘v22,924)
Vv, = h’l(v“‘vu) = h;fs (v41‘u5,914) Su,=v, (3.85)
Vi =h (Valvir) = o (.6,
v,=h (v42‘v22,924
v,=h (v43‘v33,034)
v, =W,
v51:h’1(v51‘v ) hz‘gm( ‘v4, 45)
vy =h (vy[vs,.0,) (3.86)

vy, =h 1( ‘vz’ 25)
Vs1 = h” ( 51‘v11) - hz\l ( ‘us’ 15) = U, =V
Finally, following the copula theory and the properties of bivariate copula derivatives

(Schepsmeier and Stober, 2014), the Algorithm C based on the work of De Michele et
al. (2007) is described as follows:

1% variable: = u, =w,

2" variable: = u, = = hy} (w ( 2|w1) =G, (w2 |w1), (3.87)
given that G, (Wz |w1): P(W2 <w, |W1 = W1) = O (GLV/VWZ) =hy, (w2|w1) . (3.88)
1
oC. . (w,,w,)
3 variable: k, = h1|z( ‘ 2) = %;Wz’ (3.89)
oc,.(w,,w,)
m =h,(w|w |=—2 23" (3.90)
1 3\2( 3‘ 2) ow,
= u, —h3‘1( 1|k1)=G;1 (w3 |w1,w2), (3.91)
given that G, (w3 |w1,w2) = P(WB <w, |W1 =w,W, = Wz) =
o’C(w,,w,,w,)
owow, ® _ac,, (k,,m,) )
P wowy) P wwy) Ok (&) 592
8W18W2 8W18W2

2

C,, (w1 ) wz) 8C23 (Wz W, )
o’Cw,,w,,w,) 13 ow ow

and ¢ = = 2 2 _

ow ow, ou

1
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aC13(k1’m1) 6C13(k1,m) 6k an(kl’mz) aZCJZ(WVWZ)

T, ok, oy ok, owow, (3.93)
C 5C12(W1,W2) 8C23(W2,W3)
o*Clw. ,w,,w,) 13 ow ’ ow
h : . - 12722 W3/ 2 2 _
4% variable: ¥, ow.ow, ow,
oC,, (k,m,) aCm@(kvml)aml =h1‘3(k1|m1)a Ca (Wor W,)
ow, m, ow, ow ,ow, ( | ) (3.94)
oh,,|w,|w
By, (K, |m1)3Tj2.
oc,.(w,,w.,)
, 236W23 3 h ( ‘W ) (3.95)
oc,, (w,,w,)
Nt By, (w,[ws), (3.96)
acz3(wz’ws) 8C34(W3,W4)
5. = o’Clw,,wy,w,) _* ow,  ow, _0C,, (my,.k,) _
2 ow 0w, ow, aw(2 ) (3.97)
oC, ,(m ,k om o*C..(w.,,w oh w
24( 2 2) 2 _ 4‘2(k2‘m2) 23( 2 3)=h42(k2‘m2)
amZ aWZ aWZaW.? aWZ
—u, = h;\11(¢2|¢1) = G;I (W4 |W1’W2’W3)’ (3.98)
given that G, (w, |w,,w,,w,) = P(W, <w,|[W, =w, W, =w, W, =w, )=
o’C(w,wy,w,w,)  &°C(w,w,,w,,w,)
owow,ow,  ow,ow,ow, ¥
83C(w1,w2,w3) d 82 w W, W, 7<P 20
.99
owowow,  ow,|  owow ow, (3.59)
ac,, l/J ;)
lpl : 4\ (l/)z‘ll)l)
ac o’C(w,,w,,w,) 0°C(w,,w,,w,)
au o’c(w,w,,wy,w,) ow,ow,  ow,ow,
an = =
awlaWZaW.? aw]
s, (Yyotha) _ 0C (01:0) Gy, _ (3.100)
aWI alpl aw] .
oC,, (%) o (o°Clw,,w,w,))_C,,(¥) &g
alpl awl awzaw3 al‘bl 8W3 .
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LGZC(WI,WZ,Wg) *C(w,,w,,w,)
o’cw,,w,,w.,w 1 ow,,ow T ow,ow
5% variable: ¢, = Wy, W, Wy, W,) = 2 3 23
ow 0w 0w,
_9C,, (¥,%,) _ 9C,, (¥,%,) oy, h (¢1|¢2)52c24(m2,k2)_ (3.101)
ow, o, ow, w,ow,

8623 (Wz’ws) aC34 (W31W4)
2 8C24 ac
=6 C(wz,wa,w4)= _ 24(

ow

4

aw.? ’ 6W3
ow,0W, ow, 81(4 v, (3.102)
oC,,\m,,k,) ok o’C..(w,,w,) oh,. \w,|w
- 24£k22 2) ij - hz\4 (mz‘kz) ;4/:;;};"4 zhz\4 (mz‘kz) 435W: 3
k, = W - h3\4 (Ws‘w4)

4

k
9, s ks)

22772

(3.103)

oc,.(w,,w.)

m; = 458W4 > =h5\4(ws‘w4)
4

(3.104)
p 0Cy,(wy,w,) 0C,5 (W, W;)
_3%C(w,,w,,w,) 3 ow ’

g ; ow, J: 8635(k3,m3)
2 ow,ow, ow

3 ow, (3.105)
_ 6C35 (k3’m3)5k3 —h (m ‘k )82C34(W3,W4) -h (m ‘k )8h34(w3‘w4)
T s\ 3 s T s\ 3 s 4
ok,  ow, ow 0w, ow,
ac o’C(w,,w,,w,) o°C(w,,w,,w,)
_ 63C(w2,w3,w4,w5) _ ” 8W38W4 ’ 5‘W35‘W4 _
ow 0w ,ow, ow, (3.106)
_ oC,, (gl,gz): aC,, (gl,gz) g, _h (g ‘ )azcy(mz,kz)'
ow, og, ow, P\ o ow,

_ -1 _ 1
= Us _h5\1(q2|q1)_Gs (W5|W1’W2’W3’W4)’

4,

(3.107)
given that Gs(w5|w1,w2,w3,w4):P(W5 <Sw W, =w, W, =w,,W, =w,,W, =w4)

64C(w1,w2,w3,w4,w5)
— aW18W28M/381,V4
84C(w1,w2,w3,w4)
ow,ow,ow 0w,

q _ aC15 (qqu)

o aq,
ou

4

4
0 C(wl,wz,w3,w4,w5)

— awl aWZ aWS a]/‘}4

P {GSC(WI,WZ,WB,W“)J
4

ow ow ow,ow,

h5\1 (q2|q1)

(3.108)
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c ’Clw,,w,,w,,w,) 0°C(w,,w,,w,,w,)
o'C(w,wy,wy,w,w ) P ow,ow,ow,  ow,ow,ow,

and g = =
1 ow ow 0w 0w, ow

1

3C,(4,,0;) 3C,s(a,09;) og,

(3.109)
ow, oq, ow,
= 8C15 (ql’qZ) 0 83C(W1,W2,W3,W4) _ 6C15 (qI’qZ) oy
aq, ow, ow ,,ow 0w, aq, ow,

The three simulation algorithms are applied to five coastal storm parameters
comparing their efficiency. After simulation, the final produced sample

u= (ul,uz,uS,u 4,u5) S [0,1] should be transformed in the real domain
(xl,xz,xs,x 4,x5) using the probability integral transform and the inverse of marginal

distribution functions or the empirical distribution functions, as described below:

ey, 60, ) = (7 1) () 5 (), B o, ) B (3, ) (3110)

3.4.4. Joint conditional functions

Considering the conditional probabilities of Egs. 3.51 - 3.61, the high-dimensional
conditional distributions F(xi|x1""’ xH) = p( X, < xi| X, <X, X, < xH) can be
estimated through copulas and especially through C-Vine copulas. Similarly, the joint
distribution function is described as follows:

F(xl,...,xd) = P(XI <X, X, < xd) = C(U1 <u,..U, < ud). (3.111)
The joint conditional functions are estimated and consequently, they are incorporated
into the coastal storm return periods.

The joint conditional distribution function (jedf) is easily described through the
pair-copula decomposition and the selected C-Vine structure (Fig. 3.6). The jcdf up to
five dimensions are described thoroughly by Zhang and Singh (2019c). In the case of
two variables X, X,, the jcdf are defined as follows:

F(x,x,)=P(X, <x,|X,<x,)F(x,) or P(X,<x|X,<x,)F,(x,) where the
associated conditional probabilities are estimated according to Eq. 3.51. For three or

four variables, a possible C-vine structure is described in Figure 3.6(a) and 3.6(b),

respectively. According to the trees T,, T,, T, the joint distributions F (xl,xz,xg) and
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F(xl,xz,xs,x 4) can be estimated through the lower dimension probabilities. Since the

procedure is repeated, only the case of five variables is presented below.
For instance, starting with the first tree T, of a typical C-Vine (Fig. 3.6c), the bivariate

conditional probabilities can be estimated based on Eq. 3.51 as follows:

p(x, <%, <) = ) pir o x, <x,) - Cllts)
5 5

For brevity, these equations can be simplified without mentioning the associated

parameters 6, as follows:

Clu,,u Clu,,u Clu,,u Clu,,u
P1\5: (lis 5)’P25: (ljs 5)’P35: (:5 5)’P45: (115 5)'

(3.113)

Based on tree T, and following the same abbreviation, the probability distributions can
be estimated:

Ps :P(X1 <x,,X, <x,|X, £x5):C 5(U1 <u,,U, <u,|U, Sus):

u
(3.114)
C12\5 (Cz\s (UI < u, |U2 < u, )’Cz\s Uz < u2|U5 < U )) = C12\5 (P1\5’Pz\5) :

And similarly,

st\s - P(X1 <x, X, < x3‘X5 < xs) = C13‘5 (Pl5:P35), (3.115)
P41\5 - P(X4 <x,, X, < x1‘X5 < x5) = C41‘5 (P45:P]5)- (3.116)

Based on the above conditional copulas, other probability distributions for three

variables can be estimated:

Py =P(X2 <x,|X, <x,,X, < xs) =Cyis (U2 <u,|U, <u,,U; < us) =
c C51 (ul Jus) Csz (uz’us)
e U ’ ug B C12\5 (P1\5’Pz\5) (3.117)
Cs1 (u1’u5) Pl\s .
u5
Py, = P(X, <x,|X, <%, X, <x,)
C13\5 (P1\5’P3\5) (3‘118)
Cys (U, <u,|U, <u,,U, <u,) R —

15
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A~
Pys = P(X, <x,|X, <x,,X; <x,)
C41\5 (P4\5’PJ\5) (3.119)
_C4\15 (U4 —u4|U1 <u,;,U; —us):P— .

15

Based on the tree T,, we have the following

Pous = P(X, SX,,X, Sx,|X, <x,, X, <x,)
= Cyis (U, <u, U, <u,|U, <u,,U, <u,) 3120)
=Cps (Cs (U, =, [U; <0, U, <0, ),€,0 (U, < w,|U, <00, <, ))
~Cos (Pyss By ) -
Pys = P(X, < x,| X, <x,,X, <x,, X, <x;)
= C s (P(X, < x,]X, <3, X, <x,),P(X, <x,|X, <x,, X, <x,)) (3.121)
=g [Pys P )
Pyus = P(X, <x,|X, <x,,X, <x.,X, <x;)
= Cos (P(X, < x,|X, <x,,X, <x,),P(X, <x,|X, <x,,X, <x,)) (3.122)
= Copis(Pass Pass ) -
Finally, for five variables and according to the tree T,, we have the following:
Pys = P(X, S %X, <3| X, <x,,X, <x,, X, <x,)=
P(X, <x,|X, <x,,X, <x.,X, <x,), (3.123)

e C2\415 (Xz < X,

X, <x,,X, <x,,X, st)

=C

s2la1s (P3\415 2Py ars

Hence the joint distribution function for five dimensions can be described as follows
F(xl,xz,xs,x4,x5) = P(Xl <X, X, <x,,X, <x,,X,<x,X, < x5)

= P(X, <x,,X, <X,|X, <X, X, <x,,X, <x,)-P(x,,%,,x,) (3.124)
=P

32415 P(x4,x1,x5)
where,

F(x4,x1,x5) :P(x4,x1,x5) =

P(X, <x,,X, <x,,X, <X,)=P(X, <x,,X, <x,|X, <x,)P(x,) =P, -u, (3.125)
F(xl,xz,x4,x5) :P(X1 <x,X,<x,,X,<x,X Sx5)=
P(X4 <x,X,< xz‘Xs <x.,X, < xl)-P(xs,xl) = p42‘15 .C,, (us’u1) (3.126)
and F(xl,xs,x4,x5):
P(X4 <x,,X, £x3‘X5 <x,,X, le)'P(x5’x1)=P43\1s -C,, (us’u1) (3.127)
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3.4.5. Return periods

The return period denotes the reoccurrence of an event or the average time interval
between an upcoming event and the previous one with specific characteristics. It is
widely used for events that reoccur, such as cyclones, tsunamis, rainfalls, floods, and
storms. In coastal engineering, coastal storms affect the coastal zones, the reliability,
and the lifetime of coastal structures. Hence, the return periods of coastal storms are
essential for the design, and they are generally valuable for risk analysis (Corbella and
Stretch, 2012b).

Copulas are indicated for the estimation of return periods of multivariate events.
Their application in coastal engineering is very common, especially for two variables
(De Michele et al., 2007; Salvadori et al., 2014, 2015; Mazas and Hamm, 2017; Li and
Liu, 2020; Orcel et al., 2021). Recently, copulas are also used to estimate three-
dimensional return periods in hydrology for droughts and floods (Latif and Mustafa,
2020; Mesbahzadeh et al., 2020; Saghafian and Sanginabadi, 2020; Tosunoglu et al.,
2020; Zhang et al., 2021). Extending this methodology to four and five dimensions, the
high-dimensional return periods of coastal storms can be efficiently estimated through
copulas.

The return period of an event, with specific characteristics regarding their
parameters (e.g., X; >Xx;) and the average time interval (u) in years between two events,
is given by the following equation:

1 u u

T, = = = . (3.128)
F=a)p(X,>x,) 1-P(X,<x,) 1-E/(x,)
Hence, the exceedance probability of such event is
u
P(X >x )=— (3.129)
( 1 1) T
and the non-exceedance probability is described as:
U
F(x )=1--=. (3.130)
(x)=1-

The return period is not always associated with the exceedance probability P(X,>x,)
of variables. The denominator of Eq. 3.128 can be replaced by any probability that
describes the desirable characteristics of an event, considering the coastal storm
parameters as continuous random variables. For the estimation of return periods in

higher dimensions, the important probabilities (Eqgs. 3.41-3.61) are required and the
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symbols U and m are used when the parameters exceed a specific value simultaneously
or not, respectively. In literature, the symbols of union U and intersection n indicate
both “OR” and “AND” cases.

The bivariate and the trivariate cases of return periods (Salvadori, 2004; Salvadori

and De Michele, 2004; Salvadori et al., 2011), based on Egs. 3.41-3.44 can be described

as follows:
u u
T = = (3.131)
X1>x1uX2>x2
( ) 1_P(X1SX1JX2SXZ) 1_C12(u1’u2)
U U
T = = (3.132)
X1>x1mX2>x2
( ) P(X1>x1,X2>X2) 1—u1—u2+C12(u1,u2)
u u
T >x, U >X,\U. >x = - (3.133)
(Xz 1VUX>x, VX, 3) 1_P(X1Sx1,X2Sx2,X3SX3) 1—C(u1,u2,u3)
_ U
X1>x1mX2>x2mX3>x3
| bOP(X, > X, > X, > x,) (3.134)
u

I-u,-u,-u,+C, (ul,u2)+C13 (ul,u3)+C23 (uz,ug)—C(ul,uz,uB)
Similarly, Eq. 3.128 is extended to four and five dimensions by substituting the

associated probabilities (Egs. 3.45-3.47).

(X1>x1uX2>x2uX3>x3uX4>x4)

u _ U (3.135)

1—P(X1 <x,X,<x,,X,<x,,X, £x4) 1—C(u1,u2,u3,u4)

u

X, >x,X,>x,,X,>x,,X, >x4)
u

I-u,-u,-u,-u,+C, (ul,uz) +C,, (ul,u3)+C23(u2,u3)
+C24(u2,u4)+634 (us,,u4)—C(ul,uz,ug)—C(ul,uZ,u4)
—C(ul,ug,u‘,)—C(uz,uB,u4)+C(u1,u2,u3,u4)

(X;>x,nX,>x,n X >x,0X,>x,) P(

(3.136)

(X;>x,UX,>x, UX,;>X, UX,>X, X >X)

u u (3.137)

1—P(X1 <x,,X,<x,,X,<x,,X,<x,,X, SXS) 1—C(u1,u2,u3,u4,u5)

(X1>xlmX2>x2mX3>x3mX4>x4mX5>x5)
u
P(X1 >x,,X, >x,,X, >x,,X,>x,,X; > xs)
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_ U
_1—u1—u2—u3—u4—u5+C(u1,u2)+C(u1,u3)+C(ul,u4)+C(u1,u5) ‘ (3.138)
+C(u2,u3)+C(u1,u4)+C(u2,u5)+C(u3,u4)+C(u3,u5)+C(u4,u5)
C(ul,uz,u3)—C(u1,u2,u4)—C(ul,uz,uE)—C(ul,ug,u‘,)—C(ul,uB,us)
C(ul,u4,u5)—(u2,u3,u4)—C(uz,uB,us)—C(uz,u4,u5)—C(u3,u4,u5)
+C(u1,u2,u3,u4)+C(ul,uz,uB,u5)+C(ul,uz,u4,u5)+C(ul,u3,u4,us)

+C(u2,u3,u4,u5)—C(ul,uz,ug,u4,u5)

Indicatively, using the Egs. 3.51-3.61, the return periods can be defined as follows:

T _ H - K (3.139)
X >x;|X,<x, .
Pmsa) - p(X, <x|X, <x,) 1_Clz(u1,u2)

u2

T _ H - s (3.140)

X,>x,| X=X, _ )
( | ) 1—P(X2£x2‘X1—x1) 1_6C12(u1,u2)
ou,

= = (3.141)
X1>x1uX2>x2uX3>x3uX4>x4 XSSXS :
( | ) 1_C(u1,u2,u3,u4,u5)

uS
(Xs>xg] X2, X, <35, X5 <5, X, <X, ) -
_ H (3.142)
1-P(X, <x,|X, <x,,X, <x,,X, <x,,X, <x,)

u
C(ul,uz,u3,u4,u5)

1-

C(ul,uz,ug,u4)
However, working with the vine copula (Fig. 3.6c), the return periods can be
efficiently estimated according to the probabilities which are defined at each tree of C-

Vine structure (i.e., Eqs. 3.112-3.121), for instance:

(X3Sx3‘X1Sx1,X2Sx2) -

K K
- = (3.143)
P(X, <x,|X, <x,,X, <x,) Co (c3‘1,c2‘1;923)
62\1
(X4§x4‘X1£x1,XZSXZ,X3§x3) =
- H - H , (3.144)
P(X, <x,|X, <x,X, <x,,X, <x,) Copns (64‘12,63‘12;931)
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It should be noted that for the estimation of the return periods, the best-selected
copulas for the variables X, X, are needed, plugging in the estimated copula parameters.
Similarly, for three or more variables, the multivariate return periods can be estimated

following the structure of high-dimensional C-Vines and the corresponding probabilities.
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Chapter <

Results & discussion

This chapter presents and discusses the results of the coastal storms analysis and their
modelling through copulas. The findings are essential for the description of coastal
storm activity in the Mediterranean Sea but mainly for the application of copulas in
their modelling. The dependence of the associated variables, the simulation of coastal
storms, and their return periods can be estimated by following the methodology of the
previous Chapter.

The identification of coastal storms as well as their analysis are usually limited to a
specific location or a region (e.g., a gulf) and rarely involve more locations. In this case
study, 30 locations in the Mediterranean Sea are examined, and information about the
thresholds, the annual and monthly frequency of occurrence, the descriptive statistics,
and the behaviour of important coastal storm parameters are presented. Furthermore,
the relation of coastal storm energy with the wave energy flux, the variance of the wave
period and the direction, as well as the shape of coastal storms are discussed below.

The copulas are applied at each event for the wave height and the wave period within
the event, or at a specific location for two to five variables that describe a coastal storm
(i.e., wave height, wave period, duration, calm period and energy). Instead of the
conventional bivariate copulas (e.g., Archimedean or Gaussian) which are usually used
for the modelling of the wave height and the wave period, the best-selected copulas are
investigated in this thesis among 40 copulas. The two best-selected copulas are described

while presenting their characteristics and their efficiency to model the tail dependence.
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Similarly, a location-based five-dimensional copula is created following the C-Vine
structure by investigating the dependence of each pair of variables.

The simulation of coastal storms is accomplished by utilizing the algorithms A, B,
and C as described in the previous Section. The C-Vine copulas are used for the
simulation of coastal storms (Algorithms A and B) but also are used to estimate the
return periods for two to five dimensions, and the results are compared to other
multivariate copulas. The findings highly contribute to the research field due to the
extended use of copulas. The results are innovative, especially for high dimensions. The
latter is identified when the conventional copulas are compared to the C-Vines.

Finally, the findings of this thesis are discussed with regard to their importance for

coastal engineering and their application in harbour and coastal structures design.

4.1. Mediterranean coastal storms

4.1.1. Data and study area

An extensive database of wave measurements is analysed to present a coastal storm
activity over the Mediterranean Sea through the frequency of storm occurrence and the
statistical analysis of their characteristics. The purpose is to gain a deeper understanding
of coastal storm severity, their past activity, and their seasonal variation over the years

in a changing climate.

22 Cabo Beguryy Malaga 1Athos ¢ Heraklion
23 Barcelona og Dragonera 10 Venice 2 Lesvos 7 Kalamata

24 Tarrag?na 29 Capdepera 14 Alistro 17 Porquerolles 11 Crotor.le 3 Skyros g Pylos

25 Valencia 36 6,0 Boy 15 La Revellata 18 Marseille 20 Leucate 12 Catania 4 Mykon.os. 9 Zakynthos
26 Cabo De Gata f6iNice 19 Sete 21 Banyuls 13 Palermo 5 Santorini

Figure 4.1. Regional description of the buoys’ location over the Mediterranean Sea. The

squares indicate buoys that are out of order (last check May 13, 2021).
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The 30 locations are selected based on the buoys’ shortest distance from the coasts
(Fig. 4.1) and the description of these stations is presented in Table 4.1, including
sampling and regional details. The temporal data coverage - or the period for which
data are available - depends on the operation period of buoys, with most of them
examined until 30/6/2017. In case more data were available, the examined period was
extended up to 31/3/2019 (Fig. 4.2). According to the database of EMODnet, in Italy,
only a few buoys are nowadays in operation, and most of the Greek buoys are currently
out of order.

The basic input variables in this analysis are the wave height and the wave period.
These critical variables have been estimated by the operational centres of data
providers, following a spectral analysis or zero-crossing method (OceanSITES, 2015;
Copernicus Marine In Situ Tac Data Management Team, 2018). However, the spectral
significant wave height and the wave period at the spectral peak, also known as peak

period, are preferred, and mentioned below as H and T.
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Figure 4.2. Temporal availability and coverage of historical data.

The datasets are carefully scrutinised to eliminate all the errors and missing values.
The events with a measurement gap longer than 18 hours are also excluded, considering
that the specific buoy might be out of operation for a while. The elapsed time between
consecutive measurements, also known as the sampling interval, mainly varies from 0.5
to 3 hours (see Table 4.1). All the estimations are performed in the R language (R Core

Team, 2021).

154



Table 4.1

Coordinates and sampling details of buoys stations for 30 locations in the Mediterranean Sea.

Location Coordinates Depth Distance from coast Covering Duration of record  Sampling Interval
[Longitude, Latitude] [m] [km] Period [months] [hr]
Greece
1 Athos [24.73° E, 39.97° N] 215 27.7 25/05/2000-31/05/2017 181 3.0
2 Lesvos [25.80° E, 39.15° N] 120 4.5 29/05/1999-28/07/2012 133 3.0
3 Skyros [24.46° E, 39.11° N] 83 14.4 28/08/2007-18/07/2012 57 3.0
4 Mykonos [25.46° E, 37.51° N] 80 5.3 27/05/1999-30/04/2017 132 3.0
5 Santorini [25.50° E, 36.26° N] 286 9.2 28/05/1999-27/07/2012 141 3.0
6 Heraklion [25.07° E, 35.43° N] 170 5.1 15/07/2016-31/05/2017 8 3.0
7 Kalamata [22.09° E, 36.97° N] 290 4.2 17/10/1999-17/05/2011 57 3.0
8 Pylos [21.60° E, 36.83° N] 3016 7.2 09/11/2007-30/06/2016 92 3.0
9 Zakynthos [20.60° E, 37.96° N] 297 7.5 08/11/2007-23/01/2012 47 3.0
Italy
10 Venice [12.66° E, 44.97° N] 33 7.3 01/06/2013-01/01/2015 18 0.5
11 Crotone [17.22° E, 39.02° N] 37 1.3 04/06/2013-10/12/2014 17 0.5
12 Catania [15.15° E, 37.43° N] 45 5.3 06/01/2013-01/01/2015 14 0.5
13 Palermo [13.33°E, 38.26° N] 135 6.9 01/06/2013-30/10/2014 8 0.5
France

14 Alistro [9.64° E, 42.26° N] 116 6.7 29/10 2013-01/06/2017 16 0.5
15 La Revellata [8.65° E, 42.57° N] 194 5.6 30/10 2013-30/06/2017 8 0.5
16 Nice [7.23° E, 43.64° N] 45 1.7 22/06/2010-07/03/2016 38 0.5
17 Porquerolles [6.21° E, 42.93° N] 347 5.4 24/04/2008-24/08/2012 44 0.5
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Table 4.1 (continue)

Coordinates and sampling details of buoys stations for 30 locations in the Mediterranean Sea.

) Distance
Coordinates . . .
. . Depth from Covering Duration of record Sampling Interval .
Location [Longitude, . Location
. [m] coast Period [months] [hr]
Latitude]
[km]
France
18 Marseille [5.23°E, 43.21° N] 30 8.9 17/04/2011-30/06/2017 61 0.5
19 Sete [3.78° E, 43.37° N] 34 6.2 06/10/2009-30/06/2017 88 0.5
20 Leucate [3.12° E, 42.92° N] 43 4.8 06/10/2009-30/06/2017 82 0.5
21 Banyuls [3.17° E, 42.49° N] 15 3.2 06/10/2009-19/05/2017 83 0.5
Spain

22 Cabo Begur [3.65° E, 41.92° N] 1200 34.6 27/03/2001-31/03/2019 170 1.0
23 Barcelona [2.20° E, 41.32° N] 68 2.5 08/03/2004-31/03/2019 152 1.0
24 Tarragona [1.19°E, 41.07° N] 15 0.8 12/11/1992-22/12/2017 283 1.0
25 Valencia [0.20° W, 39.51° N] 50 9.1 08/06/2005-30/10/2013 97 1.0
26  Cabo De Gata [2.32° W, 36.57° N] 536 20.1 28/04/2003-23/03/2018 137 1.0
27 Malaga [4.42° W, 36.69° N] 15 1.5 19/11/1985-31/03/2019 382 1.0-3.0
28 Dragonera [2.10° E, 39.56° N] 135 17.5 29/11/2006-31/03/2017 136 1.0
29 Capdepera [3.49° E, 39.65° N] 48 3.1 01,/01/2000-01/04/2014 163 1.0
30 Son Bou [4.06° E, 39.90° N] 5 0.5 5/10/2011-31/01/2016 52 1.0
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4.1.2. Coastal storm thresholds

For the analysis of coastal storms, the buoys closest to the coast are considered,
discarding the events with a measurement gap of over 18 hours. Then, three thresholds
for the significant wave height, the coastal storm duration, and the calm period are

applied to identify the storm events as described in Section 3.1.

Significant wave height * H,,

The threshold of significant wave height (H,) is the most important for the
identification of coastal storms. For the definition of H,,, a stability check of generalised
Pareto parameters o* and ¢ can be applied for different thresholds, as used in EVT. For
example, in the area of Malaga (Fig. 4.3) the check is accomplished for a range of
thresholds between 0.5-2.5 metres. Both parameters are more stable between 1-1.25
metres, according to their variation in this range and their confidence intervals which
correspond to the vertical lines inside the circles (Gilleland and Katz, 2016). Hence, a
value between 1-1.25 metres is considered the optimal choice for the threshold of
significant wave height. This method can be useful for the estimation of threshold
(Bernardara et al., 2014; Martzikos et al., 2018) but is time-consuming and it is not
recommended when the threshold should be defined many times for different locations.
For this reason, in this thesis, the H,, is defined as the 95" percentile of significant wave
height for each location, a value that usually coincides with the result of the stability

check (Martzikos et al., 2018).
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Figure 4.3. The stability check for scale and shape parameters of Generalized Pareto

distribution, for the definition of H,, in Malaga.
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Duration <D,

The exceedances over the threshold, after applying the H,,, are grouped and considered
as coastal storm events. The boxplots of Figure 4.4(a) illustrate the full range and the
distribution of coastal storm duration without significant divergence between countries.
The rectangles of boxplots correspond to the interquartile range (75" — 25" percentile),
while everything out of this range is considered as an outlier. Inside the rectangle, the
dot represents the mean value, and the horizontal line shows the median.

The upper side of the rectangles is almost 20 hours, which means that 75% of events
last less than 20 hours. Consequently, the minimum storm duration D,, has no meaning
to be set higher than this value. The average duration (internal dot) is almost 10 hours
for all the countries, while the median and thus 50% (horizontal line) of events last less
than 7.5 hours. The D, is set at 9 hours for the examined locations so as to be higher
than the median but without exceeding the mean value. By applying the D, all the
events with a shorter duration are discarded. The value of 9 hours is also multiple of 3

hours based on the longest sampling interval.
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Figure 4.4. Boxplots for the range of the duration of storm events (a) and the calm period
between two consecutive storm events (b), when it does not exceed three months (in
approximately 2190 hours).

Calm period * 1,

Following the boxplots of Figure 4.4(b), the examined events have an average calm
period of almost 200 hours (internal dots), and 50% of them usually occur in less than
87.5 hours from the previous event. The lower side of rectangles shows that 25% of
coastal storms are consecutive events that hit the exact location in a row in less than 24

hours.
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Figure 4.5. The number of coastal storm events in Barcelona and Capdepera, which are not
correlated with the next event, having the Spearman’s p, Kendall’s 7, and Pearson’s r
coefficients close to zero.

The calm period threshold I, is set as the minimum calm period, with coefficients p,
7, and r of H to be close to zero for the most consecutive coastal storms (and similarly
for T). For instance, in Barcelona (Fig. 4.5), coastal storms without correlation with the
consecutive events (based on H, r, p, and 1) are separated mainly by a calm period of 12
or 42 hours and similarly, by 18 hours for Capdepera. Hence, the twelve and eighteenth
hourly calm periods are considered the threshold I, for separating consecutive
Barcelona and Capdepera events.

Therefore, the coastal storm identification is conducted through three thresholds,
namely: a) the significant wave height, b) the duration, and c) the calm period. As
previously indicated, the D, is generally set at 9 hours for all the examined locations.
The H,,, is defined as the 95% of the sample of significant wave height per location and
the I,, is established according to the correlation coefficients Spearman’s p, Kendall’s t,
and Pearson’s r. The thresholds of the significant wave height (H,,) and the calm period
(I,,) between two consecutive events are estimated for each location (Table 4.2).

Similar findings are also presented in other studies. For instance, the calm period
threshold of 12 hours is in agreement with Lin-Ye et al. (2016) for Barcelona and the
north-western Mediterranean Sea. For Marseille, Bernardara et al. (2014) identify the
independence threshold at 24 hours, while this thesis results indicate 12 hours as a
threshold. For Sete in the Gulf of Lions, Gervais et al. (2012) indicate that storms with
H=2.7 metres or higher can cause specific impacts in beach morphology or overtopping.
Here, for Sete the H,, is 1.7 metres, the average H of all events is 2.36 metres, and the
average of the most extreme events is at 3.33 metres, which means that they concur.
The divergences of this thesis from other works could be explained both by the different

reference periods and the model data that are used by other researchers.
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Table 4.2
The estimated thresholds H,,, and I, for the 30 examined locations.
Location H,, [m] I, [hr]
Greece
1 Athos 2.3 12
2 Lesvos 1.9 12
3 Skyros 2.3 12
4 Mykonos 2.4 12
5 Santorini 2.0 18
6 Heraklion 1.8 18
7 Kalamata 0.9 18
8 Pylos 2.4 12
9 Zakynthos 2.0 18
Italy
10 Venice 1.3 18
11 Crotone 1.7 24
12 Catania 1.5 12
13 Palermo 2.2 24
France
14 Alistro 1.6 18
15 La Revellata 3.1 24
16 Nice 1.3 12
17 Porquerolles 2.6 12
18 Marseille 2.1 12
19 Sete 1.7 12
20 Leucate 1.7 12
21 Banyuls 1.7 12
Spain
22 Cabo Begur 3.4 18
23 Barcelona 1.6 12
24 Tarragona 1.1 12
25 Valencia 1.4 24
26 Cabo De Gata 2.4 12
27 Malaga 1.2 12
28 Dragonera 2.7 12
29 Capdepera 2.5 18
30 Son Bou 1.4 24
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4.1.3. Coastal storm characteristics

The identification of coastal storms leads to the study of their characteristics, as
described in Section 3.2. Following the proposed methodology (Fig. 3.2), the coastal
storm thresholds are defined. Subsequently, the coastal storm events are identified and
analysed. The analysis of 30 different locations and their datasets provides valuable
information about the variation of important variables (Fig.4.6) and the storm activity

over the Mediterranean Sea during the last decades.

Crotone

6.
T o
= 3 o 4-
- - 3
= 8 o
T 1-
o 0
% Dec 2014 Jan 2015 Feb 2015 Mar 2015 Deec 2013 Jan 2014 Feb 2014 Mar 2014
= Marseille 3- Barcelona
- 3_
g
ez .
i MW\/\M/MM 1SSy
£ o
20 @ 1-
w1
0- 0-
Dec 2016 Jan 2017 Feb 2017 Mar 2017 Dec 2018 Jan 2019 Feb 2019 Mar 2019

Figure 4.6. Illustration of significant wave height variation and their thresholds for 4 typical

locations.

Frequency of occurrence

In summary, 4008 coastal storms are analysed, corresponding to 41-127 storm events
per year. Most of them (77-86%) occur during the winter months, especially from
October to March (Table 4.3). The average temporal coverage of datasets is shorter than
15 years. To better understand the coastal storm frequency of occurrence, the annual
average of coastal storms per location is also estimated, excluding the short-length
datasets to avoid underestimation (i.e., Heraklion, Allistro and La Revellata).
Subsequently, 10-14 coastal storms, on average, hit the examined coastal areas annually.
More specifically, the frequency of occurrence is taken into account for each location,
and the annual average is presented in Figure 4.7. Once again, the locations with a short
dataset regarding the record duration, such as Heraklion, Venice, Crotone, Catania,
Palermo, Alistro and La Revellata, are not included (Fig. 4.7). The percentage frequency
of coastal storm occurrence at a monthly level, as presented in Figure 4.8, confirms that
coastal storms are more frequent in the winter semester for each location. During a
summer month (July, June, August), the coastal storm activity is usually less than 5%

of the annual coastal storm activity, while the percentage for a winter month ranges
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between 10% to 30%. Furthermore, it is worth mentioning that storm activity is more

intense during the summer for most of the Spanish locations.

Table 4.3
The total number of examined coastal storm events in each country and their characteristics.
Annual average Average
Oct-  Ap- Per temporal
Oct- Ap- .
Overall Overall Mar Sep location/area coverage
Mar Sep
% % [years]
Greece 1103 950 153 98 86 14 12 8.8
Italy 87 69 18 41 78 22 10 1.2
France 633 509 124 87 80 20 13 5.5
Spain 2185 1668 517 127 77 23 14 14.6

The present findings could be used in the future by any researcher who wants to
pursue a coastal storm analysis at the examined locations. Both annual and monthly
frequency of occurrence are essential for understanding the load of coastal storms to
coastal structures. The annual frequency of occurrence of coastal storms, according to
Figures 4.7-4.8, is useful for applying extreme value analysis based on the Block Maxima
or the r-largest order statistics (Coles, 2001; Dey and Yan, 2015) by selecting the optimal
number of maximum values as the number of coastal storms per location per area in

Table 4.3 or the Figure 4.7.
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In an attempt to compare the results of this thesis to other similar researches,
Bernardara et al. (2014), working with a more extended dataset, detect 10 events per
year in Marseille, while in this thesis 14 events are identified. Lionello et al. (2016)
mention 18 events annually, describing the climatology of cyclones in the
Mediterranean but this approach cannot be directly comparable with the outcome of
this thesis, since cyclones are not considered coastal storms. Previous studies have
indicated that the most active areas in cyclones in the Mediterranean Sea are the Aegean,
the Adriatic, the Gulf of Genoa, the Gulf of Lion, and the Catalan Sea (Lionello et al.,
2006; Cavicchia et al., 2014; Gonzalez-Aleman et al., 2019). This information ties well
with the present study's findings, where the highest frequency of coastal storms and the
highest values of H and T were identified in representative coastal locations of the

aforementioned seas; namely in Athos, Pylos, La Revellata, Porquerolles, Cabo Begur.

Descriptive statistics

The overview of Mediterranean coastal storms analysis is completed by investigating
their characteristics as described in Section 3.2 and performing analysis for their
descriptive statistics (Table 4.4). The mean (m; and m;) and the maximum (max, and
max;,) values of all significant wave heights and wave periods (m,) are estimated for the
coastal storms at each location. The coastal storm energy, the wave energy flux and the
coastal storm duration of events are described by their mean values and hereto referred
to as m, m, and my, respectively. The most extreme events are also examined by
considering the average of the highest 5% of all the wave heights (m,;,,) and the wave
periods (m;.,,) that occur at a given location.

According to Table 4.4, the highest significant wave heights occur, as expected, at
the most exposed locations, where the fetches are long, such as Cabo Begur in Spain, La
Revellata in France, Palermo in Italy and Pylos in Greece. On the other hand, the lowest
wave heights appear in shallow waters and sheltered locations, such as Kalamata
(Greece), Venice (Italy), Nice (France) and Tarragona (Spain). This analysis is of
essential importance for the locations where the buoys are located in shallow waters
(i.e., Tarragona, Malaga and Son Bou in Spain) and also, for the nearshore locations
(i.e., Crotone and Nice). For buoys close to the coasts, the measured waves preserve

their characteristics as reaching the coasts, whereas the opposite is the case for the buoys

164



Chapter 4. Results & discussion

in deep waters where many processes (e.g., refraction, shoaling or breaking) induce
significant changes to incident waves.

The highest values of T and E also appear in the most exposed locations, as previously
mentioned for the case of H and T. For the most extreme events, the analysis reveals
that my,,, and m,, are higher than m,,, and m,respectively (in approximately over 10%),
describing the most extreme characteristics of coastal storms at each location. Within
the context of investigating the most extreme coastal storms, with the wave height
exceeding 90% of the overall dataset, it is observed that the wave period shows a great
variation and depends on the location (Fig. 4.9). The majority of coastal storms with the
highest wave heights have, simultaneously, wave periods between 6-8 seconds, with an
average of over 7 seconds. For locations such as Pylos, Zakynthos, Porquerolles and

Capderpera, the large waves usually occur with wave periods over 8 seconds.
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Figure 4.9. The range of coastal storm wave period when their mean wave height exceeds
90%.

The coastal storm energy (E) ranges between 38 and 447 m?hr and is high when H
and D also have high values as expected by its definition. Coastal storms with the highest
energy occur in deep waters, i.e., Pylos, Palermo, La Revellata and Cabo Begur.
Moreover, it could be stated that coastal storms in Greece have higher energy than those
in the other countries since they are in the deepest waters (among the dataset’s
boundaries), followed by Spain, France, and Italy. Considering the most extreme coastal
storms, when the wave height within an event exceeds 90% and lasts over 24 hours, the
energy shows a significant variation at any location (Fig. 4.10), while the highest values
indicate the presence of coastal storms with high waves or long duration at a specific
location. The wave energy flux (P) at each location ranges between 1014.57 and
37867.01 Whr/m, having similar behaviour to the coastal storm energy. Since the

coastal storm impacts are not clearly associated with the energy of coastal storms, both
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A~

variables are estimated in the context of the coastal storm severity index for the

examined locations.
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Figure 4.10. The range of coastal storm energy when their mean wave height exceeds 90% and
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last over 24 hours.
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Table 4.4
Basic statistics of the coastal storm characteristics for the examined locations.

Location my maxy My Maxr mg mp mp  Mysy, Mysy
[m] [m] [s] [s] [m*hr] [Whr/m] [hr] [m] [s]
Greece
1 Athos 3.01 599 757 11.01 243.84 19850.37 27.06 4.01 9.05
2 Lesvos 243 492 7.13 10.56 169.71 14645.21 24.13 4.61 10.08
3 Skyros 3.01 5.45 7.82 10.04 248.04 20495.81 28.10 3.75 8.81
4 Mykonos 3.10 576 7.87 11.36 234.35 20860.71 27.38 5.13 9.47
5 Santorini 2.46 4.92 7.37 13.82 143.32 10966.83 24.51 3.08 9.16
6 Heraklion 2.47 4.25 7.33 10.04 191.64 16720.21 31.13 2.77 7.61
7 Kalamata 1.28 3.28 7.37 11.13 38.93 3049.20 24.31 1.76 9.13
8 Pylos 3.10 7.57 895 13.71 273.69 25949.15 28.64 4.05 10.21
9 Zakynthos 2.68 9.37 9.49 24.37 219.77 13874.17 28.82 4.62 18.37
Italy
10 Venice 1.67 3.77 6.39 10.53 57.91 3956.21 20.23 2.34 8.34
11 Crotone 2.34 6.46 8.26 13.33 178.60 12565.84 29.09 3.41 9.67
12 Catania 221 496 857 1250 131.63 10365.29 24.03 3.92 10.33
13 Palermo 2.85 549 899 13.33 152.46 15581.80 18.50 3.73 11.90
France
14 Alistro 2.25 580 7.45 11.80 128.61 11851.22 23.31 3.45 9.12
15 LaRevellata 3.94 7.70 9.65 13.30 374.49 33189.66 22.57 5.32 10.88
16 Nice 1.73 4.00 7.23 13.30 69.23 5042.72 22.45 2.24 10.82

17  Porquerolles 3.06 6.20 8.52 12.10 175.94 14482.73 19.09 3.85 10.07
18 Marseille 247 8.60 7.45 25.00 123.21 7947.60 20.57 3.10 8.94

19 Sete 236 590 7.41 11.80 162.38 10889.63 27.70 3.33 9.34

20 Leucate 2.33 9.10 7.40 28.60 164.50 11851.71 27.74 3.57 9.56

21 Banyuls 2.15 12.80 7.27 25.00 127.29 3901.43 25.77 3.17 9.80
Spain

22 Cabo Begur 4.05 7.40 8.06 12.70 446.36 37867.01 26.98 5.11 9.91
23 Barcelona 2.03 5.20 7.56 12.30 118.88 10077.18 27.49 2.83 9.46
24 Tarragona 1.39 3.90 6.97 12.20 52.57 202492 25.02 1.81 7.09

25 Valencia 1.80 4.50 7.35 1250 101.38 7684.43 29.51 2.42 9.57
26 CaboDe Gata 294 6.60 7.42 10.60 205.07 16190.26 23.47 3.76 8.77
27 Malaga 1.69 4.70 6.94 15.60 98.79 3720.91 30.37 2.47 6.83

28 Dragonera 3.27 6.30 8.24 12.80 269.30 26876.39 24.97 4.03 9.93
29 Capdepera 3.16 7.00 8.88 12.80 264.94 21296.32 25.88 4.16 10.09
30 Son Bou 1.73 498 5.33 8.52 89.94 1014.57 28.98 2.25 6.30
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Duration and calm period

The examined coastal storm events have a mean duration between 18 to 31 hours, while
the shortest events occur in Palermo, Italy and the longest in Malaga, Spain (Table 3.4).
Additional analysis for the duration is accomplished by taking the events which exceed
the significant wave height threshold before rejecting some of them due to the minimum
duration (D,,) of 9 hours. The boxplots of Figure 4.11(a) show the full range of the storm
duration. The average duration is lower than 30 hours, and according to the median,
50% of coastal storms last less than a day.

Moreover, the variation of the median is very small for the Greek and Spanish
locations. The upper quartile (75%) is almost the same for the Greek locations that are
not in the centre of the Aegean Sea, as well as for Leucate, Sete and Banyuls in France.
The highest upper quartiles and the most outliers of duration occur in Spain. In the same
context, Lionello et al. (2006) state that the shortest cyclones in the Mediterranean last
less than 12 hours and the most severe cyclones have an average duration of 18-24
hours. It could be said that the coastal storm duration has the same characteristics,
according to Figure 4.11, and it is a rational outcome since coastal storms originate from

cyclones and synoptic systems.
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Figure 4.11. Boxplots for the full range of variation of coastal storm duration (a) and the calm

period between two consecutive events (b).

The average calm period of coastal storms is shorter than 625 hours, or less than one
month, according to Figure 4.11(b). Most events (75%) have a calm period shorter than

750 hours, while 25% of events have a calm period of almost 150 hours, hitting
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consecutively the same location in less than a week. In general, the variation of the calm
period is higher than the duration. The median is around 190 hours for most of the
Greek locations and around 250 hours for Spain. The highest upper quartiles belong to
Spain, and the average calm period of 500 hours is the most common for the Spanish
locations. The results about the mean storm duration and the calm period are also
crucial for the coastal erosion (Callaghan et al., 2008; Corbella and Stretch, 2012a;
Dissanayake et al., 2015), the vulnerability of coastal structures and their design
(Salvadori et al., 2014; Lira-Loarca et al., 2020). Consecutive storm events and events
with long duration are responsible for significant loads in the coastal structures as well

as for a short time for beach recovery.

The shape of coastal storm

The detected coastal storms at Malaga are investigated concerning the significant wave
height to understand the shape of coastal storms. A great variety in the shape of storms
is confirmed in Figure 4.12, which is in agreement with Lira-Loarca et al. (2020).For the
sharpness of their shape, further analysis is implemented at different locations.
Considering a simplified triangular shape, the base represents the duration of a coastal
storm and the peak corresponds to the maximum wave height. Then, the triangular
shape of coastal storms is investigated for whether the coastal storms have a) their peak
in the centre, or at the half duration (+5%), b) a positive skewness where the peak is
on the left, similar to the description of Lin-Ye et al. (2016), and c) a negative skewness,
where the peak is on the right. The frequency of occurrence of three categories is
presented in Figure 4.13 for locations in Greece and Spain.

The three shape categories are also examined regarding the direction and the wave
period within a coastal storm. In Figure 4.14 each dot represents a coastal storm with a
specific wave period and wave direction, and the colour corresponds to the three
examined categories of triangular shape. The absence of any trend in the results shows
that a coastal storm's shape is not related to the direction and the wave period. The
range of wave period and the direction within a coastal storm depends on the location
and they are not related to the shape of coastal storms, having different behaviour. The
coastal storms which are consisted of long waves (T >9 s) have no positive or negative
skewness, with their peak left (b) or right (c) from the centre and should neither have a

specific direction. The different colours in Figures 4.13 and 4.14 show a few centre-
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oriented triangular coastal storms, but this is a rational outcome given that the range of
having an isosceles triangle is very short. On the other hand, there is also no dominance
of left peak oriented coastal storms, confirming that most Mediterranean coastal storms
do not present a sharp slope during the growth of wave height and a milder one during

its decay.
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Figure 4.12. Typical shapes of coastal storms according to significant wave height time series
at Malaga.
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4.1.4. Coastal storm parameters

Following the identification of the coastal storms, the coastal storm parameters are
considered in order to describe each event by representing their characteristic variables
H, T, D, L E, P, D,. The coastal storm parameters H,, T, D, I, E, P, D,, are specific values
for each coastal storm and therefore a dataset including them is created at a given
location. As mentioned in Section 3.3, the parameters D, I, E, P have already been
estimated in the stage of coastal storm identification and the parameter H, is defined as
the average wave height within a coastal storm. However, a further investigation is
needed for the definition of the parameters T,, D,, as well as for the parameters E, P

regarding the coastal storm severity index.

Wave period and the direction

The wave period and the wave direction are usually stable during a coastal storm. To
understand the level of dispersion around the mean (or the circular mean), the
coefficient of variation of wave period (CV,) and the circular standard deviation of wave
direction are estimated for each coastal storm (Figs. 4.15 and 4.16).

Regarding the wave period, no significant patterns are detected between locations,
but generally, it can be stated that 75% of storm events have the CV, usually less than
0.15, while for the 25% of them the CV; is even less than 0.05 (Fig. 4.15). Similarly, the
standard deviation of the wave direction (wherever is available) during a coastal storm
is very short (Fig. 4.16a). For most locations, most coastal storms (75%) have a standard
deviation of the wave direction shorter than 10 degrees, except for some outliers. The
latter means that the wave direction does not significantly change during a coastal
storm. For instance, the wave direction in Malaga usually ranges between 108° and 131°
with a short standard deviation around the mean direction during a coastal storm, as
presented in three cases of Figure 4.16(b).

Following Figures 4.15 and 4.16, it is shown that there is no high dispersion for the
wave period (T) and the direction (D,) during a coastal storm. The values of T and D,
are normally spread around the mean during a coastal storm for most storm events.

Consequently, the mean value of the wave period T, and the direction D,, can efficiently

irl

represent these variables during a coastal storm, and thus they are considered as coastal

storm parameters.
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Figure 4.15. Boxplots for the full range of the coefficient of variation for the wave period CV;

during a coastal storm.
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characteristics (b).

The coastal storm severity index

The coastal storm severity index is approached through two different equations (Egs.
3.5-3.6) for coastal storm energy (E) and the wave energy flux (P) during a coastal storm.
Their mean values at each location are presented in Table 4.4. The parameters E, P of a

coastal storm differ in their definition, but both are used in literature to understand the
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storm strength. The coastal storm energy (Eq. 3.5) incorporates the square of H during
a coastal storm and its duration. On the other hand, the energy flux (Eq. 3.6) mostly
depends on the square of H, the wave period (T) and the water depth. However, their
variation has similar behaviour, with the highest values for both occurring at the same
locations. An investigation of both approaches is accomplished based on their relation
to other variables for understanding if their estimation is affected by long or short-period
waves.

The relation of coastal storm energy to the significant wave height and the wave
period is presented in Figures 4.17-4.18 for all the detected coastal storms. Each dot in
these figures represents a coastal storm with a specific wave height and the colour
indicates the three categories of wave height (T<8 s, 8<T<10 s, T=10 s). The two
plots (left and right at each location) confirm the similar behaviour of both types of the
coastal storm severity index. The relation between wave height and the wave period
during a coastal storm is illustrated in Figures 4.17-4.18. However, the coastal storms
characterised by long-period waves, present mostly high energy and wave height values.
More specifically, at the same wave height, the highest values of E and P occur
simultaneously with long-period waves (8 <T<10 s) or swell (T=10 s).

Due to the similar behaviour of the two approaches, the coastal storm energy (E) is
chosen for the coastal storm severity description, and it is preferred, as also used in

literature (Duo et al., 2020), against the (P) for the copulas application.
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Figure 4.17. The relation between coastal storm energy with the wave energy flux (in grey
background) and the significant wave height for a) T<85s,b) 8<T<10s,and ¢) T=10s at
locations 1-14 in the Mediterranean Sea.
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4.2. Coastal storm modelling through copulas

4.2.1. Event-based copulas for H and T

The bivariate copulas are used both to describe the dependence of the wave height and
the wave period during a coastal storm and to model this relationship. The best copula
family for H and T of coastal storms at a given location is investigated among 40
different copulas (Table 3.4). The copula families and their rotated versions (90°, 180°
and 270°) are examined through the “VineCopula” package in R (Nagler et al., 2021).
The selection of the best copula family is accomplished mainly by considering the
minimum values of both AIC and BIC.

All the samples are checked concerning their random variables to report if H and T
are independent and identically distributed random variables (i.i.d.) before the copulas
application (Czado, 2019). The autocorrelation function or ACF (Hyndman and
Athanasopoulos, 2021) is estimated for each pair of H and T within a coastal storm event
to check the time series correlation at different time steps (lags). The samples with
values of ACF (Fig. 4.19a) outside of confidence intervals (dotted lines in correlogram)
are discarded. As expected, the autocorrelation depends on the duration of coastal
storms. Actually, 87.5% of coastal storms with a duration of 9-12 hours consist of wave
height time series without autocorrelation at any lag. The percentage is significantly
reduced when the duration is increased (Fig. 4.19b), and this happens because the

longest time series implies longer memory than short time series.
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Figure 4.19. A typical correlogram of H without autocorrelation at any lag (a). The percentage

w
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o

of coastal storms without autocorrelation regarding the duration (b).

The most prevailing copula families for H and T during a coastal storm are presented

in Figure 4.20. Once excluding the independent cases in the dataset, the Tawn, the Joe

177



Chapter 4. Results & discussion

(and their rotated versions) and the Clayton copulas are the most frequent families
among the 40 copula families. The Tawn copula belongs to the extreme class of copulas,
while its efficiency to model extreme events is confirmed here for coastal storms. The
best-selected Tawn copulas have been discussed recently in the literature for
applications in hydrology such as drought analysis (Sun et al., 2019; Botai et al., 2020).
The Joe and the Clayton copulas belong to the well-known Archimedean class and they
were widely used in the past, primarily due to their simplicity (Corbella and Stretch,
2013; Martin Soldevilla et al., 2015; Lin-Ye et al., 2016; Li et al., 2018; Lira-Loarca et
al., 2020).

A further investigation is undertaking regarding the coastal storm characteristics
(Kendall’s 7, H, T, D, and I ) to understand why a specific copula family describes better
a pair of H and T during a coastal storm. The boxplots of the following Figures 4.21-4.25
describe the range of these parameters. Due to a large number of different families, the
information is dense and may mislead the reader. However, a more comparative reading can
yield significant conclusions. A more detailed study and interpretation of these boxplots could
be helpful to anyone interested in fitting bivariate copulas to the wave height and the wave

period of coastal storms.
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Chapter 4. Results & discussion

The boxplots of Figure 4.21 present the different ranges of Kendall’s tau regarding the copula
family. As expected, the rotated versions (90 or 270 degrees) present negative correlation values
between H and T, while the correlation is close to zero when the independent copula is chosen.
The Tawn copulas (T, and T,) better describe the pairs of H and T with a correlation of almost
0.25, while the pairs of H and T have slightly higher values of Kendall’s T when they are modelled
by Joe and Clayton copulas. The boxplots of other storm parameters (Figs. 4.22 - 4.25) present
shorter variation than Kendall’s 7, but it could be said that the Tawn, Joe and Clayton copulas
mostly fit with pairs of H and T with similar and not extreme characteristics. Finally, it cannot
be assumed that the best bivariate copula family better describes coastal storms with specific
characteristics.

The upper and the lower tail dependence coefficients (Fig. 4.26), as described by Eq. 3.40,
are estimated for determining the adequacy of certain copula families to a sample. Most copulas
are not able to describe the dependence of tails, either lower (A,) or upper (A;), hence their values
are set to zero (e.g., the Gaussian copula). The Tawn (T,, T,), the BB7 and the t copulas fit better
to coastal storms with upper tail dependence of H and T around 0.25, while the Clayton (C'®?),
the Gumbel and the Joe copulas are more accurate for dependence around 0.60. Regarding the
lower tail dependence, the Clayton, Gumbel (G'*°) and Joe (J'*°) copulas better describe high
dependence around 0.60. The pairs of H and T, which are modelled by BB7 and BB7'®, present
dependence A, around 0.40, while the Tawn (T,'®, T,'®%) and the t copulas better describe data
with lower dependence. In both cases (A1, Av), the t copulas have the more extensive interquartile
range, the Clayton and survival Joe copulas describe the highest values of tails dependence. It is
worth mentioned that the best-copula selection is quite difficult when two or more families have
similar tail dependence as they fit similar well to the data (Nikoloulopoulos and Karlis, 2008),
such as Clayton (C) and survival Joe (J'*°). Consequently, the investigation of best-selected
copula can also be limited to families that provide different behaviour in tail dependence

(Nikoloulopoulos et al., 2012; Kadhem and Nikoloulopoulos, 2021).

185



Chapter 4. Results & discussion

cP G { BB70 i

0.75 t + * # BB7 . i0 > -
0.50 - S
0.25 B ! 2L - | # 8
Y4 J D G G G G G G GG G G G G G G S S S S S S S
1.00 C 180 Too 180

0.75 t + G+ J BB7 T e o
0.50 BB1 =
0.25 u + "

0,00—0——0— —— —— —— o —— —— —— o —— —— —— —— —— —o— —o— —— —— ——

Copula families

Figure 4.26. The range of upper and lower tail dependence coefficients for different copula

families.

Since the best copula is identified, another copula with slightly higher AIC (or BIC) might be
also appropriate to describe and model the dependence of H and T. Subsequently, the second-

best copula families are investigated and their characteristics are presented (Table 4.5).
The Clayton copulas (C) are the most frequent second-best copulas. The Gaussian (N) and the
Frank copula (F) change their position as the best-selected copula. The Clayton copulas are
replaced by the Joe copulas (J) and vice-versa. Clayton copulas can replace the Gumbel copulas
(G), while the BB8 copulas have as an alternative the Gumbel or the Clayton ones. The case of
Tawn copulas is the most interesting because their versions (T;, T, and rotated) mostly contain
the independent copula (I) as the second-best copula. Though it has to be noted that the second-
best is not unique for each copula family but the most frequent of the second-best copula as
described in Table 4.5 (e.g., 74.9% of Clayton copulas can be replaced by rotated Joe copulas).
The differences of AIC, BIC and the Log-likelihood between the two best-selected copulas are
usually too small, as described by the absolute difference of their mean values and the standard
deviations. The Tawn copulas are again an exception, while the differences between AIC and BIC
present the highest values among the others, which their replacement may explain by

independent copulas.
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Table 4.5
Characteristics of two best-selected copulas for H and T.
Absolute difference
Best copula mean standard deviation
Occurrence
1% 2m % AIC BIC  Loglik.  AIC BIC  Loglik.

N F 29.20 0.70 0.93 0.37 0.63 1.02 0.30
t N 62.70 1.45 2.02 1.63 5.63 5.33 2.86
C Jeo 74.90 0.25 0.38 0.17 0.29 0.64 0.23
c'® J 73.20 0.25 0.38 0.17 0.32 0.64 0.24
c* J?70 71.40 0.17 0.30 0.17 0.17 0.50 0.28
c¥o Jo° 86.20 0.22 0.31 0.15 0.24 0.59 0.22
G cleo 38.30 0.38 0.85 0.38 0.34 0.95 0.34
G&° C 40.00 0.48 0.97 0.34 0.45 1.07 0.32
G c¥o 40.00 0.28 0.32 0.34 0.27 0.25 0.41
G*>° c* 66.70 0.29 0.30 0.26 0.25 0.24 0.31
F N 56.80 1.48 2.19 0.62 1.73 2.31 0.74
J cleo 83.60 0.27 0.35 0.20 0.37 0.56 0.30
Jeo C 87.80 0.32 0.44 0.21 0.36 0.66 0.27
J® c¥o 85.70 0.29 0.33 0.27 0.37 0.41 0.36
J7° c* 83.30 0.22 0.27 0.27 0.30 0.37 0.41

BB1 BB7 100.00 0.41 0.41 0.20 - - -
BB7 BB1 48.30 0.52 0.57 0.67 0.82 0.75 0.67
BB7'% G 33.30 0.56 1.08 1.00 0.54 0.66 0.55
BB7°° BB1*° 50.00 0.07 0.08 0.03 0.10 0.09 0.05
BB8 G 41.50 3.83 2.89 2.74 4.96 4.10 2.57
BB8!%° G!%° 47.20 2.84 2.13 2.20 2.90 2.30 1.48
BB8*° c¥o 50.00 0.58 1.36 1.04 0.77 1.19 0.76

BB8*"° c* 100.00 0.71 1.76 1.36 - - -
T, I 30.50 2.98 2.60 2.57 3.05 2.86 1.63
T, '8 I 23.30 4.38 3.69 3.20 5.00 4.54 2.57
T,* I 44.70 2.74 2.31 2.52 2.27 2.08 1.38
T,*’° I 39.50 3.28 2.69 2.76 2.99 2.76 1.68
T, I 21.40 3.34 2.84 2.65 3.43 3.12 1.82
T,'% T, 24.00 3.37 2.91 2.56 4.06 3.92 2.18
T, I 43.60 2.98 2.33 2.74 2.41 2.07 1.43
T,>° I 42.90 3.01 2.80 2.75 2.78 2.61 1.35
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4.2.2. Location-based five-dimensional copulas
The multivariate modelling of coastal storms is accomplished through the application
of multivariate copulas at a given location. For this application, the case study of Malaga
is selected. This dataset is the longest among the datasets of other locations (Figure 4.2),
the buoy is located in shallow waters and very close to the coast, the threshold of
significant wave height (H,,) is 1.2 metres, and the calm period threshold (I,,) is 12
hours.

The most important coastal storm parameters (H,, T,, D, I, E) are examined for 409
coastal storms of Malaga (Table 4.6). The correlation coefficients are also considered to
investigate the correlation of variables in pairs (Fig. 4.27). As expected, the highest

correlation is observed in pairs of H-E and D-E.

Table 4.6
Sample of coastal storm events in Malaga.
H, T, D I E
Start End
[m] [s] [h] [h] [m*h]
12/14/198515:00 12/15/1985 0:00 1.48 6.65 11.25 1788 20.85
2/27/1986 12:00 3/1/1986 3:00 1.42 7.54 39.00 291 79.19
3/13/1986 6:00 3/13/1986 12:00 1.20 4.53 7.50 1182 9.65
5/1/1986 18:00 5/2/1986 6:00 1.30 7.18 14.00 669 22.07
5/30/1986 3:00 6/2/1986 3:00 1.77 7.89 72.55 4407  239.87
12/2/1986 18:00 12/5/1986 3:00 1.50 6.68 58.50 732 133.03
1/4/1987 15:00 1/4/1987 21:00 1.47 6.10 8.70 378 15.25
1/20/1987 15:00 1/22/1987 9:00 1.51 6.19 42.82 42 97.97
1/24/1987 3:00 1/25/1987 15:00 1.20 5.97 36.00 1092 50.57
3/12/1987 3:00 3/14/1987 3:00 1.46 6.25 52.82 30 109.86

The marginal distribution functions and the probability integral transform are used
to convert the data from the real domain to uniform random variables. In this way, the
data are standardised (Fig. 4.28). Subsequently, the variables are examined for their
dependence through the chi and K-plots (Fig. 4.29). The pairs of H,, E, and D, E have
positive dependence since they follow the curve line (y=-Inx) in K-plots, and they are
outside of the confidence intervals (dotted lines) of chi-plots. On the contrary, all the
pairs that include the calm period (I) are independent, while they approach the diagonal

line (y=x) in K-plot, and they are inside the confidence intervals of chi-plots.
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The five-dimensional copula is constructed with the pair copula method and
especially with the method of C-Vines. The coastal storm energy (E) is the first variable
of the C-Vine structure, as the most dependent variable among the others. Starting with
E, the other bivariate copulas of the first tree (T,) are constructed. Then the bivariate
copulas are combined to the three-dimensional copulas of the second tree (T,) and so
forth, following the methodology of Figure 3.7. At each stage, the best-selected copula
family and the associated copula parameters are investigated. Here, for the case study
of Malaga, the proposed C-Vine structure is presented in Figure 3.6, with all the details
and the parameters at each tree to be described in Table 4.7 (Nagler et al., 2021).

The proposed C-Vine structure is not unique. Minor changes regarding the selection
of best copula families or in the order of coastal storm parameters may create an equally
efficient model. Further investigation shows that the proposed structure suits the most
examined locations in the Mediterranean Sea. Besides, the pair copula method of C-
Vines is not the only method to construct a five-dimensional copula. Most copula
families can be extended to higher dimensions, but in this way, the dependence of

coastal storm parameters and their combinations cannot be investigated as described in

C-Vines.
Table 4.7
Characteristics of proposed C-vine copula.
1% 2nd Tail dependence
Tree Edge Copula T
Parameter Parameter Ay AL
1 5,2 T, 01.84 0.55 0.30 0.38 -
1 5,3 N 00.95 - 0.80 - -
1 5,1 G 02.17 - 0.54 0.62 -
1 5,4 F -00.99 - -0.11 - -
2 1,2|5 C 00.29 - 0.13 - 0.09
2 1,3|5 F 19.03 - -0.81 - -
2 1,4|5 F -00.65 - -0.07 - -
3 4,2|1,5 T, 01.21 0.28 0.08 0.11 -
3 4,3|1,5 F -00.64 - -0.07 - -
4 2,3|4,1,5 T, -01.67 0.03 -0.03 - -

1: H*2: T;*3:D*4:1+5: E
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Figure 4.27. Scatterplots of examined variables in real domain (upper), their frequency histograms (diagonal), and the correlation coefficients

of Spearman (p), Kendall (7), and Pearson (r) (lower).
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Figure 4.28. Scatterplots of examined variables in real domain (upper) and in domain U[0,1] after their conversion (lower).
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Figure 4.29. The K-plots (upper) and the chi-plots (lower) for the dependence check of the examined variables.
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4.2.3. Coastal storm simulation example

The simulation of coastal storms can be produced by combining the coastal storm
parameters in pairs through copulas. The simulation can help reproduce the coastal
storm activity at a specific location and enables the construction of synthetic storms
when the data are insufficient. The methodology of De Michele et al. (2007) for sea
storm simulation is extended from four to five variables and compared to the algorithms
of Stober and Czado (2017) and Aas et al. (2009), that are usually applied in the field
of economics.

A random dataset of five coastal storm parameters H,, T,, D, I, E variables in
univariate domain U[0,1] is used as input, and the validation is performed through the
dataset of Malaga’s coastal storms. Following the simulation algorithms A, B, C and the
methodology of C-Vine copulas (Table 4.7), a new dataset of simulated coastal storms
is produced, with five variables and a length of 409 coastal storms. A comparison of
standardised observations and simulations of coastal storms is accomplished a)
graphically by their scatterplots (Figure 4.30a) and b) through the correlation
coefficients of Kendall’s t (Figure 4.30b). The Algorithms A, B based on the work of Aas
et al. (2009) and Stober and Czado (2017) produce the same results (upper-triangular);
hence they are together presented below. A careful study of scatterplots indicates
different simulations. The Algorithm C that is based on the methodology of De Michele
et al. (2007), provides simulations (lower-triangular) that are not in good agreement
with observations (i.e., real coastal storms), especially for the pairs (H,-E, T,-E, D-E, I-
E). However, the simulated coastal storms of the other two methods approach the
observations satisfactorily. The better results of Algorithms A and B are also confirmed
by Kendall’s 7, which are close enough for both observations and simulations contrary
to Algorithm C, which presents divergences among observations and simulations of
coastal storms.

A thorough investigation of the best-selected copulas and the h-functions at each step
in these algorithms can improve further their results. However, both the complexity and
the requirement for the most bivariate copulas in Algorithm C lead to inadequate five-
dimensional simulations of coastal storms. On the other hand, the simplest algorithms

A and B can be used for the coastal storm simulations with similar results.
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Similar works of simulation can be found in De Michele et al. (2007), Corbella and
Stretch (2013), Li et al. (2014, 2018), and Orcel et al. (2021). Their results are site-
specific; hence it is not easy to be compared. These works are usually based on three or
four variables, and they are limited to one specific copula (e.g., Archimedean or
Gaussian). This may simplify the calculations, but the accuracy is usually decreased
when they are extended to higher dimensions. Besides, it is not easy to ensure that a
specific copula can model all the dependency structures among variables. In this
direction, a mixture of copulas is proposed as more promising (Li et al., 2018) and
generally the Vine copulas, also known as PCC, are considered better than other methods
(Jager and Népoles, 2017; Orcel et al., 2021). This efficiency of C-Vine copulas has also
been discussed in Joe et al. (2010) by describing their flexibility in modelling the tail
dependencies. Up to now, the Vine copulas have been used successfully for simulations
of wave height and wave period time series (Jager and Népoles, 2017), for storm surges
which are induced by tropical cyclones (Zhang and Wang, 2021), and for the modelling

of flood characteristics (Tosunoglu et al., 2020).
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4.2.4. Coastal storm return periods

The return period describes how often a coastal storm with specific characteristics may
occur. For these estimations, the joint probability of five important coastal storm
parameters H,, T,, D, I, E, or a combination of them, is needed making the use of copulas
is inevitable. The multivariate copulas of different families and the proposed C-Vine
structure (section 4.2.2) are compared for this application.

The return periods of the most extreme coastal storms are investigated following the
theory of section 3.4.5. The application is performed to the dataset of Malaga’s coastal
storms, but the same methodology can be applied to any location. Considering the
overall description of the storm activity, according to Figures 4.9 - 4.10 and Table 4.4,
the return periods are estimated for the highest values of storm parameters (over 90"
percentiles) as described in Table 4.8. The short calm period (I) implies the short time
for post-storm recovery of the coast and is indicative of significant impacts. Hence, I has
the opposite interpretation among the parameters, and thus the lowest values up to the

10" percentile are considered as the most extreme.

Table 4.8
The highest values of important coastal storm parameters.
_ H, T, D E I _
Percentiles , Percentiles
[m] [s] [h] [m*hr] [h]
90™ 2.02 7.71 61.23 232.92 37.80 10*
93™ 2.15 7.84 316.11 27.24 7t
72.24

95 2.22 7.99 89.20 367.03 21.00 5
97 2.39 8.18 102.21 449.00 18.00 3™
98t 2.56 8.31 111.84 520.99 17.00 2t
99 2.70 8.54 127.38 688.75 13.08 1%

Bivariate return periods

The bivariate return periods of coastal storms are estimated for all the pairs of
parameters H,, T,, D, I, E using Egs. 3.131-3.132, where the u represents the average
coastal storm events in a year. The best-selected copula does not significantly affect the
calculation of the return period. Therefore, no large discrepancies are observed between
the selected bivariate copulas and especially when the parameters as physical quantities

are related to each other (e.g., wave height and wave period). In addition, the best-
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selected copula never presents extreme values of the return period in relation to the
other two copulas and usually gives similar results to the second-best copula. The minor
deviations of bivariate copulas are insignificant for coastal engineering applications.
For the significant wave height (H,) and the wave period (T,), the Tawn (T,), the
Gumbel (G), and the BB1 copulas are the best three copulas (Table 4.9). For comparison,
the return periods of coastal storms are estimated (Fig. 4.31), when the H ranges over
the highest values (90%-99"), and the T, is over the 8.54 seconds (99"). The return period
of a coastal storm with the mean significant wave height over 2.7 metres and the mean
wave period over 8.54 seconds is almost 17 years for three copulas. Consequently, a

coastal storm with these characteristics can occur in Malaga once in 17 years.

Table 4.9
The best three bivariate copulas for H; and T; and their characteristics.
1st 2nd
Copula T AIC BIC Loglik.
parameter  parameter
1. T, 1.82 0.49 0.28 -110.13 -102.10 57.07
2.G 1.41 0.00 0.29 -95.73 -91.72 48.87
3. BB1 0.12 1.35 0.30 -95.41 -87.38 49.71
= best selected: [T 204 N3N
2175 / e
=]
£ 15.0
=

8.12.5 /./'

=

510.0 ".’. —

o { }

3 ®

= g 59 2.4 2.6
Coastal storm wave height [m]

Figure 4.31. Comparison of return periods when the H, ranges over the highest values (90-
99" and the T; is over the 8.54 seconds (99%).

The return periods for all the pairs of their highest values are estimated below by
taking the best-selected copula. According to Table 4.10, the most extreme coastal
storms (i.e., with high values of H, and T,) are quite often and may occur at least once
in a decade or once in 20 years for the most extremes. These results are confirmed by
the dataset, where coastal storms with high values of H, and T, are very common, as

described in Figure 4.9.
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Table 4.10

The bivariate return period of coastal storms for any combination of H; and T;,.

AND case

90"
93"
95"
97"
9 8th
99"

T,[s]

7.71
7.84
7.99
8.18
8.31
8.54

H; [m]
90" 93 95t 97" 98t 99"
2.02 2.15 2.22 2.39 2.56 2.70
1.98 2.68 3.30 5.42 7.06 12.32
2.31 3.02 3.65 5.82 7.52 12.93
2.68 3.38 4.02 6.21 7.93 13.44
3.79 4.47 5.08 7.26 8.99 14.61
4.67 5.33 5.93 8.06 9.78 15.40
7.53 8.15 8.71 10.72 12.36 17.87

For the wave height (H;) and the duration (D,) of a coastal storm, the best three

copulas are the Gaussian (N), the Students’ t, and the BB8 copulas (Table 4.11). The

three copulas are used for the return period’s estimation of a coastal storm when the H,

exceeds the 90%-99" percentile and the D is over 127.38 hours. Figure 4.32 shows the

same efficiency of the best two models (N and t). However, the third best-selected copula

has considerable divergence from the other copulas and overestimates the return period.

Table 4.11
The best three bivariate copulas for H; and D and their characteristics.
1st 2nd
Copula T AIC BIC Loglik.
parameter  parameter
1.N 0.55 0 0.37 -138.83 -134.82 70.42
2.t 0.55 30 0.37 -134.54 -126.52 69.27
3. BB8 4.55 0.62 0.37 -133.48 -125.45 68.74
~— 100 best selected: INIES 72047 S
B 75 ,
5 _
a. 50 ——
a SR I
g @
% 25 = — ® ®
’ ® o
= 20° 2.2 2.4 2.6

Coastal storm wave height [m]
Figure 4.32. Comparison of return periods when the H, ranges over the highest values (90"-

99" and the D is over the 127.38 hours (99).

The Gaussian copula (N) is used for the estimation of coastal storms’ return period

for all the percentiles of wave height (H,) and the duration (D). The joint occurrence of
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high waves and long duration occurs less often than H, and T, combinations (Table
4.12). With the wave height exceeding 2.7 metres and the duration to be over 127.38

hours, the most extreme event probably occurs once in 38 years.

Table 4.12
The bivariate return period of coastal storms for any combination of H; and D.
H; [m]
90" 93" 95™ 97" 98" 99"
2.02 2.15 2.22 2.39 2.56 2.70
90" 61.23 2.23 2.84 3.61 5.22 7.00 11.39
93h 72.24 2.87 3.61 4.52 6.42 8.51 13.57
D [h] 95t 89.20 3.55 4.42 5.48 7.67 10.06 15.81
97" 102.21 5.49 6.68 8.13 11.10 14.29 21.83
98" 111.84 6.92 8.34 10.06 13.56 17.30 26.06

99 127.38 11.26 13.33 15.81 20.81 26.06 38.22

For the wave period (T;) and the duration (D) of a coastal storm, the best three
copulas are the Frank (F), the survival BB8, and the Gaussian (N) copulas (Table 4.13).
The return periods of a coastal storm, with T, exceeding the 90"-99" percentile and the
D is over 127.38 hours, are estimated. Figure 4.33 presents the same efficiency of first
and second best-selected copulas. On the contrary, the third copula underestimates the

return periods for all the pairs of T;-D.

Table 4.13
The best three bivariate copulas for T; and D and their characteristics.
1st 2nd
Copula T AIC BIC Loglik.
parameter  parameter
1. Frank 2.88 0.00 0.30 -83.75 -79.73 42.87
2. BB8'® 5.04 0.48 0.30 -83.00 -74.97 43.50
3.N 0.44 0.00 0.29 -80.78 -76.76 41.39
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Figure 4.33. Comparison of return periods when the T, ranges over the highest values (90™-
99" and the D is over the 127.38 hours (99%).
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The coastal storms’ return period in different combinations of T, and D is estimated
by using Frank copula (Table 4.14). The results show that coastal storms with the joint
occurrence of high wave periods and long duration occur rarely. Almost the half return

periods are over 25 years, and both highest values of T, and D occur once in 177 years.

Table 4.14
The bivariate return period of coastal storms for any combination of T; and D.
T, [s]
90" 93% 95% 97" 98" 99"
7.71 7.84 7.99 8.18 8.31 8.54
90"  61.23 3.33 4.56 6.17 9.76 13.96 24.86
93" 72.24 4.77 6.52 8.8 13.89 19.83 35.29
DIh] 95" 89.20 6.04 8.24 11.11 17.52 25.01 44.48

97" 102.21 10.33 14.06 18.93 29.81 42.51 75.54
98" 111.84 13.66 18.59 25.01 39.37 56.12 99.71
99" 127.38 24.33 33.08 44.48 69.96 99.71 177.07

For the return periods of coastal storms, the best three copulas are chosen regarding
their calm period (I) and their energy (E). The Frank (F), the Gaussian (N) and the
survival BB8 copulas (Table 4.15) are used for the return period’s estimation of a coastal
storm when the I does not exceed the 1-10" percentiles, and the E is over the 232.92

m?h (90™). The efficiency of the three copulas (Fig. 4.34) is very similar.
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A~
Table 4.15
The best three bivariate copulas for I and E and their characteristics.
lst 2nd
Copula T AIC BIC Loglik.
parameter  parameter
1. Frank 0.99 0.00 0.11 -9.14 -5.13 5.57
2. N 0.16 0.00 0.10 -7.80 -3.79 4.90
3. BB8'®° 3.09 0.36 0.11 -7.31 0.72 5.65
i~ best selected: FNTSS (204 SN
= 40 /
T 30
a
g 20 7o
=3
2 10 ","/.
35 30 25 20 15

Coastal storm calm period [h]

Figure 4.34. Comparison of return periods when the I does not exceed the lowest values (I-
10™ and the E is over the 232.92 m?h (90™).

Taking the best-selected Frank copula, the return period of coastal storms is estimated
for any combination of I and E (Table 4.16). The joint occurrence of both parameters
within a coastal storm is not usual. Almost the 50% of estimated return periods in Table
4.16 are over 30 years, which means that coastal storm with high energy is rarely

followed by a short calm period.

Table 4.16
The bivariate return period of coastal storms for any combination of I and E.
I[h]
10th 7th 5th 3th 2th 1th
37.80 27.24 21.00 18.00 17.00 13.08
90"  232.92 5.41 7.55 10.34 16.57 23.83 42.73
93"  316.11 7.55 10.54 14.43 23.11 33.23 59.56
95" 367.03  10.85 15.13 20.71 33.16 47.69 85.46
E[m?h]

97" 449.00 17.93 25.01 34.22 54.77 78.75 141.10
98"  520.99 26.79 37.35 51.10 81.78 117.58 210.65
99"  688.75 42.73 59.56 81.49 130.40 187.47 335.85
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Trivariate return periods
For three variables, the trivariate copulas can be constructed through C-Vine as
described in Figure 3.6(a), following the methodology of Figure 3.7, or by applying a
specific copula family in three dimensions based on Egs. 3.133-3.134.

For the estimation of the return periods, the C-Vine copula can be defined through
the following structure (Table 4.17), and a comparison is accomplished by applying the
t copula from the Elliptical class and the Gumbel copula, which belongs both to the

Archimedean and Extreme class. The return period T, is almost 40

(H,>2.39NT,>8.18nD>102.21)
years, based on the C-Vine, and much shorter than those of the Gumbel or the t copulas
(Table 4.18). The results of C-Vine are more reasonable, contrary to the results of the
other two copulas, for which their return periods are short and they do not agree with

the real data. On the other hand, the OR case T

(H,>2.39UT,>8.18UD>102.21) presents small

values for all the copulas, which means that a coastal storm with at least one parameter

to exceed a specific value occurs almost once per year.

Table 4.17
Characteristics of the proposed C-Vine structure for H;, T;, and D.
Tree edge copula 1% Parameter 2" Parameter T
1 1,2 T, 1.82 0.49 0.28
3,1 N 0.55 0.00 0.37
2 3,2|1 C 0.44 0.00 0.18
Table 4.18
The return period (in years) of coastal storms when H;>2.39 m, T;>8.18 s, D>102.21 h.
C-Vine Gumbel t
AND case 40.22 8.19 16.68
OR case 1.08 1.26 1.17

Similarly, for the return periods based on the variables of the wave period (T,), the
calm period (), and the energy (E) during a coastal storm, the C-Vine (Table 4.19)

compared to Gumbel and t copulas. The return period T(T 799 I<21E>367.05)

is 57.64 years

based on the C-Vine, but the other two copulas have shorter periods (Table 4.20). Hence,

the Gumbel and t copulas results cannot be accepted, given that they are not confirmed
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by Malaga’s dataset covering 30 years. The OR case T,

(1,>7.9901<21UE>367.03) is under one year

for all the cases.

Table 4.19
Characteristics of the proposed C-Vine structure for T;, I, and E.
Tree edge copula 1% Parameter 2" Parameter T
1 5,2 T, 1.84 0.55 0.30
5,4 F 0.99 0.00 0.11
2 4,2|5 T,” -1.21 0.27 -0.08
Table 4.20
The return period (in years) of coastal storms when T;>7.99 s, E> 367.03 m*h and <21 h.
C-Vine Gumbel t
AND case 57.64 23.73 22.98
OR case 0.62 0.65 0.64

Four-dimensional return periods

The C-Vine of four variables is presented in Table 4.21, and the return periods are
compared using the t and the Gaussian copula. The estimation of the return period for
both AND and OR case is accomplished based on Egs. 3.135-3.136. The results (Table
4.22) show the C-Vine to be more efficient, having a return period

T(H1>2_15ﬁT1>7_8 40> 72.2401<27.24) of over 35 years. The other two copulas underestimate the

return period. For t and Gaussian copulas, the joint occurrences of variables within a
coastal storm may happen almost once per 26 or 16 years, respectively, but this dataset

does not confirm it. The return period T, is shorter than 0.4

(H,>2.15UT,>7.840D>72.24U1<27.24)

years, with small divergences among the three copulas.

Table 4.21
Characteristics of the proposed C-Vine structure for H;, T;, I, and E.
tree edge copula 1% Parameter 2" Parameter T
1 1,3 N 0.55 0.00 0.37
1,2 T, 1.82 0.49 0.28
4,1 F 1.02 0.00 0.11
2,3]1 C 0.44 0.00 0.18
4,2]1 T,” -1.23 0.27 -0.08
2 4,3|2,1 N 0.07 0.00 0.05
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Table 4.22
The return period (in years) of coastal storms when H,>2.15 m, T,;>7.84 s, D>72.24 h,
I1<27.24 h.

C-Vine t Gaussian
AND case 35.97 25.63 15.54
OR case 0.37 0.39 0.35

Five-dimensional return periods

Finally, the return periods of coastal storms with all parameters exceeding (or not, for
the calm period) the specific values are estimated through Egs. 3.137 and 3.138. The C-
Vine copula of Table 4.7 is applied for these estimations and is compared with t and
Gaussian copulas (Table 4.23). The results have similar behaviour with fewer

dimensions. Finally, the return period T is almost 58 years

(H;>2.39N0T,>8.18nD>102.21NI<18E>449)
based on the C-Vine copula, whereas it is overestimated by t copulas (76.25 years) and
the Gaussian one underestimates it. On the other hand, the OR case of the return period
is almost the same for all the copulas. This outcome indicates that the copulas are
equally effective when the return period depends on simple calculations (e.g., OR case),
and the C-Vine copulas present more realistic results when the return period’s estimation
depends on many copulas (e.g. AND case). The significant deviation of results for more
than three coastal storm parameters indicates that the use of copulas leads to wrong
decisions if not used properly. A model averaging method could be used to have a better
approximation of the return period in practice. The average return period as estimated
by different copulas may be considered in any case to decrease the uncertainty of

different copulas.

Table 4.23
The return period (in years) of coastal storms when H;>2.39m, T;>8.18 s, D>102.21 h, I<18
h, E> 449 m?h.

C-Vine t Gaussian
AND case 57.99 76.25 7.65
OR case 0.82 0.88 0.76

204



Chapter 4. Results & discussion

4.3. Application of coastal storms in harbour and coastal structures
design

The coastal storm analysis is based on the wave climate variables and primarily on the
analysis of historical events at a given location. The historical coastal storms and their
characteristics provide essential information for understanding such phenomena, their
definition, as well as their identification. The frequency of occurrence, the descriptive
statistics, the shape, the simulation through copulas and the return periods of coastal
storms are fundamental for harbour’s and coastal structures’ design since they actively
support a technical study in coastal engineering.

A coastal storm with high wave heights and short duration can be similarly
destructive to another event with a long wave period and long duration. Their impacts
are becoming increasingly significant when the calm period is very short, and they are
negligible when the storm direction is not critical to the infrastructure or the coast.
Coastal storms depend on many variables, and hence a multivariate analysis of such
events is necessary. Such analyses of coastal storms should include the frequency of
occurrence, the descriptive statistics of their characteristics such as the wave height, the
wave period, the wave direction, the duration, the calm period, and the energy. These
characteristics are fundamental for a study in coastal engineering, providing a general
overview of local wave climate.

The average characteristics but also the most extremes due to coastal storms can be
used for determining the design wave height and the design storm conditions (Altomare
et al., 2015), improving the conventional design methods of (Rao and Mandal, 2005;
Benassai et al., 2009; Basco and Mahmoudpour, 2012; Burmeister et al., 2015; Basco,
2016). The study of coastal storms can also be used for the design of more specific
coastal structures (e.g., storm walls-barriers) in order to protect further the coastal
communities during a coastal storm (Mooyaart and Jonkman, 2017; Van Doorslaer et
al., 2017).

The coastal storm simulation is essential for studying coastal storms when data are
not available or for studying more severe events than historical ones. The shape of
coastal storm contributes to the simulation since it is used in the construction of
synthetic coastal storms having similar or most extreme characteristics compared to

historical events (Martin-Hidalgo et al., 2014; Boccotti, 2015; Martin Soldevilla et al.,
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2015; Laface and Arena, 2016; Duo et al., 2020; Marzeddu et al., 2020). The copulas
are also accomplished for the simulation of coastal storms. By describing the
dependencies of associated variables, copulas can model them and generate simulated
data (De Michele et al., 2007).

The simulated coastal storms, as well as the historical events, can be used for the
investigation of the performance design of coastal structures under extreme conditions.
Therefore, the failure probability of coastal structures (Takahashi et al., 2014;
Hatzikyriakou and Lin, 2017) and their reliability (Lira-Loarca et al., 2020) is
investigated during severe coastal storms. Furthermore, the simulated and observed
coastal storms can force numerical models such as MIKE21 or XBeach for studying the
wave and coastal processes. These numerical models can also be applied to investigate
the shoreline response due to coastal storms (e.g., abruptly loss of sediment), as well as
the effects on harbour operation and their tranquillity due to overtopping, diffraction,
reflection.

The frequency of occurrence is helpful for understanding how often severe coastal
storms will load the structures. Similarly, the estimation of the return period is also
crucial for the reoccurrence of a coastal storm. The return periods are a prerequisite for
the risk management of infrastructure; hence they have applications to the design of
breakwater (Salvadori et al., 2014, 2015), for the design of coastal structures in general
(Li et al., 2020; Orcel et al., 2021), and for studying coastal erosion (Corbella and
Stretch, 2012b).

Recently, the copula theory has been established in extreme hydrometeorological
events’ research, especially for the multivariate analysis of extra-tropical and tropical
cyclones. For instance, the Coastal Hazards System (Nadal-Caraballo et al., 2020) of the
U.S. Army Corps of Engineers (USACE) is an ambitious program based on multivariate
analysis and copulas to quantify the hazard due to storms along the U.S. coastline.
Similarly, recent works are of great interest since they combine both storm analysis and
copula theory in coastal engineering applications relative to the risk modelling (Bushra
et al., 2019), their vulnerability analysis (Li et al., 2020), and their simulation (Wei et
al., 2021).

The coastal storm analysis highlights the importance of a multivariate approach for

such extreme events through the copula theory. The copulas’ approach for coastal storms
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is at an early stage at the regulations, but the multivariate analysis is increasingly
gaining ground against the conventional design theories.

The Eurocode EN 1990 (2002) sets the basis of structural design according to
European standards and a new version is forthcoming, including inter alias the design
of coastal structures. The multivariate analysis in these regulations is considered a
combination of actions (similar to coastal storm parameters) that may affect the
structures when they occur at the same time. This combination of actions and the joint
occurrence of important variables (e.g., wave wind, currents) is used for estimating
return periods, the failure probability, and the reliability of structures. Many other
regulations also use the combination of actions for the design of coastal structures (e.g.,
BS 6349, 2013; ISO 21650, 2007; NORSOK N-003, 2017). The regulations propose a
more simplified method than the proposed copula theory of this thesis. The copulas are
not yet mentioned in standards, but they can be incorporated into them and offer
improved assistance in the near future. In any case, these standards highlight and
confirm the importance of multivariate analysis that should be considered for the

structures’ design.
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Conclusions

i

“Il est impossible que l'improbable n'arrive jamais’

Emil Gumbel

Coastal storms are meteorologically-induced disturbed sea states that affect both the
coastal morphology and infrastructure. They can cause serious problems such as coastal
flooding, coastal erosion, and damages to ports and coastal structures. Motivated by the
extreme nature of coastal storms and their severe impacts on coastal communities, this
thesis focuses on analysing coastal storms and aims to better approach their modelling
using copula functions.

Agreeing with Mazas (2019) regarding the subjectivity of any extreme event analysis
and the need for a holistic approach with general recommendations for the analysis, this
thesis elaborates on coastal storms and attempts to properly understand this physical
phenomenon. According to the literature review described in Section 2.1, the analysis
of coastal storms can be accomplished by investigating the following aspects:

o Definition of coastal storms.

o Storminess, studying the synoptic systems, storm surges, time series analysis,
as well as storm energy.

o Thresholds, regarding the wave height, the duration, and the calm period.

o Impacts of coastal storms.

o Classification of coastal storms.

o Societal aspects of coastal storms.

208



Chapter 5. Conclusions

This thesis focuses on the first three aspects, describing the definition and the
thresholds for the identification of coastal storms, the coastal storm characteristics, as
well as their modelling through copulas.

Relative to the research objectives set in advance regarding coastal storms’ definition,
important variables and identification thresholds, this thesis reports that the coastal
storm definition depends on the local coastal environment, and it is usually unique for
each location. Therefore, the proper identification of coastal storms should be based on
the investigation of the wave height, duration, and calm period for each location and
their thresholds. Once coastal storms are identified, they can be described by
representatives of the following variables: the wave height, the wave period, and the
direction within an event, as well as the storm’s duration, calm period, and energy.

In the context of this thesis, the copula theory is investigated as a potential approach
for coastal storm modelling. This theory is indeed considered widespread during the last
decades for modelling multivariate extreme events such as coastal storms. The copulas
enable a better description of associated parameters’ dependencies. The copula theory
is applied on three different cases: a) for modelling one particular storm event (two
dimensions; i.e., wave height and wave period), b) for simulating coastal storms at each
location (requiring five dimensions), and c) for estimating the storms’ return periods
(two to five dimensions).

However, current research is mainly limited to the bivariate case and the use of
certain copula families. On the contrary, this thesis achieves to identify the optimal
copula among 40 families for each of the examined coastal storms (2-5 variables). In the
case of two dimensions, the range of coastal storm parameters is also estimated for the
specific copula that modelled each event. In addition, the second-best copula is
investigated.

While trying to simulate coastal storm events in five dimensions so as to better
describe the phenomenon, the extension of the De Michele et al. (2007) methodology
was performed. A new algorithm (Algorithm C) was developed and proposed for sea
storm simulation using the PCC and it was compared to two other algorithms (A and B)
stemming from the economic field (Stober and Czado, 2017; Aas et al., 2009) to indicate

their effectiveness in five dimensions. In addition, C-Vines copulas are also applied for
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coastal storm simulation, especially in algorithms A and B, as well as for estimation of

the return periods in an attempt to answer the relevant research questions of this thesis.

Overall, the main conclusions of copulas applications can be summarised as follows:

The Tawn and Joe copulas are often considered the best families for
modelling H and T during a coastal storm. Datasets with light tails are
described better by Tawn copulas and Joe copulas suit to the heaviest tails.
Concerning the second-best copulas, some families are similarly effective in
modelling H and T, such as the Joe copulas with Clayton.

The five-dimensional C-Vine copula is constructed following the PCC
method for the pairs of important parameters. The simulation Algorithm C
(based on De Michele et al., 2007) leads to inadequate simulations of coastal
storms. On the other hand, the algorithms A and B (based on Stober and
Czado, 2017 and Aas et al., 2009) can efficiently simulate coastal storms.
Many copula families can estimate the bivariate return periods of coastal
storms with slight divergences in their results. For higher dimensions, the C-
Vine copulas provide more realistic return periods against the multivariate
conventional copulas. The investigation of copula families and the best
methodology for coastal storm return periods is required in any case.

More specifically, particular attention should be paid to the use of Tawn
copulas for the modelling of H and T instead of the well-known Archimedean
copulas that are usually preferred, especially when there are light tails. Both
Joe and Clayton copulas should be chosen when heavy tails exist in the
examined dataset. The methodology of five-dimensional C-Vines that is
proposed for Malaga’s coastal storms can be applied to any location since
there are no differences in the interrelation of important parameters over
the Mediterranean Sea. Algorithms A and B present similar results and
prevail over Algorithm C in coastal storms simulation. It can also be stated
that the C-Vine copulas (for three to five dimensions) are more effective on
the return periods estimation contrary to other copulas, which usually over

or under-estimate them.
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The proposed methodology is validated by studying real coastal storms, conducted
using wave data from buoys measurements in 30 locations over the Mediterranean Sea.
The analysis of coastal storms is based on historical events and enables many features
of coastal storms to be investigated. From this analysis, 4008 coastal storms are detected
in Greece, Italy, France, and Spain. A general overview of Mediterranean coastal storms
activity is presented by describing their characteristics through the frequency of
occurrence, the descriptive statistics, as well as their shape. The outcomes are of great
importance given that they are raised by raw data from many locations, whereas other
works usually focus only on one location or on model data. The characteristics of
Mediterranean coastal storms can also be applied to the harbour and coastal structures
design as described in Section 4.3.

Regarding the Mediterranean coastal storms, some additional minor conclusions can
be drawn:

° 10 - 14 coastal storm events occur annually in the Mediterranean Sea at each
country examined in this thesis.

o Most coastal storms (over 80%) are developed between October to March,
as expected, while the Spanish locations face an intense coastal storm
activity during the summer months.

o The highest wave heights, the longest periods, and the high energy occur, as
expected, at the most exposed locations in deep waters.

o The average duration of coastal storms is shortest than 30 hours, and almost
50% of them last less than 24 hours.

o Regarding the calm period, 25% of coastal storms hit twice a certain location
in less than a week.

o The wave period and direction have a slight variation during a coastal storm.
The coefficient of variation for the wave period is usually less than 0.15, for
over 75% of the events. Similarly, the standard deviation of wave direction
is usually less than 20 degrees during a coastal storm for most coastal storms
(75%). The latter means that the average wave direction and wave period
can efficiently describe both variables within a coastal storm.

o The energy flux and the coastal storm energy have similar behaviour, with

no indication for which of the two best describes the coastal storm severity
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index. Furthermore, coastal storms with high wave periods also have high
values of coastal storm energy and wave energy flux at the same wave
height.

o Mediterranean coastal storms can be represented by multiple triangular
shapes, with no significant effect of the triangle’s shape (e.g., isosceles or
scalene) on their representation. Furthermore, the triangular shape does not
depend on the wave direction or the wave period.

o In contrast to some related works, this thesis concluded that the triangular
representation of Mediterranean coastal storms presents a positive skewness
in their shape. Therefore, it is not a priori known that they reach their peak

at the beginning of their duration.

The results of this thesis are primarily useful for efficiently simulating the coastal
storms and for estimating the return periods of extreme coastal storms. The thesis’
contribution to the field of coastal engineering is to improve both reliability and design
of existing or future coastal structures by applying state-of-the-art methodologies of
copulas for coastal storms simulation and their return periods. Additionally, this work
provides information about coastal storms activity in the Mediterranean Sea and also

stands as a guiding framework for analysing coastal storms.

Thesis limitations
The limitations of this thesis are mainly related to the data of the Mediterranean Sea
case study. The analysed datasets, although extensive, are not sufficient to show the
effect of climate change on the severity and frequency of occurrence of coastal storms
in the Mediterranean Sea. The temporal data coverage is very short and different for a
few locations, and the sampling interval of buoys measurements ranges between 0.5 and
3 hours. These datasets’ differences are restrictive on providing a more general overview
of coastal storm activity in this region.

Regarding the copulas application for coastal storm analysis, the C-Vines are more
accurate compared to other commonly used copulas, but their application requires

manual handling of many calculations, and thus they are time-consuming.
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Future research

The analysis of coastal storms and their modelling through copulas can be further

improved. Some suggestions for future research are summarized below:

o

A more extensive database with the shortest possible recording interval can
be used to improve the selection of coastal storm thresholds as well as their
identification. The effect of the recording interval can also be investigated,
which ranges between 0.5 to 3 hours, for both duration and calm period of
coastal storms.

The proposed methodology can be further improved by incorporating
information on coastal storm impacts on coasts. The satellite data, the
information about synoptic systems, and other parameters such as
atmospheric pressure could be included for a more detailed coastal storm
analysis.

A denser network of buoys and increased data availability are also needed to
identify the storm activity for more locations and assess the interrelation of
parameters.

The analysis of this thesis and its findings are useful for the development of
synthetic storms and the estimation of important return periods at any
examined location. The synthetic storms can be used for future projections
and the return periods should be taken into account for the design of harbours
and coastal structures.

It will also be interesting to apply the proposed methodology for modelling
coastal storms in more locations so that a better comparison of the simulations
and the return periods can be made.

Future researches can also extend the application of Vine copulas
incorporating spatial information of data by using spatial Vine copulas as well
as to focus on the time-series dependence and use the Vine copulas to model
multivariate time-series. Regular vine copulas (R-Vines) could also be applied,
especially for a higher dimension, given that C-Vine copulas might be

restrictive as a limited case of R-Vines.
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The multidimensional nature of coastal storms and the plethora of impacts on the
coastal zone and the coastal communities require an integrated analysis that considers
as many storm aspects as possible. The only way to contribute to this challenging
problem is by firstly focusing on historical coastal storms and subsequently on their
multivariate analysis. In this direction, the copula theory is very promising and deserves

the attention of the research community.
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Appendix

The analysis and visualisations of this thesis are performed in R Programming Language
(R Core Team, 2021) and especially using the following packages: “abind” (Plate and
Heiberger, 2016),“actuar” (Dutang et al., 2008), “cowplot” (Wilke,2020), “clifro” (Seers
and Shears,2015), “CircStats” (Lund and Agostinelli 2018), “devtools” (Wickham et al.,
2020), “DescTools” (Signorell et al.,2021), “dplyr” (Wickham et al., 2021), “extRemes”
(Gilleland and Katz, 2016), “extrafont” (Chang, 2014), “EQL” (Thaler, 2009,
“epiDisplay” (Chongsuvivatwong, 2018), “evd” (Stephenson, 2002), “forecast”
(Hyndman et al.,2021), “factoextra” (Kassambara and Mundt, 2020), “fitdistrplus”
(Delignette-Muller and Dutang, 2015), “ggplot2” (Wickham, 2016), “ggthemes” (Arnold
et al.,, 2021), “ggpubr” (Kassambara, 2020), “GGally” (Schloerke et al., 2021),
“gridExtra” (Auguie, 2017), “gmodels” (Warnes et al., 2018), “ggExtra” (Attali and
Baker, 2019), “GoFKernel” (Pavia, 2015), “Kdensity” (Moss and Tveten, 2020),
“Lubridate” (Grolemund and Wickham, 2011), “logspline” (Kooperberg, 2020),
“latticeExtra” (Sarkar and Andrews, 2019), “magrittr” (Bache and Wickham, 2020),
“moments” (Komsta and Novomestky, 2015), “NbClust” (Charrad et al.,2014), “ncdf4”
(Pierce, 2019), “nnet” (Venables and Ripley, 2002), “network” (Butts, 2020), “openair”
(Carslaw and Ropkins, 2012), “pracma” (Borchers, 2021), “psych” (Revelle, 2020),
“plotrix” (Lemon, 2006), “plotly” (Sievert, 2020), “patchwork” (Pedersen, 2020),
“remotes” (Hester et al., 2020), “Rttf2pt1” (Chang et al., 2020), “rVineCopLib” (Nagler
and Vatte, 2021), “readr” (Wickham and Hester, 2020), “reshape2” (Wickham, 2007),
“rafalib” (Irizarry and Love, 2015), “RColorBrewer” (Neuwirth, 2014), “summarytools”

(Comtois, 2021), “sjstats” (Liidecke, 2021), “tidyr” (Wickham, 2021), “tibble” (Miiller
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and Wickham, 2021), “tidyverse” (Wickham et al., 2019), “VineCopula” (Nagler et al.,
2020), “VC2copula” (Nagler, 2020), “xlsx” (Dragulescu and Arendt, 2020).
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