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Arnayopedeton 1 avtiypopt|, anodixeuon xou diavour| Tne topovoog epyaciag, €€ olo-
XAPOU 1) TUARATOS AUTAS, VLot EUTopXS oxomd. Emtpénetan ) avatinwon, anodrixeu-
O1) %0l BLAYOUT] YLl GXOTO U1 XEEOOOKOTIXO, EXTIUOEUTIXAC 1) ERELYNTIXNG PUONC, UTO
NV TEoUTOVEST) VoL AVUPERETOL 1) TTNYT] TEOEAEUCTC Xol VoL DlaTneeltal To Tapdy urvu-
uo. EpwtApata Tou agopoly T yeHon NS ERYACLIS VLo XEEOOOKOTUNO OXOTO TRETEL
vor ameLHOVOVTOL TR0 TOV GUYYRIPE.

Ou andeic xon To GUUTERIOUATO TTOU TEQLEYOVTOL O QUTO TO EYYRAUPO EXPEALOLY TOV
CLUYYPAPEN XalL BEV TEETEL VoL EpUNVELVEL OTL avTITPOcKTEVOLY TG enlonueg V€oelg Tou
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Euyapiotieg

Ohoxhnpavovtag Tig onoudeg pou oto EMIIL, Yo Hdera va euyopiothow
Wwitepa Tov emPBAETOVTA XNy NTA Hou x. PwTAXN Yol TNV EUTLOTOCUVY TOU
€0elle oTIC BUVUTOTNTES MoV, TN cuvepyasio pog, xadoe xar TNV ToAdTun Bo-
AUl Tou o1 GLVEYLOT TNG oxadNuaixAc pou mopeloc. Emlong, Yo Hdeho vo
euyoplotow Tov Toavoyiwtn Hatothvdxo yio v dueor xon emotxodounTixy
oLVEPYOiA Yog OTNV LAOTIOMOT TNG TUPOVUCAS DIMAWUUTIXAG.

Téhog, €va UEYAAO ELYUPLOTG OTNY ABEAPT) UOU, TOUS YOVEIS UOU XL OF
6loug Toug @ihoug You it TN OTARIEY TOUS GE OAT TN DLIEXELL TKV GTIOUDMY
Uou.






ITepiAndn

Audpopeg teyVInég e0pUENC BEBOUEVKY YENOWOTOOUVTOL OTIC UERES UOg
YLoL TNV avahuoT) Se8oUEVWY. AVIUEGH TOUC, 1 UG TUDOTOIMCT EIVAL 1) IO BLOdE-
OOUEVT) X0 Y PT|OULOTIOLE(TOL OE TEEPLTTMOELS TOU BEV UTHEYEL XATOLY TTROTY OUUEVT
YVOOT Yol TN 00U TV UG TAdWY. Acdouévo amd TOAAY Tedla OTWS 1) OLxXo-
vopla, 1 vyela x.o. amodnxebovial o popgt| ypovooeipwy. H cuctadomoinoy
TOUG EYEL TOXIAES EQUPUOYES GTO YOVIBLWOUA, OTNY LaTELxh, oo otxovoutxd. To
TeoPBAnua etvan 50oxolo e€outiog Tou YopUBou ot TNG UEYAANE BLIC TUTIXOTNTOG
TOL €X PUOEMS EYOLY OL YPOVOCELRES. DE oUTH T BITAWUATIXY ACYONOVUACTE
UE TN cuctadoTolnon yeovooelp®y ue Bdon To oyfuc Touc. To onuavtixdtepo
CLOTATIXO TWV AYORIIUWY QUTAS TNE XxaTnyoplac elvon 1) EMAOYT TOU XUTAAAY-
Aou pétpou opodtntog. To petpo autd Yo mpeEneL vor cuYxpEiveL amoTeEAEoUATIXG
ToL oY AuAT TV Ypovooelpwy. H mo dadedouévn tétola andotact etvar n Dy-
namic Time Warping (DTW), n onola 6uwe €yet tetpaymviny) TOAUTAOXOTNTOL
TOL EMNEEACEL ONUAVTIXE TNV TOAUTAOXOTNTA TwV ahyopliuwy cucTadomoinorg.

O TeplocdTERD UTOOYOUEVES AUGELS Yol TN PEIWOY TNG TUEATAvVe TOAU-
TAOXOTNTOG TEPLAAUPBAVOUY TEMTA TNV EQPUPUOYT UEVOOWY Yo TN pelwon Tng
OLOC TUTIXOTNTAS TV YPOVOOELRMY X0l ETELTA TN YPNOT XAAOWOV ahyopliuwy
CUGCTABOTOIMNONE OTOL UEWWUEVNS DLIC TATIXOTNTG OEBOUEVAL. XE oUTY| T1) BLTAG-
wotixy| Tpotetvouue pia véa pédodo 6Vo cTadiwy Yio T cucTadoTolnoy Yeo-
vooepoy.  Ilp®Ta HovTEAOTOOUUE TIC YEOVOOERES UE OPIOHEVA OTUEio TTOU
ovoudlovtar inducing points ypnotuonowwvtag Sparse Gaussian Process Re-
gression [68], n onofu eivon por tpooeyylotxr uédodoc yioo Gaussian Process
Regression. Y1rn GUVEYELX, Ol YPOVOGEIQES TEQLYPAPOVTOL UE TA ALYOTEQPU OE
opwdud inducing points ta omola 0pYAVMOVOVTUL GE GUGTABES PE TNV EQUQUOYY
Tou ahyopiduou k-means yeNoUOTOLOVTUS WS HETEO AMOGTUOTC Lol TOOTOTOL-
nuévn exdoyn e DTW. Ta neipduora pog detyvouv 6T 1 Teooeyylon uag dlvel
wa Yeriyoen xon amodotixy| pédodo cuotadonolnong.

Aglelc xAelold

Ypovooelpd, cuotadonoinor, Gaussian Process, DTW, k-means
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Abstract

Various data mining techniques are currently being used to analyse data
within different domains. Among all these approaches, clustering is the most-
used technique in cases when category information is not available. The
data in various systems such as finance, healthcare, and business, are stored
as time series. Clustering such complex data can discover patterns which
have valuable information. Time series clustering has been widely applied to
genome data, medicine, finance, and in general, in any domain where pattern
recognition is important. It is a challenging task because of the inherent noise
and high dimensionality of time series data. This thesis is concerned with
finding similar time series in shape. For shape-based clustering, the shape
of time series is the key factor in identifying pattern similarity. The most
important aspect of clustering algorithms is the similarity measure used to
compare the time series shapes. Dynamic Time Warping (DTW) distance is
particularly popular in that context. However, D'TW has a quadratic time
complexity that slows down the process of clustering.

The most promising solutions to the time complexity problem involve
first performing dimensionality reduction on the time series data, and then
clustering the reduced data with a conventional algorithm. In this thesis, we
propose a two-stage framework for clustering time series data. First, we model
the raw series by a set of inducing data points using Sparse Gaussian Process
Regression (SGPR) [68], which is an approximation method for Gaussian
Process Regression. The series as described by a lower number of data points
are then grouped by applying k-means algorithm with a modified version of
DTW as the distance measure. The experimental results indicate that the
proposed approach leads to a fast, scalable and accurate clustering framework.

Keywords

time series, clustering, Gaussian Process, DTW, k-means
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Kegdhawo 1

Extetopevn EAAn VXN
HeptAngm

Avutd o AEPGANO TEQLAOUBAVEL Uit TEPLANTTIXNY TOPOUGLACT) TWV TEQLEYO-
UEVGY oUTHS TNG OIMAWUATIXAC epyaciog oTo EAANVLXAL.

1.1 Xvotadornoinon Xpovooelpoy

H yeovooeipd elvon éva ohvolo amd TapatnefioeEls Tou TEpLYPdPouy Ty &-
EEMEN NS oUUTERLPORAS eVOG UeyEDoug oTo ypdvo. Ta ueyédn mou neprypdpo-
VTOL UTOPOUY Vo Efvot 0ToLacdToTe POOTG 0EXEL VO UTOPOUY Vol TOGOTIXOTOL-
noolv. Ot auavoueveg BuVITOTNTES amoUAXELONC BECOUEVODV TIC TEAEUTALES
OEXUETIEG ETUTPETOUY OE OAO X0 TEPLOCOTEREC EPUPUOYES T1) OLaTrienoT dedo-
UEVOY Yo UEYHAO YeoVIXd DO TNUA. AUTO €YEL (KOG ATOTEAECHUO OAO XOU HEYO-
ANOTEROC OYXOC BEBOUEVMY VO THPAYOVTOL OTN) LOPQPY| YPOVOCELR®Y GE ToxiAa
Ted{o. MUVETMS Ol YPOVOOELRES GUVAVTMVTOL GE TOMAG TEDiX OTLC 1) oLxovouia,
Ol XOWWVIXEC ETUC TAUECS, 1) ETUONULOAOYIO X0 Ol (PUOIXES ETLO THUES.

M ypovooeipd X prixoug n elvon piar oxohoudior onueiwy:

X = [(l’l,t1>, ($27t2), ceey (Z‘n,tnﬂ || (tl <l <. < <. < tn) (11)

OTIOL TO T; EIVaL 1) TUY| JLOIG TIOROTAENONG XA TO ¢; OVATTOELOTY T1) YEOVIXY| GTLY U
Tou 1 TopaTAeNoN T; YeTeinxe. Av €youlue LoaTEYOUCES YPOVIXES OTIYUES Ot
TWES Tou YEOVou t; Umopolv Vo TopaAn@doly.

Yuotadonoinom ovoudleTon 1 Sladixaota exetvn xatd Ty onola €va chvolo
oo avtixetueva, dayweilovton o ouddec. H xatoywenon avixelwévwy otny
{Bor oudido PETAPEACETOL W OUOLOTNT TV AVTIXEWEVKDY OUTOV Xl AVTIGTEO-
o (avTixelyeva Tou avAxouv o€ BLUPOPETIXES OUBDES Efvan AydTERO OUOLAL).
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H cuctadonolnon yeovooelony, Aoyw g 0lopxols ooy Y TETOLWY OEBO-
UEVODY OTIC UEPEC Wog, elvon towkTEpa ONUUVTIXT OE TOAAG OLopopeTind TEdiaL.
H ovaxdiun patterns twv dedouévwy pag Ue T oucTadoTolNcY| YEOVOOEL-
ewV EyEl TOXIAES EQUPUOYES OTNY OLXOVOULXEG OYORES, GTNY OVAAUCT LATEL-
%WV OEBOPEVWLY, TN UEAETH TNG Vepuoxpaciog x.o. Mrogel va yenotuomoumniet,
TOEAOELYUUTOC YEELY, Yo TNV XUTAVONOT| TNG CUUTEQLPORAS WL Uepldag Yen-
OTOV OE xdmoLa dpac TNELOTNTA. EmimAcov, 1 cuctadonolnon yeovooeipmy elvo
YOO YLOL TNV oVOLY VPLOT| LOLOUORPLOY KoL UTOTOUMY UETUBOADY OTIC TWES
TWYV YPOVOGELROY, OTKE YLl TOV EVIOTUOUS xdmotag acVEVELS antd T oUYXELoT
OedopEVLY amo Latpxée e€eTdoel. Emmiéov, 1 cuctadonolnorn yeovooelphy
yenowomote{ton xar w¢ poutival dAA®Y alyoplluwy 6mwe 1 TeoBAedrn xou To
indexing. Xtnv Simhopoting avtrh o aoyolnolue cuyxexpiuéva Ye T dia-
YoploTixr cuoTtadonoinon e Bdon to oy TwY ypovooelp®y (partitioning
shape-based clustering). YXtnv dioywpelo x| cuctadonoinon, o 6Tdyog eivor Vo
Ywelooupe To avTixelueva ot k OUddES, xa xdUe oudda Vo TEPLEYEL TOUAAYIG TOY
éva avtixelyevo. O oprduog k twv clusters pog elvon yvwotdc moty Ty €vopdn
e dadxacioc. O o Sladedouévog alyoprlog dlaywelo TIXHC GUCTAOTOM-
ong ebvar o akyodpriuog k-means.

O oyeduoude aryoplduwy yia Tn cucTadomoinoy YeOovVooELRKY Efval LoLo-
{tepa amontnTixdg e€antiog TS PUOME TwV Ypovooelpny. Ot ypovooelpéc etvan
TOAOTAOXOL BEBOPEVA UEYAANG Dlao TUTIXOTNTAC, TEpEYouY YopuBo ot amatto-
OV ONUOVTIXG YGeo Yo TNV anotfxeuor Toug. Autd €yel w¢ amotéheoua ol
avtioTolyol ahyopriuol yior T cUCTABOTOMNGY| TOUC VO EYOLY UEYAAT YEOVIXY
TOAUTTAOXOTNTAL.

[a v xatnyopla cuctadomoinong mou Yag evdlagépet ebvar amopaltnT
TEAOTAL o’ OAAL Lol ATOGTAUCT) TTOU VoL UETEA TOG0 GUOLES Efvan 500 YPOVOOELRES
ue Bdomn 1o oyfuo Touc. Mia tétola amdoTacn Vo meénel va uny ennpedle-
Tow a6 TIC UETAVECES GTO YPOVO, amtd TOV BLIPORETNO PUING detyUaToAndiog
XL To DL popETIXG Uixr Tou Umopel va €youv dVo ypovooeés. T'V autoig
ToUg AOYOoUG, o amhr) andoTaor Onwe 1 Euxheldia 6ev elvon xotdhAnin yio
oUyxplon yeovooelpoy. To mopamdve TeolAfucta AOVovTaL Ue om0 TUOELS TOU
€YOUV TNV BLVATOTNTO VoL AVTIOTOLYOUV Eval UE TOAAG omuela. Auteg ol amo-
otdoeic ovoudlovtar ehaoTixéc. H ehaotint| amdotacT mtou Yewpeltar evpéwe 1
o amoteheopaTixy yio Ypovooetpég eivor 1} Dynamic Time Warping (DTW).

1.1.1 Dynamic Time Warping

H Dynamic Time Warping (DTW) yenouonoteiton yiar Tov unohoytoud e
opoLOTNTAS UETAEY BVUO YPOVOCELRMY TOU Blapépouy Ot URxog 1 o€ Toy OTNTaL.
To Boowd tng mheovéxtnua elvon GTL ETITEETEL TN U Yoy o TeéBAwon (emt-
UALVET 1) GUEEUXVWOT)) LS OAANROLYLNS THIOY (OOTE Vo TUELGEEL UE pio GAAT
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oAAnhouvytar oxdua xou oV oauTéC Topouctdlouvy yeovixt uctépnor. Emmiéov,
oL 500 ypovooelpéc Tou cuyxpelvovton ue v andctacn DTW dev ypetdleton
vo £youy To (0o uixog. Baoixd tng uetovexTnua elvon 1) TETRAUYWVIXT YoVIXT
TOAUThOXOTI T G Tipoc To whixog T’ tng ypovooeipde, O(T?).

‘Eotw 6o ypovooeéc x, y ufxoug n, m avtiotorya. [ Tov unoloyioud
e andotacne DTW dnulovpyeiton évag mivoxag daotdocwy n X m. Kdde
ototyeio ¢ ; (tomxd xbotog) ot Véon (i, j) unoroyileton and tov ToNO:

cij=(zi—y;)? i€[l:n],je[l:m] (1.2)
X1 ouvéyela utohoyileton €vo warping path 6mou opiletan we:
W =wy,w, ..., wg, maz(n,m) <K <n+m-—1 (1.3)
Téhoc, n anéotacn DTW unoloyiletan and tov tiro!

DTW (z,y) = | Y _ wk (1.4)

k=1

1.1.2 DTW Barycenter Averaging

‘Eva 8e0tepo amapaltnto cucTaTnd Yo TOUG TEPLOGOTEPOUS ahyopiiuoug
Ol WEIC TIXNAS CLUCTABOTOINCTG EVOL O UTOAOYIOHOS TNG YPOVOCELRUC-KEVTRO
EVOC GET YPOVOGELOMVY (sxnpéowno’g touc). Il ouyxexpléva Vélouue vo Bpo-
OUE ot ypovooepd 1 omolo ehayiotomolel To GUpOoloUa TV ATOCTACEWY UE
ONEC TIC YPOVOOELRES eVvOG GuVOlou. Wdyvouue va Bpolue Tn Aeyduevn uéon
Ypovooelpd Tou cuvorou. To mpdAnua autd yia Ty amdotacr DTW Adveto
oe exetind ypovo xou €tol €youv mpotadel didpopot evpeaTixol alyopriuol
yioo T Tpooéyyior| Tou 6mwe o NonLinear Alignment and Averaging Filters
(NLAAF) [30], o Prioritized Shape Averaging (PSA) [47], o Cross-Word
Reference Template (CWRT) [4]. Ot nopoandve pédodol avixouv otnv xotn-
Yopiol TwV AEYOUEVWY TEOOBELTIXGY PeVOdmY. Eb® Vo teprypdouue povo tny
state-of-the-art yédodo yio Tov uTohoyioud NG HEoTC YPOVOOELRAC.

O YpnYopdTEQOC XU TO ATMOTEAECUATIXOS EUPEGTIXOGC OhYORIIUOC TTOU U-
ndpyet ot BPhoypapio evar o DTW Barycenter Averaging (DBA) [52]. O
DBA eivon évag emavolnmtindg alyoprduog mou 6Toyelel GTNY EhayIo TOToMo
¢ anéotaong DTW tng ypovooepdc-#évtpou ue OAEC TIC YPOVOOELRES TOU
OET.

O ahyopriuog Eexwvder Ue ULol TEOCWEWVT| YPOVOOELRE-XEVTEO (wcopei Vol e-
fvou o Tuyader) 1 omola avaPBardpiletan oe xde emavdindn. Kdde enavdhndn
repthauBdver Ta e€X¢:
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e Trnoloyioudc tou DTW avdueoa otn ypovooelpd-xévipo xou oe xdie
GAAT] Y POVOOELRS Yol VoL BROUIE TIC GUVOETELS AVAUECN OTIC GUVTETHYUEVES
NG YPOVOOEAC-XEVTPOU UE OAEC TIG CUVTETAYUEVES TWV YPOVOOELPGY TOU
OET.

o H xdie cuvtetayyevn g Yeovooelpdc-xEvipou Yiveton {on ue TNy T
TOU BopUXEVTPOU TOV CUVOEDEUEVWY UE AUTH) CUVTETAYUEVGY TIOU UTOAO-
yiotnxav oto mponyoluevo Briua.

O DBA eivar, 6mwe avagépinxe, évac emavaknmtinog alyoprduoc mou ou-
YxAbvel oe xdmoteg enavarrpeg. Kdlde emavdindn €yel unohoyiotixy moAumio-
x6tnta O(N - T?) v 10 npoto Phpa xow O(N - T') yio to deltepo Bhpa, dtou
N eivon 0 apripog twyv ypovooelpdy xou T’ 1o ufxog toug. Av urtodécouue OTL
o ahyopriuog Teéyel yio I emavahAPelc TOTE 1) GUVOAIXT) TOAUTAOXOTNTA TOU
alyopiduou etva:

O(I(N-T*+N-T))=0(I-N-T? (1.5)

1.1.3 AAyopewduog k-means

Aqgol meprypddape tov odyoprduo DTW yia tov unoloyioud tng anéoTto-
O”NG TWV YPOVOOoER®OY ot Tng pedddou DBA yia tov unohoyioud tng péong
YPOVOOELRAC €VOC oLVOLOL, ElUACTE €Tolol Vo Teptypdoupe Tov ahydprduo
k-means yua ypovooeipéc. O k-means eivan {owe o cuvniéotepog alydpriuog
LY WELO TIXAS CLOTABOTOMNONS Ko YVWOTOE Yo TNV TaryOTNTd Tou. H eqapuo-
Y1) TOU Yl TN CUCTABOTOINCT YEOVOCE®Y UE BAoT TO oy ud Toug AetTouvpYel
o¢ e€nc:

1. Apywog xodoplopds Twv k cUGTABWY X TOV k EXTROCOTKLY Twv clus-
ters.

2. T xdde ypovooeipd Belioxetal 0 TANCIEGTEROS EXTROCKTOC TNE CUUPHVA
ue v anéotacn DTW.

3. Troloyiletar 0 véog exnpdownog xdite cuatddac ue tov ohydprduo DBA.

4. O ahyopuluog otouatdel elte YeTd amd Evay Teoxooplouévo aptiud ena-
VoA Pewy 1 av T0 GUVOAIXS dYPOLoUN TWY ATOCTAGEWY TWV YPOVOCELRMOY
UE TOUC EXTPOCMTOUEC TOUC YIVEL UXPOTERO Ao €V TEOXAIOPLOUEVO 6PLO.
AlopopeTind, eToTEOPY| 6T0 Briua 2.

O k-means éyeL unoroyiotind tohuthoxdtna ion pe O(1-N-k-T?). ‘Onog
BAEmoupe 1 ypovixr tohumhoxdtnTa tng anoctaone DTW ennpedlel onuavtind
NV ToyUTNTO TOU k-means.
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1.2 Movtelornoinorn Xepovooeipwv ue Gaus-
sian Processes

O oxomd¢ TNg BIMAWUATIXAC AUTHS EVAL VO UEWWCOUUE TNV TOEOTEVE YEOVIXN
TOAUTAOXOTNTA TG cucTavoToinong mou ogetheton 6o DTW. Xtn BiSAoypa-
ploc uTdpyouv BLdpopeg peYodoL YLor Vo avTWETWTICOLY auTd To TEOBANua. H
To onuavTr xatnyopia uedodwy elvon ot uédodol avamapdoTaong YPOVOsEL-
ewv. Kdde ypovooepd avamapiotaton o €vay BLUQORETIXG YWEO UXEOTERNS
OLOLC TUTLXOTNTAS XU OTI) GUVEYELXL Ol OVOTOQUC TUCELS AUTES Y PNOULOTOLOUVTOL
YL TNV CUCTADOTOINGT) TWV YPOVOOELOMOV.

'Eyouv npotadel moOMES BlapopeTinég YeD0d0L aVATUEAO TAOTS YPOVOCELRMY
TIOU YENOWOTOOLVTOL Yio CUCTAOOTOMNOT. e auTH TNV StmAwpotixy| Yo yen-
owonojcouue TN pedodo Sparse Gaussian Process Regression, n onola efvou
wa mpooeyyloTiny| pédodog yia Gaussian Process Regression.

1.2.1 Gaussian Process Regression

M Gaussian Process (GP) avomopiotd éva evieyouévne dmetpo ohvoro
TUY OV PETUBANTOV BLUTETAYPEVO GTO YWEO 1| OTO YPOVO Tou omolou xdle
TEMEQUOUEVO UTOGUVOAO axohovlel amd xowol yxoouctav xatavour|. Av e-
WENOOUUE [LOL GUVERTNOT WS EVAL UTELRO GOVOAO OTUEIWY OTO YWEO, TOTE ULla
Gaussian Process Aéue 6Tt elvon Lo xatovopr] Téve 610 YORo TwV CUVIETACE-
ov. Mo GP neprypdpeton povadnd and pio cuvdptnon péone turc m(x) xo
utor ouvdptnon cuvdtaxdpavong (1 kernel) k(z, 2’). H emhoyy| tou kernel xo-
Yopllet v opahdtnTa Tng ouvdptnone. Ot mo yvwotée ouvapthoelc kernel
elvar to RBF xou to Matérn kernel.

Oewpole OTL €youUe éva OET BEBOUEVLY (T4, 1y;) Tou amoteheiton and N
TOUEUTNENOELS %o LTOVETOUUE OTL XdUe ToRUTYENOT ¥; TEOEPYETOL ATO Lol GU-
vaptnon f(x) pe v mpociixn xdmotou yxaouatavol Yoplfou, dSnhady y; =
f(z;) + €, ye ¢ ~ N(0,0%). M GP pnopet va ypnowonoindel wc prior
AAUTOVOUY| X0 VO GUVOLACTEL UE Tl DEDOUEVOL oG YO VO UG DWOEL TNV POs-
terior xotovour, tng ouvdptnonc. Me tnv posterior xotoavour pumnopolue vo
TeoPAéoupe TNy T g ouvdpTtnong f oe Véao T,. To xUpLOTERO UELOVEXTT-
uo Tng Gaussian Process Regression efvar 1 xufur) tng mohumhoxotnta. o
Vv emlhuon Tou TEOBAYUUTOS awToY €youv avamtuyUel yevixd ToAAES Blapo-
ceTiéc mpooeyyloTixéc pédodot. T'a 1o oxomd pag ot Simhwpotin autr Yo
emxevipwiolue ot pla TéTolo TPooEY Yo T U€Vobo.
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1.2.2 Sparse Gaussian Process Regression

H Sparse Gaussian Process Regression (SGPR) eivou wo npooeyyiotixi
uedodog yo Gaussian Process Regression mou mpotdidnxe and tov Tilroia to
2009 [68]. H SGPR ypenowonotel éva oet é€tpa onueinv mou ovopdlovto
inducing points ta omolo cuvoiCouv T0 GUVOAO TV BEBOUEVKY TOU €Y OUUE.
Avutd to inducing points dev avrixouv oo dedopéva, elvon VEd, AyOTERPR OE
opuiuo, onuelor Twv omolwy oL TWES xou oL Veoelg TeENEL Vo utohoyioToly. O
0TOY0¢ elva Vo TpoceyYloTel 1) posterior xatavour| Tou Thrpoug GP poviéhou
ue wa variational xatovour). Auto yiveton ehaytotonowwvtag Ty KL divergence
OVIUECO OTIC BVO AUTES HATAVOUES.

Omnéte, n i xou 1) tonodesio (time location) twv inducing points padoive-
Ton and Tn PeATIoTOTOINOT WG AVTIXEWEVIXAS ouVdETNong. Me tnv posterior
xotavour] TN Yevodou, mou unohoyiletar avaALTIXG OE XAEWOTY LOPQY, UTO-
eel xdmolog var xdvel mpoPAédelc yia Ty Ty Tng ouvdentng f oe véeg Héoelg
Tou Tediou opiopol. H xotavouy| auth| eaptdton pévo amd o inducing points
xo Oyl amd T0 GOVORO TwV BEBOUEVLY OTWE 1) posterior Tou TAfpouc GP po-
vTéhou. 1o oyfjua 1.1 anewxoviCeton 1 posterior xotavour| Tou TEOCEY YO TIXO0
wovtéhou SGPR 6tav eqopudleton oc pa ypovooelpd.

* Observed Data

® Inducing Points

— Mean
Confidence

15 1o —05 0.0 05 10 15

Eyfuo 1.1: Movtehonoinon ypovooeionv ye SGPR.
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H umohoyiotixy moAumhoxdtnTo TNg TREOCEYYIoTIXNC aUThHSC Uedodou elvon
O(nm2 + m3), OTIOU . 0 GUVOANXOC AELIUOC TV BEBOUEVWY UaC, M O aptiudg
Twv inducing points xou m < n. O apriudc m twv inducing points emiéyeton
Ao TOV YENOTN EX TV TEOTERWV.

Télog, éva Yewpnuind anotéleoya nou €6eiée o Burt [16] xou Aettoupyel
¢ Evoeln o T Yeron Alywv inducing points eivon 6t otn nepinTtwon tou
€y oupe 6edouEva Tou axohouoly xavovixr xatovour oto Yweo xou o RBF
kernel, T6te acupnTUaTING apxoLY logn inducing points yia To undevioud Tng
KL divergence.

1.3 llpotewodpevn pedoodog

Ye auth TN SmAwuotixd tpotelvouue uio véa pedodo 600 oTadlwy Yia TN
cucTadoTONoN YEOVOCER®OY UE Bdom To oyfjuc Toug. IlpwTa, povielonotolue
TIC YPOVOOELEC Ye cUvoha and inducing points egapuoélovtog Sparse Gaussian
Process Regression oe xdlc ypovooeipd. X1n cuvéyela, autd to ohvola and
inducing points opyavivovTtol 6e GUGTIOES UE TNV EQOEUOYT| Tou alyopiluou
k-means. I tnv eqopuoyt| Tou adyoplduou k-means ypetalopacte évo PETEo
ATOOCTACTG oL Lot LEVODBO YLl TOV UTIOAOYIOHO TOU XEVTPO EVOC GUVOAOU aTtd
oeT inducing points.

To clvolo twv inducing points yiag ypovooelpde dlotneel To oy U TS xou
YU awtd avtietwnilovye xdle oet and inducing points we pia YpovooeLpd. Ue
AMyotepa otoryeio. o T olyxpeior| Toug yenowonoolue we Bdon Ty andoTo-
on DTW. H duoxohia éyxettar 670 yeyovog 6t ol tortoveoieg (time locations)
TV OlapopeTix®y et and inducing points elvon dwupopetinée. ' autd 0 Adyo
Yenoulomoolue pa dioddotatn exdoyt) tne DTW ue pla mopduetpo a. To
uOvo Tou aAAGLEL ot oyéoT PE ToV xhaoixd alybdprduo tou DTW etvon 6t 7
oLVEETNOT TOTUXOV XOGTOUC YiveToL:

i = (xi — )" +a (to, —yy,)? (1.6)

[No oo = 0 €youye T0 xavovind povodidotato DTW, eveds yo ¢ = 1 €youye T0
owoddotato DTW. H adénon tng Tiung tne Tapauéteou ar £YEL WG ATOTEAECUL
VO AMOTEETETOL 1) AVTLOTOLYLOT TOAAGDY GNUELWY ULAG YPOVOOELRAS O €V KoL
uovo onuelo Tne dAANe. ‘Etol, amd wiar ueydhn Ty TN TOQoUETEOL (v xol UETY,
1 avTioTolylon Tou opllel 1) amOoTACT UAC TORUUEVEL (BlaL.

[ tov unohoyopd TV xEvipwv (Uéowv) xatd tov alyopriuo k-means
yenowomoteiton o odyoéprdyoc DBA ye 1 véo andotaon ywelc xdmolo dhin
oANYY|. LUVETMS, 1) UTOAOYLOTIXT TOAUTAOXOTNTA TNG UeVOOoU Uag elvan:

ON-T-m*+k-1-N-m? (1.7)
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omou eivaw N 0 optdudc TV Yeovooelp®y, T' 1o UAXoc TwV YPOVOCELR®MY, M O
aprduoe Twv inducing points, k o apriuodc twv cusTddwy xou I o apriudg Ty
emofjPewv Tou k-means.

210 TAYpEC %ElUEVO TpOoTEVETAL Xou Wtar OEVUTEPY TO TOAOTAOXTY) AMOCTACT)
Baotouévn xaw auty otov akyoprdpo DTW mou xdver yprion tne duvatdtnrag
mou pog otvel 1 Sparse Gaussian Process Regression yio tny mpoBhedm tiumy
¢ ouvdptnone f. H anéotaon auth noupaheineton oe auth TNV tepiAndn yia
Aoyoug cuvtoutag. H dedtepn pedodog, oe avtideon ye v anrodotepn mou
TEPLYPAPoE TOEAUTAVE, BEV EAEYYETAL TERUUTIXG AOY® EVOC VEUATOC LAOTO-
{none.

H anoteheopatindtnma xon 1 torydtnTar Tng pedodou yag Ye v omhy o-
TOCTUOT ENOANVEDTNXE TEWUUATIXG YENOLOTOWWVTAS 15 Bdoeic ypovooelpmy
an6 to apyeto UCR [20]. Euyxpivoue tny pédods pac ye m = x-logT inducing
points, 6mou x = 1, 2, 3, 4 xou 5, XA OPICUEVES TWES TNG TOQUUETEOU (v, UE
™V e@apuoyr Tou ahyoplduou k-means ye DTW xaw DBA o ohdxhnpeg Tig
yeovooelpéc. O k-means ye DTW xow DBA dewpeiton ot PiShoypapla state-
of-the-art uédodog 6oov agopd v mowdtnTa TNg cucTadonoinong. H yédoddg
MO EYEL XAUADOTEQO UMOTEAECUATO OTIC TEQIOOOTERES BUCELS YPOVOOELPMY Xl
elvon opxeTd TayUTERT POV EYEL UTONOYLO TIXT TOAUTAOXOTN T

O(N -T -1og*T +k-I-N -log’T) (1.8)

Yuurepaouatixd, 1 pédodog mou Tpotelvoupe Uelwvel To Yopufo xa T dlo-
OTATIXOTNTO TV YPOVOTELRWY Yden ot duvourn twv Gaussian Processes. Me
QUTO TOV TEOTO, ETMTUYYAVEL CNUAVTIXY| UEWOT GTNY YEOVIXY TOAUTAOXOTN T
TNC UG TABOTONONC YPOVOCELRMY Ywpelc Vo TEptopllel TNV amoTEAEOUATIXOTNTA
™me.
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Chapter 2

Introduction

2.1 Background

A time series is a sequence of observations measured successively in time.
It is essentially classified as dynamic data because its feature values change
as a function of time. The most obvious example for a time series is probably
the Dow Jones or the development of certain stock prices. Nowadays, with
the increasing power of data storage during the last decades, many real-world
applications store and keep data for a long time. As a consequence, time
series data is generated in many different fields. It can be found in economics
(unemployment rates), social sciences (population), finance, epidemiology
(mortality rates), and the physical sciences (pollution levels) [88].

Time series analysis includes a variety of techniques, such as classification,
clustering, and forecasting. In this thesis, we consider time series clustering.
Clustering is considered the most important unsupervised learning problem.
It is a data mining technique where similar objects are placed into related or
homogeneous groups without advanced knowledge of the groups’ definitions.
Time series clustering problems arise when we observe a sample of time series
and we want to group them into different categories or clusters. Clustering
such complex objects is particularly advantageous because it leads to discovery
of interesting patterns in time series datasets. As these patterns can be either
frequent or rare, several research challenges have arisen such as: developing
methods to recognize dynamic changes in time series, anomaly detection and
character recognition. Time series clustering can also be used as a subroutine
in other data mining algorithms, such as rule discovery, and indexing. Finding
the clusters of time series has applications in many different fields [6]:

e Financial Markets: In financial markets, the values of the stocks
represent time series which vary with time. The clustering of such time
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series can provide insights into the trends in the underlying data.

e Medical Data: Different kinds of medical data such as EEG readings
are in the form of time series. The clustering of such time series can
provide an understanding of the common shapes in the data. These
common shapes can be related to different kinds of diseases.

e Earth Science Applications: Numerous applications in earth science,
such as temperature or pressure, correspond to series, which can be
mined in order to determine the frequent trends in the data.

e Spatio-temporal Data: Trajectory data can be considered a form of
multivariate time series data. The trends in these series can be used in
order to determine the important trajectory clusters in the data.

There are three different ways to cluster time series, namely shape-based,
feature-based or model-based [74]. In the shape-based method, the shapes of
two time series are matched as well as possible. In the feature-based approach,
static features from each time series are calculated and the clustered. In
model-based methods, a raw time series is transformed into model parameters
and then a clustering method is applied to the extracted model parameters.
This thesis is concerned with shape-based clustering.

From a different point of view, clustering algorithms can be classified as
partitioning, hierarchical, density-based, grid-based or model-based algorithms.
Here, we only consider partitioning clustering algorithms because they are
relatively scalable and and easy to implement. In partitioning clustering,
the goal is to make k groups from n unlabelled objects in the way that each
group contains at least one object. The most popular partitioning clustering
algorithm is the well-known k-means. This thesis focuses on partitioning
shape-based clustering.

2.2 Motivation

Time series clustering is a challenging issue for data miners. First of all,
time series databases are often very large databases. They require a large
amount of memory that dramatically slows down the process of clustering.
Another major challenge is that time series data is a type of temporal data
which is naturally high dimensional [7]. Handling such data to perform
clustering is difficult and leads to complicated clustering methods. Finally,
to make the clusters, similar time series should be found. An appropriate
similarity measure between time series is a key issue for any clustering process.
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However, such a process is complicated, because time series are inherently
noisy and include outliers and shifts, at the other hand the length of time
series varies and the distance among them needs to be calculated. These
issues have made the choice of the distance measure a major challenge for
researchers.

A suitable similarity measure must provide a concrete way of evaluating the
distance between any two points. For shape-based clustering, the shape of time
series is the key factor in identifying pattern similarity. Some transformations,
such as offset shifting, translation in time and time scaling will not change
the shape of a time series. We expect to find a dissimilarity measure that
is invariant to these transformations. Simply using Euclidean distance is
not a good choice as it can be easily affected by shifting. The distance
that outperforms every other in this context is the common Dynamic Time
Warping (DTW) [81]. DTW is a robust measure for time series and takes
into consideration the alignment along a time axis. Intuitively, the sequences
are warped in a non-linear fashion to match each other. Unfortunately, DTW
has a quadratic complexity that significantly reduces clustering speed.

Partitioning methods are relatively scalable and fast. The most typical
and widely used partitioning method is k-means, and many other algorithms
incorporate its basic ideas. This method consists of two steps: determine
the "closest" center for each object, and then update these centers. The
algorithm iteratively runs the above steps until convergence. First, it requires
an appropriate similarity measure between two time series. The common
distance measure for shape-based clustering is Dynamic Time Warping. To
find a method that calculates a center (average) of a set of time series under
DTW is a difficult problem, which can be seen as a multiple alignment
problem, and several heuristics have been proposed in the literature. The
state-of-the-art method for center calculation is DTW Barycenter Averaging
(DBA) [52]. DBA is a global averaging method which refines an initially
average time series, in order to minimize its squared distance (DTW) to the
set of time series. K-means algorithm with DTW as a distance measure and
DBA as an averaging method has a time complexity of O(I - N - k- T?), where
I is the number of iterations, /N is the number of time series, k is the number
of clusters and 7' is the length of the series. The problem here is the quadratic
complexity of DTW (O(T?))

Considering all these difficulties in the clustering of time series, dimension-
ality reduction is the common solution to increase the performance and speed
of the clustering process. Dimensionality reduction is a preprocessing step
considered to be a fundamental and important process in time series data
mining. It represents the raw time series in another space by transforming
them to a lower dimensional space or by feature extraction. The learned
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representations are then clustered instead of the whole time series data. The
goal here is to represent the data without slowing down the execution time
and without a significant data loss.

There is a lot of work in the literature considering representation methods
for time series. For example, Adaptive Piecewise Constant Approximation
(APCA) [38] transforms each time series by a set of constant value segments
of varying lengths such that their individual reconstruction errors are minimal.
Another approach is the splines. Torio et al. [34] proposed to model the time
series by using P-spline smoothers and then to cluster the functional objects
as summarized by the optimal spline coefficients using k-means algorithm
and Dynamic Time Warping.

2.3 Thesis contribution

In this thesis, we propose a novel two-stage framework for clustering time
series based on their shapes. First, we use Sparse Gaussian Process Regression
(SGPR) as a representation method to model the series by a (much) lower
number of data points. We then apply k-means algorithm on these learned
points with a modified version of Dynamic Time Warping (DTW) as the
distance measure.

We suppose each time series is a noisy realization of a functional form.
To find the function that better fits the time series we perform Gaussian
Process Regression. Gaussian Process (GP) is a collection of random variables
indexed by time, such that every finite collection of those random variables
has a multivariate normal distribution. It is completely characterized by a
mean and a kernel function. GPs are powerful tools and are widely used for
regression tasks. The main drawback of Gaussian Process Regression (GPR)
is its cubic complexity.

They have been proposed many methods to overcome this computational
issue. Here, we focus on a method, proposed by Titsias [68], called Sparse
Gaussian Process Regression (SGPR). SGPR learns m extra data points
(inducing points) that summarize the time series data. These m inducing
points are fewer than the series data points and are used to perform the
regression task. The method has a time complexity of O(T - m?).

We model each of the N time series using Sparse Gaussian Process Re-
gression and we get N sets of m inducing points. We then perform clustering
with k-means using these representations. We propose two different distance
measures, based on DTW, and their corresponding averaging methods, based
on DBA, to handle the sets of inducing points. The framework has a total
time complexity of O(N - T -m? +k-1-N -m?).
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Our framework can handle noise and outliers and because of its adaptive
nature can reduce the dimensionality of the time series significantly. It
improves the time and space complexity of shape-based clustering without
losing quality. Due to implementation reasons we only tested our framework
with one of two proposed distances. The experimental study shows that
our framework using m = x - logT' (where x = 1,2,3,4,5) inducing points
outperforms in most datasets the classical k-means algorithm with DTW on
the whole time series data, which is a state-of-the-art method.

2.4 Thesis structure

The remaining of the thesis is structured as follows. In Chapter 3 we review
similarity measures for time series, and emphasis is given to the description
of Dynamic Time Warping. In Chapter 4 we present existing methods for
averaging a set of time series data. Within Chapter 5, we describe some
representation methods for time series and present two well-known clustering
algorithms. In the next chapter (Chapter 6), we introduce Gaussian Processes
and Sparse Gaussian Process Regression. In Chapter 7 we review some
previous work and propose our framework for time series clustering. Finally,
in Chapter 8 we present the experimental results of our framework and in
Chapter 9 we make our concluding remarks.
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Chapter 3

Distance measures

Time series data is a collection of observations obtained through repeated
measurements over time. Time series data is everywhere, since time is a
constituent of everything that is observable. As our world gets increasingly
instrumented, sensors and systems are constantly emitting a relentless stream
of time series data.

In the following sections we give a formal definition of time series data
(Section 3.1) and we introduce shaped-based measures which compare the
overall shape of the time-series based on its actual values. Shaped-based
measures can be divided into two subgroups: lock-step measures (Section 3.2)
and elastic measures (Section 3.3).

3.1 Time series data

A time series is an ordered sequence of observations at successive time
points. It is a common type of dynamic data that naturally arises in many
different scenarios such as statistics, signal processing, pattern recognition,
astronomy, finance, and largely in any domain of applied science and en-
gineering which involves temporal measurements. Time series pose some
challenging issues due to their large size and high dimensionality [7]. In this
context, dimensionality of a series is related to time, and it can be understood
as the length of the series. Additionally, a single time series may consist
several values that change on the same time scale (multivariate time series).
Adopting the definition of time series stated by Esling and Agon [23], we have
the following;:

Definition 3.1.1 (Time series). A time series X of length n is a sequence of
pairs

X = [(z1,t1), (a, t2), ..., (xn, tn)] || (B1<ta<..<ti<..<t, (3.1)
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where each z; is a data point in a d-dimensional space and each t; represents
the point in time when x; was measured. If the relevant time-series share the
same sampling rates, the time stamps can be omitted and the time series can
be regarded as an ordered sequence of d-dimensional data points.

Time series data are analyzed using a variety of statistical techniques,
such as classification, clustering, and anomaly detection. This thesis focuses
on time series clustering. Clustering is a well-known unsupervised machine
learning method for dividing observations into groups (called clusters) such
that observations within the same cluster tend to be more similar than those
in different clusters [91].

To determine whether time series data are similar, one must first decide on
a measure to quantify this similarity. The choice of distance is fundamental
and it is particularly important in the presence of dynamic data, such as time
series. Many different distance measures have been proposed in the literature.
Here we focus on shape-based measures.

3.2 Lock-step measures

In this section, we introduce the definition of Minkowski distance, a lock-
step measure. As with all lock-step measures, this distance measure require
both time series to be of equal length (n=m) and compare time point 7 of time
series x with the same time point ¢ of time series y. Note that we examine
the lock-step distance measures from a time series perspective, but that these
measures can also be used for non-time series clustering assignments. The
only requirement is that all observations are numerical vectors of equal length.

3.2.1 Minkowski distance
The Minkowski distance is defined by

Amin(T,y) = Z |lz; — yil? (3.2)

This is the L,-norm of the difference between two equal length vectors.
It is the generalization of the commonly used Euclidean distance (p = 2),
Manhattan distance (p = 1) and Chebyshev distance (p = 00). The formulas
for those distance measures can be found in Equations (3.3) and (3.4). For

31



clustering, usually only the Euclidean distance and Manhattan distance are
considered.

Euclidean distance: d.,.(z,y) =

Manhattan distance: d,,q,(z,y) = Z |z; — il (3.4)
i=1

Minkowski distance is a metric distance function, since it obeys to the
three fundamentals metric properties: non-negativity, symmetry and triangle
inequality. It is very intuitive, free of parameters, and takes linear time,
meaning that the time complexity for all p is O(n). On the other hand, it
has some limitations, such as: high sensitivity to small distortions in the time

axis [40], noise and outliers [56] because fixed pairs of data are compared.

3.3 Elastic measures

For most applications, simple distance measures such as L,-norms are
sufficient and they also provide a low time complexity [73]. Nevertheless there
are cases when the overall shape of two time series is similar, but one of them
is accelerated or decelerated. Let’s take the example of recorded speech. The
same word spoken by two different speakers will produce time series similar
in shape, but deformed by the speakers pace and intonation. In order to find
the similarity and thus to achieve a better alignment, we have to warp the
time axis. This is illustrated by Figure 3.1. The upper part of the image
shows a simple alignment of two similar time series using Euclidean distance,
which will produce a rather high dissimilarity value due to its sensitivity to
irregularities in the time axis. This issue is addressed by elastic distance
measures, such as Dynamic Time Warping (DTW).

Elastic distance measures are designed to work with time-series data.
They create a non-linear mapping to align the series and allow comparison of
one-to-many points. This makes it possible for them to warp in time and be
more robust when it comes to, for example, handling outliers.

In this section, we introduce the most commonly used elastic distance
measure, Dynamic Time Warping (DTW). The experimentation in [23], [92],
[73] has shown that, on average, DTW is the best available distance measure
for time series.
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E.uclidean

Figure 3.1: Euclidean vs DTW. Source: Employing Subsequence Matching in
Audio Data Processing (Fig. 6 in [71]).

3.3.1 Dynamic Time Warping (DTW)

The Dynamic Time Warping (DTW) is one of well-known elastic distance
measures between two given (time-dependent) sequences that finds an optimal
alignment between them under certain restrictions. Intuitively, the sequences
are warped in a non-linear fashion to match each other. While DTW originally
has been used to compare different speech patterns in automatic speech
recognition [57], it is currently used in many areas, such as data mining
and time series clustering [48], computer vision and computer animation [1],
protein sequence alignment and chemical engineering [70] and music and
signal processing [2].

In this subsection, we first introduce the main ideas of classical DTW
(Section 3.3.1.1) and then we summarize several modifications concerning
local (Section 3.3.1.2) and global parameters (Section 3.3.1.3).

3.3.1.1 Classical DTW

Given two time series X = (x1, 22, ..., x,),n € Nand Y = (y1, Y2, .., Ym), M €
N represented by the sequences of values DTW yields optimal solution in
O(n - m). The only restriction placed on the data sequences is that they
should be sampled at equidistant points in time (this problem can be resolved
by resampling).

In the following, we fix a feature space denoted by ®. Then xz;,y; € ® for
i €[l:n]and j € [1:m]. To compare two different features X,Y € &, one
needs a local distance measure which is defined to be a function:

d:dxd—R>0 (3.5)

Intuitively d has a small value (low cost) when sequences are similar
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10
1

Figure 3.2: Raw time series, dotted lines show the desirable alignment.
Source: Dynamic time warping for predictive modeling using sensor data
(Fig. 1 in [21]).

and large value (high cost) when they are different. Since the Dynamic
Programming algorithm lies in the core of DTW it is common to call this
function, the cost function. The task of optimal alignment of the sequences
then becomes the task of arranging all sequence points by minimizing the
overall cost.

Evaluating the cost measure for each pair of elements of the sequences
X and Y, one obtains the distance matrix C' € R™*™. Algorithm starts by
computing this matrix, which is also called local cost matrix. The local cost
matrix for the alignment of two sequences X and Y is:

CeR™™: cy=(x—y) i€[l:n,je[l:m] (3.6)

After computing the local cost matrix, the goal is to find an alignment
between X and Y having minimal overall cost. Intuitively, such an optimal
alignment runs along a "valley" of low cost within the cost matrix C', Figure
3.3. This alignment path (or warping path) defines the correspondence of
an element x; € X to y; € Y following three conditions. The next definition
formalizes the notion of a warping path.

Definition 3.3.1 (Warping path). An (n, m)-warping path (or simply re-
ferred to as warping path) is a sequence p = (py, ..., pr) with p; = (n;,m;) €
[1:n] x[1:m]for [ € [1: L] satisfying the following three conditions:
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Figure 3.3: Time series alignment, cost matrix heatmap. Source: Dynamic
Time Warping Algorithm Review (Fig. 2 in [61]).

1. Boundary condition: p; = (1,1) and p;, = (n,m).

2. Monotonicity condition: n; < ny; < ... < nyp and m; < my < ... <
mry,.

3. Step size condition: p,1 —p; € {(1,0),(0,1),(1,1)} for i € [1: L—1].

Note that the step size condition (3) implies the monotonicity condition
(2), which nevertheless has been quoted explicitly for the sake of clarity. A
warping path p = (pi,...,pr) defines an alignment between two sequences
X = (21,29, ...,x,) and Y = (y1, Y2, ..., Ym) by assigning the element x,, of X
to the element y,,, of Y. The boundary condition (1) states that the starting
and ending points of the warping path must be the first and the last points
of the aligned sequences. In other words, the alignment refers to the entire
sequences X and Y. The monotonicity constraint preserves the time-ordering
of points. Finally, the step size condition limits the warping path from shifts
in time while aligning sequences.
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Figure 3.4: The optimal warping path aligning time series from the Figure 3.3.
Source: Dynamic Time Warping Algorithm Review (Fig. 3 in [61]).

The cost associated with a warping path will be:

L
CP(X> V)= Z C(xnu yml) (3.7)
=1

The warping path which has a minimal (optimal) cost called the optimal
warping path. We will refer to this path as P*.

In order to find such an optimal path, we need to test every possible
warping path between X and Y which could be computationally challenging.
To overcome this challenge, D'T'W employs a Dynamic Programming-based
algorithm with complexity O(n - m).

The DTW distance DTW (X,Y) between X and Y is then defined as the
total cost of P*:

DTW(X,Y) = (X, Y) = min{c,(X,Y),p € P"*™} (3.8)
The P™™ is the set of all possible warping paths and builds the accumu-
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lated cost matrix or global cost matrix D which is defined as follows:
1. First row: D(1,5) = S0, c(x1,u),5 € [1,m)].
2. Second row: D(i,1) = 3_, c(x1,11),i € [1,7].

3. All other elements: D(i,j) = min{D(i — 1,5 —1),D(i,j — 1), D(i —

+ c(z,y5),i € [L,n],j € [1,m].

Algorithm 1 builds the accumulated cost matrix, where X and Y are the
input time series and C' is the local cost matrix representing all the pairwise
distances between X and Y.

Algorithm 1 AccumulatedCostMatrix(X, Y, C)
n <+ | X|
m <+ |Y]
dtw[] < new[n x m]
dtw(0,0) < 0
fori=1;1<n;i++ do

dtw(i, 1) < dtw(i — 1,1) 4 ¢(i, 1)
for j=1;7<m;j++ do

dtw(1,j) < dtw(1,5 — 11) + ¢(1, 5)
fori=1;1<n;i++ do

for j=1;7<m;j+ + do

dtw(i, j) < c(i, j)+min{dtw(i—1, j); dtw(i, j—1); dtw(i—1,7—1)}

: return dtw

— =
e =)

—
[\

Once we built the accumulated cost matrix, the warping path could be
found by simple backtracking from the point penq = (m, n) to the pger = (1,1)
following the greedy strategy described by Algorithm 2.

We continue with some remarks about Dynamic Time Warping. First,
it is easy to see that the DTW distance is symmetric when the local cost
measure c is symmetric. Second, the DTW distance is in general not positive
definite even if this holds for ¢. For example, one obtains DTW(X,Y) =0
for the sequences X = (z1,25) and Y = (21,21, T2, T2, T2) in case c(xy, 1) =
c(xe,x9) = 0. Furthermore, the DTW distance generally does not satisfy the
triangle inequality even when c is a metric. This fact is illustrated by the
following example.

Consider the three sequences x = [0,1,1,2], y = [0,1,2] and z = [0, 2, 2].
Using the distance ¢(x,y) = |x — y| as a metric, we have that DTW (z, z) = 2,
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Algorithm 2 OptimalWarpingPath(dtw)

1: path[] < new array

2: 1 = rows(dtw)

3: j = columns(dtw)

4: while (i > 1)&(j > 1) do

5 if i =1 then

6: je -1

7: else if j =1 then

8 14—1—1

9: else

10: if dtw(i —1,7) = min{dtw(i — 1, j); dtw(i,j — 1);
11: dtw(i — 1,7 — 1)} then

12: 1 1—1

13: else if dtw(i,j — 1) = min{dtw(i — 1, j); dtw(i,j — 1);
14: dtw(i — 1,7 — 1)} then

15: e -1

16: else

17: 14—1—1; j+<75—1

18: path.add((i, 7))

19: return path
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DTW (x,y) =0 and DTW (y, z) = 1. Therefore the triangle inequality does
not hold for DTW, since it is not true that: DTW(z,z) < DTW (z,y) +
DTW (y, z).

The time complexity of the DTW algorithm is O(n - m) [81]. Assuming
that n > m, the time complexity is O(n?). The 50 years old quadratic time
bound was broken in 2018, an implementation due to Gold and Sharir that
enables computing DTW in O(n?/loglog(n)) time and space [27]. The natural
implementation of DTW also has O(n - m) space complexity. This bound was
recently broken using a divide-and-conquer algorithm by Tralie and Dempsey,
yielding a linear space complexity of O(n + m). This algorithm has an added
advantage of being amenable to parallel computation [69].

Various modifications have been proposed in order to speed up DTW
computations as well as to better control the possible routes of the warping
paths. In the next sections, we will discuss some of these variations.

3.3.1.2 Slope Constraint

The step size condition of a warping path represents a kind of local
continuity condition, which ensures that each element of X is assigned to
an element of Y and vice versa. However, one drawback of this condition
is that sometimes it tends to create an unrealistic correspondence between
time series by assigning a single element of one sequence to many consecutive
elements of the other sequence. This leads to long vertical and horizontal
segments in the warping path.

In order to avoid such phenomena, one can modify the step size condition
to locally prevent horizontal and vertical displacements. For that, some
sideways displacements are artificially added to make the path as diagonal as
possible [46]. A first solution, presented in Figure 3.5, consists in considering
three local displacements. This process can be extended to a larger number
of possible displacements around the diagonal.

Let as call K, the number of elementary steps of the longest local dis-
placement. The recursion of the resulting accumulated cost matrix D for
K, =2 is given by:

Di 1 o+dij1+d;;
Di,j =min D’i*l,jfl + dz,] (39)
D1 +di—1j+dij
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(b)

Figure 3.5: The figure illustrates the allowed values used to compute the
new D; ;. (a) With a constraint slope K, = 2, (b) the general case of local
constrained admissible steps with any K,. Source: Time-series averaging
using constrained dynamic time warping with tolerance (Fig. 6 in [45]).

For the general case, it is given by:

( K,
Di vk, + 2 320 dij—(k,—k)
K,—1
Di1j-rp-1) + 2021 dij—(r,—1-k)

Diyjo+dij1+d
D;j=ming Di 11 +d;; (3.10)
Di_gj 1 +di1j+dij

Ky,—1
Di_(r,-1),j-1 +sz:p1 di (K1) 5
\Di—Kp,j—l + Zkil dif(Kp*k)’j
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3.3.1.3 Global path constraints

Another common DTW variant is to impose global constraint conditions
on the admissible warping paths. Such constraints improve the computa-
tional cost and optimize the DTW sensitivity similarly to the step function
constraints. More precisely, let R C [1 : n] x [1 : m] be a subset referred to as
global constraint region. Then a warping path with respect to R is a warping
path that entirely runs within the region R. The subset of matrix that the
warping path is allowed to visit is called a warping window or a band.

a b N~

k'

™ I

"

e

Sakoe-Chiba band Itakura parallelogram

Figure 3.6: Examples of global constraints: (a) Sakoe-Chiba band, (b) Itakura
parallelogram. Source: Similarity Measures and Dimensionality Reduction
Techniques for Time Series Data Mining (Fig. 8 in [18]).

Two well-known global constraints are the Sakoe-Chiba band [57] and the
Itakura parallelogram [35], Figure 3.6. The Sakoe-Chiba region is defined
through a window size parameter which determines the largest temporal shift
allowed from the diagonal in the direction of the longest time series. On the
other hand, the Itakura constraint region is a parallelogram. Contrary to
the Sakoe-Chiba band, whose width is constant, the Itakura parallelogram
has a varying width, allowing for larger time shifts in the middle than at the
first and last time points. It is defined through a max slope parameter which
determines the slope of the steeper side.
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Chapter 4

Time series averaging

As mentioned in the previous chapter, the traditional Euclidean distance
metric is not, in general, an accurate similarity measure for time series.
Dynamic Time Warping (DTW) has been proposed and is widely recognized
as a relevant measure in various time series applications. Given this similarity
measure, many distance-based algorithms can be used in the time series
setting. However, many of them, like the well-known K-means algorithm,
also require an averaging method and highly depend on its quality.

Unfortunately, estimating the centroid of a set of time series under time
warp is not a trivial problem. In this chapter, we present initially the consensus
sequence problem (Section 4.1) and then we review the multiple temporal
alignment problem (Section 4.2) presenting some progressive and iterative
centroid estimation approaches under time warp.

4.1 Consensus sequence

As we focus on DTW, we will only detail the consensus sequence problem
from that side. In the context of sequences, the term consensus is used with
two meanings: (i) the medoid sequence (Section 4.1.1) and (ii) the average
sequence of the set of time series (Section 4.1.2).

4.1.1 Medoid sequence

The goal is to find a sequence in the center of a set of time series. The
commonly accepted definition of a center is the object minimizing the sum
of (squared) distances to time series within the same set. This sum is also
known as Within Group Sum of Squares (WGSS) or inertia. When the center
must be found in the dataset, it is called the medoid sequence. In the context
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of time series clustering, algorithms like K-medoids are using the medoid of
a set of sequences which in some cases can handle noises and outliers better
than K-means.

100

Medoid as a prototype

Sample value

1 5I 10

Time
Figure 4.1: Medoid as a prototype. Source: Time-series Clustering by
Approximate Prototypes (Fig. 1 in [32]).

4.1.2 Average sequence

When the search space of the center is not restricted, we use the term
average sequence. We introduce the definition of an average sequence when
the corresponding similarity measure is Dynamic Time Warping.

Definition 4.1.1 (Average sequence). Let X = {x1,...,xy} be a set of N
time series x; = (z1, ...4;7),7 € {1,..., N} and S the space of all time series
sequences. Vs € S, the average sequence c¢ should satisfy the following:

N N
> DTW(x;,¢) <Y DTW(x;,s) (4.1)
i=1 i=1
Since there is no information on the length of the average sequence c, the
search cannot be limited to sequences of a given length, so all possible length
values for averages have to be considered. In the following, we will review
some methods used to determine the multiple temporal alignment of a set of
time series.

4.2 Multiple temporal alignments

Temporal warping alignment of time series is a tricky problem [3]| and has
been an active research topic in many scientific disciplines such as speech
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recognition [17] and bio-informatics [3|. It can be shown that a multiple
alignment provides an average sequence and conversely [51]. In order to
estimate the centroid of two time series under DTW, one standard way is to
embed the time series into a new Euclidean space defined by their temporal
warping alignment. Then the centroid can be estimated as the average of the
linked elements. The problem becomes more complex when the number of time
series is more than two, as one needs to determine a multiple alignment that
links simultaneously all the time series on their commonly shared elements.

In this subsection, we first give an exact solution to the problem (Sec-
tion 4.2.1) and then we review some progressive (Section 4.2.2) and iterative
centroid estimation approaches (Section 4.2.3).

4.2.1 Exact solution

An exact solution to the multiple alignment problem can be given by
extending DTW for aligning N sequences [52]. For example, instead of
computing DTW by comparing three values in a square, one have to compare
seven values in a cube for aligning three sequences. This can be generalized
by computing DTW in a N-dimensional hypercube. Thus, C' can be found by
averaging column by column the multiple alignment. However this method
presents two major difficulties that prevent its use. First, the multiple
alignment process has a time complexity of ©(T"), with T being the time
series length. Second, the global length of the multiple alignment can be on
the order of TV, requiring unrealistic amounts of memory |72].

Unfortunately, many years of well-motivated research have not provided
any exact scalable algorithm, neither for the consensus sequence problem,
nor for the multiple alignment problem. In the following, we review several
methods for estimating the centroid of aligning more than two time series.

4.2.2 Progressive approaches

The progressive approaches estimate the global centroid by combining
pairwise time series centroids through different strategies. Here, we present
some of the most important ones.

4.2.2.1 NonLinear Alignment and Averaging Filters (NLAAF)

NonLinear Alignment and Averaging Filters (NLAAF) [30] is a time series
averaging strategy that uses a simple pairwise method where each coordinate
of the average sequence is calculated as the center of the mapping produced
by DTW. Initially, we randomly select (N/2) pairs of time series and we
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then apply the method to each pair. That way, (N/2) averaged sequences
are created. Then those (N/2) sequences, in turn, are pairwise averaged
into (N/4) sequences, and so on, until one sequence is left. As illustrated in
Figure 4.2, the averaging method (between two sequences) is applied (N — 1)
times.

C[:':[C{xl .-x-ﬁ}!c(xfi!x‘ﬂnsc{c(xﬁ :x4}:‘:[x5 ,17}}} Global centroid
/ \
C(C{X]1X5),C{X3,X2:l} C{Q{XS-.X-‘-]:C{xmxT}}
/7 N\ / \
¢(x1,%s) ¢(xa,xz) c(xs,%Xa) ¢(x6,X7) Intermediate centroids

VANVANVANIVA

X6 X7  Randomize selection pairs

Figure 4.2: Centroid estimation by random pairwise centroid combination.
Source: A Comparison of Progressive and Iterative Centroid Estimation
Approaches Under Time Warp (Fig. 1 in [64]).

The main drawback of the strategy is the growth of its resulting mean [52].
Each use of the averaging method can almost double the length of the average
sequence. As a result, the NLAAF procedure could produce a global average
sequence up to N x T in length. Consequently, NLAAF is generally used with
a process that reduces the length of the average, which unfortunately leads
to loss of information and poor results. Furthermore, the average depends on
the selection of time series as different choices lead to different results.

NLAAF produces an average of two time series computing DTW between
these two series, which has a time complexity of ©(7?). Then, to compute
the temporary average series, it requires O(7") operations. To reduce the
length of the average, Uniform Scaling is commonly used which has a time
complexity of (T + 2T + 3T + ... + T?) = O(T?), and thus the complexity
of averaging two series is O(T + T? + T3) = O(T?). Consequently, NLAAF
has time complexity [52]:

O((N —-1)- (T+T*+T°)=0O(N-T°) (4.2)

4.2.2.2 Prioritized Shape Averaging (PSA)

Prioritized Shape Averaging was introduced in [47] to avoid the bias
induced by the random selection of pairs during the NLAAF procedure. PSA
is a framework that uses the Ascendant hierarchical scheme. The pairwise time
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series averaging is guided by the dendrogram obtained through hierarchical
clustering, meaning that the most similar time series are averaged first.

Although this strategy removes the bias, the length of the average sequence
remains a problem. In case one alignment between two sequences leads to
two connected components, the overall resulting mean will have only two
coordinates. To solve this problem the authors proposed to replicate each
coordinate of the average sequence as many times as there were associations
in the corresponding connected component. Unfortunately, this repetition
causes the same problem observed with NLAAF.
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Figure 4.3: Example of six time series sequence averaging using PSA.
Source: A Comparison of Progressive and Iterative Centroid Estimation
Approaches Under Time Warp (Fig. 2 in [64]).

PSA computes an average of two time series following the same procedure
as NLAAF. Additionally, as PSA is using a hierarchical strategy to order
time series, it has at least to compute a dissimilarity matrix, which requires
©(N? - T?) operations. The overall PSA averaging of a set of N series then
requires [52]:

O(N—-1)-(T+T*+T* +N*-T?)=0(N-T*>+ N*-T? (4.3)

4.2.2.3 Cross-Word Reference Template (CWRT)

Abdulla et al. [4] proposed another way to estimate the centroid, where
DTW between each time series and a reference one, usually the time series
medoid, is first performed. The global estimated centroid is then computed
by averaging the time-aligned time series across each point. This approach is

called Cross-Word Reference Template (CWRT).
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Figure 4.4: Centroid estimation based on a reference time series. Source: A
Comparison of Progressive and Iterative Centroid Estimation Approaches
Under Time Warp (Fig. 3 in [64]).

The resulting centroid has the same length as the reference time series
and the advantage that does not depend on the order in which time series
are processed. Nevertheless, the method still remains a heuristic approach.

4.2.3 Iterative approaches

Iterative approaches work similarly to the progressive ones, but they
are able to reduce the error propagation by repeatedly refining the centroid
and realigning it to the initial time series, until its stabilization. Here we
introduce the most well-known iterative heuristic, DTW Barycenter Averaging
(DBA) [52].

4.2.3.1 DTW Barycenter Averaging (DBA)

DBA is a global averaging method which refines an initially (potentially
arbitrary) average time series, in order to minimize its squared distance
(DTW) to the set of time series.

Let us provide a description of the mechanism of DTW Barycenter Av-
eraging. The goal is to minimize the sum of squared DTW distances from
the average time series to the set of time series (WGSS). This sum is created
by single distances between each coordinate of time series and coordinates of
time series associated with it. Therefore, the contribution of one coordinate of
the average series to the total WGSS is actually a sum of euclidean distances
between this coordinate and coordinates of time series associated with it
during the computation of DTW. We should note that a single coordinate of
one of the time series may contribute to the new position of several coordinates
of the average. As a result, any coordinate of the average series is updated
with contributions from one or more coordinates of each series. To minimize
this partial sum for each coordinate of the average, we take the barycenter of
this set of coordinates. DBA computes each coordinate of the average series
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as the barycenter of its associated coordinates of the set of series. Thus, each
coordinate will minimize its part of the total WGSS in order to minimize
the total WGSS. The updated average is formed once all barycenters are
computed.

Figure 4.5: DBA iteratively adjusting the average of two time series.
Source: A global averaging method for dynamic time warping, with applica-
tions to clustering (Fig. 2 in [52]).

The barycenter is defined as:

X1+ ...+ X

- (4.4)

barycenter{ Xy, ..., X} =

Technically, for each refinement iteration, DBA runs in two steps:

e Computing DTW between each individual series and the temporary
average, in order to find associations between coordinates of the average
series and coordinates of the set of time series.

e Updating each coordinate of the average series as the barycenter of
coordinates associated to it during the previous step.
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After each iteration the associations created by DTW may change. As it
is impossible to predict how these associations will change, the two steps are
repeated until convergence. Thus, DBA is an iterative strategy. Figure 4.5
shows four iterations of DBA on an example with two series. Algorithm 3
presents the complete DBA computation.

The DBA algorithm starts with an initial average series, the length and
the values of which are selected by the user. Experiments have shown that
a length of around 7' performs well in practice. Regarding the values of
the initial coordinates, a random sequence or an element of the set of series
are usually used. It is important to note also that DBA has a guarantee of
convergence [52].

DTW Barycenter Averaging, as explained previously, consists of two
steps at each iteration. First, it determines the set of associations between
coordinates and thus it has to compute DTW once per series to average, that
is N times. Therefore the complexity of Step 1 is ©(N - T?). Second, it has
to update the average series, which requires ©(N - T') operations. If we let [
be the number of iterations of DBA, then the overall time complexity of the
algorithm is:

OU(N-T*+ N-T))=06(I-N-T? (4.5)

As I < T, the time complexity of DBA is smaller than PSA and NLAAF
ones.

DBA is currently a reference method to average a set of sequences consis-
tently with Dynamic Time Warping. Schultz and Jain [60] showed that DBA
can be seen as a majorize-minimize algorithm that converges to necessary
conditions of optimality after finitely many iterations. Empirical results have
showed that for increasing sample sizes the proposed stochastic subgradient
(SSG) algorithm is more stable and finds better solutions in shorter time than
the classical DBA algorithm on average.
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Algorithm 3 DBA

IR A

. C=(Ch,...,Cp) > The initial average series
0 S1 = (81450 S14) > The 1% series to average
Sp = (Snys -y Snp) > The n'" series to average

Let T be the length of time series

Let assocTab be a table of size T containing in each cell a set of coordi-
nates associated to each coordinate of C

Let m[T,T] be a temporary DTW (cost,path) matrix

10:

11:
12:
13:
14:
15:
16:
17:
18:
19:
20:

21:
22:

23:

assocTab < [0, ..., 0]
i = rows(dtw)
J = columns(dtw)
for seq in S do
m <« DTW(C, seq)
i T
3T
while (i > 1)&(j > 1) do
assocT'abli] < assocTabli] U seq;
(i,7) < second(mli, j])
for i=1 to T do
C! = barycenter(assocTab|i])

return C’
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Chapter 5

Time series clustering

Clustering [79] is the task of grouping a set of objects in such a way that
objects in the same group (called a cluster) are more similar to each other
than to those in other groups (clusters). A special type of clustering that
handles dynamic data is time series clustering.

Time series clustering is an interesting data mining concept, which is
motivated by several research challenges including similarity search of bio-
informatics sequences [65], as well as the challenge of developing methods to
recognize dynamic change in time series [31]. It is also an important task in
the field of finance and marketing research [8]. For example, in a marketing
database, different daily patterns of sales of a specific product in a store can
be discovered. Furthermore, clustering time series has received significant
attention not only as a powerful stand-alone exploratory method, but also
as a preprocessing step or subroutine for other tasks such as prediction and
recommendation |74].

Reviewing existing works in the literature, it is implied that there are
essentially three different ways to cluster time series, namely shape-based,
feature-based and model-based [74].

In the shape-based method, the shapes of two time series are matched
as well as possible, by a non-linear stretching and contracting of the time
axes. This method has also been labelled as a raw-data-based method since
it typically works directly with the raw data. Shape-based algorithms usually
employ conventional clustering algorithms, which are compatible with static
data while their distance measure has been modified with an appropriate one
for time series.

In the feature-based approach, static features from each time series are cal-
culated. This greatly reduces the computational complexity of the clustering
process. Although the feature extraction process is often generic, extracted
features need not be similar for all applications. Every feature should be
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chosen based on its suitability for the domain in question.

In model-based methods, a raw time series is transformed into model
parameters (we assume an underlying parametric model for each time series)
and then a suitable model distance and a clustering method is chosen and
applied to the extracted model parameters. However, it is shown that usually
model-based approaches have scalability problems, and their performance
reduce when the clusters are close to each other.

In this thesis, we only consider shape-based clustering. Our goal is to
make k groups from n unlabelled objects in the way that each group contains
at least one object (partitioning clustering). The number k is considered
known beforehand.

A shared component of many different approaches for time series clustering
is dimension reduction. Time series dimension reduction is known as time
series representation as well. A representation method represents the raw time
series in another space by transforming them to a lower dimensional space.
A conventional clustering algorithm can be applied then to cluster these
representations instead of the whole time series. The reduced representation
can also be stored in memory instead of the whole series saving a large amount
of memory.

In this chapter, we initially describe some representation methods for time
series (Section 5.1) and then present two basic algorithms for partitioning
shape-based clustering (Section 5.2).

5.1 Representation methods

Data representation is one of the main challenging issues for time series
clustering. Because, all raw time series data cannot fit in the main memory [42]
that increases the need for dimensionality reduction. In addition, the time
series data are multidimensional, which is a difficulty for many clustering
algorithms to handle, and it slows down the calculation of the similarity
measurement. Consequently, it is very important to represent the data without
slowing down the algorithm’s execution time and without a significant data
loss. In fact, it is a trade-off between speed and quality and all efforts must
be made to obtain a proper balance point between quality and execution
time. Some requirements can be listed for any time series representation
methods [49]:

e Significantly reduce the data size.

e Maintain the local and global shape characteristics of the time series.
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e Acceptable computational cost.
e Reasonable level of reconstruction from the reduced representation.
e Insensitivity to noise or implicit noise handling.

In taxonomy of representations [9], there are generally four representation
types: non-data adaptive, data adaptive, model-based and data dictated
representation approaches as are depicted in Figure 5.1.

Representation
method

|
] 1 1 |

Non-cata Data adaptive Model-based Data dictated
adaptive

Figure 5.1: Hierarchy of different time series representation approaches.
Source: Time-series clustering - A decade review (Fig. 4 in [9]).

5.1.1 Non-data adaptive

Non data-adaptive techniques use the same set of parameters for dimen-
sionality reduction regardless of the underlying data. The first technique
suggested for dimensionality reduction of time series was the Discrete Fourier
Transform (DFT) [10].

The basic idea of spectral decomposition is that any signal, no matter
how complex, can be represented by the superposition of a finite number of
sine (or/and cosine) waves, where each wave represented by a single complex
number known as a Fourier coefficient. A time series represented in this
way is said to be in the frequency domain. Agrawal et al. [10] observed that
only the first few waves appear to be dominant and therefore the rest can
be omitted without any great impact on the reconstruction error. Thus the
final time series representation after DF'T are the coefficients of the first k
waves. A very important property of DFT for data mining applications is
Parseval’s Theorem. It states that the total energy of a signal in the time
domain is preserved in its projection into frequency space [40|. Disregarding
the error introduced by the truncation at k, this means that the euclidean
distance will hold the same for the original signal as its transformation. The
reduction of dimensionality is implied by the usage of k£ complex coefficients.
Furthermore, the Parseval’s Theorem provides that the distance between
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Figure 5.2: The first 4 Fourier bases can be combined in a linear combination
to produce X', an approximation of the sequence X. Note each basis wave
requires two numbers to represent it (phase and magnitude). Source: Dimen-
sionality Reduction for Fast Similarity Search in Large TimeSeries Databases
(Fig. 4 in [39]).

series is preserved and DFT can be calculated efficiently with O(nlogn). A
concern is that the coefficient truncation of positive terms at k causes the
distance in the frequency space to be less than the truth distance, resulting
in false positives in applications such as similarity search.

A related approach is the Discrete Wavelet Transform (DWT) [80]. While
DFT uses sinusoidal waves to represent the general shape of a time sequence,
DWT processes the series at different scales and resolution. DW'T uses
localised wavelets of final energy to represent the data. A key advantage it
has over Fourier transforms is temporal resolution: it captures both frequency
and location information (location in time). A mother wavelet defines the
overall shape and further analysing wavelets derived through shift and scaling
add the necessary details to the representation. Thus the characteristics of
the transform can be controlled by the choice of the mother wavelet as all
further wavelets derive from it. One drawback is that classical DWT is only
defined for sequences with length of powers of two, which can be overcome
by zero-padding, smooth-padding or periodic extension. Although there are
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Figure 5.3: B-splines Basis with 6 knots and 3rd-Degreee Polynomials.
Source: Using B-Splines and K-means to Cluster Time Series (Fig. 4 in [44]).

contradictory claims on the performance of DWT [40], DWT’s superiority
lies in its time complexity of O(n) and the multilevel resolution.

Another approach is B-splines [44]. B-Splines are a way to approximate
non-linear functions by using a piece-wise combination of polynomials. They
have two components, a basis and coefficients. The basis determines the
hyperparameters: how many local models to use (called knots) and what
degree of polynomial to use in each model. The coefficients (weights) are
then multiplied by this basis to approximate the original time series. Note
that these knots are equally spaced [34]. By summarizing the raw data using
the estimated spline coefficients, one obtains an efficient reduction of the
dimensionality of the partitioning task and can use conventional clustering
algorithms such as k-means (see Section 5.2.1) to cluster the data.

A completely different approach, especially targeting the domain of time
series, is the Piecewise Aggregate Approximation (PAA) [39]. The idea is
to segment a time series of length 7" into N consecutive sequences of same
length. Then the mean is calculated for each of those sequences resulting in
a new representation of N mean value points. PAA also supports comparison
of series with different lengths and supports the Euclidean distance measure.
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Figure 5.4: PAA method is illustrated. C represents the original time series
and C is the PAA approximation using the averages of eight subsequences
of equal length. Source: Time Series Clustering in the Field of Agronomy
(Fig. 2.4 in [11]).

5.1.2 Data adaptive

Data adaptive representation methods are performed on all time series in
datasets and try to minimize the global reconstruction error using arbitrary
length (non-equal) segments.

As DFT and DWT, Singular Value Decomposition (SVD) is another trans-
formation based approach [24]. The important difference is that while DFT
and DWT apply local transformations, SVD acts globally. SVD examines
the entire data and rotates the axes to maximise variance along the first
few dimensions. The resulting representation consists of the first few dimen-
sions. Although SVD is an optimal transformation in the sense of minimal
reconstruction error, it requires the computation of eigenvalues for large data
matrices making it computationally very expensive.

Chakrabarti et al. [38] proposed an improved and data adaptive version
of PAA, called Adapive Piecewise Constant Approximation (APCA). While
PAA stores the means of consecutive fixed length segments, APCA allows
the segments to be of different length, thus more adapting to the data.
This means that a region of low activity can be represented by one long
segment and regions with high activity are depicted by several short segments.
The final representation stores two numbers per segment: its mean and the
segment length. In terms of dimensionality reduction, PAA with N segments
corresponds to APCA with N/2 segments. This now gives rise to the question
of how to determine the best possible segmentation for APCA. Chakrabarti et
al. proposed a method achieving an almost optimal representation for APCA
in O(nlogn) time.
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5.1.3 Model-based

Model-based approaches assume that a given time series was produced by
an underlying model. Dimensionality reduction is obtained by representing
the time series by the model’s parameters, used to produce the series. As a
consequence time series similarity is measured based on the model parameters.
There are several approaches using parametric temporal models such as the
ARMA [78] and ARIMA models [77]. More sophisticated approaches include
Markov Chains or Hidden Markov Models (HMM) [50]. Given this variety
of representations, it is a complex task to choose the best approach for a
given context, as each approach has its special properties which might be
inconvenient in one case but a virtue in another.

5.1.4 Data dictated

In the non-data adaptive, data adaptive, and model-based approaches user
can define the compression-ratio based on the application in hand. In contrast,
data dictated methods automatically determine the dimension reduction rate.
The most common example of data dictated method is clipped data [12]
(discretising time series data to above or below the median).

5.2 Partitioning shape-based clustering

Partitioning clustering is a type of clustering where all observations in
the data are partitioned into k different clusters. This type of clustering
can also be regarded as a combinatorial optimization problem, which aim at
minimizing intracluster distance while maximizing intercluster distance [59].
Finding a global optimum would require trying all possible clusterings, which
is infeasible even for small data sets. Therefore, several heuristics for finding
local optima are developed. Two of them, k-means and k-medoids, are
commonly used partitioning algorithms that build clusters around the means
and medoids of observations, respectively.

These heuristics work with a distance measure. As we have seen in
Chapter 3, the best on average similarity measure for shape-based clustering
is Dynamic Time Warping (DTW). In this section, we present k-means
(Section 5.2.1) and k-medoids (Section 5.2.2) algorithms with Dynamic Time
Warping as a distance measure.
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5.2.1 k-means

Even though k-means was first proposed in 1955, it is still one of the most
commonly used clustering methods. The general k-means algorithm can be
found in Algorithm 4.

Algorithm 4 k-means clustering algorithm (Lloyd).

Decide on a value for the number of clusters k.
Initialize k cluster centers ¢y, cs,..., k.
while stopping condition not met do
for i =1to N do
- find the nearest centroid (¢, ¢a,..., ¢x) of datapoint x;.
- assign the datapoint x; to that cluster.

for j =1to k do
new centroid ¢; < average of all datapoints assigned to that cluster.

return cluster assignment and centroids ¢y, co,..., Cx.

We describe k-means algorithm for time series clustering. The first step
is to determine the optimal number of clusters k. Unfortunately, there is no
definitive answer to this question. The optimal number of clusters is somehow
subjective and depends on the method used for measuring similarities and
the parameters used for partitioning. Here, we assume that the number of
clusters £ is known.

The next step is to initialize k cluster centers. A common method is the
random initialization method. It randomly selects k time series from the
set of time series and takes these as the initial centers. To avoid finding
local optima when applying k-means, some implementations of the algorithm
consider multiple random initializations.

The third step in the k-means algorithm is the while-loop that runs until a
stopping criteria is met. Two commonly used stopping criteria are convergence
and maximum number of iterations. Convergence can take multiple forms, for
example when no time series are assigned a different cluster center. Within
the while-loop in step three, two for-loops can be found.

The first for-loop (steps 4-6) assigns to each time series z; the cluster
whose center has minimum distance to x;. Here, the distance is Dynamic
Time Warping (DTW). After the time series are assigned a cluster in the first
for-loop, the second for-loop (steps 7-8) determines the new cluster centers.
The centers are obtained by taking the DTW Barycenter Averaging (DBA),
which is the best method for averaging time series, of all sequences in a given
cluster. Once the stop condition for the while-loop is met, the algorithm
returns the cluster assignment for each time series and the cluster centroids.
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We now consider the time complexity of k-means algorithms for time
series clustering. If IV is the number of time series, T' is the maximum time
series length and k is the number of clusters then the first for-loop requires
O(N - k-T?). If I’ is the maximum number of iterations for DBA, then the
second for-loop has a time complexity of O(I’ - N - k - T?). Both for-loops are
repeated in the while-loop for a numbers of iterations I”. If I = I' - I”, the
whole algorithm has a time complexity of O(I - N - k- T?), where I,k < N.
It must be noted that Algorithm 4 does not guarantee finding the optimal
k-means solution, due to the possibility of local minima to be found.

5.2.2 k-medoids

k-medoids is a clustering method related to k-means in the sense that its
objective is to partition the time series data into k£ sets. The main difference
between k-means and k-medoids is that in k-medoids observations are taken
as centers. It is an NP-hard optimization problem and thus heuristics are
used to obtain k-medoids partitions.

The most popular heuristic for k-medoids is the Partitioning Around
Medoids (PAM) algorithm [37]. The pseudo-code for this algorithm can
be found in Algorithm 5. Note that the initialization is similar to that of
Algorithm 4. The while-loop, however, is different. Here swaps are considered
in an iterative manner and if a swap decreases the total sum of distances
between all time series and their closest medoid, the swap is made. Here only
the distance measure is necessary, which is again Dynamic Time Warping

(DTW).

Algorithm 5 Partitioning Around Medoids (PAM) algorithm.

1: Decide on a value for the number of clusters k.
2: Initialize k observations as the initial medoids.

3: while no change in the centroid assignment do
4 for each medoid ¢ do

5: for each non-medoid observation o do

6

7

8

if swapping ¢ and o improves the solution then
Swap ¢ and o.

: return the £ medoids and the cluster assignment.

We now examine the time complexity of the PAM algorithm. Observe
that in every iteration, for all £ medoids, (N — k) swaps are considered.
Calculating the swapping cost for any of these swaps has time complexity
O(N — k). This gives every iteration in the PAM algorithm a time complexity

39



of O(k - (N — k)?) and thus the whole algorithm has a time complexity of
O(I - k- (N —k)?). Note that this time complexity does not include the time
complexity of determining the distance (DTW) matrix. The main advantage
k-medoids has over k-means is that it is more robust in the presence of noise
and outliers. Also, being able to calculate the distance matrix in advance is
an advantage. A disadvantage of k-medoids compared to k-means is that it
comes with a higher time complexity.
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Chapter 6

Time series modelling with
(Gaussian Processes

Gaussian Process is a powerful machine learning technique [55]. TIts
simplest and most useful application is fitting a function to the data. This is
called regression and can be successfully used in time series modelling without
any adjustment. A regression function f(t) of a time series is just a function
that depends on time. For that reason, in this chapter we present modelling
(regression) with Gaussian Processes for any arbitrary dataset.

For a given set of data points, there are potentially infinitely many func-
tions that fit the data. Gaussian Processes offer an elegant solution by
assigning a probability to each of these functions. The mean of this proba-
bility distribution then represents the most probable characterization of the
data. Additionally, being a Bayesian method allows us to incorporate the
confidence of the prediction into the regression result.

In this chapter we initially give a detailed description of Gaussian Processes
(Section 6.1) and then present the basics of regression using Gaussian Processes
(Section 6.2). In the last section, we describe a well-known approximation
method for Gaussian Process Regression (Section 6.3).

6.1 Gaussian Process

To better understand Gaussian Processes, we first need to understand
the mathematical foundation that they are built on. As the name suggests,
the Gaussian distribution is the basic building block of Gaussian Processes.
In particular, we are interested in the multivariate case, where each random
variable is distributed normally and their joint distribution is also Gaussian.

In the following, we first explore some properties of multivariate Gaussian
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distributions (Section 6.1.1), we give a definition of Gaussian Processes
(Section 6.1.2) and then overview their components (Section 6.1.3).

6.1.1 Multivariate Gaussian distribution

The multivariate normal distribution or multivariate Gaussian distribution
is a generalization of the one-dimensional (univariate) normal distribution to
higher dimensions. One definition is the following [84]:

Definition 6.1.1 (Multivariate Gaussian distribution). A random vector is
said to be k-variate normally distributed if every linear combination of its k
components has a univariate normal distribution.

Multivariate Normal Distribution

0.0012
0.001
00012
0.0008
0.001 1 0.0006
0.0008 0.0004

0.0002
0.0006

0.0004 -

0.0002 |

Figure 6.1: Multivariate Normal Distribution. Source: Wikipedia - Multivari-
ate normal distribution (Fig. 2 in [84]).

The multivariate Gaussian distribution is defined by a mean vector p
and a covariance matrix 3. The mean vector p describes the expected value
of the distribution and each of its components describes the mean of the
corresponding dimension. The covariance matrix 3 models the variance along
each dimension and determines how the random variables are correlated. 3
is always symmetric and positive semi-definite. The diagonal of the matrix
consists of the variance o? of the i-th random variable. The off-diagonal
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elements o;; describe the correlation between the i-th and j-th random
variable.
To denote that X follows a normal distribution, we write:

A

X = |7~ N () (6.1)

L

The covariance matrix 3 describes the shape of the distribution and is
defined as follows:

% = Cov(wi, @) = E |(w; — ;) (x; — )" | (6.2)

Gaussian distributions are so useful in statistical modelling because they
have the nice algebraic property of being closed under conditioning and
marginalization. Being closed under conditioning and marginalization means
that the resulting distributions from these operations are also Gaussian,
which makes many problems tractable. Through marginalization we can
extract partial information from multivariate probability distributions. Given
a normal probability distribution over random variables X and y, we can
easily compute the marginalized probability distributions of X or y. On the
other hand, conditioning is used to determine the probability of one variable
depending on another variable. This operation is the cornerstone of Gaussian
Processes since it allows Bayesian inference.

6.1.2 Definition

Now that we have explored some of the basic properties of multivariate
Gaussian distributions, we are ready to define Gaussian Processes. We can
view Gaussian Process as a generalization of multivariate Gaussian distribution
to infinitely many variables. A formal definition of Gaussian Processes is [82]:

Definition 6.1.2 (Gaussian Process). A Gaussian Process is a stochastic
Process (a collection of random variables indexed by time or space), such
that every finite collection of those random variables has a multivariate
normal distribution, i.e. every finite linear combination of them is normally
distributed.

The distribution of a Gaussian Process is the joint distribution of all
those (infinitely many) random variables, and as such, it is a distribution over
functions with a continuous domain, e.g. time or space. Just like a Guassian
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distribution, a Gaussian Process is completely defined by a mean function
m(x) giving the mean at any point of the input space and a covariance matrix
3 which is defined by its covariance function K (x, ") that sets the covariance
between points. The covariance function is also called kernel function. To
denote that a function f follows a Gaussian Process, we write:

f(@) ~ GP(m(x), K (v, z')) (6.3)

6.1.3 Kernels

The mean m(x) can take any value. If we have domain knowledge about
the expected values of the function f at every location, we can encode this
knowledge in m. But in most cases, we have no idea. So it is usual to
define the mean to be a zero function (m(x) = 0). This is possible because
you can always normalize your data so they have zero mean. Furthermore,
using a fixed (deterministic) mean function m(x) is trivial [55]: Simply apply
fixed mean function the usual zero mean GP to the difference between the
observations and the fixed mean function.

The crucial ingredient in Gaussian Processes is the way we set up the
covariance matrix. The covariance matrix should be positive definite and
encodes our assumptions about the function which we wish to learn. The
matrix is generated by evaluating the kernel k, which is also called covariance
function, pairwise on all the points. The kernel receives two points x, " € R"
as an input and returns a similarity measure between those points in the form
of a scalar.

k:R"xR" =R, X=Cov(x,z')=k(z,x) (6.4)

A basic similarity assumption is that data points with inputs @& which are
close are likely to be similar. In the language of Gaussian Processes, similar
means to have high positive covariance.

Kernel functions are widely used in machine learning, because they con-
ceptually embed the input points into a higher dimensional space in which
they then can measure the similarity efficiently. This approach is called the
"kernel trick" [83].

Kernels are separated into stationary and non-stationary kernels. Station-
ary kernels are functions invariant to translations, and the covariance of two
points is only dependent on their relative position. Thus, they are functions
of @ — x’. If further the covariance function is a function only of ||z — &’||
then it is called isotropic. Non-stationary kernels do not have this constraint
and depend on an absolute location. In the following, we explore two of the
most commonly used stationary kernels.
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6.1.3.1 RBF kernel

The Radial Basis Function kernel, Gaussian kernel or Squared Exponential
Kernel has the form:

x—a 2
ksg(x, @) = o exp (—%) (6.5)

The RBF kernel has become the de-facto default kernel for Gaussian
Processes [85]. It is universal and you can integrate it against most functions
that you need to. It also has only two parameters:

e The lengthscale [ determines the length of the 'wiggles’ in the function
I

e The output variance aj% determines the average distance of the function
f away from its mean. Every kernel has this parameter out in front;
it’s just a scale factor.

N~

N~

Figure 6.2: RBF kernel. Source: The Kernel Cookbook: Advice on Covariance
functions (Fig. 1 in [22]).

D I

6.1.3.2 Matérn kernel

The class of Matérn kernels is a generalization of the RBF [55]. It has
an additional parameter v which controls the smoothness of the resulting
function. The smaller v, the less smooth the approximated function is. As
v — 00, the kernel becomes equivalent to the RBF kernel. Important values
are v = 1.5 (once differentiable functions) and v = 2.5 (twice differentiable
functions).

The kernel is given by:

k(x;,z;) = L — (\/;_Vd(a:i,a:j)> K, <@d(a:i,a:j)> (6.6)
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Figure 6.3: Matérn kernel for different values of v. Source: Gaussian Processes
for Machine Learning, Chapter 4: Covariance Functions (Fig. 4.1 in [55]).

where dg.(, ) is the Euclidean distance, K, (-) is a modified Bessel function
and T'(+) is the gamma function.

6.2 Gaussian Process Regression

In this section, we review Gaussian Process Regression. Regression is a set
of statistical processes for estimating the relationships between a dependent
variable and one or more independent variables, and is widely used for
prediction and forecasting [87]. More specifically, it is a supervised learning
problem in which we wish to learn a mapping from inputs to continuously
valued outputs, given a training set of input-output pairs.

Parametric models for regression assume that the training data has been
generated by an underlying function f defined in terms of some parameters
w. The functional mapping f along with a particular parameter set w
defines the model. The goal is to find the set of parameters that provide
the "best" explanation of the data. Some examples of parametric regression
are linear regression (Figure 6.4) and polynomial regression [76]. The main
problem with parametric regression is that complex models usually have poor
generalization performance and suffer from overfitting. Overfitting can be
avoided by using a simpler model. However, if the model is too simple, its
predictive performance in the training data will be poor [14].

The Bayesian framework is an alternative approach for regression that
counters the problem of overfitting [89]. It works by specifying a prior
distribution, p(w), on the parameters w of a functional form, and relocat-
ing probabilities based on evidence (i.e. observed data) using Bayes’ Rule.
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Figure 6.4: Linear Regression. Source: Regression analysis (Fig. 1 in [87]).

The updated distribution p(w|y, X), called the posterior distribution, thus
incorporates information from both the prior distribution and the dataset.

Gaussian Process Regression (GPR) is a Bayesian nonparametric model
(i.e. not limited by a functional form) [55], so rather than calculating the
probability distribution of parameters of a specific function, GPR calculates
the probability distribution over all admissible functions that fit the data.
However, similar to the above, we specify a prior (on the function space),
calculate the posterior using the training data, and compute the predictive
posterior distribution on our points of interest.

In the next subsections, we first review the Gaussian Process model
(Section 6.2.1) and then discuss how we can learn the hyperparameters of the
model (Section 6.2.2).

6.2.1 Gaussian Process model

Suppose we have n training inputs X = [@;...x,] which reside in an input
space X', which may be continuous or discrete. The input @; is associated with
a target y;. Combining the targets into a vector we get y = [y;...4,]7. We
want to find a regression function from X to y. This is a typical regression
task.

We restrict our attention here to functions that have a domain X and
range R, meaning that f : X — R. We assume that each observation y; is
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dependent on a latent variable f; as follows:
vi = fite€ (6.7)

where ¢; ~ N(0,0?) is i.i.d noise. This noise assumption together with the
model directly gives rise to the likelihood, the probability density of the
observations given the parameters.

Collecting n latent variables into a vector we have f = [fi...f,]7. In the
Gaussian Process model for regression, we place a zero-mean multivariate
Gaussian prior distribution over f:

£1X.0 ~ N(0,K) (6.8)

where K is a n X n covariance matrix dependent on X and some hyperpa-
rameters 6. The (7, j) element of K is equal to k(x;, z;), where k(.,.) is a
kernel function which is parameterized by 6.

Given some observations and a covariance function, we wish to make a
prediction using the Gaussian Process model. We consider a test point x,
and its associated latent variable f,. The joint distribution of f and f, is
also a zero-mean multivariate Gaussian, and is found by augmenting (6.8)
with the new latent variable f,:

f K k
[f*] ’X,ONN 0, [sz k] (6.9)

where k = [k(x1, z,)...k(T,, x,)]T is the n x 1 vector formed from the covari-
ance between the training inputs and z,. The scalar k = k(x., z.).

We can now express the joint distribution over the observed targets y and
test target y, given the Gaussian noise assumption:

K + o021 k

kKT k+o? (6.10)

[y] 'X,O ~N|o,
Yy

Because the joint distribution is Gaussian, we can condition on y to find the
posterior distribution [55]:

Y|y, X,0,0° ~ N (m(z.), var(z.)) (6.11)

where the predictive mean and variance are:
m(z,) = k" (K +o*I) 'y (6.12)
var(x,) =k +o*> — kT (K 4+ o*I)'k (6.13)
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Figure 6.5: Panel (a) shows three functions drawn at random from a GP
prior. Panel (b) shows three random functions drawn from the posterior, i.e.
the prior conditioned on the five noise free observations indicated. In both
plots the shaded area represents the point wise mean plus and minus two
times the standard deviation for each input value, for the prior and posterior
respectively.

Source: Gaussian Processes for Machine Learning, Chapter 2: Regression
(Fig. 2.2 in [55]).

More generally, we can compute the multivariate Gaussian predictive
distribution for a set of m test points X, = [T1....T..] as follows:

m(X,) = KI(K +o*I) 'y (6.14)

cov(X,)=K,, +0*I - KI(K +5°I)'K, (6.15)

where K, is a n X m matrix of covariances between the training inputs and
test points, and K, is a m X m matrix of covariances between the test points.

In Gaussian Process Regression we find a posterior density over the latent
variables and then integrate over that posterior density to make predictions.
We can perform the integral analytically because all the distributions are
Gaussian. To find the marginal likelihood of the model, we have to calculate
the integral over the product of the likelihood function and the prior density.
The marginal likelihood is given by:

p(y|X.,0,0%) = / p(ylf. X.0.0%)p(f1X,0)df (6.16)

= /N(f,azI)N(O, K) (6.17)
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1 L r 27\-1
= ——vy (K I 6.18
(27)"2| K + o211/ exp( 5Y (K +0°I)"'y) (6.18)

For numerical reasons the log marginal likelihood is useful:

1 1
logp(y| X, 0,0°%) = —glog27r - §log|K+02I| - EyT(K + oI 'y (6.19)

which is the log-evidence of this Gaussian Process model.

6.2.2 Learning the Hyperparameters

The GPR model has model parameters, the hyperparameters @ of the
covariance function and the observation variance o?. We introduced them
as part of the modelling process, but we don’t know what values we should
set those model parameters to. We can see how the values of the parameters
affect the prediction of the model for a SE kernel in Figure 6.6. For the
model to be useful, we need a principled method to find optimal values for
the parameters 0, o2. Optimal means that with those values, the model can
best explain the training data.

In many cases we may have a prior belief about the form of the data. To
incorporate this information into the learning of the values for the parameters,
we can first construct a prior distribution on the hyperparameters 6 and the
noise variance o2. We then find the posterior density over 8, o2 as follows:

p(0,0%y, X) < p(y| X, 0,0%) p(6,5?) (6.20)

which is the likelihood function times the prior density. We now can find
the parameters maximizing the posterior density. This gives us the so called
maximum a posteriori, or MAP values, which are used to make predictions [26].

For simplicity, the prior density is often ignored and the maximization
of the posterior probability of the parameters reduces to maximization of
the likelihood. The maximization problem is non-convex in general and it
is carried out through gradient-based optimization techniques such as the
Adam optimization algorithm [41], or L-BFGS [75]. Numerically, it is easier
to perform this maximization in the log domain with eq. (6.19).

As with all non-convex optimization problems, local optima can be a
problem, although perhaps not too serious a one in practice, since the number
of hyperparameters is usually small relative to the number of data points [43].
The asymptotic time complexity of Gaussian Process Regression is dominated
by the inversion of K, the covariance matrix, which takes O(n?) time.
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Figure 6.6: (a) Data is generated from a GP with hyperparameters (I, oy, o)
=(1,1,0.1), as shown by the + symbols. Using Gaussian process prediction
with these hyperparameters we obtain a 95% confidence region for the un-
derlying function f (shown in grey). Panels (b) and (c) again show the 95%
confidence region, but this time for hyperparameter values (0.3,1.08,0.00005)
and (3.0,1.16,0.89) respectively.

Source: Gaussian Processes for Machine Learning, Chapter 2: Regression.
(Fig. 2.5 in [55])

6.3 Sparse Gaussian Process Regression

Although Gaussian Processes have many desirable properties from a
modelling point of view, they can handle regression problems with at most a
few thousand training cases on today’s desktop machines, due to their cubic
complexity. To overcome the computational limitations of GPs, numerous
authors have suggested a wealth of sparse approximation methods. Common
to most of these approximation schemes is that only a subset of the latent
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variables are treated exactly, and the remaining variables are given some
approximate, but computationally cheaper treatment [54].

Maybe the most popular family of sparse approximation schemes are
inducing point methods. These methods can be seen as learning about a
small number (m < n) quantities that are highly informative of what the
posterior Gaussian Process is doing more globally. Inducing point methods
have managed to scale up GP training and predictions to large datasets
(Smola & Bartlett [62]; Quinonero-Candela & Rasmussen [53]; Snelson &
Ghahramani [63]; Hensman et al. [33]; (Wilson & Nickisch [90]). In the
following, we present the elegant (VFE) Variational Free Energy framework
(or Sparse Gaussian Process Regression, SGPR) proposed by Titsias [68] in
2009.

6.3.1 Variational Free Energy

We wish to define a variational approximation to the posterior GP mean
and covariance function retaining the exact GP prior. For this reason, we
introduce a set of m extra variables (m < n), the inducing variables (or
pseudo-data points): let the vector w contain values of the latent function f
at locations (or pseudo-inputs) Z = [2;...2,,] which live in the same space as
X.

In the VFE framework, one augments the joint distribution p(y, f) with
the inducing variables w so that the joint becomes:

p(y, fuw) = p(ylFp(f, w) = p(ylF)p(flu)p(u) (6.21)

We assume that w are function values drawn from the same GP prior as
the training function values f. The joint distribution of the latent function
values f and the inducing variables u according to the prior then becomes:

p(fru) = N H ‘0, [II{{T II((] (6.22)

u

where K, = Ky, and K '~ K uf- Applying the multivariate Gaussian
conditional rule to eq. (6.22) we derive:

p(flu) =N(fIK. K, ju, K - K,K_K) (6.23)

Applying the multivariate Gaussian marginalization rule to eq. (6.22) we
get:
p(u) = N(u|0, K ,,,) (6.24)
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We want to approximate the exact posterior distribution p(f,u|y) by
using the set of m auxiliary inducing variables u evaluated at the pseudo-
inputs Z, which are independent from the training inputs. To approximate
p(f,uly), we introduce the variational distribution ¢(f,w). We wish that
u is a sufficient statistic for the parameter f in the sense that ¢ and f are
independent given w, i.e. it holds p(c|u, f) = p(c|u) for any c¢. Then u
summarizes the training data, and ¢(¢) = p(c|y) and p(f|u) = p(f|u,y) are
true. However, in practice the assumption of w being a sufficient statistic
is unlikely to hold and we should expect ¢(c) to be only an approximation
to the exact predictive distribution p(c|y). Notice also that the quality of
the approximation will crucially depend on the locations Z of the inducing
variables, which are variational parameters.

For an optimal setting of the inducing variables, the exact posterior
p(f,u|y) factorises as p(f,u|f) = p(f|lu)p(uly). This tells us that the
variational distribution ¢(f,w), which is a joint distribution, must satisfy the
same factorization as well:

q(f,u) = p(flu)q(u) (6.25)

where p(f|u) is given by eq. (6.23), and we define the marginal variational
distribution ¢(w) to be a multivariate Gaussian distribution:

q(u) = N(ulp, A) (6.26)

To find an approximation to the exact posterior p(f,uly) by q(f,u), we
want to minimize the KL divergence:

KLig(f,w)|lp(F, uly)] = / o(f ) log}%dﬁlu (6.27)

Minimizing the KL divergence in eq. (6.27) is equivalently expressed as
the maximization of the following variational lower bound on the true log
marginal likelihood [68| (evidence lowerbound (ELBO) or variational free
energy (VFE)):

log p(y) = log / p(y| F)p(F|w)p(u)d fdu (6.28)
_ (o p(ylf)p(flu)p(u) u
> F(2.0) = [ pruawiogm LIRS apan (029)

= [t [wisrpogptuias + o™ bau (630
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We can firstly maximize the bound by analytically solving for the optimal
choice of the variational distribution ¢. The bound after this maximization is:

Fy(Z,0) = logIN(y|0,0°T + Q)] — %TT(I%) (6.31)

where Q = K, K ;'K and K = Cov(f|u) = K — K,K,'K”. Details of
this derivation of this bound are given in a technical report of Titsias [67].
The quantity in eq. (6.31) is computed in O(nm? +m?) time and is a lower
bound of the true log marginal likelihood for any value of the inducing inputs
Z. Further maximization of the bound can be achieved by optimizing over Z
using gradient-based methods. To compute the optimal ¢, we differentiate
eq. (6.28) with respect to ¢(u) without imposing any constraints. This gives

us the mean and covariance matrix of g(u):

pw=0>K, XK.y (6.32)

A=K, YK,y (6.33)

where ¥ = (K, + 02K K,)~'. This now fully specifies our variational
GP.

We are ready now to make predictions in unseen input points X, about
their function values f,. For that reason we use p(f,|y). Following the
derivation in [93] we have:

p(f.ly) = /p(f*IU)q(U) (6.34)

We know g(u) = N (u|p, A) and we can derive the formula for p(f,|u)
by applying the multivariate Gaussian conditional rule on the prior p(f,, ).
This results in the formula for the predictive distribution:

p(f.ly) =N(f.|Bp, BAB" + K.. - BK],) (6.35)

where B = K,, K.

This formula shows that we only need to invert the matrix K. It also
confirms that to make predictions, the VFE model does not need training
data anymore - the formula uses the inducing points. Therefore, training and
prediction take O(nm? + m?) and O(m?) time respectively.

VFE is guaranteed to recover the true posterior when Z = X. The bound
Fy monotonically improves with more resources [89]. However, local optima
in the objective function may cause suboptimal solutions to be found with
different initializations. In practice, an optimizer for the Fy, allocates more
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Figure 6.7: Regression with VFE framework. Source: Sparse and Variational
Gaussian Process (SVGP) — What To Do When Data is Large (Fig. 4 in [93]).

inducing locations in regions where the training data changes more quickly
[93].

The lower bound Fy, to the marginal likelihood provides some way to assess
the quality of the approximation. While knowledge of the KL divergence
between the posterior and approximation would be ideal, the lower bound
can guide when to add more capacity to the approximation: a halt in the
increase of the bound with increasing m can indicate that the bound has
become tight. A practical rule of thumb is to use as many inducing variables
as your budget, such as time, memory, permits.

Burt et al. [16] showed recenlty that with high probability the KL di-
vergence can be made arbitrarily small by growing m more slowly than n.
A particular case is that for regression with normally distributed inputs in
d-dimensions with the Squared Exponential kernel, m = O(log?n) suffices.

On the other hand, there are challenging datasets that remain far out
of VFE framework’s reach [15]. The problem arises from the fact that the
method in practice is functionally local in the sense that each pseudo-data
point sculpts out the approximate posterior in a small region of the input
space around it. Consequently, when the range of the inputs is large compared
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to the range of the dependencies in the posterior, many pseudo-data points
are required to maintain the accuracy of the approximation. This means that
the number of pseudo-data points must grow with the number of data points
if restoration accuracy is to be maintained. In other words, m must be scaled
with n and so VFE scheme has not reduced the scaling of the computational
complexity in these datasets.
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Chapter 7

Proposed Framework

For most shape-based clustering algorithms, the quality of the output
depends highly on the distance measure used. In the last decade, a consensus
has emerged that the DTW distance measure is the best measure in most
time series domains, almost always outperforming the Euclidean distance
and other rivals. Because DTW is intrinsically slow due to its quadratic
time complexity, there are two ideas that are commonly used to mitigate the
problem of using such a distance measure.

The first one is to make DTW faster. They have been proposed many
methods to speed up Dynamic Time Warping. There are methods that
use constraints to reduce the time complexity of DTW, such as the Sakoe-
Chiba band and the Itakura parallelogram (Section 3.3.1.3). Other approaches
address the complexity issue by using lower bound based pruning that provides
approximately linear time complexity [19]. There are also methods that
approximate Dynamic Time Warping to speed it up, such as fastDTW that
performs nearly in linear time [58|. Unfortunately, most of these methods
cannot be used for clustering due to the absence of an averaging method. The
methods that can be used for clustering can’t handle the noise and outliers
that naturally time series have.

The second idea is to develop representation techniques that can reduce
the dimensionality (and thus the required memory) of time series, while
still preserving their fundamental characteristics. These methods reduce
the complexity of clustering algorithms with DTW by performing DTW on
the reduced representation of the data. There is a plethora of time series
representation methods, each of them proposed for the purpose of supporting
similarity search and clustering (Section 5.1).

Based on the second class of methods, we propose a novel two-stage frame-
work called Sparse Gaussian Processes for Clustering (SGPC) for clustering
time series data. SGPC uses Sparse Gaussian Process Regression (SGPR) as
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a representation method and then k-means algorithm with a modified version
of DTW for clustering. We first review some related work (Section 7.1) and
then present our framework (Section 7.2).

7.1 Related work

The field of clustering is vast, and even the subfield of clustering time series
has an enormous literature. Much of the works on time series clustering are
concerned with clustering based on time series representation methods, which
are directly related to our goals. Here, we are only interested in partitioning
clustering based on time series shapes. In the following, we present such
previous work.

Gullo et al. [29] proposed an approach for time series clustering using DSA
as the representation method, DTW as the distance measure and k-means as
the clustering algorithm. By using the DSA model (Derivative time series
Segment Approximation) [28], which is a data adaptive representation method,
a time series of length n is transformed in linear time (O(n)) into a new,
smaller sequence by the following steps:

e Derivation: computation of the first derivatives of the original series
to capture its significant trends. The model considers for each point the
slope of the line from the left neighbour to the right neighbour.

e Segmentation: identification of segments consisting of tight derivative
points. The segmentation of a time series of length n consists in
identifying a set of break-points to partition it into p (p < n) contiguous,
variable-length subsequences of points (segments) having similar features.
The critical aspect in segmentation is to determine the segment break-
points. DSA uses the sliding windows approach: a segment grows until
the first point such that the absolute difference between it and the mean
of the previous points is above a certain threshold, and the process
repeats starting from the next point not yet considered.

e Segment Approximation: representation of each segment by involv-
ing synthetic information. All individual segments of a derivative time
series are finally modeled with a synthetic information capturing their
respective main features. More precisely, each segments mapped to a
pair formed by the timestamp of the last point in the segment, and an
angle that explains the average slope of the segment.

The authors then proposed to cluster the new smaller sequences by using
k-means with DTW. This approach uses a fast representation method that
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runs in linear time and reduces significantly the time complexity of time series
clustering. On the downside, it has only been applied to mass spectrometry
data and is also sensitive to noise.

Unfortunately, the approach mentioned above does not facilitate the
removal of the noise from time series data. In order to handle noisy time
series, many authors have suggested to exploit a flexible definition of the series
functional form and to adopt some dimensionality reduction strategy. These
methods are based on the functional data analysis framework introduced by
Ramsay and Silverman [13]. The main idea is to describe the data by using
optimal linear combinations of basis functions (e.g. by using B-spline bases)
and to perform the clustering on the extracted signals or on the estimated
basis coefficients.

An example is the proposal of Abraham, Cornillon, Matzner-Lgber and
Molinari [5]. They suggested a two-stage clustering method: fitting the
functional data by B-splines and partitioning the estimated model coefficients
using k-means algorithm. In a similar direction, Iorio et al. [34] proposed a
parsimonious model-based framework for clustering longitudinal data. They
modeled the raw series by a linear combination of P-spline smoothers. The
series as described by the lower dimensional vectors of P-spline coefficients are
then grouped by applying k-means algorithm with an appropriate distance
measure, such as Dynamic Time Warping. The authors defined the splines
over a domain spanned by equidistant knots across the series. This approach
can be seen as in a half-way between the non-data adaptive and model based
representation methods according to the classification made in Chapter 5.
The main disadvantage of this category of approaches is that such approaches
highly depend on the locations of the knots, which are selected by the user.
The proposal is to place a generous number of equally spaced knots (but still
smaller than the available observations), which has a negative impact on the
time complexity of clustering.

Our framework differs from the previous ones due to the choice of the
representation technique. Sparse Gaussian Process Regression (SGPR) can
be seen as a model based and data adaptive representation method. SGPR
can handle noisy data with outliers (model-based) and because of its adaptive
nature can reduce the dimensionality of the time series significantly. The
resulting representations also lead to memory reduction. In the following
section, we present Sparse Gaussian Processes for Clustering (SGPC).
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7.2 SGPC Framework

SGPC framework consists of two stages. First, we model the raw series
by a set of inducing data points using Sparse Gaussian Process Regression
(Section 7.2.1). The series as described by a (much) lower number of data
points are then grouped by applying k-means algorithm. We propose two
different distance measures for SGPC (Section 7.2.2) that are based on
Dynamic Time Warping (DTW). In the last subsection, we study the time
complexity of our framework (Section 7.2.3).

SGPR JA_ Ly '._J'rﬁ.uu'f- !'.‘:!"._nr.- Jﬂ\_

Clustering

k-means

Figure 7.1: SGPC uses Sparse Gaussian Process Regression (SGPR) for
dimensionality reduction and then k-means algorithm with a modified version
of DTW for clustering.

7.2.1 Modelling stage

Suppose we have a dataset of N univariate time series. Each time series
X, has length 7" with inputs (¢;1,%i2,...,t;7) and corresponding outputs
(Yi1,Yi2, - ¥ir). Here we suppose that the time series have equal length, but
our framework can also handle time series of different lengths without any
modification.

In order to denoise our data, we model each time series X; as a latent
function f, corrupted by some random noise. We assume that each observation
y;+ of X; is dependent on a latent variable f;; as follows:

Yie = fit + €in (7.1)

where €;; ~ N(0,0?) is i.i.d noise.
We model each time series by using Sparse Gaussian Process Regression
(also called Variational Free Energy). Each time series X; is summarized
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from m (m < T) inducing variables u; and their corresponding locations z;.
In fact, we get a multivariate gaussian distribution over u;, but for clustering
we are only interested in their mean values. Covariance matrices are not
important for clustering. They also require O(m?) in memory and every
distance between them has cubic time complexity O(m?).

Therefore, we transform each time series X; to the vector X that retains
the shape of the series (see Figure 7.2):

X, = (u;, 2z;) = ((ui,b 2i1)s (Wi2y%i2)s ey (Wim, sz)) (7.2)

w  Observed Data

® |nducing Points

= Mean
Confidence
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Figure 7.2: SGPR uses a set of inducing points for dimensionality reduction
(red points).

The number of inducing points m is selected by the user. We should
also choose a mean and a kernel function for SGPR. We usually place a
constant-mean GP prior and the kernel function encodes our assumptions
about the nature of the data. The only restriction here is that the kernel
should be stationary. Then the learned representations are used for time
series clustering.

7.2.2 Clustering stage

We wish to cluster our time series based on their shapes, so k-means
algorithm with DTW is a convenient and effective method. The problem here
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is that the inducing variables of two different transformed series x, y have
different corresponding locations z,, z,. In the following, we propose two
different distance measures and their averaging methods for our framework.

7.2.2.1 Simple approach

To solve the problem of different timestamps between inducing points of
different time series we use Dynamic Time Warping in two dimensions. We
also add an extra parameter o changing the local cost function as follows:

(i, ;) = (2 — ;) + - (te, — yy,)° (7.3)

The rest DTW algorithm remains unchanged. We should note that when
a — 0 we get the 1-D version of DTW. When o« — 1 we get the normal 2-D
version of DTW. When the value of a grows, the timestamps term of the
distance becomes dominant and our distance becomes a lock-step measure.
We remind that the optimizer allocates more inducing locations to regions
where the training data changes more quickly and allocates less inducing
locations to regions where the training data is smoother. Therefore, we can
say that the timestamps term captures differences between time series shape’s
complexity.

We can now use k-means algorithm with this modified version of DTW
for clustering the inducing variables and their locations. This distance has
time complexity O(m?).

As an averaging method we use DTW Barycenter Averaging without any
modification. Therefore, the average method has time complexity O(I- N -m?),
and the total complexity of the k-means algorithm is O(k - I - N - m?), where
k is the number of clusters and [ is the number of iterations used.

7.2.2.2 Second approach

In the previous approach we have not take into account the power of
Gaussian Process Regression. We can actually predict the function value at
every test point z, with the following formula:

p(f.ly) =N(f.|Bp, BAB" + K..— BK_,) (7.4)

where q(u) = N(u|u, A), B = K., K. We want to predict only the mean
value of the function’s random variable. This prediction costs O(m) which is
too expensive.

The idea here is to approximate the predictive mean f(z,) taking into
account only the first inducing point uy, to the left of x,, and the first inducing
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point ug to the right of x,. We approximate f(x,) at test point =, € (ur,ur)
between two inducing points u; and ur with:

~1
k(’LLL UL) k(uL UR) ur,

<)~ k(r,,u k(xzy,u ] ’ ’ . 7.5

f(x.) ( r) k( R) [k(uR,uL) k(up, up) (7.5)

For ease of explanation, we assume that we have a Gaussian kernel (RBF)

and a zero-mean GP prior. The distance works for every simple stationary

kernel and a constant-mean GP prior. The formula 7.5 with the RBF kernel
becomes:

f(z,) ~ Aexp (—%) + Bexp (—%) (7.6)

where A, B € R. The formula 7.6 gives us an approximation to f(z,) in
constant time O(1).

We wish now to use this formula to improve our distance (the simple
approach). To do that we have to use (predict) more points to better capture
the shape of each time series.

N

Figure 7.3: The case when A - B > 0. The blue and green curves are the
Gaussians, and the red one is the predictive curve. The black line shows us
the intersection point.

The formula 7.6 consists of two Gaussian components with centers z,,,
and z,,,, respectively. We want to find the intersection point of these two
Gaussians and predict the function value at that input. We can find that
point using a simple modified version of binary search at (x,,, x,,). Running
binary search, until a given precision is reached, costs us practically O(1).
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Figure 7.4: The case when A - B < 0. The blue and green curves are the
Gaussians, and the red one is the predictive curve. The two Gaussians don’t
intersect.

The case when A - B > 0 is illustrated in Figure 7.3. As we can see, the
extra predicted point better captures the shape of the curve between the
centers of the two Gaussians.

When A - B < 0, the two Gaussian components don’t intersect as we can
see in Figure 7.4. The solution is to reflect the negative component over x-axis
and then to find the intersection point. This is illustrated in Figure 7.5.

The new distance is also based on Dynamic Time Warping with cost
function:

(@i y) = du )’ + 0 - dullan b, (7.7)

The distance d, uses the predictions as presented above to better compare
the local shapes of two inducing points. Let pred(z;, x,) be the predicted value
at the intersection point between inducing points z; and z,.. The distance d,
is:

d*<xi’ yj) = |IZ — y]| + |p7“ed(l‘i_1, IZ) - pred(yj—17 y])’
+ |p7’6d(l‘i, $i+1) - pred(yj, ijrl)‘

The distance d, between timestamps can be computed accordingly with
the inputs of the predicted values. It is obvious that the extra predicted
points don’t affect the complexity of the distance which is again O(m?).
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Figure 7.5: The case when A - B < 0. The blue and green curves are the
Gaussians, and the red one is the predictive curve. The reflection of the green
Guassian gives us the intersection point.

As an averaging method we can use DTW Barycenter Averaging with
a small modification. For every coordinate of the temporary average (at
every DBA’s iteration) we now compute 3 values, the new central value (the
"former" inducing point), the left and the right value (the "former" predicted
points). The new central value is computed by taking the barycenter of all
central values of the association, created by the alignment under the new
distance. The new left value is computed by taking the barycenter of all left
values of the association. The right value is computed accordingly.

After the computation of the temporary average, we should ensure that
the right value of a central point x;_;,, which is pred(z;_1,), is equal with
the left value of the next central point x;,, which is pred(x;, ). To solve this
continuity problem we just take the average of the two values:

d i— d i
pred (zi_1,) = pred' (z;,) = pred(z 13)2+ pred(z;,)

(7.8)

The same procedure is followed for the timestamps. The complexity of
this modified version of DBA is O(I - N - m?). Therefore, the total complexity
of the k-means algorithm is O(k - I - N - m?).

7.2.3 Complexity

Both distances have the same time complexity, and thus we do a single
computational analysis.
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In the first stage of our framework, Sparse Gaussian Process Regression is
used for each time series. SGPR runs in O(T - m?), and thus the first stage
has a time complexity of O(N - T - m?).

In the second stage, k-means algorithm is applied which has a time
complexity of O(k - I - N - m?). Consequently, Sparse Gaussian Processes for
Clustering framework has a total complexity of:

ON-T-m?*+k-I1-N-m?) (7.9)

It is obvious that the time complexity of our framework depends directly
on the number of inducing points used. It has been confirmed over many
experiments that we can approximate time series using a much smaller
number of inducing points than the series length. A particular case, which
acts as a strong indication of using a small number of inducing points, is
that for normally distributed inputs with the Squared Exponential kernel,
m = O(logT) suffices (see Chapter 6). Therefore, we use m = z - logT
inducing points for our framework, where x < T', and the total complexity
becomes:

O(N -T -1og*T +k-I-N -1log*T) (7.10)

Consequently, SGPC has a time complexity an order lower than the
complexity of k-means algorithm with DTW.
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Chapter 8

Experimental study

In this chapter, we compare the proposed SGPC framework to the k-means
algorithm with DTW applied on the whole time series data. The k-means
algorithm with DTW and DBA is a state of the art method for time series
shape-based clustering [36]. Unfortunately, we study experimentally only the
first distance proposed (simple approach) due to an implementation issue.
The existing implementation of DBA uses a majorize-minimize algorithm that
converges to necessary conditions of optimality, which is better in practice
than the classical DBA’s implementation. The modification of this majorize-
minimize algorithm for the second proposed distance is, if possible, far from
trivial. The simple distance gives us very good clustering results as we show
in this chapter. We believe that an implementation of the second distance
with the modification of the classical DBA’s algorithm will not significantly
improve our results (if they improve them at all), and thus we omit such a
study.

A wide range of datasets is used to evaluate the efficiency of the proposed
approach, in the context of clustering. We first describe the experimental
settings for the evaluation of both methods (Section 8.1), and then present the
results obtained (Section 8.2). Finally, we discuss some difficulties encountered
in the experimental study (Section 8.3).

8.1 Experimental settings

In this section, we provide the details about our experimental settings to
make all the experiments reproducible.
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Dataset NB. CLUSTER | NB. TS. | TS. LENGTH
Beef 5 60 470
ECG200 2 200 96
Arrowhead 3 211 251
Meat 3 120 448
Plane 7 210 144
ProximalPhalanxTW 6 605 80
Fish 7 350 463
DiatomSizeReduction 4 322 345
DistalPhalanxTW 6 539 80
Trace 4 200 275
Lightning7 7 143 319
ECGFiveDays 2 884 136
SonyAIBORobotSurface 2 621 70
OSULeaf 6 206 242
Coffee 2 56 286

Table 8.1: Datasets description.

8.1.1 Data description

While it is easy to measure the performance of supervised learning al-
gorithms, such as algorithms for classification problems, it is often hard to
measure the performance of unsupervised learning algorithms, such as clus-
tering algorithms. The reason for this, is that it is subjective what makes
a clustering 'good’. The performance of a clustering depends on the goal
and criteria of the clustering and may therefore differ per application. Our
approach is to quantify clustering quality by using classification datasets.

For this, we use the largest public collection of class-labeled time series
datasets, namely, the UCR time series collection [20]. These datasets are
annotated and every sequence can belong to only one class, which, in the
context of clustering, should be interpreted as the cluster where the sequence
belongs. We work with 15 of these datasets, both synthetic and real, which
span several different domains. Each dataset is univariate and contains
from 56 to 884 sequences. The sequences in each dataset have equal length,
but from one dataset to another the sequence length varies from 70 to 470.
Table 8.1 indicates for each dataset: the number of clusters it includes (NB.
CLUSTER), the number of instances (NB. TS.) and the time series length
(TS. LENGTH).

8.1.2 Data preprocessing

It is important to decide on which preprocessing should be applied to the
data. We apply scaling, since we want to cluster based on similar shapes
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in the time series. Two common ways of scaling are normalization and
standardization. In normalization between —1 and 1, the data is scaled into
a range of [—1, 1] by using the following formula:

X — Xmin

X' =2. .
Xmaxr — Xmin

1 (8.1)

In standardization, the data is scaled to have mean 0 and a standard deviation
of 1. This is done by using the following formula:

(8.2)

where p represents the mean and o the standard deviation of all values
in vector X. We scale time series values to the interval [—1, 1] and also
standardize the time-axis with mean zero and standard deviation one.

8.1.3 Platform & Implementation

We run our experiments on an Intel Core 15-9300H processor running at
2.4 GHz with 8 GB of RAM. Both approaches are implemented in Python.
We use GPyTorch library [25] for implementing Sparse Gaussian Process
Regression (SGPR) and Tslearn package [66] for k-means algorithm with
DTW as a similarity measure and DBA as an averaging method.

8.1.4 Metrics

We compare the two approaches on both accuracy and runtime. For
accuracy, we use an external index to measure the similarity of formed
clusters to the externally supplied class labels (ground truth). In particular,
we use Adjusted Rand Index (ARI) [86] to evaluate clustering accuracy over
the fused training and test sets of each dataset. Here, we don’t report standard
deviations since their values are similar for both methods.

e Rand Index (RI): computes a similarity measure between two clus-
terings by considering all pairs of samples and counting pairs that are
assigned in the same or different clusters in the predicted and true clus-
terings. RI is defined as RI = 75 +$ﬁf}cg —7~» Where T'P is the number
of time series pairs that belong to the same class and are assigned to
the same cluster, T'N is the number of time series pairs that belong to
different classes and are assigned to different clusters, F'P is the number
of time series pairs that belong to different classes but are assigned to
the same cluster, and F'N is the number of time series pairs that belong

to the same class but are assigned to different clusters.
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e Adjusted Rand Index (ARI): RI does not take a constant value
(such as zero) for two random clustering. ARI is a corrected-for-chance
version of the RI which works better than RI and many other indices.
The Adjusted Rand index is thus ensured to have a value close to 0.0 for
random labeling independently of the number of clusters and samples
and exactly 1.0 when the clusterings are identical.

As both methods evaluated are nondeterministic, we report the average
Adjusted Rand Index (ARI) over 20 runs; in every run we use a different
random initialization.

For runtime, we compute CPU time utilization and report time ratios for
our comparison.

8.1.5 Parameter & Initialization settings

We use m = x - logT' inducing points for our SGPC framework, where T’
is the time series length and x = 1, 2, 3, 4, 5. We choose a constant-mean
GP prior and a Matérn kernel function with parameter v = 1.5. We use a
modified version of DTW with a parameter « (simple approach). We conduct
our experiments with parameters o = [0, 1073, 1072, 1071, 1, 10].

We use the Adam algorithm to optimize the parameters of SGPR with
learning rate Ir = 0.1 for the GP parameters (kernel + noise) and Ir = 0.1/x
for the inducing point locations. For the initialization of inducing points
locations, m equally spaced points in time are used.

All initializations used in k-means and DBA algorithms are random. The
maximum number of iterations of the k-means algorithm for a single run is
50 and DBA’s 100.

8.2 Experimental results

In this section, we present our experimental results. We compare the two
approaches mentioned on both clustering quality (Section 8.2.1) and runtime
(Section 8.2.2).

8.2.1 Clustering quality

We compare the Adjusted Rand Index (ARI) of the two methods for 15
UCR datasets. We ran experiments for the different values of the number
of inducing points m = x - logT', where z = [1,2,3,4, 5], and the parameter
a=[0,102,10"2,10"1, 1, 10].
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Metric

Adjusted Rand Index | k-means SGPR+L-means

(ARI) (m=3logT)
Dataset a—1 | worst | best
Beef 0.084 0.1 | 0.083 | 0.11
ECG200 0.13 0.12 | 0.11 0.2
Arrowhead 0.11 0.22 | 0.064 | 0.22
Meat 0.47 0.44 | 0.44 | 0.47
Plane 0.72 0.7 0.68 | 0.73
ProximalPhalanxTW 0.41 0.35 | 0.33 | 041
Fish 0.25 024 | 0.14 | 0.24
DiatomSizeReduction 0.28 0.83 | 0.59 | 0.83
DistalPhalanxTW 0.44 0.44 | 0.34 | 0.44
Trace 0.72 0.78 | 0.65 | 0.84
Lightning7 0.22 0.3 0.21 0.3
ECGFiveDays 0.11 0.1 | 0.094 | 0.14
Sony AIBORobotSurface 0.26 0.28 | 0.28 | 0.6
OSULeaf 0.12 0.12 0.1 0.15
Coffee 0.24 0.12 | 0.079 | 0.2

Table 8.2: Adjusted Rand Index scores for m = 3 - logT.

Here we report the experimental results for m = 3 - logT" inducing points.
Table 8.2 indicates the best and the worst ARI scores among the scores for
the different values of a;, and the ARI score for the constant value o = 1. As
we can see the results are very good and in some datasets, such as Diatom
Size Reduction, even impressive. The bad results (worst ARI) for the datasets
Arrowhead and Coffee are given by low values of a. The distance for low
values of a can match many points of a time series to one point of another
series. When the total points are few, this may cause unwanted results.

The results for m = x - logT', where x = 2, 4 and 5 are similar with a few
exceptions. These low scores (exceptions) are given by low or high values of
the parameter a. The reasons that high values of the parameter can cause
problems are the following. Our distance becomes a lock-step measure and
also the optimizer, due to the non-convexity of the objective function, can
fail to allocate the inducing points correctly. The clustering results for x = 1
are similar but quite unstable varying «, which is expected. To obtain both
good clustering quality and low running time, we propose to use x = 2, 3, or
4 for the number m = x - logT of inducing points.

The datasets that overall are difficult for our method are Coffee, Fish and
Meat. The proposed framework achieved lower ARI scores (for all values of
a) on these datasets for most cases (number of inducing points). The full
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SGPR-+k-means x=1 x=2 X x=4 X
(m=xlogT) a=1 | best | a=1 | best | a=1 | best | a=1 | best | a=1 | best

Winning 7 1| 9 |12 8 |13 11| 12| 8 | 12
performances

Table 8.3: Winning performances for different numbers of inducing points.

results can be found in Appendix A.

We report in Table 8.3 only the number of datasets that our method has
better ARI score than the k-means algorithm (winning performances) when
taking the best ARI score for the different numbers of o and the ARI score
for a = 1. As we can see our framework gives good clustering results.

8.2.2 Runtime

We report time ratios between the two approaches. We remind that the
k-means algorithm with DTW and DBA on the whole time-series has time
complexity:

Ok-I-N-T?) (8.3)

and our framework has a total complexity of:
O(N -T-10g*T +k-I-N -1log°T) (8.4)

We can see that our framework is asymptotically faster. We let T}, be
the CPU utilization time of the k-means algorithm on the whole time series,
T, be the CPU utilization time of the modelling stage (SGPR) and T}, be
the CPU utilization time of the clustering stage of our framework. The first
stage of our framework is a preprocessing step, and thus we report two ratios.
We report the ratio T} /T}, comparing the clustering stages and also the ratio
Ty /(Ts + Tpp) comparing the total runtime of the methods.

Table 8.4 shows that our framework is significantly faster in most cases
even though the datasets are relatively small. The 4 datasets that the classical
method is approximately 2 times faster than our framework have the smallest
lengths among the datasets (70, 80, 80, 96).

8.3 Discussion
Here we discuss some of the problems encountered when conducting our

experiments. In the following, we report the issues we faced and the proposed
solutions:
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Ratio Ratio
Dataset NB. TS. | TS. LENGTH To/Ty | To/(TusT)
Beef 60 470 524.9 38.4
ECG200 200 96 7 0.48
Arrowhead 211 251 161 14.1
Meat 120 448 148.7 9.7
Plane 210 144 26 1.9
ProximalPhalanxTW 605 80 5.1 0.6
Fish 350 463 229.7 32.3
DiatomSizeReduction 322 345 219.1 22.4
DistalPhalanxTW 539 80 4.7 0.65
Trace 200 275 148.6 11.9
Lightning7 143 319 108.7 15.2
ECGFiveDays 884 136 70.7 5.2
Sony AIBORobotSurface 621 70 5.7 0.57
OSULeaf 206 242 272.5 38.3
Coffee 56 286 163.4 11

Table 8.4: Experimental CPU time ratios.

e Initialization of inducing points locations: due to the non-convexity
of the SGPR’S objective function for parameter learning, we get differ-
ent inducing point locations for different initializations (local optima).
The solution proposed is to initialize the inducing point locations of
each time series in the same way. We can either initialize the inducing
points with equally spaced points in time, or initialize them randomly
with the same seed.

e Adam’s learning parameter: SGPR’s objective function for the
inducing points locations is sensitive to the choice of Adam’s learning
rate. When the learning rate is too large, we might get some inducing
points outside the range of the training data on the time-axis. When it
is too small, the learning becomes local in the sense that each inducing
point sculpts out the approximate posterior in a small region of the
input space around it. The learning rate should be selected carefully.

e Normalizing/Standardizing the data: GPyTorch requires all data
(timestamps included) to be normalized /standardized since it expects
all computed distances to be on the order of 1. That’s the reason we
standardize our timestamps.
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Chapter 9

Conclusion

In this thesis, we provided a novel two-stage framework for shape-based
time series clustering using Sparse Gaussian Process Regression. The proposed
framework leads to fast, scalable and accurate clustering. Experiments
conducted on 15 time series datasets show that our framework is state-of-
the-art compared to a widely used existing method. We believe that using
Gaussian Processes for time series clustering is a promising research direction
for the future. The next step would be to design appropriate distance measures
for more expressive kernel functions. More expressive kernels would allow us
to model more complex time series and thus extend the clustering power of
our framework.
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Appendix A

More experimental results

In the following, we report the experimental results for m = x - logT
inducing points, where = = [1,2,4,5]. We report the best and the worst ARI
scores among the scores for the different values of o, and the ARI score for
the constant value a = 1.
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Metric
Adjusted Rand Index | k-means SGPRj-lk-r'rIl‘eans
(ARI) (m=logT)
Dataset a—1 | worst | best
Beef 0.084 0.11 | 0.091 | 0.11
ECG200 0.13 0.16 | 0.08 0.16
Arrowhead 0.11 0.17 | 0.063 | 0.17
Meat 0.47 0.23 |0.12 0.48
Plane 0.72 0.67 |0.44 0.68
ProximalPhalanxTW 0.41 0.4 0.27 0.4
Fish 0.25 0.22 |0.11 0.22
DiatomSizeReduction 0.28 0.32 | 0.25 0.39
DistalPhalanxTW 0.44 0.43 | 0.21 0.48
Trace 0.72 0.7 0.49 0.81
Lightning7 0.22 0.31 | 0.13 0.31
ECGFiveDays 0.11 0.079 | 0.079 | 0.19
SonyAIBORobotSurface 0.26 0.3 0.12 0.65
OSULeaf 0.12 0.087 | 0.057 | 0.094
Coffee 0.24 0.3 0.07 0.71

Table A.1: Adjusted Rand Index scores for m = logT'.

Metric
Adjusted Rand Index | k-means SG(]; lzzlf(;;n;; ns

(ARI)
Dataset a=1 | worst | best
Beef 0.084 0.097 | 0.087 | 0.12
ECG200 0.13 0.1 0.1 0.22
Arrowhead 0.11 0.15 | 0.075 | 0.18
Meat 047 0.17 0.16 0.2
Plane 0.72 0.69 0.69 | 0.77
ProximalPhalanxTW 0.41 0.42 | 0.42 | 0.45
Fish 0.25 0.21 0.16 0.21
DiatomSizeReduction 0.28 0.47 | 0.42 | 0.49
DistalPhalanxTW 0.44 0.44 0.31 | 0.48
Trace 0.72 0.76 0.61 | 0.86
Lightning7 0.22 0.29 | 0.23 | 0.29
ECGPFiveDays 0.11 0.088 | 0.088 | 0.12
Sony AIBORobotSurface 0.26 0.57 | 0.14 | 0.7
OSULeaf 0.12 0.12 0.12 | 0.14
Coffee 0.24 0.07 0.07 | 0.22

Table A.2: Adjusted Rand Index scores for m = 2 - logT.
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Metric
Adjusted Rand Index | k-means SG(ern R:—le{(;;n;)a ns
(ARI)
Dataset a—1 | worst | best
Beef 0.084 0.096 | 0.084 | 0.12
ECG200 0.13 0.12 0.11 0.14
Arrowhead 0.11 0.21 | 0.073 | 0.21
Meat 0.47 0.44 0.42 0.46
Plane 0.72 0.73 | 0.66 0.74
ProximalPhalanxTW 0.41 0.43 | 0.33 0.44
Fish 0.25 0.25 |0.13 0.25
DiatomSizeReduction 0.28 0.77 |0.43 0.86
DistalPhalanxTW 0.44 0.37 0.32 0.41
Trace 0.72 0.81 | 0.75 0.89
Lightning7 0.22 0.28 | 0.24 |0.3
ECGFiveDays 0.11 0.11 | 0.1 0.17
Sony AIBORobotSurface 0.26 0.26 | 0.26 | 0.5
OSULeaf 0.12 0.12 |0.093 | 0.15
Coffee 0.24 0.12 0.1 0.16

Table A.3: Adjusted Rand Index scores for m = 4 - logT'.

Metric
Adjusted Rand Index | k-means SG(]; lit,’ll((;m;; ns
(ARI) —9208
Dataset a=—1 | worst | best
Beef 0.084 0.1 0.086 | 0.13
ECG200 0.13 0.084 | 0.084 | 0.15
Arrowhead 0.11 0.22 | 0.12 0.22
Meat 047 0.37 |0.33 0.38
Plane 0.72 0.71 |0.63 0.74
ProximalPhalanxTW 0.41 0.41 | 0.33 0.42
Fish 0.25 0.26 | 0.12 0.26
DiatomSizeReduction 0.28 0.56 | 0.11 0.84
DistalPhalanxTW 0.44 043 |0.34 0.43
Trace 0.72 0.85 | 0.61 0.89
Lightning7 0.22 0.3 0.22 | 0.3
ECGPFiveDays 0.11 0.1 0.1 0.17
Sony AIBORobotSurface 0.26 0.25 |0.25 0.48
OSULeaf 0.12 0.12 | 0.096 | 0.15
Coffee 0.24 0.16 | 0.11 0.19

Table A.4: Adjusted Rand Index scores for m =5 - logT.
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