NATIONAL TECHNICAL UNIVERSITY OF ATHENS
SCHOOL OF APPLIED MATHEMATICAL AND PHYSICAL SCIENCES

DEPARTMENT OF PHYSICS
HIGH ENERGY PHYSICS LABORATORY

Research and Development of the Electronics and Data
Acquisition System for the New Small Wheel Upgrade

of the ATLAS Detector at CERN and Performance
Evaluation of the Micromegas Chamber

A dissertation presented by

Christos Bakalis

to
The Department of Physics
for the degree of
Doctor of Philosophy
in the subject of Physics

Athens, July 2021






Research and Development of the Electronics and Data Acquisition
System for the New Small Wheel Upgrade of the ATLAS Detector
at CERN and Performance Evaluation of the Micromegas
Chamber

PhD Thesis

Christos Bakalis

Advisor: Theodoros Alexopoulos
Professor N.T.U.A.

Exam committee:

Theodoros Alexopoulos Stavros Maltezos Evangelos Gazis
Professor - NTUA, Greece Professor - NTUA, Greece Professor - NTUA, Greece

........................................ Theodoros Geralis

Venetios Polychronakos Research Director - Dimitrios Sampsonidis .......c.cccoeveeennieercninnenene.
Researcher A - BNL, NCSR Demokritos, Professor - AUTH, Georgios lakovidis
USA Greece Greece Researcher - BNL, USA

Athens, July 2021



Xpnotog Mmaxkding
Authopatovyoc Gvoikdg Epappoyonv, Z.EM.O.E., EM.IT

© (2021) EBviké MetooPro [oAvteyveio. All rights reserved.

Amayopevetal  avIypan, arodnkevon kot davoun g mapodoas epyociog, €&
OAOKANPOL 1 TUNHOTOS OVTNG, Yo EUmOPIKO okomd. Emurpémetor n avatvmoon,
amoOKeLOT Kol OVOUN Y10 KOO U1 KEPOOGKOMIKO, EKTOOEVTIKNG 1 EPEVVNTIKNG
@OoNC, VIO TNV TPOHTODEST VAL AVOPEPETOAL N TTNYT TPOEAELGNG KO VO SLOTPEITOL TO
napov pnvopa. Epotmuota mov agopodv T ypnon g pyaciog Yo KEPOOGKOTIKO
oKOTO TPEMEL VoL ameLOHVOVTAL TPOG TOV GLYYPOPEQ.



EOGNIKO METZOBIO ITOAYTEXNEIO
YXOAH EPAPMOIMENON MA®HMATIKON KAI ®YEIKON EMNIETHMON

TOMEAX OYZIKHX
EPTAXTHPIO ®YZIKHYE YWHAQN ENEPI'EIQN KAI ZYNA®OYX OPTANOAOITAX

"Epgvva kar Avantoén tov HAeKTpoviKOV Kot Tov ZuoTi|patog
Anoonaong Asoopévov ¢ AvapaOuiong New Small Wheel tov
Aviyveuti] ATLAS o010 CERN, ko Xapaktnpiopog e Am0600ong
Tov Q@uArdpov Micromegas

AWaxTopikn datpifBn Tov

Xpnotov Mrakdain
Authopatovyov vcikov Eeappoyov, X.EM.O.E., EM.IT

EITIIBAEITQN: Ocdowpog AleEdmoviog
Kafnynmg E.M.IL.

ABMva, lodhog 2021






ental &

EOGNIKO METZOBIO ITOAYTEXNEIO
YXOAH EPAPMOIMENON MA®HMATIKON KAI ®YEIKON EMNIETHMON

TOMEAX OYZIKHX
EPTAXTHPIO ®YZIKHYE YWHAQN ENEPI'EIQN KAI ZYNA®OYX OPTANOAOITAX

"Epevva ko Avantoén tov HAeKTpovikav Kot Tov ZuoTi|natog
Anoonaocng Asdoopévav ¢ AvapaOuiong New Small Wheel tov
Aviyveuti] ATLAS o010 CERN, kon Xopaktnpiopog tne Am06001G
Tov Q@uArdpov Micromegas

Awoaktopikn dwatpipn Tov

Xpnotov Mraxkdin
Authopotovyov Dvcsikod Eeappoyov, X.EM.O.E., EM.IT



TPIMEAHX XYMBOYAEYTIKH
EIIITPOIIH:

1. ®eddwpog  AAeEodHmOvAOC,
E.M.IL

Ka0.

2. Xrovpog Moitélog, Kaf. E.MLIT.

3. Evayyeloc IN'alng, Kab. E.MLIT.

. ®eddmpog

. BEvéryyehog

. Anuntprog

EIITAMEAHX EEETAXTIKH
EIIITPOIIH:

AAeEdmovAog -
Kanyntg, E.M.IL.

. Ztovpog Maitéloc - Kabnyntig,

E.M.IL.
Falfc - Kabnyntig,
E.M.IL.

. Bevétiog IToAvypovdiog - Epguvntnig

A, BNL (USA)

. ®eddwpog TI'épaing - AtevbBuving

Epevvov, E.K.E.®.E. Anuokprrog
Zoapyoviong -
Kabnyntg, AIIO

. T'eopyrog TokwPiong - Epesvvnmg,

BNL (USA)

ABMva, lobhog 2021



[TepiAnyn ota EAANViKaG

O Meydrog Emtayvvimg Adpoviov (Large Hadron Collider (LHC)), tov Evpomaikov
Kévtpov [Tupnvikdv Epguvav (CERN) Eexivnoe va emttaydvel TIG TPMTEG TOL OECUES
10 2008. Ao Tic mpadTeg PéPEG Aettovpyiag tov, 0 LHC éxelemrpéyel 61Ny EmMGTHOVIKT
KOWOTNTO VO TEAECEL TPMOTOTOPO. TEWPALOTO, TOV £XOVV GOV GTOXO VO OTOVTI|COVV
OeeM®MON EpOTAHATA Y10 TN GVOT) TNG VANG Ko NG evépyeloc. Emeldn ta mewpdporta
QLOIKNG VYNADV evePYELDV £ival Baciopéva 6T GLALOYT E00UEVOV LEYAANG KAILOKOG,
N avénon tov pubpov aviwpdoewv Bewpeitar Bépa peiovag onuociog. Oco mo
VYNAOS 0 pLOUOC OAANAETIOPAGEMY, TOGO TEPIGGOTEPA OEOOUEVA KOTAYPAPOVTOL, KO
omdvia avOIEVO TOL VIO AAAES cLVOT|KES Ba emKOAOTTTOVTOY OO AALES dlepyaoie,
TEPLOGATEPO GLYVECS, Oa umopécovy va pedetnBovv. I'oto Adyo avtd, o LHC 6a mpofel
ot avaioyeg avapaduicslg, ol omoieg Ba avénoovv v evépysto ké€vipov palag,
KoL TNV OTEWVOTNTA Tov. Metd amd v avafaduon g debtepng HeydAng tovong
(Long Shutdown (LS2)), n omoia 6o oAoxAnpwbBel to 2022, o1 déopeg Ba Eyovv pia
TEMKT QOTEWVOTNTO TG TAENS TV £ = 2.5 x 10** em~2s~!. EmmAéov avaPoduicelc
nov Ba odnynoovv otnv Phase-II 2026-2038, Oa avéncovv ™ eoTEWVOTNTA GTOL 5 —
7.5 x 10** em 257!, pe v evépyeta kévipov palog va etéver to 14 TeV. H avEnon
™G POTEWVOTNTOS Bol 0dNyNoel Kot e avénom Tov puOpod aAANAEmdpAcE®Y, dpa
KOl GTN PON| COUOTIOI®MV TOV OATEPVOVV TOVG OVIXVEVTEG TOV UEYAAOL EMLTOLVT
adpoviov. I'a avtd 10 Adyo o aviyvevtng Toroidal LHC ApparatuS (ATLAS), mov
elvai o peyaivtepog tov LHC, Ba avTiKaTaoTOEL TO E6MTEPIKA KOTAKLN TOV LLOVIKOD
QOCUOTOUETPOL KaTA TN d1dpKelo TG devTEPNG HEYAANG mavone. H avafdduion New
Small Wheel (NSW) 6mwg kodeitat, Bo amoteleitor amd o000 TEVOAOYIEG AVIXVELTMV,
toug Micromegas (MM) kot tovg small-strip Thin Gap Chambers (sTGC). O NSW
&xel oyedlnotel va vropével 10 avénuévo vrofabpo AOY® TV avaBabuicewmy Tov
EMTAYVVTY], TPOCPEPOVTOS OEDOUEVO AVOKATAGKEVLNS TPOYL®dV pioviov otov ATLAS,
KaOdc Ko TAnpogopieg okovoolopod. O axpoywviaiog ABo¢ Tov GLGTHWOTOG
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avayvoong oedopéveov tov NSW, eivan 1o VMM Application-Specific Integrated
Circuit (ASIC), pio nAektpovikn povada mov Oa ypnoyomombel kot and TG 600
teyvoroyieg aviyveutav tov NSW. Adym tov oyediacod tov, 1o VMM £€xet mpotabei
Kot o€ pio TANB®pa GAA®V TEWPAPATOV TOV KAVOLV YPNOT OVIAOY®OV OVIXVELTIKOV
ocvomnuatov. To VMM anoteieiton ond 64 aveEaptnta kovaio, kabe £va €K TV
omoiwv mpoPaivel oe petpnoels axpiPeiog v 6Tovg NAEKTPOVIKODS TOAUOVE TOV
OMUOLPYOHVTOL OO TOVS OVIYVELTEG OTAV JATEPACTOVY OO UIOVLID, EVM TPOGPEPEL
Kot ypriyopa dedopéva yia to cvotnpa okovooiopod tov ATLAS. H npd €kdoon
00 VMM £xave tnv gpedvion Tov 1o 2012, kKot Hetd amd t€66epis EKOOCELS, amoPivinKe
otLelvar érotpo va eEumnpetnoet Tig avaykeg tov NSW. Kapia omd avtéc tic avapaduiceig
dgv o pmopovce va gixe oAokAnpmOel, av dev vpye pio a&idmotn TAaTEdpua
YOPOKTNPIGHOV TNG povadag. Avti n TAateopua npbe otn popen tov VMM Readout
System (VRS), mov kdvet ypnon povadwv Field-Programmable Gate Array (FPGA),
TPOKEEVOL v ANPOoLV Ta dedopéva amd To VMM, kot va dStapopembei t Asttovpyio
tov. Me éupaon oty eveM&ia, 1o vAKoloyiopkd twv FPGA tov VRS, elye oyediaotel
HE TETOL0 TPOTO TPOKEWEVOL Vo EELMNPETNOEL SLAPOPO. GEVAPLAL ANYNG SESOUEVDV
(m.x. epyaotnprakéc cuvinkes yopig aviyveutn, N 1e61-0éoung). 'Eva peydlo koppdrt
™G POV OGS STPIPNG APLEPDVETAL GTNV TEPLYPAPT] TNG OPYLTEKTOVIKNG TOV £V AOY®
VAMKOAOYIGUIKOD, TTOV ovomTOXOnKe Yo var KoAdyel Tic avaykes e avapfaduiong
tov ATLAS NSW. To cvomua ypnowomombnke yio vo emPePordoet v opn
Aertovpyia tov VMM, va kdvel tov palikd Eleyyo Tov TeMKodV povadmv tov VMM
mpw avtd eykatoctafovv otov ATLAS, kot va AdPel ta dedopéva and 10 VMM,
pali pe tov aviyveutn Micromegas, o€ cuvONKeg 1e6T-060unG. Metd v Topaymyn
TV TEMKoV povadwv ASIC mov oafalovy kot Sopope®VOVY TIC AELTOVPYiES TOV
VMM oo neipopo ATLAS, to svomua mov Bacilotav oe FPGA avtikataotddnke
oand To TEMKO, oV giye oo Pdon £va GVOTNUA ANYNG OEOOUEVOV ETOUEVIC YEVIAG,
nmov ovopdletor Front-End LInk eXchange (FELIX). 'Eva mococtd g mopovcog
epyaciag mePLYPAPEL TO. EPYOAEID AOYIGHIKOD TTOV OVATTOYONKOV TPOKEUEVOL VL
dtevkolvlel 1 dadkacio EVEOUATMOONG TOL NAEKTPOVIKOD GLUOTHHOTOG Tov NSW
pe 1o FELIX. Eriong, ta ev AOy® makéTa AOYIGHKOD YPNOILOTOmONKAY Kot Y10 61N
dladkasio EAEYYoL TG 0pBNC AElToVPYiog TOV TEMK®V aviyvVELTMV ToL Micromegas,
npw avtol gykatactabfovv otov ATLAS, xabBng ta dedopéva tovg Aapfdvovtav
oo to TEMKO ovotnua Ayng dedopévav. To televtaio Kepdhato g mapodoog
dwtppng, apiepaverat otny teptrypaen tov Slow Control Adapter eXtension (SCAX),
T0 omoio elvarl €va TOKETO VAIKOAOYIGHIKOD oL eveopotoveTol o Eva FPGA kot
ppetton pio Paocwkn niektpovikn povada tov NSW, ovopatt SCA ASIC. To SCA
etvar o povada mov Ppioketor ota NAeKTpovikd Tov NSW, kot ypnoyomoteiton yio
™ SUOPPMOCT TOV AEITOVPYLOV OAWV TV GAA®V povddmv ASIC Tov cueTuaTOC.
To SCAX amd v aAAn, €xel oyedaotel Yo va vrootnpicet FPGA mov givon emiong



HEPOG Tov GuoTHHOTOS NAEKTpOVIK®Y ToL ATLAS, ko Bpickovtol pokpid omd meployc
VYNNG padlevépyelag. Atvel T SuVATOTNTA GTO YPTNOTN TOL VO YPAYEL TUPUUETPOVG
Stpodpemong Aettovpyldv omn Aoyikn tov FPGA mov Bpioketal, Kot vo ovayvadoet
TIWES KOTACTAONG OO KATAX®PNTES TOL LROAOTOV VAKOAoywokov. To SCAX
uipeiton o TpmtdKoAko I2C mov 1o SCA YpNGILOTOLEL Y10, VOL ETIKOIVOVAGEL PE GALEG
GUOKEVEG, EVO EMIONG UUEITOL KOl TO TPMOTOKOAAO HETAED OTOV KOl TOV GUGTHLOTOG
FELIX. Mg autdv 1oV TpOTO, EMITPEMEL TN XPNON NG NON LAAPYOLGOS VITOJOUNG
AOYIoUIKOD Kol NAEKTPOVIKDV, MOTE VO OLOUOPPAOCEL TIS Agttovpyieg Tov FPGA péoa
010 onoio &xervionmombei. To SCAX ypnoomoteitar omd Tov ene&epyaotn oKAVOIUAMGHOD
tov NSW, ko pumopet va ypnoyonomBei and omotoonmote FPGA mov emikotvovet pe
1o FELIX.






Abstract

The Large Hadron Collider (LHC) at CERN, which began operations in 2008, has
allowed the scientific community to conduct groundbreaking experiments that aim to
answer fundamental questions about energy and matter. Since the high energy physics
experiments rely heavily on statistics, the increase of reaction rate is considered to
be of utmost importance. The higher the reaction rate, the more data are recorded,
and rare events that would otherwise be hidden by other processes, emerge. For this
reason, the LHC plans to perform upgrades in the way it delivers its beams, leading
to a higher center-of-mass energy and instantaneous luminosity. After the second
Long Shutdown (LS2) upgrade, which will be finalized in 2021, the beams will have
an ultimate luminosity of . = 2.5 x 103**cm~2s~!. Additional upgrades that will
lead to the so-called Phase-II (2026-2038), will see the LHC deliver a luminosity
of 5 — 7.5 x 10**cm~2s~! and a center-of-mass energy of 14 TeV. The increase in
luminosity will lead to an increase in reaction rate and hence, particle flux, stressing
the LHC’s detectors and their associated data acquisition systems to their limits. For
this reason, the Toroidal LHC ApparatuS (ATLAS) detector, the largest of the LHC,
is planned to replace its innermost end-cap stations of its muon spectrometer during
LS2. The New Small Wheel (NSW) upgrade as it is called, will be comprised of two
detector technologies, the Micromegas (MM) and the small-strip Thin Gap Chambers
(sTGC). Designed to cope with the increased background rate of future run conditions,
the NSW will provide muon precision tracking data to ATLAS, and also contribute
to its triggering scheme. In order to support the newly-installed detector media, a
next-generation data acquisition system was designed, that will be able to cope with
the increasing demand in throughput in the following years of ATLAS’ operation, and
endure the harsh radiation environment of the innermost end-cap region of the muon
spectrometer. The cornerstone of the said front-end electronics system, is the VMM
Application-Specific Integrated Circuit (ASIC), which will be used as the front-end

Xiii



chip for both Micromegas and sTGC detectors of the ATLAS NSW upgrade. Due
to its flexibility and several configurable parameters, it has also been proposed to a
variety of tracking detectors in other experiments. The VMM integrates 64 independent
channels, each providing precise amplitude and timing measurements in digital format
for tracking purposes, and fast signals for triggering. This mixed-signal all-in-one
solution, underwent three major revisions and a minor one, since its first prototype
that was produced in 2012. None of these revisions could had been conducted, if a
reliable testing and characterization platform did not exist. This gap was filled by
the VMM Readout System (VRS), which employs Field-Programmable Gate Array
(FPGA) devices that reside on the same board that the VMM 1is on. This FPGA
is able to configure, read-out and calibrate the ASIC, and be adaptable to different
implementation scenarios (i.e. testbench and testbeam use-cases), and different boards
or FPGA packages. A large part of this dissertation, is devoted into describing
this FPGA firmware that was developed for the needs of the NSW upgrade. The
firmware was employed to validate the ASIC’s performance, perform the mass-testing
of its final production version, and handle the tracking and triggering data when the
VMM was used in conjunction with the early Micromegas chamber prototypes during
testbeam, thus aiding the collaboration in determining the operational parameters of
the detector and its front-end ASIC. After the production of the final ASICs that
would read-out and configure the VMM, the FPGA readout scheme was replaced
by the final one, which made use of the next-generation data acquisition scheme of
ATLAS, the Front-End LInk eXchange (FELIX). Another significant part of this work,
describes the integration process of the NSW electronics system with FELIX and its
related back-end infrastructure, which involved the development of software tools that
eased the integration process, and the Micromegas detector commissioning prior to
its deployment into the ATLAS cavern. Finally, the last Chapter of this dissertation,
is devoted into describing the Slow Control Adapter eXtension (SCAX), which is an
FPGA module that emulates the SCA ASIC. The latter is a radiation-tolerant device
housed by all front-end boards of the NSW electronics system, and is used to access
the register address space of other ASICs, in order to configure and monitor them. The
SCAX on the other hand, is designed to support FPGA systems that are part of the
ATLAS electronics scheme and are situated outside the radiation area, by writing into
the configuration parameters or reading back any of the status registers of their logic.
The SCAX emulates both the I>C interface of the SCA ASIC used by the NSW devices,
as well as the communication protocol implemented between itself and the back-end
electronics scheme. It thereby enables using the same back-end software suite that
support the ASICs, to also access the address space of the FPGAs within the same
system. It is being used by the NSW Trigger Processor, and can be employed by any
FPGA that interfaces with FELIX.
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Chapter

Xovoyn oto EAAnvika

Y10 mopav Kepdiao, o mapotebfel pioa ovvoym g dwrpPng, oty EAnvikn
YADGGO.

I.1 O Megyarog Emrayvvtig Adpoviwv

'evikd, pmopel va mel kovelg OTL OL emTa(LVTEG €lvol TO ~HKPOCKOTIO Y0l TOLG
dvowkovg Yyniov Evepyeiov [1].  Iotopikd, ™G mpdTog emTOLVING UTOpEl va
BewpnBel 0 kaBoddg cwinvog mov katackevacse To 1895 o Rontgen yio va mapdéet
axtiveg X, 6mov pia dtopopd SuvapikoD eTTayLVE NAEKTPOVIL GE EVEPYELEG TG TAENC
10V nepikav keV 1. Tuepa, ot evépyeieg mov ayyilovv ot emtoyvvTég efvon g ThENG
tov TeV, ko dev emtaybvouv pHovo nAektpovia, oAAd kol Tpwtoévia 1 Ko Bapéa
WOVTO. ZTO TEPAUATO QVTA, [io dEoUT COUATIOIOV eTTaydveTOL eite o€ €VbEia, gite o€
KUKAKY| Tpoyld pe tn Bonfeto NAEKTPOLAYVITMV TOL TAPAYOVV TTESIN OPKETA 1oYLPHL
MOOTE VO, LEAVOLY TNV TOYVTNTO TOV COUATIOIMV EVO TOVTOXPOVO To. KaTELOHVOLV
oe avotpd kabopiopéveg tpoylés. Telkd, To COUOTIOW VTA CLYKPOVOVTOL E1TE
o€ otafepovg oTdYoVC, €ite pe GAAEG déoueG COUOTIOI®VY, Yo va mapdcovv Papéa
COUATION VYNADV EVEPYELDV, TOV GTT] GLVEYELL LEAETAOVTOL OO TOVS EPEVLVNTEG.

O Meydhog Emrayvvimg Adpoviov (Large Hadron Collider, LHC), elvai o peyoivtepog
EMTAYVVING TOV £XEL KATAOKELOOTEL TOTE, Ko Eekivnoe emionua tn Agttovpyio TOL TO
2008. TIpoxettor yio Evov KUKAMKO €mTOLVTH OOV VIEPAENTEG OEGUEG TPMTOVIOV
EMTOYVLVOVTOL TOGO TOAD TOL TANGLALOVY TNV TAXLTNTA TOV POTOS, DGOV TEAMKA

"YrevBopiletan 611 1 povada svépyetag tov eV (HAektpoviofioldt - electronvolt) 1Godvvopsi pe TV
EVEPYELN TTOV OTOKTA VO NAEKTPOVIO, OTAY VTO emttayvVOel and pio dopopd dvvapkod g Téng Tov
1V.
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OAANAOGLYKPOVOVTOL LETAED TOVG TOPAYOVTOS £TCL COUATIOW TPOG HeEAETY. H mepapotikn
avt) odtaén Ppioketor ekaTovtdoeg HETpa KAT® omd v empdvela g I'me, ota
ovvopa [N'oAriac-EABetiog, evd 0 KOKAKOG COANVOS TOV OTTOT0 SLTPEYOVY T TPMOTOVLINL
Exel meprpépeta 27 km.

Figure I.1: Aepoowtoypaeio Tov CERN kot tov peydiov emttayvvt] adpoviov. Eivor
€VO1GKPLTOG 0 LEYAAOG OOKTUALOG TTOV EMLTAYVOVOVTOL TO. COUATION, EVD TO dEI0 PaiveTOL
70 0gpodpOo Kot 1 Alpvn g Fevedng. O pikpdtepog SakTOAIOC HEGH GTOV KVPLOo, Eival
o SPS, o omoiog d10yeTEVEL TOV KVPLO SUKTOALO TOV HEYAAOL EMTOYLVIN AdPOVIOV LE
TPMOTOVIO, EVEPYELNG LEPIKDV EKOTOVTIUd®V GeV.

Mia cepd amd 6o Kot LeYOAVTEPOLS OUKTVAIOVS EMLTAYHVOLV TPOOJEVTIKA TPOTOHVIOL
OV TPOEPYOVTOL OO pio amAn LA VOPOYOVOL, Ta ooia TpwTOHVIN Ba KaTaAnEovv
TEMKA GTOV PHEYAAO OAKTOALO TOV HEYAAOV EMTAYXLVTY| AOPOVImMV, 0 0moiog dlaympilet
000 0ECIEG TPMTOVIMV KO TIG OVOKVKADVEL Y10 TOAAEC DPES o€ avtifeTeg Katevhhvaelg
péca tov?. Ot SEGHEC OVTEC HTOPOVV VO GVYKPOLGOOVV HETAED TOVS GE GLYKEKPILEVOL
onueio mhve otov daKTOAO, KOl Ol 1OYLPEG OVTEG GLYKPOVOELS OmeAevBep®VOLV
peydio mood evépystog, oniodn Popld copatiow, 1 eOTOVIOL VYNANG cLYVOTNTIG,
OV TTAPEYOVYV TOAVTIUEG TANPOPOPIES Yoo TN doun NG VANG OTOVG EPEVVNTEG TOV
CERN. Akpifdg 6 auTtd T0. O0POPETIKA ONUEID TOV GLYKPOVGEMY VTAPYOLV Ol
avLYVEDTES, ONAAON €EEIOIKEVIEVES SLOTAEELS KATAAANANG TEXVOLOYING, TOV UTOPOLV
VOL OV VELGOLV UE OKPIBELD TOL COUATION TTOL TOPAYOVTOL OO TIG GVYKPOVOELS, KOl VL
OVOADGOVV TANP®G TIC TPOYLEG KOl TIG OLOTNTEG TV COUATIOIMV ovT®dVv. OrKvptdTepOl

’H Sodikooio ™G EmMTAXLVONS Kol OVOKOTEDOUVONG TV SEOUMV EMTUYYAVETAL UE 10YVPG
NAEKTPOLOYVNTIKA TES IO TOL SNULOVPYOVVTOL OTTO NAEKTPOLUYVITEG VITEPULYDYDV TTOV AELTOVPYOVV LLOVO
o¢ OepLokpacieg KOVTA GTO ATOAVTO UNOEV.
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aviyveutéc otov LHC givon ou: ATLAS, CMS, ALICE xou LHCb?.

Figure 1.2: Anoyn tg onpayyag tov LHC 6nov emtoyvvoviol to mpotovia.

Xmv mpoonadeia BEATIOONG TOV TEPAUATOV Yo EEXYMYT] KAADTEP®V OTOTELECUATOV
o€ OAO Kol LYMAOTEPES eVEPYElES, Olamotdbnke 611 060 ynAdtepog o pvOudg
OAANAETOPAGE®MY ¢, TOCO TEPIGGOTEPO YEYOVOTO, OVIYVEDOVTUL, LE OTOTEAEGLO VO,
e&lyovtal Kot mePLoGOTEPES TANPOPOPiEg Omd To TMElpapa. EEKIVOVTOG OO TO OTAd,
ONAadn amd Ta TEWPALOTO GTABEPOL GTOYOL, 0 PLOUOG CAANAETISpao G EEQPTATOL AUTTO
10 pLOUO TPHGTTOONS N TOV COUATIOIMY TNG 0EGUNG TAV® GTO GTOYO, TNV EVEPYO
Statopn o g vrd pedétn avtidpoonc?, kot o méyog d Tov 6TdYOL [1]. TvvdvalovTag
T0 pueyedn avtd, opileton to péyebog e Pwrevotnrag £

p=02 (IL.1)

Yto ovyypova elpduata Y yniaov Evepysidv 0mov dev mpotipdrtaim pébodog otabepov
oTOY®V, APOV LE OAANAOGVYKPOVOUEVEG OECIEG 1 LEYIOTN EVEPYELN TTOV EMLTVYYAVETOL
elval oNUOVTIKE PEYOAVTEPT], N GOTEWVOTNTA (Kol Apa 0 PLOUOS GAANAETIOPAGEDY
nov glvarl avdAoyog g emtevotrtag) opiletal mepiocdtepo mepimioka. ITAéov
QOTEWVOTNTO AVIITPOCOTEVEL VO LETPO TOL TANOOVG TOV COUATIOIOV oVl HoVAda
epPadov emopaveiog kKo xpovov. Av N; kot Ny 10 TANn00¢ TV copotdiov g kdbe
déoung, Kot 0, 0y N EYKAPGIAL KoL S1oun KNG S1aTopn TmV dEGUAOV , TOTE N POTEWVOTNTA
Z oyetileton pe TIg MAPAUETPOVS OVTEG HEGEH TOV TOHTOVL:

301 aviyvevtég yevikod eviiogépovrog, ATLAS kar CMS, ftav ekeivol mov aviyvevsay to 2012 to
pmolovio Higgs.

“H evepydg S1otopn €xel LOVASES EMPAVEING Kot EKQPPALEL OVGLOGTIKA TNV TLOAVOTNTO TPAYLATHOOTG
piog avtidpaong.
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N1 Ny
X

00y

(1.2)

‘Etol howdv, 10 mAbog TV aAANAEmOPAGE®Y Ny MOV OVOUEVETOL GTO TEipOO,
opileton amd tn oyéon [2]:

Newp = Oeap / L (t)dt (1.3)

Onov n mocodT™TA 0,y OVOUALETOL EVEPYOS dl0TOUT, €XEL NOVADEG HEYEDOVG EPPad0D
emedvelag Kot ekppdlel v mbavotrta va cupuPel pio cuykekpiuévn avtidpaon.

2YETIKA e TOVG TOTOVG TTOV HOALG OVOLPEPONKAY Kot TN GXEGT TOVG UE TO TEWPAUATA,
a&iler va avapepbel 0TL meprocdtepn Eupaon divetar otn Pelwon NG STOUNG TV
deopmv, €va gyyeipnua mov yapoakmpiletor and eyyeveic meplopiopovsg, Kabog pio
déoun mov amoteleitar povo amd mpotoéHvVia Yo mapddetypa, advvotel va peivet
GLYKEVTIPOUEVT, AOY® TOV IGYVPOV NAEKTPIKOV SuVApe®mV dnwong petabd Tov dpoto
QOPTIGUEVOV TpwTOViYV, Tov Ppickovtal T060 Kovtd petald toug Héca otn dEou.
Tétow teyvika ntipoto KaAovvior vo Avbovv oe kdbe meipapo dvokng Yyniov
Evepyeiwv, 1660 LAAALOV GTOV HEYAAO EMLTOYLVTH AOPOVIMV, OOV Ol EVEPYELES KOl 1
eotewvotTa stvor TaEetg pey€Boug peyaldtepeg oe oyéon e TaAOTEPO EYYEPNLOTA.
[T cvykexpuéva [3, 4], ot aviyveutéc ATLAS ko CMS, givor oyedtacpévor yuo va,
aVLYVEDOLV GE PMTEVOTNTEG NG TAENG Tov ¥ = 10** cm™2s™!, evd 10 melpopa
LHCb Aertovpyel oe yopniotepeg potevomteg (£ = 10*2cm=2s7!). And
Katackevn Tov péxpt onpepa, o LHC mapapéver (ko Bo mapapeivet yio moArd xpdvia)
N UEYOADTEPN KoL 7O TEPIMAOKN TEWPAUATIKY OUTAEN TOV KOTAOKEVACTNKE TOTE.
Hexivnoe to 2011-2012 ota 3.5 TeV evépyeia ava déoun kot aveéPnke ota 4 TeV 1o
2012, evd £xet mPooPEPEL GUVOMKTY poTewdTTa G TaéNng [ Ldt = 28.26fb~!
otovg aviyveutég ATLAS kot CMS. Zn cuvéyeta, Ba eEetactel 1 doun Tov aviyvevT
ATLAS, o omoiog eivat kot 0 aviyveLTIG GTOV OO0 AVAPEPETAL 1) TAPOVSA EPYOTIA,
kaBmg o1 avaPaduicelg mov oyedialovtar yio To LEALOV ¥pNLOVV VE®V LEAETMV GTOVG
OVIYVEVLTEG KOl GTO NAEKTPOVIKE TOVG GUGTNUATO, TPOKEWUEVOD VOl AVTETEEEABOLV OTIC
VEEC ATMATNOELS TOV EMKEIUEVOV TEPAUATOV.
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L2 O Aviyvevmic ATLAS

O aviyvevng ATLAS (A Toroidal LHC ApparatuS), givoat £vag aviyveutng yeVIKNG
YPNONG, OYEOWUGUEVOS VO KOADWEL TIG OVAYKEG TOAAMV TEPAUATOV TOL HEYAAOV
eMTOYLVTN adpoviov, OTmg TV avalitnon tov copatdiov Higgs, ) peién g
VIEPGLUUETPIOG, TNV ATAVINGT EPOTNUATOV GYETIKA LLE TN GKOTEWVY] VAN Kol TUYOV
vmoapén emmAéov dlaotdoemv oto Zoumav. To oyxfua Tov £xel KOAVIPIKY HOPPOY|, LE
pfkog dtapunkn aéova mepimov 45 m, ko didpetpo wepi T 25 m. Zuyilel mepimov 7000
TOVVOLG, Kot eivart HEYPL GTLEPD O LEYAADTEPOG AVLYVEVTYG G OYKO TTOV KATOOKEVAGTNKE
moté. Amo 102012, 3000 emotipoveg amd 38 xdpeg cuvepydloviat yio TV VIOCTNPIEN
Kot avaPadpion tov aviyveuty. Xto Xy. [.3 anewoviletal o€ TP1odtdoToTO HOVTELO il
YEVIKT] AITOYT TOL OVIYVELTY.

25m

Tile calorimeters

LAr hadronic end-cap and
. forward calorimeters

Pixel detector
LAr electromagnetic calorimeters
Solenoid magnet | Transition radiation tracker

Semiconductor fracker

Figure 1.3: Toun tov aviyvevty ATLAS.

Ot déopeg v copaTdiov Tepvodv amd Tov vontod GOV KLAVOPIKNG CLUUETPIOG
OV oviveLTH (Omd TO KEVTIPO TOV KVKAIKOV ’KATOKIMV’) KOl GLYKPOLOVIOL GTO
KEVTPO TOL, Tapdyovtag véa copatidw. To dtaupopetikd vrocvotipato tov ATLAS,
TOMo0ETNUEVA GE CTPAOUATO, KOTOYPAPOVY TV TPOYLE, TNV OPUN KL TNV EVEPYELN TOV
COUOTOIOV, TOVTOTOIOVTOG To TANPWOC. loyvpol pHayviATEG KAUTTOVV TIG TPOYLES TMV
(QOPTIGUEVOV COUATIIWV, EMTPETOVTOS TN LETPNOT TGS OPUNG TOVGS, EVOD TO dESOUEVAL
OV GLAAEYOVTOL OO TO, NMAEKTPOVIKG GUGTHLOTA TOV OVIXVEVLTY, VTOPBdALOVTAL GE
ovveyn availvon dote va EayBovv ot emBountég mAnpogopieg and avtd. H OAn
owdtaén Bopiler ) popen evdg Papeitod, kot yuoo To Adyo avtd gival ovvnbeg va
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aVaPEPOVTOL TO OLAPOPO TUNLATO TOV OVIYVELTH ®G TtepiPAN e TOL Bapertod” (1] amAd
”Bapé”), Ko o KomdKio”.

[Tpokeévon va yivouv cageic o1 AETTOUEPEIES VIO T OVIYVELTIKG GUGTILOTO TOV
ATLAS mov 6o avapepBovv otn cuvéyeta, ivol KaAd 6 avTod To GNUEID VO OPIOTEL M
évvola g wevdowkvtntag (n). Av n yovia e oxéon e tov a&ova g 6o ung 1eodTon
pe 6, 1ote 1 yevdowkvtnta opileton wg [5]:

n=-—In {tan (g)] (L4)

O opopdc ¢ mosdTNTAG 1) €ivol TOAD ONUAVTIKOS, kaBmG yiveTor £Tol €0KOAM
OVTIANTTN 1 YEOUETPIO TTOV KAADTTEL TO KAOE OVIYVELTIKO VITOGVGTILOL TOV OVIYVEVLTH).
ITto GUYKEKPUEVE, AVAPEPETOL TTLO GLYVA 1 TOGOTNTA |7], TOL KAAVTTEL Ko To. dVO
vontd nuenineda mov oynuatilel n evbeia g 0éoung. 'Eva mpokdmtov couatidlo
pe pEYAAN T yevdomkutnrag, o Kveitor oxedov cuyypapkd pe t 0&oun, eV
LKPOTEPES TWEG TOL |7| VITOVOOTV YwVies Slapuyng og oxéon pe ™ déoun g Taéng
tov 90° — 45°. 'Etol, elvar pavepd OTL o KOTAKIOL TOV OVIXVELTH] OVTIOTOLYOVV GE
HeYGAEG TG TOL |7, EVD TO KLAWVSPLKO TTEPIPAN O TOV BopehoD € LKPITEPES.

0 30 60 90 120 150 180
8 [deg]

Figure 1.4: I'paonpa tg weudowkdtntog o€ oy£o Le T Yovia amd Tov dEova T 0EcunG.

Ta xvuprotepa vrocvotipate tov ATLAS eivar ta e&n¢ [3,4]:
* To cVvomnua poyvntov
* O eomtepKOg aviyvevtng (tracker)

* Ta Bepudopetpa (1 karopipetpa)
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* To povikd eacpatdpeTpo (| PAGUATOUETPO)

O poyvng etvon ovo1aoTIKd Vo AETTO VITEPAYDYILO COANVOEIDES, TOV TEPIKAEIEL TO
KeVO avapesa amod 1o onpeio OAMNAETIOPAOTG/GVYKPOLONG GE GYECT] LLE TOV EGOTEPIKO
aviyveutn. Extog amd tov ecwteptcd poyvinn, Tpio peyoldtepa cowinvoedn Ppickoviat
tonofetnuéva yopm omd to kodopipetpa. O ecmTEPKOS pOyvATNG TTopdysl €va
poyvntikd medio g tééng tov 2T, kol emTpénel 610V €6MTEPIKO aviyvevTtn (Ue
unkog 6m Kot SIAUETPO 2 m) TOV KOAVTTEL TO €VPOG |n| < 2.5, va avardoel Tig
TPOYIEG TOV COUATIOIMV TOV HOALS £XOVV dpOmeETEHSEL OO T ONUEIR GVYKPOVOTC.
[epimov 1000 copatidi TpokdmTovy amd 10 onueio chykpovons kabe 25ns. Tlapd
TN HEYOAN TLUKVOTNTO TPOYLOV OV ONUIOVPYOVVIOL GTOV OVIYVEVTY, ETITVYXAVETOL
BéATIOTOC TPOGIIOPIGUOC OpUAY Kot vertex®, amd Ta cuotiuato Tov Pixel Detectors
ka1 SemiConductor Trackers (SCTs). ['bpw and avtotg, Bpiokovton Transition Radia-
tion Trackers (TRT), mov avaidovv v aktivoPorio petdmtmonc’.

[Mpw amd Tov ecmTEPIKO aviyveLTY|, BpioKovTon To. KAAOPILETPA, 1] AAADG OEPUIOOUETPOL.
Ta koropipetpo lvorl GLOKEVEG GYEOIOGHEVES e TETOLO TPOTO DGTE VO ATOPPOPOVV
TANPOG GLYKEKPLUEVOL TOHTTOV COUATIOW TOV TPOoTinTOVY TAV® Tovs. Etot 6An
EVEPYELL TOV CONOTIOIMV EvamOoTIBETOL 6TO E6MTEPIKOL TOL BepIdopeTpOL. ZVVNOMG,
Ta. KoAopipeTpa elval gite adpovikd (aviyvevovv dniadn pecdvia 1 Bapvovia), eite
niektpopayvntikd (aviyvebovv nrektpdvia, tolltpovia Kol emTovia). To adpovikod
KaAopipetpo yopiletor o tpia péPM, avarioyo To €0POS TNG WYELSOWKVTNTAG TTOV
KoAOTTel.  Ymapyet to tunqpo mov koddmrer to Papéh (|n| < 1.7), ta Komdxio Tov
(1.5 < |n| < 3.2), kou meproyés axdpa nepiocdTepo Kovtd otn déoun (3.1 < [n] <
3.9) [3,4]. Kd&be tpiua éyet kot AMyo StpopeTiky KOTACKELN: Yo TopASELYHO TO
KaAopipetpo mov meptPdAietl To fapéAt eivor PTIOYHEVO OO 0TGAAL (TOVL AEITOVPYEL G
ATOPPOPNTNG) KOt STVONPLETES TOL Tapdyovy Ta orjpata aviyvevong [5]. Tovndioura
adpoVvIKA kadopipeTpa ivol Katackevaouéva and vypd Apyd (Liquid-Argon (LAr)).
To nAekTpopayvnTikd KOAOPIUETPO Al TNV GAAT, omoTeLEiTOL OO OVO OUOKEVTPOLG
KUKMKOVG dloKoVES 0T KOmdKio, vy eEMTEPIKO Kol VOV ECMTEPIKO TOV KAADTTOVV
1.375 < |n| < 2.5 xan 2.5 < |n| < 3.2 avtiotoya. To nAeKTpOpAYVITIKO KAAOPIHETPO
nepcheiel to Papéh kor koddmter €opog |n| < 1.475. Or cvokevég avtég eivon
KOTOOKEVOGUEVEG amd LOAVPOIVEG TAGKES TOL ATOPPOPOVV TO. cOpaTiow, and LAT,
Kol and niektpoola Tomov Kapton oe oynua akkopviedv vrevbuva ylo T cLALOYN
TOV NAEKTPIKOV onudtov [3-5].

To copatidle mov dev Egovv amoppoPndel amd To VO PEYAAN CTPMUATO OVIYVEVTMV
oV avapépOnkav mapamdve, givor cuviBog wdvie (1), ta omoion oviKoLV GTNV

>To “onueio” aAAnienidpacng ovopdleTon vertex.
H axtivofolio. Tov eKTEUTETAL OO EVOL COUOTION OTAV AVTO 0ALALEL pEca S14S00oNC ToL OMoiaL EYOVV
SLaPopeTIKEG OINAEKTPIKES 1310TNTEG HETOED TOVG [1].
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OKOYEVELN TV AETTOVIQV 0e0TEPTG YeVIAG. Eivan eite Oetid eite apvntikd popticuéva
(ta avtipdvia etvon BeTikd eoptiouéva) Kot etvor apketd PapvTepa amd T GVYYEVIKA
ToUg NAEKTPOVIR’. AGY® TG 1E168VTIKOTNTAG TOL TOL YOPOKTNPILEL, YEVIKG GE OVIYVEVTIKEG
STAEELS, T PEPM eElva OV Elvar vTELHLVA Y10 TV TOVTOTOINGN TOVG, TOTOOETOVVTAL
0T0 EEMTEPIKA TUNLOLTO TOV OVIYVEVTY.

To Mioviko Doocuotouctpo (ot0 onoio B 600l Kol meprocdTEPN EUPOOT KAODS 1
avafBdaduion v omoila TPAYUATEDETOL TO TOP®OV HEPOG QNG TNG EPYOUCING apPOopd
avto 1o Koppdtt tov ATLAS) mepiBdiier ta KaropipeTpa Ko opilel ovGlOGTIKAE TO
uéyeboc oAOKANPOL TOL aviyveLTH. To GLOGTAUATO TOV HIOVIKOD (OGLOTOUETPOV,
TEPILOUPAVOLY AVATEPEG TEXVOLOYIES Y10, TOV OKAVSOAMGHO® Kat Yo TV avakaTookewy
TOV TPOYIOV TV poviov [3,4]. Xto Zy. 1.5 elvar pavepn 1 didtaén Tov GLGTHATOG
gvtomiopov Tov poviov tov ATLAS.

Thin-gap chambers (T&C)

] Cathode strip chambers (CSC)
/f | AAD/AR Y Y.

1)

Monitored drift tubes (MDT)

Barrel toroid

Resistive-plate
chambers (RPC)

End-cap toroid

Figure L.5: Amoyn tov povikov gacpoatopétpov tov ATLAS [5].

H Aertovpyio Tov @acpatopérpov poviov Boaciletor otny KAUYN TOV TPOYLOV TOV
poviov Ady®m Tov payvnTikoD mediov mov OMHIovpyovV Ol LIEPAYMDYLLOL TOPOEIDEIS
HOyVATEG HESO GTOV aVIXVELTY. XTO €0p0Og |n| < 1.4, 1 KApyN TOV TPOYLOV TapEYETAL
amd TovV TOPoEWn HayviTn mov TepPailet To Papéit, evd yia to €0pog (1.6 < |n| <
2.7) o1 tpoyEg KapmTovTol amd 600 TOPOELDEIG LOYVITEG TOV BPIcKOVTOL GTA KOTTAKLOL
tov aviyveutn. To mpokvmToV poyvnTikd medio elvarl wg ent 10 mAgiotov KdbeTO OTIG
TPOYIEG TV Hoviov [5], émota kol va eivar 1 yovia d1apuyng Tovg 6€ GYEon UE

"To, wévia (p~) éxovv péla mepinov 106 MeV /c?, evid to. nhexktpoévia (e~ ) 511keV/c? [6].
8 Triggering” oto Ayylkd. TTpoKettar yio £vor G0 TOV VTOSEIKVOEL OTL EVOL TPOYUOATIKO YEYOVOQ
&xet ovpPel Kot TPEMEL VL KATOYPOPEL ad TO NAEKTPOVIKG GLGTIILOTO TOV OVIXVELTY.
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déoun. H aviyvevon ota pkpd ||, yivetor amd tpeig Baidpovg aviyvevong, mov givat
taSvopnuévol oe Tpio. KLAVOPIKE GTP®UATO YOP® amd ToV AEOVA TNG OEGUNG. XTnV
TEPLOYN HE pEYGAQ 7], ot OGhapol KoAdTToVY TO KamdKie TANP®S, sival KABETOL GTOV
a&ova g déoung, Kat ival Kol aVTol 0pyoVmUEVOL GE TPIoL GTPMUOTAL.

Ye 0o TaL €0PN TOV |N], M TPOXLL TOV LOVIOV 0VOKATOOKELALETAL amd To. ojpoTa
oV aeNVOLV Ta poVie 6g pio oelpd amd Monitored Drift Tubes (MDTs). Xrta
Kamakio, ektog omd MDTs, vrdpyovv kot Cathode Strip Chambers (CSCs), mov givat
TOALGLPUATIKOT 0vOAOYIKOT oviyveLTéG (multiwire proportional chambers), oyediacpévol
va vrofonfodv TV OVOKATOGKELT] TPOYLOV TOV HOVIOV, KaODG N TeEPLoyn eKeivn
yapoxtnpiletar and avénpévo pubud yeyovotov kot aktivofolrio vofddpov [5]. H
apyn Aertovpyiog Toug etvar cuyyevikn pe exeivn tov MDTs, opmg yopaxtnpiletor amd
EVIEADC O10POPETIKN YeUETpia ko petypa agpiov. To chotnue TOL GKAVOUAMGLOV
amd TV GAAN, aroteieiton and Resistive Plate Chambers (RPCs) mov mepipdAiovv to
Bapéi, kot amd Thin Gap Chambers (TGCs), ota komdkio.

Figure 1.6: Avamopdotaoct gvog yeyovotog otov ATLAS [3,4].

1.3 H Avapa@uion Tov New Small Wheel

H xartaokevn tov LHC ohokAnpdOnke pe emtvyio to 2008 kot 1 LéEY1oTn EVEPYELD TOV
emrayvvtn £ptace mepinov Ta 1 TeV, ko péypt to mpdro kAeicipo to 2010, Tpocépepe
cuvohikd [ £ = 29 fb~!. Metd t mpdtn peydAn mavon Aertovpyiag (Long Shutdown
1, LS1) to 2013-2014 yio avapabuicelg, n evépyelo Tov emtayvvty] avéndnke ota
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7TeV avd déoun, pe m eotevotto va ¢tével ota . = 1 x 103* em~2s~!. To 2020
EXEL TPOYPOULOTIOTEL 1] dgVTEPN HEYAAN Tavon (LS2), 6mov | pwtetvotnta o avEndel
aKxopo mePlocotepo (£ = 2—3x 103 em2s7!), n evépyeia Oo @réoet ta 13— 14 TeV,
kot 0 aviyveutic ATLAS avapévetar vo cuiréyel mepimov 100 b~ oloxinpouévn
eotevotTa avd £€tog [7]. To tehid 61ddo TG avaPdOpuions g 0éoung avapéveral
10 2022, (LS3), 6mov 1 potevotta 0o ayyiterta £ = 5 x 103t ecm=2s~!. Tto Zy. 1.7
dtvetan éva ypovodiaypappo Tov avopoduicemy otov LHC.

LHC HL-LHC

——
Run 1 | | Run 2 | | Run 3 Run 4-5..

aTev [ s |
HL-LHC
oll. installation
R N N N R >
ATLAS - CMS P

adabon
e upgrade phase 1 ey ATLAS - CMS
beam pipes HL upgrade

13- 14 TeV 14 TeV energy
splica consolidation

7Tev BTEY  bunon colimator 5107.5 x nominal Lumi
—_— RE proj

ominal Lol _@xromimsilumy - a)\GE - LHCH 2x nominal Lumi
upgrads I

s nomimal Lum / =
. e 3000 fb-1
150 57 | Exa Rl 4000 (ultimate),
HL-LHC TECHNICAL EQUIPMENT:

Figure 1.7: Xpovodidypappa tov avopaduicewv tov LHC [4].

INo tov aviyvevty ATLAS, ot S1080y1kég 0vENGELS 0TI POTEWVOTNTO GUVETAYOVTOL KO
avénon oto pvOud pe Tov omoio Ta copatiow Ba tov damepvovv. Ipoxeévon va
eEayBovv Ola ta emBopuntd aroteAéopato omd v emikeipevn avopdduion tov LHC
10 2018, 0 aviyvevtng ATLAS npénet va avoPaduiotel kot avtog. ITo cvuykekpyiéva,
wwitepn Tpocoyn £xetl 000el ot Peltion TOL TPOTOV EMTEIOV GKAVOAMGLOD Kot
NG AVOKOTAGKEVNG TPOYIDV GTO GUGTNHA Hoviov, kabng [7]:

* H anddoon tev aviyvevtodv mov givor vrehOuvol yio TV avaKoTacKELT TOV
POV TV poviov, kupiog oe tpAuate pe peydio || oto kamdkio tov
aviyvevTn, TpoPAémetar 6Tt B vrofabuctel pe TV adENCON TG POTEWVITNTOC,
Baocel Tov péxpt topa petpiioewv. Meyaldtepo mpofinuo Bo mapovolactel
KUPIOG 6TO €0MTEPIKO TUNUA TV dlokwv/tpoy®dv (Small Wheels), mov éyovv
amdoTAOT) LEYPL 7 m amd Tov dEova TG 0ECUNG.

* AvaAOGELS TV 0E00UEVMVY TTOV TpaypatoroOnkay o 2012 Kot cuyKéVTpOoav
70, 500 UEVA TOV OKAVOAMGLOV amd TV Evapén Aettovpyioc tov LHC, katédeiée
ot mepimov 10 90 % TOV POVIK®OV GTOLYEIDOV OKOVOUMGHOD GTO KAUTAKLOL TOV
ATLAS fjtav yevtika. Avto cuvéBave kabmg TpoTdvia YoOUNANG EVEPYELNS, TOV
TOPAYOVTAY a0 SELTEPEVOVOES AVTIOPAGELS GTO VAIKA TOV OVIVEVLTY TPV TO
HIOVIKO PUGUATOUETPO, OTO KATAKLO, EIGEPYOVTAY 6TOVS oviyveLTtéc TGCs (ov
gtvat vTeEvBLVOL Y10l TO OVIKO CKOVOUAMGO), e TETOLES YOVIEG Kot OPUEG TTOV
avayvopiloviav amd avTovg g LIOVIa, PEPOVTOS £TGL TO GUGTNLO GE GUYYLOT).
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Me mv adénon g pofg tev copatdiov (repimov 15kHz/cm? ywa |n| = 2.7

[3, 4]) petd Vv mpoO™ avaPdduon, To TpoavapepOHEVTA TPOPANUATO OVOUEVETOL

va o&uvBoldv onuavtikd. Qg ek Tovtov, M opdda tov ATLAS mpodteve v mAnpn
OVTIKOTAGTOOT) TOL TPOPANUOTIKOD TUNHOTOG GTO KATAKLN (TOVL £0MTEPIKOD S1GKOV

ue peyéio |1 mov givat mo Kovtd ot dEcpn), omd £va VEO aVIXVELTIKO GOGTNUA, TO
New Small Wheel (NSW). To véo tunpa 0o koddmzet éva edpog 1.3 < |n| < 2.7,
KOl L€ TOVG VEOLG AVIYVEVTEG TTOL Ba eivan £YKATEGTNUEVOL TTAV® TOL, TPOoPAETETAL OTL

Ba TPOGPEPEL APIGTO YMPIKO KOl YPOVIKO TPOGOIOPIGHO TOV TPOYIDV GE TPOYLOTIKO
xPOVO, KaBMG KOl TO GUVETEG GKOVOUAMGHO TPAOTOV EMTESOL, apoD Ba pmopel TAéov

Vo JloKpivel tar povia, YopUnANG evépyelag amd to. TPMOTOVIOL TOL Topdyovtal omd
OEVTEPEVOVGEC OVTIOPAGELS KO OITOTEAOVV Y10l TO GVOTN LA LovimVy akTivofolia vtoBdOpov
[3,4]. "Eva véo cvotnpo oKovoaAc Lo Tov Bo uvovdletl dedoUEVaL Ao TO NAEKTPOLLOYVITIKO
Kkahopiperpo pali pe dedopéva and to NSW, o peidoet v avapevopevn (Yo £ =

3 x 103t cm™2s7!) cuyvomTa POVIKOV OMUATOV GKOVOGAIGHOD TPOTOL EMTESOV,
and v mpoPrenduevn Ty tov 100 kHz, mov Ba emkpatovce av 1 aviyveuTikn
duataén mapépeve g £xel, o€ mo dlayepiopa enimeda g taéng tov 20 kHz, pe v
gykatdotoon tov NSW [3,4].

Ot aviyvevtéc mov Ba amotehovy 10 NSW Oa givar 600 e10dv kat Bo Tpoépyovion amod
TNV YEVIKOTEPT KT yopio TV aviyveutav aepiov. O tpdtog ivor évag IToivavpuatinos
Odlopog (Multiwire Chamber), nov ovopdletor small strip Thin Gap Chamber (sTGC),
EVAD 0 0EVTEPOG OVIKEL OTNV OKoYEVELD TV Micro-Pattern Gaseous Detectors, Kol
ovopaleton Micromesh Gaseous Structure (Micromegas). OtsTGC Ba ypnotipomotovvton
Y10 TOV GKOVOOAIGUO, EVM 01 aviyveutég Micromegas (MM) Ba ypnoipedcovy Kopimg
OGNV OVOKOTOGKELT TPOYLOV, 0AAG B GLUUETEXOLV KOl 6TO oKOVOUAMGpHo. Ot 6o
Tl TOTTOV AVLYVELTOY Bol KOADTTOVY GLVOAIKE, pio éktoon 1200 m?, ko Oa kataAapfévovy
OM] TNV ECMOTEPIKY] TEPLOYN OTO KOMAKIYL TOL aviyvevtr. Oa eivor tomoBetnuévol
OKTIVIKG GE OKTM TANP®G aAANAOKOAVTTTOUEV A ETTiTED DL, OOV 01 MM Ot kortaAapdvouy
T0 £0MTEPIKO TOL diokov, evd ot STGC Oa Ppiokovtar ota emtepkd pépn. Ot
aviyveutés Ba elvarl TomoBenuévol pe T€To10 TPOTO MGTE VO PNV VIAPYOLV VEKPES
{oved’, aALG HOVO TTEPLOYEG EMATTMUEVC AVIXVELTIKHC amddoone. Mia yeviky dmoyn
and ) popoen Tov NSW pmopei va det kaveic oto Zy. 1.8.

TIpoKeITOL Y10 TEPLOYES OV SEV KAADTTOVTOL 0T OVIYVEVTEG KO OV TEPAGEL KATO10 GOUATION0 oo
ekel, Ba peivel amapatypnTo.
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Figure L.8: Zynpotwkn avomapdotacn tov NSW. Ot aviyvevtég MM kot sTGC eivon
dloteTaypévol o€ aldemdAI Ao oTpdpaTa og Kabe “eéta” (wedge) [3,4].

1.4 To Hlektpovika Xvotipoto tov New Small Wheel

Ye auty Vv gvotrto, Bo pelembel n yevikdtepn dopn mOL JEMEL OAOKANPO TO
oLOTNHO NAEKTPOVIK®V oV Ba vrootnpiel v avapdduion tov New Small Wheel
(NSW). Méow mapatnpnioemv Kol DTOAOYICUOV HE TO HEYPL TOPA SEGOUEVE TOV
ATLAS, éyer mpoPrepbei 0Tt petd v avafdadpon tov LHC, mov cuvendyetar advénon
™G QMTEWVOTNTAG AP0 KOL TNG PONG TOV COUATIIIMV GTOVG OVIYVELTES, 1) YEVIKY
0tOd0G TOL UIOVIKOD (POGHOTOUETPOV GTO KOTAKIO TOV OVIYVELTH B0 EKQUAIGTEL.
[T ovykexpéva, avapévetor O6tL pe v avénomn tov puOuod aAAnAemidpdoewv
AOY® TV 1000 KOV ovoPaduicemy, 1 YOPIKN SOKPITIKY IKOVOTNTO TOL TOPOVTOG
aviyveutn Ba vroPabctel, evd T0 CHGTNUA TOV HOVIKOD GKAVOAAGLOD, TOV 1OT
napovctilel TpofAnuata, ctyovpa o kpbei mg mapandve and avenapkéc. Emopévag,
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pe v avapadon tov aviyveutdv tov NSW, arouteitor Kot Eva eEeAMyHéEVo cOGTN O
NAEKTPOVIKOV TO 0010 G YEVIKEC YPAUUES OPEILEL:

* No cvAAEyel Tl OEOOUEVO TOV GKOVOOAMGHOV KOl VO TO GTEAVEL GTO TUNUO
eneéepyaciog onpdtov okoavoariopuotd tov CERN ypiyopa Kot awodoTikd.

* Noa amofnkevel v evépyela mov evamobBETovy Ta cmUATidll 610 cOLOTNUA
aviyvevong, Lol e To Tote GLUVEPT) AV TO, LLE IKOVOTOMTIKY 0KPIBELN, TPOKEUEVOL
va BeATIoTOTOMOEL 1] AVOKATAGKELT] TV TPOYLDV.

‘Etotl opifovion ot Pacikol dEovec Aetovpyiog TOL GLGTHUATOG NAEKTPOVIKOV TOV
Bpioketon méve otovg aviyvevtés (Eumpocbia Hiextpovika - Front-end Electronics,
FE): ypnyopn cvAhoyn Se60UEVOV Y10 TO OKOVOOAMGHO, akpPng HETPNON EVEPYELNG
Kol ¢pdvov, Kol OlVOUn T®MV OEOOUEVOV OUTOV GTO GUGTNUO NAEKTPOVIK®OV TOV
TopeUPAAAETOL LETOED TOL OVIYVEVTN Kot TOV KEVTPOL LITOAOY1oT®OV ToV CERN (Omicfev
HAiextpovika, - Back-end Electronics, BE). Emm\éov, Oa mpémet va Aapfdvouvy eviolég
Stpdpemong g Asttovpyiag tovg amd 1o kévipo gdéyyov tov ATLAS, kot va
OTEAVOLV oM JESOUEVO LETPHCEMY EEMTEPIKMV TOPAYOVI®V (T.). Beprokpacio) Tov
EMIKPATOVYV GTOVG QVIXVEVTES (configuration and monitoring).

Q¢ mpog TN 01d1KaGio TOV GKOVOUAIGHOD, TO VEO cvotnua mov Ba mapdysl Ta ev
Aoyo onuata tov NSW, 6e cuvepyaoia pe 10 cOGTNUO TOL HEYAAOL TPOYOV, TPEMEL
Vo AELITOVPYEL UE TETOL0 TPOTO DOTE VO, ATOKAEIEL TOL WYEVTIKA CUATO OKOVOUAMGUOD
oV TPOEPYOVTAL amd TPOYLEG TOL O cLpPadilovv pe To onueio aAinAenidpacng oto
Kkévtpo tov aviyveutn [7]. H 6An dwaudwaocio angwoviletat oto Xy. 1.9:

H dwdkacio eneEepyaciog Tmv onudTmv oKavoaAc oy TepAapPivel GUALOYT ES0UEVEOV
Yo to. onpeio aAANAETIOpaoTG KOl VTOAOYIGUOG TV YOVIOV (alllovBilakm ¢ Kot ToAKN
Af) mov £yovv o1 TPOYIEG O GYEOT LLE TO GUGTNO CUVTETAYUEVOV TOV AVIYVEVTMOV
(BA. Zy. 1.9). Avtég o1 yovieg, vroloyilovtatl 1060 and tovg sSTGC 660 kot omd Tovg
MM, ot ontoiot HEc® TV AopidmV d1aBAcHATOS TOVG OV £YoVV TAGTOG oA 0.5 mm,
UTOPOvV VO TapEXOVV AUECES Kot akpiPeig TANpopopieg Tov 001 yOLV GTOV VTOAOYICUO
yoviov (pe akpifeia < 1 mrad) tov tpoyiov. H dadikacio vworoyiopod BéRora,
TPEMEL VO OAOKANpOVETOL Péca o€ xpovo 1025ns amd tn otryur mov gvromiletron M
TPAOTN CAANAETIOpOoT, MOTE Vo TpoAauPdvel To dedopéva mov Ba TpoKH oLy Amd
™V aviivon Tov peydAov tpoyol [7]. Me 10 GUVOVAGUO TV TANPOPOPLOV YOl TIG
TPOYIEG KOl amtd T 0VO GLGTNOLTOL, TO LLOVIKO GUGTN IO OKOVOAAMG OV Oa propel mhéov
av aviameEépyeton otig meplotacels. [lépa amd ) PeAdtimon Tov okoavoaAicoov, ot
véeg TEXVOLOYIEC TV aviyveLTtdV mov Ba ypnopomomBovv oto NSW, avédvouv
YOPIKN KOl OLOKPLTIKY TKOVOTNTO KOl BEATICTOTOOVV TIG LETPNGELS Y10 TNV EVEPYELD
OV €VOTOOETOVY TAL GOUATIOW GTOVS OVIYVELTEC. AOY® avTOD TOL YEYOVOTOG, 1)
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Figure L.9: Zymuotiks avomopdotoon Tov GLUOTAUOTOS OKOVOOAIGHOD OTO KOTAKLO
tov ATLAS petd v avafadiuon tov NSW. O 116n vrdpyov Big Wheel, déyetar dheg
TG Tpoyés copatdiov mov omewovilovial. Me v gykatdotaon Tov NSW, povo n
nepintmon A’ yivetar dekt kaBdG HOVO avTh TEPvAEL Kot amd To dVO GLGTILLOTO
okavdolopov. H mepintwon "B’ Ba amoppipbei kabdg o NSW de Ba Bpel v tpoyld
TOV cOpATIOioV OV TEPACE omd ekeivo TO onueio Tov peydiov tpoyov. H tpoyd *C’
0o amoppipbei emedn cvvovdlovtog TIg Yovieg kol amd o S0 GLGTAUATO, TO GUCTNLO
enekepyaciog 0ev KoToAnyel oe pio evbeio mov va odnyel oto onpeio aAlnienidpaonc [7].

AEMTOUEPNG OVOKOTOGKELY] TOV TPOYLOV, KOl O VITOAOYIGUOC TV opumv (To omoia
TPOYLOUTMOVOVIOL GE LETAYEVESTEPA GTAOIN LETA TV omoBnKevoT TV dedopévmv), Ba
yiveton pe akdpa peyodvtepn axpifeta petd v avafaduicn tov NSW.

Avtilopfavetor Aoumdv Kovelg To KEVIPIKO POLO TV MAEKTPOVIK®OV GE OAN OUTH
™V TEepImAoKn Stadikoacion aKpBovg Kot YPyopov VIOAOYIGHOD TOV GKOVOUAIGHOV
KOl GTNV OVOKOTOGKELT] TOV TPOYLAV, TO OTOi0l NAEKTPOVIKA Oopeilovy Oyl Hovo va
HETOOMOOVY YPpNyopa Kol BEATIOTO TIG OYETIKEG TANPOPOpPiES, aAAd Kol va avTéEovv
T1G avtifoeg GLVONKEG aKTIVOBOANGNG TOL B0l ETIKPOTOVY TAVE® GTOVG AVIYVELTEG OOV
kot Ba Bpiokovrat. To kOPLO GLGTNO TOV EUTPOSHIOV NAEKTPOVIKDV TMOV OVIYVELTOV
Micromegas, amoptiletotl and perg NAEKTPOVIKES TAUKETEG. Xe avTO TO onpeio Ha
000l M yevikn 10€a g Aettovpyiog TOV Kaptdv avtodv [3, 4, 7], evd TapakdTm
mopotifeTon Kot pio GYMUOTIKY avarapdoTaon e Hetabd Tovg cuvoesuoroyiag (PA.
Xyx. 1.10):

* Micromegas Front-End Board (MMFE, n kou MMFES). Tlpékerton yuo tnv
NAekTpoviky TAakéTa mov Ppioketal mhveo otovg Boddpovg Micromegas Kot
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elvar vrevBovn ylo T GLAAOYN TOV TPOTAPYIKOV CNUATOV ATd TIG AWPIOES
SwaBdopatoc tov aviyvevtr|. Kéde kdptra MMFES mepilappdver okt ASIC?
vrevBuva ya to SraPaciia, wov ovopdlovral VMM. Kadbs VMM €xet 64 xavdira,
6mov 10 KGO éva avtiotolyel o pio Awpida dwuPdopatog Tov aviyvevtn Mi-
cromegas. Extoc and to VMM ASIC, omyv mhakéta avty Paivouv kot dAio
dvo ASIC vrevBuva yio v dtavoun onudTemy Sopdpemong Kot Ty eEaymyn
TOV YNOPLOKOV OES0UEVMOV TOV TPOKLITOVY OO TNV OVAALGT TOV TOAUMY OO
T VMM. Avtd ta ASIC givan to Slow Control Adapter (SCA) ko1 to Read-Out
Controller (ROC) avtictorya. Ta mpotdétuna twv MMFES 6uwmg, dev 61€0stav
ot toe Vo Pondnticd ASIC, aAré éva FPGA', to omoio vrokadictovoe Tig
Aertovpyieg avtdv TV povadmv. Ta 1o tehkd meipapo, Oa ypnoyorombovy
4096 mhaxéteg MMFES.

* Level-1 Data Driver Card (L/DDC). IIpoxeitot yio. TNV NAEKTPOVIKY TAAKETO
oL d&yeTON TOL oEPLaKd dedopéva and okt MMFE, kot ta cupntdccetl oe pia
Cevén omtikng tvag M omoio KATAANYEL GTO GLGTNHO TOV OTIGOEV NAEKTPOVIKDV
KOl GUYKEKPLUEVO GTIC Hovadec FELIX 2. Avtd 10 emTuyydvel Le T Yp1on evOg
ASIC ovopott GBTx. Ext0g amd 1 GLAAOYN KOl ATOGTOAT OEG0UEVAOV Y10 TOVG
TOALOVE TOV GUAAEYEL O AVIYVELTNG, N TAAKETO ALTY| Elvat VTELOHLVY KoL GTO VL
OmOGTEALEL TO OEOOUEVO YOl T OLOUOPP®OT) TNG AsttovpytkotnTag Twv MMFES,
OV TTPOEPYOVTOL OO TO KEVTPO EAEYYOV, Kot va mapéyel otic MMFES to polot
xPOVicLo¥ dtactavpwong g déoung (BC clock). H kébe kapta L1DDC oumg,
d¢ ovvdéetal povo pe T oktdd MMFES, aAld kou pe tnv tpitn mhakéta, tnv
ADDC mov Ba meprypagpet 6t cuvéyela. Zuvolkd O katackevoacstovy 1024
képteg L1DDC vy v avafaduion tov NSW (512 yun toug Micromegas kot
512 yw tovg sSTGC). H épevva-avantvén kot oyediaon yia tig kapteg L1IDDC
mpaypoatoromOnke and to EOvikd MetooPio ITorvteyveio.

* ART Data Driver Card (ADDC). Ilpdkettar yioo MV NAEKTPOVIKN TAAKETO
n omoia déyeton tor dedopéva ART (Address-in-real-time Data) amd tigc oktd
MMEFE pe 11g omoieg ovvoéetatl. Awobétel Ko avtr| pe ™ ogpd g ovo GBTx

10 Application-Specific Integrated Circuit: TIpokettar Y1 pio gvpeio. Konyopion NAEKTPOVIKGOV
povadmv, Tov PTopohv Vo AEITOVPYODV AVOAOYLKE, YNOLIKA, 1) KOl e TOVG 6V0 TPOTOVS TAVTOYPOVO.
Xyxeddlovion pe eEEOIKEVUIEVEG YAMGGES TEPLYPAPNG NAEKTPOVIKAOV TUAMVY, N Kol PE GALa epyareio
oyedloo oy KOKA®UAT®OV. TeELoOV TOAD GUYKEKPIUEVES AEITOVPYIES, €€ OV KL 1) AYYAKT| TOVG OVOLLOGIOL.

Field-Programmable Gate Array: IIpoksitor yio pio omkoy£veld MAEKTPOVIKGOV HOVAS®V oL
Aertovpyodv 6To ynoelakod medio onudtov, Ko eivar mAnpog enavanpoypoppatiiovpeva. H gv Adym
dwadikacio tereitat amd YADOGEG TEPLYPAPTS YNPLOKDV TUADYV, 01 0TT0iEG GLVOETOVV TO VAIKOAOYIGHIKO
7ov Prho&evel n povdada tov FPGA.

2Front End LInk eXchange: ITpokstton yio éva Egidikevpévo ovotpo tov ATLAS, mov amotsleitat
a6 FPGA kot cupfaticong NAEKTPOVIKODS VTOAOYIGTEG TOV AEITOVPYOVY GLUVIVAGTIKG TPOKELLEVOD VO,
OPOLOAOYOVV HEYHAO OYKO SEGOUEVMV LE VYNAT OTOS0GT).
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ASIC a1 éva ART ASIC, ta omoia cvAAéyovv ta dedopéva ART, ko ta
TOKETAPOVV Y10, VOL TO, GTEIAOVV HEGM OTTIKNG tvag 6T OTIGHEV NAEKTPOVIKA, KOl
GLYKEKPLUEVA GTO KOUUATL IOV eme€epyaleTon T0 SEGOUEVA TOV GKOVOOAGLLOV.
H mhaxéto avt) emkowvovel kot pe pio L1DDC, n omoia tng otélvel onpata
SWUOPP®ONG AEITOVPYIKOTNTOG OO TO KEVTPO EAEYYOV, KOl OVTN TNG TOPEYEL
oM HOTO XPOVIGHOD.

H enwowovia peta&d AoV TV TAAKETOV Yivetol celplokd, Hécm (evymdv SImOMKOV
YPAUU®OV (kaAwdinv) mov ovopdlovtal E-links. To kéBe E-link, amotedeiton and tpia
Cevyn SmOAIK®OV Ypoup®v. X pio ypopupun petadidetot to onpa tov poroyov (Clk+,
Clk-), omv dAAn mpaypatomoteitol n petdooon twv dedopévov (Dout+, Dout-), kot
otV Tehevtaia n Aym tev dedopuévav (Dint, Din-). To kdBe E-link vrootnpilet
TPELG SLOPOPETIKESG ToOTNTES pHeTAdoong dedopévav (80, 160, 320 Mbps) ot omoieg
UTopovV Vo 0ploTodV amd to ypfotn. To emimedo tdoewv tov E-link akolovbel wg
eni to mieiotov ta mpodTvto LVDS xan SLVS [3,4, 8].

21 ocvvéyela Bo pere el o vAKoAOYIGHIKO oV €xel avamTuyBel Yoo tnv MMFES,
oAAG TPy yivel avtd, Ba meplypa@el N GLYKEKPIUEV TAOKETO EKTEVEGTEPQ, OTMWG
emiong ko 10 VMM ASIC, okt® and to omoia aivovv andve otnvy MMFES.

I1.4.1 Micromegas Front-End Board

H mhoaxéro Micromegas Front-End Board (MMFES), sivol exeivn) mov cuvogeton pe
ToV aviyvevt Micromegas, Kot GLALEYEL TO NAEKTPIKA CNLLATO TO, OTTOi0L TopdyovTon
amd avTOV (oL €ival OLGLUGTIKA ol GLYKEVIP®GON TOV QOPTIOV TOV TPOEPYOVTAL
ot AALETAAANALOVS 1OVIGHOVG Ao TIG Awpideg daPdopatog). Exet dtuotdoeig 215 x
60 mm?. TIpdkerrarl KoTd KATOOV TPOTO Yol TOV EVOIAUEGO UETOED TOV GVIYVEVLTH|
Kol Tov 000 KapT®V mov dtayelpilovrat Ta dedopéva okavoaiiopod (ADDC) kot ta
OedOUEVA Y10 TNV EVEPYELD KO TO YPOVO EUPAVIOTG TOV TOAUDV TOV Oa ypnoUebGovV
apyOdTEPO GTNV OVOKOTACKELN TV Tpoyt®V Kol Tov opuwv (L1DDC). To vovuepo
”8” oto Oovopo vrovoel 01t kKabe MMFES €yer mveo g oktd VMM ASIC, 1o
Kké0e éva ex TV omoiwv cuvvodetal pe 64 Kavaio (Ampideg dwfdopatog - strips)
tov Micromegas, kot mpofaivel o€ Aertovpyieg avaivong onudtov, dnwg evioyvon,
SLUOPP®OY GYNLOTOG, EVPECT) KOPLPDOV, Kol ynelomoinon. Extdg amd 1o oktd
VMM ASIC, n tehkn képto MMFES, 6o dwbéter ko dAra 6vo ASIC: To SCA
(Slow Control Adapter), ka1 10 ROC (Read-Out Controller ASIC). To SCA déyeton
ToL OCNUATO TNG SpdpPmong Asttovpyiag Tv povadmv ASIC ¢ MMFE kot otélvel
ONUOTO YO TNV TOPUKOAOVONON T®V GLVONK®OV TOV ETIKPOTOVV GTOV OVIXVELTH.
H odwcOvdeon avtn yiveron pe v kdpta L1IDDC péow tov E-link. To ROC,
oLAAEYeLTa ymoeromompéva dedopéva omd ta VMM, 1o GuUTTHGGEL, KO TO OTOGTEAAEL



CHAPTER I. XYNOWH XTA EAAHNIKA 17

fibre

Figure 1.10: Xynuoatikny avomapdotacn g cuvdecspoloyiog petald tov eunpdciimv
niektpovik®v Tov NSW. Aptotepd givar ot oktd mThokéteg MMFE, kot ota 6e€1d ) képta
L1DDC ovvoéeton pe 1i¢c MMFE ko v ADDC 1 omoia pe ) ogipd g givan ko avt
ovvoedepévn ue tig MMFE. Ot kdptec L1IDDC kot ADDC cuvdéoviot HEGm onTIKNG tvog
LLE TO GVOTN O, TOV OTIG0EV NAEKTPOVIKGV, Kot cuykekpluéva pe to diktvo FELIX kot tov
enefepynot okavoaAouov avtiotoya [8].

oeploaxd omv L1DDC péow tov E-link. O pvOudc petddoong/Ayme dedopévmv
etvar ot0bepdc ota 80 Mbps Yy ta E-link tov SCA. And v dAAn, av n MMFE
Bpioketon 010 e0TEPIKO TUNHO TOV Micromegas (BA. Zy. 1.8), o puBuog petddoonc
dedopévov Tov ROC eivar ota 320 Mbps evo av PBpicketar oto eEmtepid, ivol ota
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160 Mbps. O Adyog v Tov omoio cvpfaivel avtd elval €meldn n vyNAOTEPN pon
SOUATISIOV 6TO E6MTEPIKO TUAHA (LeYaADTEPES TIHEG TOV |7)]) amattel kKot VYNAOTEPO
€0pog {dVNG LETAGOONG OEOOUEVAV Yia TIG GVYKPpoVoelS [8]. Ta mpdta mpoTdTLTTA TNG
MMEFES mov katackevdotnkoay dev 01é0etav ta ROC/SCA ASIC, aAld ot B€om T0Vg
vrpye éva Xilinx® FPGA (Artix XC7A200T-2FBG484), yia to onoio avamtvydnke
VMKOAOYIGUIKO OV TpoGopoiale T AEltovpytkotTnTa TV 000 GuvodeLTIK®Y ASIC.
H épevva-avamtoén kot oyedioaon yu tic kdpteg MMFES mpayupatortomOnke oto
navemotnpo g Aplova tov HITA.

B

|| WK %
i ~

Figure I.11: ®otoypapio evog tpotétuvmov MMFES. Awakpivovtot ta oktdd VMM ASIC
010 Thve péPog ™ mAakétag, kot to Xilinx® FPGA o1o kétom.

1.4.2 Movaoo VMM ASIC

To VMM, eivan éva eunpocbio ASIC dwPdopatog pe 64 xovalo €06600v, TOv
avantoyOnke yo v avofdadpon tov povikod eacpatopetpov ov ATLAS and to
Brookhaven National Laboratory (BNL) oto Upton, NY towv HITA. Kd&6e mhaxéta
MMFES éyet mavo g okt® VMM ASIC, kot kot cvvéneio GuAAEyet dedopéva amd
512 kavéro tov Micromegas. To VMM, éxet Sootdoelc 13.5 x 8.4 mm? ko mepiéyst
nepinov mévte exatoppdpla tpoviictop oxedlacuéva pe teyvoroyio CMOS ota 130 nm
[3,4]. K&Be xavdir mov givar cuvdedepévo pe pio Aopida dtofdcpatoc, vAomotel Evav
eVIoYVTN QopTiov (charge amplifier), Evov evioyvtn S10UOpPwONG (shaping amplifier)
0 omoiog dpa g PIATPO, Evav SleVKpWIoTY| (discriminator) P KOTAOTEPO KATMOPAL KOl
EVIOTIOUO KOPLPNG, KOl Eva KOKA®UA LETpNonG ypovov (Time to Amplitude Converter -
TAC). To ovoAOYIKG CUOTO TTOV TTOPEYOVTOL ATTO OVTA TO NAEKTPOVIKA VTTOGVGTHLOTOL,
YNELOTOL0VVTOL 0O TPELS O10POPETIKOVS ynolomomtés (Analog to Digital Converter
- ADC), pe €£600v¢ 6,8 kar 10 bit. Ta (ynerokd TAEoV) dedopEVH TOL TPOKHTTOLV ATTO
™V avaAivon Tev TaAp®v, arodnkevovtol oe pio pvnun (First-In First-Out - FIFO)
N omoia amootéAAEL To dedopéva otn povada ROC g MMFES [9-11]. Ze yevikég
ypappés, 1o VMM npocoépet axpifeic petprioels yo to poptio mov evanotifeton ota
KovaAo ond o pidvio, oAAd Kot yioo To Tote cuvEPN AT 1 GLVAAOYN EOopTiov, GE
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oyéon pe To pordt dtoctodpmonc e déopunc'?. Emiong, mapéyst xon dpeca Sedopéva
TOL YPNOUEBOVY Yo TO OKAVOUMGHO, VD 1 dladKacion Tov daPAcpatog omd v
L1DDC eivon mo omdvia, kot eEaptdrar and 1o av Eva yeyovog Bempndet £yxvpo and
oV choTnUHa ToL okavdoilopuoy. H dadwacia avtr Ba Eexabapiotel otn cvvéyeta,
HETA 0 P GYNUOTIKY] AVOTOPAGTOCT TV NAEKTPOVIKAOV VTOGLOTNHATOV ToL VMM
oto Xy. [.12):

SETT SETB 4

64 channels - j or)“
‘IEAB_{ shaper I

trim

addr. |
I_I | registers l/f_

| pulser H bias H DAC HtempHGray count] regis.ters —

= sDI, SDO

Custom —SsCK, Cs
-«—> — 1. —~] #
bi-dir LVDS 1.2V CMOS

Figure 1.12: Zynuotikn avamopdotaoT The apylTEKTOVIKNG VOGS KavaAlot Tov VMM, [11]

Otav évag moApds e10éA0et 610 VMM, 0 TpoevioyuTiG LETATPETEL TO GUVOAIKO POPTIO

o€ &vav avaloYlKO TOAUO TAGNG O 0Toiog popeomoteital amd Evav nui-I'kaovciovo
SLLOPPOTH/PIATPO, TOVL TAPAYEL TO TEMKO ofua tdone. To péyloto TAGTOg TOL
ONULOTOG TAONG £Vt 0vAAOYO TOL POPTiOL TOV EVOTOTEONKE 6TO KavAALl. To oyedidypapipo
oe eninedo CMOS tov mpogvicyvt mapotifetal oto Xy. 1.13.

To enelepyacuévo onua and 1o PIATPO EIGEPYETAL GTN GLVEXELNL OTO OLEVKPIVIOTH,
0 omoiog €xel pLOLOUEVO KOTOTATO KATOOAL. MOMC Kdmolog TaApnog Eemepdoet
T0 KOTOOA avtd, evepyomoteitar pio péBodog EVIOMIGHOD TNG KOPLENG TOV TAALOD.
Tn oty mov evtomiletan 1 KOPLEPY KoL KOTOYPAPETAL TO VYOG TNG, EVEPYOTOLEITAL
T0 KOKAOUO LETPMOTG XpOVOL, TOo omoio AauPdvel to onua Evapéng kot Eexvael va
expoptilel Evav mokvot. To onua dpong Epyetar pe TV ETOUEVN OPVNTIKN OKUN
TOV POAOYLOV AVAPOPAS, KOl O TUKVMTNG TaEL va, ekpopTiletar. Me avtd tov Tpomo,
VoA0YileTO TO VYOG TOL TAALOV, GPaL KoL TO POPTIO TOL GLAAEYONKE, TOV LTOOEIKVEL
10 OTE EUPAVIOTNKE O TOAUOG, pe akpifela g téEng Tov ps. A&ilel emiong va

13To Bunch Crossing (BC) clock stvoi évo poddt pe mepiodo 25 ns 1 Otiicr] o} Tov omoiov Towtiletan
LE TN oTLyUn oL Ta Tp@tovia TG déoung tov LHC dwaustovpdvovor peta&d tovg. Tavtiletan emopévmg
LLE TN OTLYUN IOV OMOVPYOVVTOL TO COUATIOW VIO aviyvevon oto kévipo tov ATLAS.
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Figure 1.13: Zyediqypappa tov gvioyvt tov VMM oe eninedo tpaviictop [9].

onUeEIwOel TG OTav £vo oo EETEPVAEL TO KOTDOPAL TOL SIEVKPIVIOTT], EVEPYOTOLEITOL
Kot Vol KOKA®UO TTOL €W00TOLEL T YEITOVIKA KOVAALL VO 0)yVOT) GOV TOV O1KO TOLG
OLEVKPIVIOTY), KOL VO KOTAYPAWYOLV £TCL KOl OAMOG TIG EVEPYELEG TOV TAAUMY TOVG,
000 pukpot kol av gival avtol. Avt 1 €&umvn pebodoroyia emitpénetl 6to va tebel
yMAd to eMinedo TOL KATOPAIOV, YOPIG OVGIUGTIKA VO, YAVOVTOL TANPOPOPIES, QUPOD
otav Kotaypagel peydlog maApdg og £va Koval, o durhova Bo amodnkedoovy pe
oE1PA TOVG TNV EVEPYELN TTOL GLVELEENY, 1 omoia Oev Ba Tpémet va aryvonBei, 660 pikpn
KoL av givot v, kabmg Oa avticToryel Aoyikd oe Eva cuvovBvAeva poptiov (cluster)
ToV aviyvevt) Micromegas. [3,4,7].

Tpia 010POPETIKA KUKADUOTO LETATPOTNG OO 0vaA0YIKO g ymoelako (ADC), déxovrtat
TO ATOTEAEGLLOTOL TG OVOAVONG TV ONUATOV, Kot Ta yneromoovy. 1o cuykekpyéva,
vyl ™ p€rpnon tov xpovov, o 8-bit ADC, yneronoiel tov molpd tov TuKVOTH 0md
10 KOKAopa pétpnong ypoévov (TAC), kot copntdcoetl to €va byte mov mapdyst, pe
éva aApopOuntikd pnkovg 12-bit, to omoio dnpovpysiton amd évav petpnt Gray
Code mov av&avetat amd o porot avapopdc. Ovotactikd, 1 ££0d0g Tov TAC, mapdyet
™V TANpoPopia TG akpifovg pétpnong Tov xpdévov, kot o petpng Gray, o omoiog
QTAVEL OTN UEYIOTN T TOL Kot Unoeviletol Ge Mo apotd YPOVIKA Ol0GTHLLOT,
ap€xel Pio oXETIKA TO YOVOPOEN EKTIUNGN TOL ¥pOVoL. Xvvdvdaloviag OUmG Kot
ta 000 amoteréopata, Kataokevdletar Eva ahpopluntkd punkovg 20 bit, mov @épet
™V TANPOoeopic Tov aKkpovg YPOVOL TOV EUPAVICTNKE EVAG TAAUOS e OLOKPITIKT
wavotnta. [ pétpnon g evépyetog, o 10-bit ADC Aapfdvetl o ofjpa mov pépet
TNV TANPOPOPic TOL PEYIGTOL VYOLS TOL TOAUOD OO TOV OVIXVELTH] KOPLONG, Kol
10 ynolonotel pe peydan axpifewa oe mepimov 200ns. O ADC tov 6 bit and v
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GAAY, TPpOPaivel Kot AVTOC GE LETOTPOTY| TOL CGTLLATOG TOV OVLYVEVTH KOPVONG, AL e
Mydtepn akpifeta oe oxéon pe tov ADC toov 10 bit. H 6An d1adikacio oAokAnpmvetal
oe 400 ns. To av Ba ypnoomombei o wo axpiprig ADC 1 o Arydtepo akpipng yio v
KOTOGKELT TOV YNOLKoD TAKETOL TOV Bal EUTEPLEYEL TNV TANPOPOPIO TG CUVOAKNG
evépyelag, e€optaTon amd TIC TPOTLUNOELS TOV YPNOTN.

To tpito mpwtéTLTO TOL VMM, VIoGTNPilEl 6VO TOTOVE S1APACUATOG TOV YNPLUKDV
dedopévav and 1o FPGA/ROC [10, 11]. O mpatog, mov vrwootpiletal Kot amd Tig
ToaAlooTepEg ekd00ELG TOV VMM, ovoudletal ovveyés o faoua (continuous readout),
KOl 1 TANPOQOPIa Y10 TNV EVEPYELDL KOL TO YPOVO EUPAVIONS EVOG TAALOD Y10, KATO10
KovaAl popeonoteitar o £va makéto amd 38 bit. Avdueca ce avtd, vEapyovv Ta 6
bit g d1evBuvong Tov Kavailov, petd ta 10 bit Tov Vyovg Tov TEAROL (dnAadn M
evépyela Tov evamotédnke omd To copatioro), kKot téAog ta 20 bit tov ypoévov. H tedkn
ovpPorocelpd amobnkevetal e pion pvnun M omoia £xel téooepic dabéoueg Béoers.
Otav n e€mteptkn povada Beanoet va dofacet avtd to dedouéva, o adeidoel Oha
T0 TEPLEYOUEVO VTNG TG LvPuNG. O debtepog TpoOTog dtoPdcpatoc TV dedopévev
tov VMM, ovoudletot diafaocuo Level-0 (Level-0 readout), ko eivat 0 TpOTOG e TOV
omoio Ba amoomovvtol ta dedopéva 610 TEMKO Telpapa. 1o ddPacpa Level-0, n
emowvovio petald Tov d0o povadwv vAoTOolEiTOl HEG® TOV TPOTOKOAALOL 8b/10b,
omov 10 VMM otéhvel comma characters'® étav dev éxel dedopéva va oteider. H
povada mov Bélel va dafdoet dedopéva and 10 VMM, mpénet vo oteidetl £va onpa,
10 Level-0 oto VMM. To onua avtd, Oa Aapet éva otoryeio ypdvov amd 10 VMM,
OTMG KO TOL YEYOVATO TOV KATAYPAPEL At TOV aviyveLtn. Bdogl avtod tov ototyeiov
YPOVOL Kol TOL TG £xEL O1apopembei  Aettovpyio tov VMM and 10 ypnot, to VMM
Ba "yael” og pio GLYKEKPYEVT TEPLOYN TNG LVIUNG TOL Y1 KATO10 YEYOVOS. Av ot
Bpebet, T0Te o oTEIAEL VO GUYKEKPIUEVO TAKETO SESOUEVOV (TOPOLOLO [E OLTO TTOV
TEPLYPAPNKE TTPLV), TTOL TEPLEYXEL TNV TANPOPOPia TOV GUVEAEENV OA TO KOVAALL Y10
exetvn v mepoyn g UvnunG. Avti 1 Aettovpyio eivar waitepa ypnon, Kabng
avardépevkto 10 VMM Ba cuAdéyel niextpovikd 06pvfo, aArd kol yeyovoto mov
dev avTioToy oV og [ovie. Movo Alya amd avtd ta dedopuéva Bo avTITPOGMTELOLY
YPNOLO. YEYOVOTA TPOYUOTIKAOV HIOVIOV, Kol LE oVTO TOV TpOTO Umopel KOvelG va
emAé€el akpPmg to dedopéva mov Bédel amd to VMM. Zto tehkd meipoapo, ot
TANPOoPopiec amd Tovg EMEEEPYOOTEG OKOVOAMGLOD O cuVOLALOVTOL TPOKEUEVOD VL
amo@avOel o Ol YPOVIKY| GTIYUN AVTIIGTOLXEL 1] TPAYLOTIKN TPOYIA EVOG HOVIOV, Ko
éto1 o otédvetar v KaTGAANAN otiypn| to onpa Level-0 ota VMM wote vo e€ayBel
oTH TNV TANPOPOpio Kot LOVO.

A&ilet emiong va yivel ava@opd ce d1apopeg devTEPEVOVOEG AstTovpYieg OV dtabETel

UIpokeitar  ylo TPOCLUPOVNUEVOVS XOPOKTAPES HeTold Toumod Kot OékTy, Ol omoiol
OVTOALACGOVTOL TPOKELUEVOD VO, EMLTEVYDEL GLYYPOVIGHOG Kot VBVYPALLIOT] PACTS.
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10 VMM. Mia tétown emmpochetn Aettovpyia, ivor n Omapén KukAOUATOV Yoo )
Babuovounon tov Kabe KavaAlon. Xvykekpiuéva, kdbe kovait tov VMM mapovcialet
OWKVUAVOELS OC TPOS TNV €VIGYLON KOATE TN HETATPONY| TOV TOAUDV (OPTIOV OF
maApovg tdone. [lpokepévou va yivouv 6moTég HETPNGEIS OTIG KUUATOUOPPEG TMOV
TOALOV, 01 GYETIKES AVTEG OLUKVUAVOELS TTPETEL VaL elval YvmoTtéc. T avtd to Adyo, T0
K60e kavdil tov VMM duabétet Eva eEmteptkd KOKA®LO TOV SLOYETEVEL PUE TAALOVE TO
Kkava (Test Pulser), ®ote vo, petpn0ei n akpipne amodxpion tov kavaiob [7]. Extog
amd v gvioyvon, elvar emiong onuavtikd va yiver Babpovounon kot tov enuédov
TOV KATOPAIOV TOL S1EVKPVIGTH', YEYOVOC OV EMITVYYAVETAL ET{GNG e TN YPTON TOV
KUKADOHOTOG SOKIHOGTIKAOV TOAR®V. Babuovounon eniong emdéyeton ko o TAC [3,4],
0 0To{0G TOPOVGIALEL UIKPOJSPOPESG OC TTPOS TN AEITOVPYIKOTNTA TOL AV KAVAAL.
Me ) ypfion TG AELTOVPYIinG TMV SOKIUAGTIKOV TOAUDMY, SI0YETEVOVTOL GTO CUGTI O
TAALOL UE GUYKEKPIUEVO YPOVIKO TPOPIA, TOL pmopel va oploTel amd To ypNoTn. X1
ocuvéyewn to amoteAéspata tov TAC emotpépovial Ticw, 6mov vroAoyilovat KAToleg
xpoviKéG otabepég 010pBmong vy kdbe kavdil. Avtég ot otabepéc, Ba AneOHovv
VIEOYLY 0pYOTEPA GTNV AVAAVGT) TOV XPOVOL OT®G aWTdG diveTor amd To Kabe KOKA®ULQ
pétpnong xpovov, MGTE Ol UETPNCELS KOTA TN OLIPKELDL TOL TEWPALOTOS Vo Etvat
axpipéotepes. To amotéleopa g ypovikng padurovounong aneikoviletar oto Xy. [.14.

arrval time [ns]

20 a0 60 80 100 120

120
# of channel # of channel

Figure 1.14: H xotavoun tov vroAoylopévov ypdvov yio dvo povddeg VMM, mpwv
(apiotepd) ko petd (0e&ut) ™ Pabpovounon. Eivar pavepd mog mpwv ) Pabuovounon,
TOPOVGLALOVTOL CNUAVTIKEG SIUKVUAVGELS GTO ¥POVO ELPAVIONC TOV TOALDVY, OTMG AVTOH
diveton omd tov TAC. Metd ) fabuovouneon, ) katavoun ivol cogag To 1GopPOTNUEVN
[3.4].

Olec avtéc o1 Aettovpyiec, pali pe ™ duvatdtnTa SAUOPOMOONS TOV ETYUEPOVS
AEMTOUEPELDY TOV TPOTOL Acttovpyiag Tov VMM, vA0TO100VTOL OVGLUGTIKA HECH TNG
emwowvaviog pe v LIDDC. Otav n LIDDC AdBet eviodn amd to KEVTPO EAEYYOL TOV
ATLAS 61 éva ovykekpyévo VMM mpénetl va aAldEel Kdtt oTov TpoOmo Aettovpyiog
tov (my. yxpnon tov 6-bit ADC avti tov 10-bit yuo mo ypryopn ynelomoinon

5Q01e va pmy empedlet Tic peTprioeic o eyyevig 00puPog kade Kovaiiov.
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dedopévav, aALOYN TOV EMTEOOV KATOPAIOL TOVL SELKPWICTY|, K.(.), N TPEMEL Vo,
npoPel oe fabuovounon, otédvel v evioAn awti oto SCA g avtiotoryyng MMFE
péow tov E-link, kot to SCA doyetedet ta yneuokd dedopéva 6€ Vo LETATPOTEN
amd ynowkod o avaroywkd (Digital-to-Analog Converter - DAC) péoca oto VMM,
O amokwdwomom g DAC, petatpénel 10 yneakod OGN TG EVIOANS GE OVOAOYIKO
TOALO, O OTOI0G AMOGTEALETAL GTO AVTIGTOLYO NAEKTPOVIKO VITOGVGTILO TTOV TPEMEL
va yivel 1 dapudpemon g Asttovpyiog. Me avtd Tov Tpdmo, VIAPYEL Uit TAPNG
emkovovia peta&h Tov kEvrpov eAEYyoL kot tov VMM.

Agdopéva ART kon ADDC

Mol pe v avédivon tov onpatwv, 1o VMM napdyest Kot to 0e30péEVA TOL Yp1GLUEDOVV
v 10 okavoalopo. Ilpoxerton yio to dedouéva Address in Real Time (ART). Ko’
O TN dtdpKeln TG Aettovpyiog Tov, To VMM enontevel To amoTeAEGHOTO OO TOVG
OLEVKPIVIOTEG OA®V TV KavoAlmv Tov. Otav kdmotog madpnog Eemepdoel To KATOQAL
TOV dlEVKpPIVIoTH TOV, N 0Tav PBpebel N TpdTN KopLPN €vOG TaApROV, Tt To VMM
KAToypaeel apésmg T d1evhvuvon Tov KavaAloD TOV EVTOMIGTNKE TO YEYOVOS, KOl TN
otéivel otv ADDC. Ta ofjuata ART, amootélhovtar otnv ADDC péow evog E-
link og kd0e kéBe 25 ns. v ADDC, Bpickovtar técoepa ASIC: dvo ART kot 600
GBTx ASIC. Ot 600 mpwteg povadeg, eneEepydlovrarl ta dedopéva ART mov tovg
otéivovtal and 1i¢ 8§ MMFE péow tov E-link, ko emAéyovv ta onpata mov Oa
oteidovv ota GBTx. Ta GBTx, mov gival ovGlooTIiKA HovAdeg Tov TpoPaivouy cg
oVUTTLEN TOAADV ONUATOV 6 pia €000 OTTIKNG tvag HEYIANG TayOTNTOC, OTEAVOUY
ta dedopéva ART ota dmcBev nlektpovikd 6mov yiveton 1) eneéepyacio TV oNUATOV
okavoalopov. To ev Adym cvotnua, mov amoteieiton kuping and FPGA, cuvdvalet
ta dedopéva Tov okavdaMopov ond Tovg STGC kot tovg MM, addd kot to oot
oV peYdAoL tpoyov. I'a va cuyypovicTohv Ta dEGOUEVA KOl TOV TPLOV AVIYVEVLTIKOV
VTOGUOTNUATOV, TO MAEKTPOVIKA TOV KAOE OVIYVELTN TPEMEL VO, OTOCTEIAOVY T
dedopéva tovg péca og éva avotnpd kabopiopévo ypovikd mapdbvpo. T'o tov
MM yuwo mopddetypo, amd tn otiypn] mov o yiver pio aAAnAenidpaocn 6to KEVIPO
tov ATLAS, péypt va. tacovv ta d£dopéva TOL oKOVOUAGUOD TNG OAANAETIOpAOTG
OLTNG O0TO KOpWATL ekeivo Tov Omicbev emefepyaoctn mov cuvovalel ta dedopéva
Kol TV VIToAointwv BoAduwmy, dvvator vo TapéAOsl Eva pEYIGTO ¥POoVIKO O1AoTnUa
™G TAENS TOV te: = 1025ns.  Avti n xobvotépnon (latency) efaptdton amod
TOALOVG TOPAYOVTEG, OTMG YLl TOPAOELYHO: TO XpOVo amdkpiong tov VMM, v
tayvtra pe v onoia 10 GBTx otv ADDC cvunticoet ta dedopéva amd To OKTMD
E-links kou T0 amootédAel GEplakd 6TV ONTIKY {vol Tov odnyel otov emeéepynot
OKOVOOMGHOD, 1| Kot TNV ToyVTNTO UETAOOONS TNG TANPOPOPING OTIS ONTIKES 1VES
mov pOMG ovaeépOnkav. Exel vmoloyiotel ¢ 10 cHOTNUO NAEKTPOVIKMV TOV
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Micromegas, Tpoc@épel eAdylotn KabvoTEPNON Linin = 876 1S, Kot LEYIOT Linas =
1018 ns, mov elvar éva ypovikd mAaiclo TANP®G amodektd PAcEL TOL GYESOGHLOD
oAOKANpov Tov mEpdpatog [3, 4]. Tehwkd, pe ™ ovyKplon OAwvV TV dedoUEVeV,
0 emekepyaotng amopaivetal Yo To ol yeyovota givor £ykvpa (BA. Zy. 1.9), ko
anootéAdel péow ™ L1DDC 1o ofjua tov Level-0, emiéyovtag £tot pdvo ta ypnopa
dedopéva amo Tig pvnueg tov VMM, 0mmg Teptyplonke mopomive.

.5 To Yiwkorloyiopiko yio 1o Awafaocpo tov VMM

g auTd TO KOUUATL, B0 TOPOLGLUGTEL TO VAIKOAOYIGHKS oL €xel avamtuyOel yio Ta
FPGA tov mhaket®v ota onoia Poivetto VMM3!, To ev Aoym épyo éxel dnpiovpyn et
v vo eAéyEet T1g Aettovpyieg Tov VMM, mpokepévou vo vtdipyel TANpng entyvoon
Y0 TOV TPOTO OV GUUTEPLPEPETAL 1] LOVAOD KAT® OO OAES TIC SLVATEG GLVONKEC.
‘Eto1, ot oyedootég tov VMM pmopesav vor mpoPfAéyouy Tt aAlayéC Empemne va
YIVOUV GTNV OPYLTEKTOVIKT TOV, TPV TNV TEMKT TOTOOETNOT TOV NAEKTPOVIKMY GTOVG
aviyveutég Tov NSW. Extog and 1 pehétn tov Asttovpyiwv tov VMM dupwe, to
VMKOAOYIGUIKO KpiveTal amapaitnto Yo vroot)pién oe cuvinkeg teatr oéoung. Ot
aviyvevtég Micromegas, amd Tovg omoiovg Ba amoomd NAekTpikd onjpata 1o VMM,
SOKIUAOTNKAY GE OKTIVOBOANGT OEGUNG OPKETEG POPES TPLY EYKOTASTOOOVV GTO TEAMKO
neipapo. Movo €161 umodpece va yivel xopaktpiopds TG Aetovpyiog Tov aviyvevTi,
kaBmg amd ta dedopéva Tov VMM, undpece va yiver 1 avaivon mov Bo vrodeikvoe
™V o0t TO TG d1dTagng.

H gvel&io g povadag FPGA v kafiotd wavikn yio avtd 1o okond, Kaddg o Tpdmog
pe Tov omoio Aettovpyel pmopel v aALAEEL OLVOLUKG DOTE VO TECTAPEL OLOPOPETIKES
ntuyég Tov VMM, 1 va dtapopemBel mpoxkeévon va avteneEéldel otic ouvOnkeg
nelpapdtov 1661 déoung. To vAkoAoyioukd avtd, vrootnpilel apretég mhakéteg!’
ot onoieg Prro&evovv to VMM. Ot MMFES éyovv mapayBel yia to NSW, duwg to
VMM o6bOvatar va Kataypayer dedopévo Kot amd GAAovG Tumovg aviyvevtov. Ot
dAAeg mhakéteg elval ovuPatéc pe tov Micromegas oAAd kol pe GAAOVG Oaddpovg
aviyvevong, kat obétouv ocvvibmg povo évae VMM (avti yio oKT® 0T 6TV
MMEFES), 6umg €xovv kot avtég demaen Ethernet, kovvéktopa miniSAS, kot FPGA.
"ET61, T0 VMKOAOYIGUIKO TTOL YPNCULOTOIEITON Y10 SLOUPOPETIKES TAUKETES, EIVOIL TPAKTIK
70 1010, OPOV TO TPMOTOKOAAQ EMKOVOVIOG KOl 01 LOVASES TOL Paivouv 6TIC £KAGTOTE
TAOKETEC OV OAAGLOVV.

TIpokettan yio to Tpito TPwTOTLTO TS Povadac. TToAAEC amd Tic Asitovpyisg Tov sivar Stabéotusg
KOl 0TS TPONYOOUEVES EKOGELS TOV.
"MMFES8, MMFE1, MDT 446, MDT MU2E, GPVMM.
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BROOKHAVEN

Figure 1.15: Tpeig mhakéteg mov @rho&evolv VMM, kot 10 FPGA yio 1o omoio €yet
GYEOOOTEL TO VAMKOAOYIGUIKO TTov Ba teptypaget og avtd to Kepdhato. TTavm de&ud eivon
n MDT 446, nméve apiotepd 1 MMFEL, kot kdtom 1 MMFES. Xtig mhaxéteg Srakpiveron
1o FPGA, to VMM «oi ot kovvéktopeg g diemapnc Ethernet.

To vAMKoAOYIoUIKO, KOTE KUPLO AOY0, VAOTOLEL VO OLOPOPETIKES AEITOVPYIEG:

o Awopdppwaon: TIpoKeTar Yo TIG EVIOAEG €AEYYOVL TOL TPOEPYOVTIOL OO TO
YPNOTI, Kot £X0VV GOV GKOTO VO, SIOUOPPDCOVY SUVOUIKA TIG AELTOVPYIES TOV
FPGA 7/xor too VMM. Yiomoteiton péow tov npotokdArov Ethernet/UDP,
omov gEerdkevpévo hoyopkd!® otédver tic eviodéc oto FPGA, 1o onoio ot
cuvéyela TS anokmdwkonotel Kot opa avardyms. H ocvykexpiuévn Asttovpyia
omv MMFES8 0a viomoteitar 610 teMkd meipopa ond 1o SCA, kot o1 vIorég
Ba Tpoépyovian amd to kEvpo eAEyyov tov ATLAS, mov dpoporoyodvtal GTnv
MMFES péocw g L1DDC kot toov avtictoryov (evéewv E-link.

o Anyn Aedouévov: H dudikacio amdomaong e Yneakng minpoeopiag ond
OVOAOYIKOVG TOALOVG TTOL AapPdvel To VMM, 1 ool vAomoteiton 6TV TeAMK
MMFES and to ROC. Onwg avapépdnke kot oto mponyovpevo Kepdioto,
VIapyel 10 cvveyés ddPacpa kat to dtdPacua Level-0. O mpdtog tpdmog eivat
opowog pe gketvov tov VMM2, evd o devtepog veiotatal pévo oto VMM3, 10
omoio &v TPoKeEEV® O oTEAVEL TOL SEQOUEVO OE TTOKETO KOOIKOTOMUEVDL [LE TO
TPOTOKOALO 8b/10b, ko Ba ypnoyomoteitar 6to TeEMKO meipapo tov ATLAS.

B@a kodeiton omd €36 kot 6To £ENG WG AoYIoHIKd AqYMC dedopévav, | Aoyiopkd DAQ.
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To FPGA d0voton vo vAoTomoet kot TG 000 TEPITTMOGELS GTI LEYLOT TOYVTNTO
tov 320 Mbps. Xto tehko meipapa o dedopéva Ba tpowbovvtar otnv L1DDC
uéow tov ROC kot twv E-link. Ev npoxeipévo, 10 FPGA otéhver ta dedopéva
010 Aoyopkd DAQ péom tov tpwtokdiiov Ethernet/UDP, kot 10 AOyIoUIKO [
™ oepd Tov katackevaletl apyeio .ROOT yio avdivon twv dedouEvmV.

VMM Xilinx Artix-7 FPGA

Ethernet V

UDPdin_handler

Analog
Monitorin,
Signals XADC Main Open
Module FSM Cores
UDP/IP

PP

[<> TEMAC (<>

GigEth PCSIPMA
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VMM | sck.cs
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coo | i
' Packet | Trigger
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LO Trigger (
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Test Pulse to VMM (CKTP)

Clock to VMM (CKBC)

&
VMM Test Pulse N
Block

Trigger

Reference
Clock

Figure 1.16: I'eviké Block Diagram tov vAkoAoy1o KOV,

L.5.1 Awenagn Ethernet - Avopopomon

e T TNV evOTNTa ol TEPTYPOUPOVV OAN TOL KOUUATLO TOL DAKOAOYICUIKOV TTOV £Y0VV
va kévouv pe ) dapdpemon g Aettovpyiog tov FPGA kot tov VMM, oand ta
AoyKa Koppdtia wov givor veevBuva yio Ty Ayn tov takétov Ethernet (PCS/PMA,
TEMAC), otig vo-povaoeg mov avayvopilovv (UDP/ICMP koppdrtt) to UDP mokéto

Kol To Tpowbovv otn Aoyikr tov ypriotn (UDP_din_handler).

Ethernet/UDP Awenagéc

[Ipokeévonv va mpaypatorombei n emkowvovia tov FPGA pe tov niektpovikod
VTOAOYIOTY, OMOLTEITOL 1) VAOTOINON €vOg TUNUaToc Tov emmédmv OSI péoa oto
FPGA (BA. Mapaptnua B). Ta OSI (Open Systems Interconnection), givot didpopa

OAANAOETIKAAVTTTOUEVA EMUTED O TOV TPOTVTOTOLOVY KO KATTYOPLOTOLOVV TIG AEITOVPYIES
OV TPEMEL VOL EMTELEGEL EVOG KOUPOG, TPOKEUEVOL aVTOG VoL urmopel va AdPetl pérog o€
éva diktvo emkowvoviov. Ta emimeda avtd eivar: Application, Presentation, Session,
Transport, Network, Data Link ko1 Physical, pe oglpé and 10 avddtepo 6T0 KaTMTEPO

[12]. Z10 VMKOAOYIGUIKO TNG TPOKEILEVNG EPAPLOYNG, TO TUNLOTO TOV ETITESMV TOV
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npénel va povreloromBovv péca oto FPGA eivon ta: Transport, Network, Data Link
ka1 Physical.

Onwg £xel noN yivel coeéc, ta dedopéva amd to. VMM, Ba cuykevipodvovtal and to
FPGA, ko1 0o maxetdpovion Tpokepévou va otalovy péow Ethernet otov vmoAoyiot)
nov Ba etvar cvvdedepévog pe v mhakéta. o T0 6Komd avTd T dedoUEVH apyLKdL
TOKETAPOVIOL GOUP®VO HE TO TTPOTLTO ToL 0pilel 10 Tpwtdékorro UDP (eminedo
Transport). Zmn cuvéyewn avtd to Takéta Tpombovvian oto eninedo Network, 6mov
vAomoteital o TpwtoOKoAro IPv4. 1o vikoroyiopkd tng MMFES, avtég ot Asttovpyieg
teAoOVTAL oo kKowvovg kddikee VHDL mov umopodv va xoatefactovv erehbepa amd
10 Opencores.org. Ta mpdypata yivovion wo mepimloko otnv vAomoinon twv Data
Link kot Physical emnédmv, 6mov givar arapaitntn n ypron e&elnuévov Tupiveov
IP nov Swabéter n Xilinx® yio tétoteg epapuoyéc. Ilpodkerton Yo tpeig povadeg IP:
Tri-mode Ethernet MAC, Ethernet SGMII PCS/PMA xou 7-Series GTP Transceiver.
H gpappoyn tov piov autdv Tupnvev, 6€ GLVOLAGHO LLE TO VAIKOAOYICUIKO omd TO
OpenCores, eTITPEMEL GTOV YPNOTN VO KOTACKEVAGEL £V TAPEG GLGTNLLO SIKTOMONG
o010 FPGA, 10 omoio pmopel kot vAomotlel tpwtdéxoiro Gigabit Ethernet péow ydlkivov
KaAwdiov.

PCS/PMA & TEMAC

O 1tpoémog pe tov omoio dopeitor owTd TO COUTAEYUO SUPOPETIKMOV TUPVOV LEGA
070 VAKOAOYIoHKS gival o e&ng: Kat’ apydg, n dtacvvdeon tov muprivev IP, €yet
og e&nc: TEMAC < PCS/PMA-SGMII < Transceiver. O Transceiver, eivatl éva
NAEKTPOVIKO DTOGVGTI O TOV Uopel Vo LeTadidet oelptokd dedopéva, e TOAD LVYNAEG
tayvtrec. Ta meprocotepa FPGA ofuepa, d100étovv eveopotopéva, EEIOTKEVUEVOL
vmo-KuKAGpaTe Tov vhomowovy Transceivers', o1 TaydTeg TOV OMOlWY PTAVOLV
otV 14&n tov Gbps. To cHotnua owTo, YEVIKA UTOPEL VO EMKOIVOVIGEL LOVO LE
GAAeG avaroyeg povaodeg mov Ppiokovian extdg tov FPGA. 'Evog Transceiver yo
TOPAOELYLLOL, UTOPEL VAL EMIKOIVOVIGEL LE GUOTHLOTA TOV EQPAPUOLOVV TIC S1OIGVVOECELG
pe omtikég tveg, va viomooel PCI Express mpwtoxolia, kot tpotokodlia Ethernet. Ev
npokeéve, otnv MMFES vionoteitat 1o tpotoéxoAiro Ethernet, kot o Transceiver tov
FPGA enucowvovel pe évo avtictoyyo eéntepikd kokhopa g Marvell®. TIpdxeiton
v to Marvell 88E1111 Integrated Ultra Gigabit Ethernet Transceiver, 1o omoio
etvarl éva eEmtepwcd Ethernet PHY, mov emkowwvel apgidpoua pe to FPGA, wat
ovykekpévo pe tov Transceiver. H diemagn avtn emitpénel oto maxéta Ether-
net Tov diktvov va glcépyoviol 6to FPGA, kot 610 FPGA va otéhvel makéta oto

“To FPGA mov ypnowonoteitar otmv MMFES kot oTiC GAAEC MAGKETEC MOV QPLOEEVODV TO
vAKoAoylopkd, dabétel 16 Transceivers, 6mov o kdbe Evag pmopel vo viomoiioet diemapéc Gigabit
Ethernet péow ydrkivov kokwdiov, Gigabit Ethernet péow ontikng ivag, PCle k.Am.
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OikTvo. XTI1g peydAeg TaydnTeg, Omov amouteiton eE160pPAHTTNOTN TOL EMUTEIOVL TAGNG
GUVEYOVG PEVIATOG YO VO, LNV OALOIMVOVTOL TO, CUATO OTIG YPOUUES, epapproletal
ocuvnBomg 8b/10b kmdikoroinon (BA. avtictoyo [Mapdaptnue) n omoia TPocPEPEL Kot
EVKOAOTEPN AVAKTNGT POAOYLOD GTO KUKADUOTO TOV GLUUUETEXOVY GTN JETOPN OO
™ mAevpd g Ayng.  YrevBopileton emiong 6t1 1 8b/10b kwduwcomoinom, owabétet
€EE10IKEVUEVOVS YOPAKTIPES, TOV GTEAVOVTOL GLUVEXMG otd Tov KOUPo mov BEAel va
peTadmoel dedopéva. AVTol £YOVV TO TPOGAV Vo SIEVKOAVVOLV TNV OVAKTNGT TOV
poroylov kot TNV evbvypappon edong. Otav avtd Aappdvoviol GmoTd amd ToV OEKTY,
exeivog yvopilel 6Tt elvat GUUEOGTKOG LLE TN PON OEG0UEVOV KOl LTOPEL VOl KAVEL GOGTO
derypotoAnyio twv dSveimv.

Ev mpoxeipévm, o ypovicpog 0AOKANPOV TOV KUKAMUOTOS TOL VAOTOLEL TN dlemapn
Ethernet, yivetar amd €va poddl to omoio avaktd o Transceiver amd Tn YpPOUUN
emkowoviog pe to Marvell ETH PHY?’. Zov poAdt avagopds (f = 125Mhz), o
Transceiver Aappavet évo dtapopkd onpa (MGTREFCLK), mov mpoépyetat and Evav
KpUOTOAAO VYNNG Towdtntag pnésa oto ETH PHY, kot péom avtov, ta eEgidikevpéva
PLL tov Transceiver cuvBétouv podotl amd v e£mTepikn pon dedopévayv. Avtd 10
avaKTNUEVO POADL, epvael pésa and Eva eEmteptkd MMCM (avéioyo tov PLL, BA.
vroev. 3.1.4). Avto cvvBéter dvo pordywa (userclk, userclk2 pe cuyvotmreg 62.5 Mhz
kot 125 Mhz avtictoya) ta onoio xpovifovv 6An T AOYIKN TOL KUKAMUATOG.

Otav to UDP/IP xoupdtt, mov vAomotel to eminedo Transport ko Network, Oeinoet
va oteidet dedopéva éva enimedo kAT, oto eninedo Link, Oa AaPet tov ypovicpod tov
amd ta poAdyle Tob MMCM (dnAadn 0VGLUGTIKG 0O TO AVAKTNUEVO POAOL), Kot Oa
mpombnoel 10 makéto mov £xel katackevacel otov TEMAC. O TEMAC, givat éva
avoTNPd 0plopévo LITOGVGTNA, TO 0moio TeAel T dlaocvvoeom tov Physical Layer pe
ta avotepa enineda OSI. ITo cvykekpyéva, o TEMAC, Aaupdverl Ta makéto and o
Network Layer (ev mpoxeipéve naxéto IPv4 pali pe UDP)?!, kot ta "Tuliyel” pe 1o
noxéto Ethernet (BA. Xy. B.1).

O TEMAC npowbei to maxéto Ethernet mov katackevace, oto eninedo Physical, mov
viomoteitatl and tov PCS/PMA. O tpdmog HETAS00MG TV SE00UEVOV GTO VAMKOAOYIGUIKO,
yivetatl cOppova pe to tpotono SGMII (Serial Gigabit Media Independent Interface),
t0 omoio givan pia vromepintmwon tov GMII (mov givor mapdAinio) [13]. To Marvell
PHY, 6vtag povada mov viomoiel diemagr Ethernet péom ydikivouv koimoiov kot
Oyl OmTIKNG tvag, Btel dve 6plo oy TayvTTa ota 1 Gbps, Kot vwoypedveL Tov
PCS/PMA va epapudlet 1o tpotokoiro 1000BASE-T pali pe to SGMII (to 1000

TTpoxerton yia £vo ohoKAN pmUEVO KOKAMLOL TOL VAOTOEL TV Stemapn Tov Transceiver pe Tr YpopLun
tov Ethernet.

2ITo UDP mpoTipdtol 6Ty mapovso spaproyl, Tedn dev £xovv UeydAn emPapuven 6To sVpog
Cdvng
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vrodekvoet tayvtntTa 1 Gbps, evd 10 -T dacHvoeon HEG® yohkoD).
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Figure 1.17: I1avo: H dtocvvdeon tov tprodv IP mupivev, T060 LE T0 avOTEPL CTPOLOTO
OSI, 600 kot pe 10 ewtepicd Ethernet PHY. Kdtw: To didpopa vrocvotipato Tov
Xilinx® GTP Transceiver mov ypnotponotsi to FPGA ¢ MMFES [13].
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OpenCores UDP/ICMP Stack

[Ipokerron v tov kwdwoa VHDL /G ETH UDP/IP Stack and to Opencores.org. To
OGLYKEKPIUEVO KOUUATL AOYIKNG VAoTotel To Internet (IPv4) kot to Transport (UDP kai
ICMP) eninedo. H demagn tov eivan and ) pia pe tov TEMAC kot amd v GAAn
pe to UDP _din_handler. Otav o TEMAC Adfet éva mokéto, TOTE TO 0MOGTEAAEL GTOV
mopnvo UDP/ICMP, cOupmva pe to dtdypappa tov Xy. 1.18.

userclk2

daa[r0] N T C 50 ) 0 0 ¢ X T 50—
valid |
last ’_|

Figure L.18: Auwypoppa ypoviopod tov dedopévaov tov Ethernet, 6mwg ta mpowbel o
TEMAC oto UDP/ICMP. Ta 6edopéva otédvovtot avd byte, og kdbe mepiodo tov userclk?2.
To onua valid maipvel T Aok TN €va 610 TP@TO byte Tov TAKETOV, Kot HEVEL YNAd
Kka0’0An ™ Obpkelo PETAOOONG TOV, evd TO last Bo peiver ymAid ya €vav KOKAO TOL
poAoYy100, oNUATOS0TOVTAG £TCL TO TEAELTAIO byte TOL TOKETOV.

To UDP/ICMP dwakpiverl to dtapopetikd pépn tov maxétov Ethernet, kot Eexmpilet
to UDP dedopevoypappa and to mokéto tov IPv4 (BA. avtictoyo IMapdptmua kot
2. B.2), kot mpomBel otig €£06d0V¢ oL apyikd ta dedopéva tov UDP Header (B0peg
TOUTOV/dEKTT, UNKOG TakéTov, checksum) kot Votepa ta meplEXOUeEVA ToV, pall [ To
onpata valid xou last (mapopoo pe 1o Xy. 1.18, pévo mov avtr ™ eopd ta valid/last
dg ouvodevovy oAdKANpo to mokéto Ethernet, aAdd pévo to mepreyodpevo tov UDP.
Avtd to onpata Oa ta eneepyaotel o UDP din handler, mpoxeipévov vo, amopavOel
Tt VTOAN| €0TdAN 610 FPGA amd to Aoywopiké DAQ.

O apywog kddwog tov /G ETH UDP/IP dev mopéyel vTtooTipiEn Yo T0 TPOTOKOAAO
ICMP, aAld povo yuoo o UDP. Avtd onuaivel 61t 10 KOppdtt Aoyikng mov eivan
VEVBLVO Yo TV aVaYvVOPLoT TOL TP®TOKOAAOV (oT0 Internet Layer), EeoKopTapet
Ta Tok€TO oL 610 Tedio Upper Layer Protocol, dev €xovv v tiun 0x11 wov givon o
dekaeladikdg kmotkoc tov UDP. Tlpokepévou to FPGA va pmopel va avtamokpivetal
oto Echo Requests (1 Ping Request)*? Tov bmoloy1ot e TOV 01010 etvan cuvSedepévog,
kpidnke amapaitntn n TpocHNKN Aoyikng Tov va avayvopilel o Tpotokoiro ICMP,
Kol oty mepintmon mov avtd 10 mokéto ICMP avtictoyel oe Echo Request, 1o
vAkoAoyiopiko vo amovtdel pe Echo Reply. Tia 10 Adyo avtd, mpootébnkav tpia
KOUUATLOL AOYIKNG:

2TIpoxerton Yo v YpRGLHO Kol SUOPIAEC EPYAAEID, TO OTOI0 VAOTOIEITOL HEGM TOV TPOTOKHAAOL
ICMP. Otav o mounodg oteirel Ping Request, tote 0 déktng AapPdvet to maxéto kot amavtdet pe Ping
Reply. Xpnowomnoteitot yio emiPefainon g opdng emcowvmviog peta&d dvo koppov o £va dikTvo.
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* ICMP RX: Avoyvopilel ta mokéta mov mpoépyovion and 1o IP Layer pe koo
mpoTokOALov 0x01 (dexaeladikos kwdwdg Tov ICMP), kot ta mpowbel otov
ping_reply processor.

» ping reply processor: Awfaletto taxéto ICMP mov mpoépyeton amd to ICMP RX
kot av wpokertonl Yoo Echo Request, t0te tehel T1¢ amapaitreg diepyaocieg yio
va kataokevdoel o Ping Reply. Zvykekpyéva, o mopnvag avtde, eAEyyet ta
nedia Type ko Code tov maxétov ICMP, kot av avtd €yovv dekae&adikong
kodukovg 0x08 kot 0x00 avrtictoyya®, 16te mpowdei oto ICMP TX 10 TaKéTo
NG amAVTNONG.

* ICMP_TX: Avayvopiler ta maxéta tomov Ping Reply 6mwg tov ta otédvet o
npoavapepBEvtag emeepyacts, Kot Ta mpowbei oto eminedo IP, mov pe m oepd
tov T otéAvel otov TEMAC, ko amd ekel tehkd ot ypouun tov Ethernet. ‘Etot
0 KOpPog mov ékave TO apyKo aitnua, Bo AdPet MV amdvinon Tov.

10 Xy. .19 pumopet kovelc va 0€1 TV avamapdoToon TV KOUUATIOV AOYIKNG TOL LOALG
TEPLYPAPNKALV.

OpenCores UDP/IP Stack
UDP
Ujer RX B
Logic
IPv4 < >
TX/RX TEMAC
ICMP
RX [
ICMP TX UDP
Ping Reply Processor X
A
User
Logic

Figure 1.19: H dopn tov mupiva. UDP/ICMP.

Bporetton Y10 ToV KOSIKO avoryvdpiong TakéTov mov mpofaivovy oe Echo Request.
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L.5.2 Aoyun Xpijoty Awopépoomong

Xe oty Vv VIoevoTNTa Ba TEPLYPOEOLV TO. KOUUATIOL TOV VAIKOAOYIGHIKOD OV

€XOVV KOTOOKELOOTEL £TCL MGTE VO SOUOPPOVOLY TN Agttovpyio Tov FPGA kot Tov
VMM.

UDP Data In Handler

Ta dedopéva mov poépyoviar omd 10 UDP, mpomBovviol 610 KOPPATL AOYIKNG TOV
elvarvmedOuvo Yo v avayvopilon kot eneEepyosio Tov TokETov avtdv. To mpotdkoilo
emKoOvOViog Leta&h Tov AOYIGUIKOD SIOUOPPOGCNS KOl TOV DMKOAOYIGUIKOV, DTTOOEIKVVEL
OTLVTTAPYOVV dVO TEPUTTDOGELS OLOLUOPPMONG: 1) LLOL LPOPEL TN SLOUOPPMOT) AEITOVPYLDV
tov FPGA, ka1 1 éAAn oo VMM. To av éva Anebév makéto mpoopiletor yuo )
dwpdépemon tov VMM 1 tov FPGA, eéaptdtar and v tiun g 60pag déktn tov
nakétov. H xvpimg Aoy eléyyetl kat’ apyds ov to onua valid mov mpoépyeton and
tov mopnvo. UDP/ICMP givan 6to Aoyikd €va. Av kATl TETO10 16YVEL, TOTE oNUOivel OTt
éxet AnoeBel éva maxéro UDP. Xt cuvéyela eréyyetl to medio g Bpac, Kot avaroya
TNV TN TOV, EvEPYOTOLE TNV avTicToyn Aoyikn mov Oa eneEepyactel TO TEPUTEP® TO
nakéto. H epapyio tov koppatiov Aoykng ansikoviletor oto Xy. 1.20.

UDPdin_handler

VMM Config Block

UDP RX
(from UDP/IP Stack) VMM —) VMM CS To VMM
> H VMM Config ”
> Main FSM > Config FoM VMM SCK 5
FIFO

VMM SDI

v LRCAIConfiglBIoCK FPGA Configuration

Register Registers
Address

FIFO [— L L L
b Q 1> Q 1> Q 1> Q / >
Register D D D D
“>»| Value —I_—m To FPGA
FIFO Logic
> Q 1> Q 1> Q 1> Q VAR
D D D D

Figure 1.20: Apyttektovikr tov UDP Data In Handler. H xopia Aoywkn edéyyetl d0o dAdeg
oV €lvar vevOLVEC €lTe Yia TN S1OUOPP®ST TV Agttovpyldv Tov FPGA, gite tov VMM.

To FPGA 6100£te1 moALAp10L0vg KataymwpnTég SLUOPP®OTG Ol 00101 GUVIEOVTOL LE
TOL TEPLOCOTEPO KOUUATLO TOV VAIKOAOYIG KOV, 0VTOC DGTE VO UTOPEL O YPNOTNG LECH
TOV AOYIGLUKOD VoL 0AAGLEL SOLUVOLLKE TOV TPOTO LLE TOV OTTO10 AELTOVPYEL | NAEKTPOVIKT
povada. To ypovodidypappo €VOG TAKETOL TOV GTEAVETOL OO TO AOYIGUIKO Yo Vol
dtpopemacet TG Aettovpyieg tov FPGA pmopel va Bpebel oto Xy. 1.21. Yrdpyovv 600
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OIKOYEVELEC TILDV Tov Ppiokovtal HEGO 6TO TaKETO, Ol dlevduvoelg ko ot Tipég. To
TPOTOKOALO EMKOV®VING LETAED TOV AOYIGUIKOD KOl TOL VAIKOAOYIGLKOD VTTOOEIKVOEL
TG 0€0€1G TOV TIOV aVTOV PEc 610 ToKETo. H Aoy kataympel ovtég tig Tnég
kaOd¢ 10 makéto SaPdleTat, Kot Tig Ypheel o€ dV0 puvhuec, pia yo KaBe TOTO TIUNG
(BA. Zy. 1.20). MoMc evromiotel to ofpa last, tOte o1 pvipeg 01 BAlovtol TpoKEUEVOL
Vo TEPACOVY TO OEO0UEVO GTOVS AVTIGTOTYOVG KOTOX®PNTES. OVOIUoTIKA, 1) TIUN TNG
dtevbuvong, tailel To pOAO TOL ONUATOG sel EVOC TOAVTAEKTN, 0 0TT010G dPOLOAOYEL TOL
dedopéva Slopdpemong 6ToV avTicToryo Kotaympnth péco 6to FPGA?4,

userclk2
data[?:o] b regﬁddrl):: regval Y regval § regval ¥ regval ) I {tregadm;{ regval K regval i regval | regval :|:

Figure L.21: Xpovodidypappo evog mTakétov mov Tpoopiletal yio T Sopdpe®oTn oV
Aertovpyuwv tov FPGA. Tlpmta otéhveton 1 dievbuvon (€va byte) Kot HETA M T TOL
KOTOX®PTTH TOL avTioTolyel o€ avtn T devbuvon (téocepa byte). H Aoy xataywpel
T, OEOOUEVE, KOL TNV KATAAANAN OTIYUN TS YPAQPEL OTIG dVO OVTIGTOLYES LUVIHES (O
wr_en).

2TV TEPINTOOT MOV £va TOKETO TPOEPYOUEVO OO TO AOYICHIKO €YEL OOV GKOTO
va dtpopeacet Tig Asttovpyieg Tov VMM, 10te Bar dpoporoynbei kat’ apyds oe
plo pvqua (VMM Config FIFO) m onoio o amofnkedoel 0AOKANPO TO TOKETO.
Metd tov evtomiopud tov onuatog last, tote n Aoywn tov VMM Config Block 6a
Swpdoel ™ pvAun, ové Sveio, TPOKEWEVOL VO GEWPLOTOMGEL TO OEOOUEVO TOV
npénel vo tepactoly 6to VMM. H dwpopewon tov VMM3 tedeitor cupowvo pe
10 TpTOKOALO SPI (BA. Xy. 1.22), ko n Aoyikn odnyet ta amapaitnto onpato (SCK
kot CS) ot0 VMM, evo ta dveia dapdpemong (SDI) épyovtar angvbeiog amd ™
pvaun.  To Aoywopkd otédvel avtovola to 1728 bit mov wpémel va. oTtoA0bY GTO
VMM, enttpémoviag £T61 GTO YPNOT Vo £XEL TANPN EAEYYO TAV® OTIG AEITOVPYIES TNG
Hovédac?.

Tevvitprao CKBC/CKTP - BaOpovounon

[Ipoxeévov va peletnBel 1 ovumeprpopd tov VMM kdto and di1dpopeg cuvOnkeg,
elval amapoitnn M Ymapén evOg KUKAGUOTOG HECH GTY LOVADdA OV VO EVOTODETEL
SOKILOGTIKOVG TOALOVG GTIS ELGOO0VG TV TPOEVIGYVTMV, 01 00101 KOvoViKd d€xovTan
onpota amrd TG Aopides dPAcHaTog TOV BUAGIOL LE TOV OTOT0 EIVOL GUVIEDEUEVOL.

24To, Sedopéva mepvive avd dueio otov kataywpnt (0 omoiog £xel T pop@t| evog Shift Register)
ZSMnopei kaveic yio mapadetypo vo emAEESL To TOGO o EVIGYDEL TO GO EIGOSOV O TPOEVIGYVTHS TOV
VMM 1] vo. evepyomomoeL T0 KOKA®LO TOL GTEAVEL SOKLULAGTIKOVG TUALODG GE GUYKEKPUEVH KOVAALOL.
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Figure 1.22: H enicowvovio tov VMM3 pe 1 povada mov to dapopemvel (Ev mpoxeipévo
10 FPGA, oto tehko meipapa, 1o SCA) teleitor péocw tov mpwtokdArov SPL. To CS
gvepyomoteitan kan amevepyomoteiton petd omd kabe 96 SCK. 'Etor otédvovtan tunpatikd
T, 1728 dveia S10pdpewonc.

H avdéykn yio v dmoapén evog tétotov pnyaviopot givor durttn: Emtpénet kot apydg
GTOV XPNOTH VO SOKIUAGEL TN LOVASQ KOVAAL TPOG KAVAAL, aveEdptnTa amd To oV TO
VMM givor Tpocaptnévo amdvem 6€ KAToto aviyveuTr. OtKatoympnTég Stopdpemong
tov VMM divovv ) duvatdtnta evepyomoinons Tov KUKAMUATOS OOKIUACTIKMV TOAUDY
oe ovykekpuéva kaviia. Kdabe kavail Aettovpyel Alyo-modd aveEaptnra amd ta
A (Yoo pio yeviky] dmoym Tov KukAdpotog kébe kovoiov PA. Xy. 1.12), ko évag
pnyovio oG Tov Ba 0dnyel maApoHs 6To KavaAl Katd tn BOVANGN TOV XPNOTN, EMTPENEL
oV TANPN EAEYYO0 TNG 0pHNg Aettovpyiag Tov KovaAloD.

O &Ahog Adyog Yo Tov omoio ot dokipactikol maApol eivar avaykaiot, eivar 6Tt KGO
KovaA mpénel vo vmootel fabpovounon. Q¢ yvootoév, 1o VMM ymeronotel v
TAnpoopio. ToOv VYOLG TOV TOAUOD Kot TOL ¥POVOL EUPAVICNG TOV, HE TN YPNoN
KATOI®V LETATPOTEMV, Ol 0TTO101 OUMG 0eV Ba Exovv GAOL TNV 15100 ATOKPIGT MG TPOG
TOVG TOALOVG TTOV YNOLOTOWOVV.  AVOTPEXOVTAG Y10L TAPASELYLOL GTIV LITOEVOTNTO.
[.4.2, pmopet kavelg va der mwg to VMM petpdiet emakpiBdg 10 ypovo epOaviong
evog moApov. ‘Exovtog oo poAdt ava@opds 1o poAdt S106Tadpmong TV dECUDV, TOV
kadetton ko CKBC?, 10 VMM petpdet pe peydhn oxpifeio 1o xpovo eppéviong
™G KOPLPNG €VOC TOAUOD o€ oyéon pHe tnv emduevn apvnrikn akp tov CKBC.
OvolaeTIKd 0VTO TOL EIGEPYETAL GTOV YNOLOTOU T LETPNOTG TOL YPOVOL Elval Evag
TaANOG, To VWog Tov omoiov gival avdAoyo TG amdoTAcNS TG KOPLENG TOV TOALOD
otV &icodo oo VMM?” amd v emduevn apvnuiky oxuy tov CKBC. H ynotoxt
TANPOPOPic TOV VYOV TOV TOALOD, TOV AVTIGTOLYEL OVCIACTIKA GTO YpPOVvo, OVOUALETOL
TDO xo €xer punkog 8 bit. O dAhog pnyoviopog mov mpémet vo. Pabpovoundet
aQOpa TNV TANPOPOPIio. TOV DYOVS TOV TOAUOV €160J0V, TOL gival AvAAOYOG TOV
@optiov Tov gvamoTédnke oty €icodo Tov VMM, kot oyetiletal pe v evépyela Tov
COUOTIOION OV EVTOTMIGTNKE amd TO aVYVELTIKO cuotnua. IIpopavag, évag dArlog
ymotomonmc/ADC avarapfdver T PETATPOTT TOL VYOLS TOV AVAAOYIKOD TOALOD

26To omoio ev mpokeyéve Tapéyetol and To FPGA, kot éxst f = 40 MHz, opoiwg pie To poddt mov
npoépyeton amd tov ATLAS.

2TTlov pmopsi va sivon £ite SOKIHOGTIKOS TAAIOC, EITE TO POPTIO TOV EVOTOTEONKE GE Eva Kavall Adym
™G OviXVeLONG EVOG GOUATIOOV.
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gl0600v, kot 1 10-bit ymeiaxn AEEN mov Ba mapdet, ovopaletar PDO. Ot Tiuég tmv
PDO xar TDO Lhowwdv, TPEMEL VO AVTIGTOLYOVV GTNV TPOYLOTIKOTNTO, KOONDS HoOvVo
£tor M povada Ba mapéyel a&lomoteg TANpoPopieg mov Ba 0dNyoHv STV avayvOPLoT
COUOTIOIOV KOl OVOKOTOOKELY TPOXIOV OT0 TeAKO meipapa. H amodkpion kdbe
KavaAloh o€ TaApovg 16600V Ba givor dtapopetikn, Opwg pe ™ Paduovoéunon tov
GLOTNHOTOG, TOPBEYOVTEG O1OPOGNG HITOPOLV VO LITEIGEPYOVTOL OTIS TIHES TV PDO
kol 7DO vy KaOe kavaAl Otov yiveTon 1 ovOADOT T®V OEO0UEVMOV TOV TPOEPYOVTOL
ano o VMM.

To KOKA®UA TOV SOKIUAGTIKOV TOALDV EVEPYOTOLEITOL Y10 KAOE KavAAL EEYDPIOTA OO
10 Aoyiopkd. O ypnomg pnopet pé€cw tov Aoyiopkov va oteihel éva UDP maxéto
dwpdpemong  Aettovpyiog tov VMM, Kot 10 VMKOAOYIOHIKO, HEC® TOV
vmm_config_block, 1o omoio éxet meprypagel mapandve, Bo oteiletl avtd ta dedopéva
010 VMM péom tov mpwtokdOAlov SPI. To enduevo otddo, ivon vo deyepbel to
KavaAl, oAAG TpokelévoL cupPet ovto, Tpénet va otarel o malpndc CKTP (CK = Clock,
TP = Test Pulse) 5to VMM. Avtd yivetar péocm piog yevviTplog TaAldy Tov BpiokeTot
uéoa otn Aoy tov FPGAZ, ov otédvet kat’ apydc 1o CKBC oto VMM, evd av o
xpPNog BéAel va eELEYEeL TV amdKkpion Tov VMM, umopel va oteiret kot to CKTP. To
CKBC rapdayeror amo Eva PLL. To CKTP mapdyston and moreg flip-flop pe m fondeia
petpntov. ‘Etot, o xpnomge, HEcm Tov AOYIGHKOV Umopel vo, aAAGEEL T cLYVOTNTA
tov CKBC (40, 20 | 10MHz), v mepiodo tov CKTP (amd pepiég exatovtddeg
ns pEYPL HePKA ms), Kot To ¥povikd dtdotnua tov 1o CKTP OBa éxel v tun tov
Aoywov éva. Mmopei emiong va eléyéel kot 10 TA00G TV SOKIHLOGTIKOV TOAUDY
mov Ba evamotefovv ata kKovaia Tov VMM. OAeg anTég o1 TapAUETPOL OVIIKOVY GTNV
YEVIKOTEPN Katnyopia TV katoywpntav dtoupodpenong FPGA, av kot ennpedlovv 0
VMM.

Me v aei&n tov petdnov tov CKTP, ko vd v mpobindBeon 611 10 KOKA®UO
SOKIHOOTIKAOV TOAUDV LEGH 6T0 VMM £€xet evepyomoin0et omd 1o xpro, Oa evamotedel
€vag SOKIHOOTIKOG TOAUOS GTO KOVAAL, TO VYOG TOL OTOIoVv EAEYYEL O YPNOTNG UECH
™G SlpdpPmaong g Asttovpyiog tov VMM. Méow evog DAC péoa oto VMM,
UETOTPEMETAL ) YNPLOKT] TANPOPOPI0 TOL VYOVE TOV TAALOV TOL EMOVLET O ¥p1OTNG VO
oteilel 0T0 KOV 0€ TPAYHOTIKO ovaloykd Vyog. TIpogavdc, 660 peyoidTepr Tiun
Vyoug oo oteiket o ypriotng otov DAC?, dpa kot 610 Kavall, 1660 peyoldTepn
Ba elvar ko Ty Tov PDO awtod tov mokpov. I'vopilovtag a priori to Dyog Tov
ToApov o mV OU®G, 0 YPNOTNG UTOPEL VO LEAETNOGEL TNV AOKPIOT] TOV KOAVAAL0D,

B¥10 vAKoroyiopikd ovopdletar clk _gen wrapper Kol TPOKELTOL OVGIOGTIKGL Y10. £vol E1S1KA
drapopeopévo PLL.

20 i810¢ DAC, mov eivar kowvog yia 6h0 0 VMM, TpEmet vo. VTOGTEL Kot ovTdG e TN GEPA TOV
BoBpovounomn. Avtd yiverat pe tn fondeta tov XADC, 10 omoio peAETATAL GUVTOUO TOPOKATO.
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clk_gen_wrapper

CKBC >—#

"| Generator VMM_CKBC
3 CKTP
§I 3 Skewing
£3 Module
£
5 CKTP N

|_; Generator = VMM_CKTP

Figure 1.23: Apyitextovikn g yevvitpuog CKBC/CKTP. O ypromng eiéyyel ta
YOPOKTNPLOTIKE TV dV0 TAAUDV, OT®G Kol TN LETAED TOVG S1apopd PAGNC.

KOl VO, AVTIGTOYNOEL TIC YNPLoKES TIEG Tov PDO o¢ paypatikd vyog maApov. ‘Etot
Babuovopeitar To PDO.

H BaBpovounon tov TDO amautel Aiyn mepiocdtepn npoonddeia, kabmbg to VMM dev
StbéTel KAmolov yyevn UNYOVIGHO Tov va eAEyyEL To xpdvo apiEng tov CKTP oe
oyxéon pe to CKBC. o avtd to Adyo, oyedidotnke £va e1d1kd khkimpa 6to FPGA, mov
va oAAGCeL duvaptkd to xpovikd Tpoeid tov CKTP og oyéon pe 1o CKBC. O moprvag
avtog, ovopaleton CKTP Skewing Module péco. 610 DMKOAOYIOUIKO, Kot EAEYYEL TN
dpopd aong pHeta&d Tmv 6vo mtaindv. ‘Etot Aowdv, n tpitn napapetpog tov CKTP
nov umopei va eAEyEet 0 ypnotng dvvapikd, eivar to CKTP Skew, ko1 T0O S10yPOLLLO TOV
TOALOV GE GYECT LE TNV TN QVTNG TNG TopapéETpov anstkoviletal oto Xy. 1.24.

tns 21 ns
! —F —

1 [N} [
CKBC X X

\ I N
CKTP | i

1 [} L)

%E;T X 000 » 001 by 010

Figure 1.24: O ypriotg £yl dvvatodtnto va aALGEEL T Stapopd eaong HeETa&d TV S0
TOAL®Y. AV 1M TR TG S10popdc GAcnG eivat Undév, TOTE oL AKUEC TOVG GUUTITTOVV .
Av n i givan éva, t0te 10 CKTP B0 kaBvoteprioet katd tns. Av givar 600, T0TE 1
kabvotépnon tov CKTP Oa eivon 2¢ ns, 6ov £ 10 Prjpa Tov ¥pOvVoL NS SLAPOPAS PACNG
(skew step).

H apyrtextovikr] tov moprva ¥povikng Pabpovounons mov enTpENEL OVGLOCTIKE T
duvapkn aAlayn g Sapopds eaong peta&y tov 6vo onudtov (CKBC/CKTP),
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amewovifetan oto Xy. 1.25, evd n Aoy tov €xel og eéng: Kot apyds, n Aoyikn mov
napayel to CKTP, Ba to mapaet evbuypapucpévo pe to CKBC. To svbuypapucpévo
CKTP, nov ovopdaleton CKTP Unskewed oto Zy. 1.25, Ba givon m pio €i60d0g £vog
BUGMUX?® 1 $£080¢ tov onoiov Oa odnysitan oty eicodo tov VMM yia to CKTP.
Otav o yprotg Bérel evBuypapucpéva Ta dVO GNHOTA, 1] TYN TS TOPAUETPOL TOL
skewing Oa gtvor unoév ko Ba emAyetar avtd To onua. Otav dpme oty 1 TN etvon
dLapopn Tov UNdevos, Tote emdéyeton 1 ££0d0¢ tov CKTP Skewing Module. Avtd mov
KAVEL 1] GLYKEKPLULEV AOYIKT, Eival Vo TpocBETeL dlod0yKEG KOBVOTEPNGELS OTO G
tov CKTP, aArdlovtag étot ) @don tov og oyéon pe 10 CKBC. Avtd 10 emtuyydvet
nepvovtog 10 CKTP amd po cvotoyio kotoyopntov. Metd and kdbe katoywpnty,
10 CKTP 6o xabvotepel tooa ns oo n mepiodos tov poloyiod mov ypovilel Tovg
Katoywpntes, 1o onoio ovoudletan clk skew oto Xy. 1.25. KdBe dradoyikn dtoucvvdeon
petalld TV kaToywpnTdv odnyeitol otnv 160860 £VOC TOALTAEKTY], 0 0TOi0g avdAoya
TNV TN TG TOPAUETPOL TNG SAPOPAS PAcNS, Bo 0dNYNoEL Kot S1UPOPETIKS GTASIO
kaBvotépnong ot devtepn eicodo oo BUFMUX, dpa kot oto VMM.

Test-Pulse Generator

CKTP Skewing Logic
CKTP_skew

CKTP
(to VMM)

o o B W N =
4

BUFGMUX

clk500

1st 2nd 3rd 13th 14th 15th

CKTP
Generator

clk40,
CKTP Config

Figure L.25: Apytextovikn tg yvevvntpug CKBC/CKTP. O ypriotng eréyyet ta
YOPOKTNPIOTIKA TOV dV0 TAAUDV, OGS Kal TN peta&d tovg dtapopd edong. H mepiodog
Tov poAoywov clk skew Ba emnpedlel aueca to Ppa g deopds edong (cupPorileTon
pe t oto Xy. 1.24).

1 Aoyikn ypnoonoleiton poAdt clk skew pe coyvotta f = 500 MHz, dnAadn pe
nepiodo T' = 2ns. AopPdavovtog mavia vroyy ) mepiodo tov CKBC, mov eival
owwnbog Texpe = 25ns, 0 avayvmdotng umopel vo vtobéoel 6t dwdeka emimeda

30H yeviky mepintoon tov BUFG (BA. Kepdhoto 3), pe §Ho £166500¢ ko éva ofpo. emAoynig mov
EMTPENEL OTO YPNOTN VA EMAEEEL TTO10 SN VO 0N YN GEL GTNV EE0O0 TOL EVIGYLTY.
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kaBvotépnong apkovv yia vo kaivedel pia mepiodog CKBC kot va Babuovounei n
andkpion twv ADCs o¢ Tpog to xpovo. Ba vAomoinBodv £161 0ok AAANAOGLVOEIEUEVOL
Katoyopntes ko Ba £xet Kavelg t = 2ns oto Zy. 1.24.

"Evog 6ékatoc-tpitog Kataywpntg Oa iye vonua, amd tn otryun mov 1 €£000¢ Tov Oa
napnyaye éva onuo CKTP 1 xaBvotépnon tov omoiov Ba Eemepvovse v mepiodo
tov CKBC; H andvtnon eivar mog Ba eiye vonua, xabog €11, ev duvdpel pmopel
Kavelg va cuppikvocet to Prua t oe 1 ns. O emmAéov Kataywpns o dnpovpynocet
kaBvotépnon 26 ns, ONAadN ovolaoTikd KabvoTépnon evOg NS LETATOTIGUEVO GTNV
enopevn mtepiodo tov poroyiov avapopdc (CKBC). Torobetmvtog Aowmdv 24 Kataywpntég,
happdver Kaveic évav mopfva Aoyikng mov dvvatol va dnuovpyel dtapopd @dong
peta&d tov akpudv v CKBC kot CKTP pe Brjpa evog ns. Avto gival mov ypnoiponoleitot
KOl OTO TPOKEIHUEVO VAIKOAOYICUIKO, E€MITPEMOVTAG £TGL TNV TOAD okpiPn péTpnon
™mg oyéong peta&y TDO xou CKTP Skew (BA.  Xyx. 1.26). Me avtdv tov 1pOTO
BeAtiotomoteitor n fabpovounon g xPOovIKNG AmdKPIoNG TOV KOVOAMV.

= 110 ¥2 / ndf 21.15/17
€  Slope :-2.071 + 0.04 cts/ns Prob 0.2197
8  Peak Time =25ns Y-intercept 104.7 + 0.721
4 100~ TAC slope = 100 ns Slope -2.071= 0.03998
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Figure 1.26: Evbsio mov mpokvmtel amd ) Pabpovouncn tov TDO gvog kovortod.

1.6 Awpoaocpa tov VMM - Andcraon/Anyn Pneokov
AgoopéEveOV

Méyprtopa £xet pehetn el yio o Tog propel Kaveic va S1opOAOCEL TN AELTOVPYIKOTN T
tov VMM «at tov FPGA, kot 10 mwg dvvatal va Babpovounbei to VMM, pécm tov
vAKoAoyiopIkoL. TTwg Opmg pumopet Kaveic vo amooTacel To 0E00UEVA OO TO KOVOALNL
tov VMM pe ™ Bondeia tov FPGA; H meprypagn] tov defdcpatog Bo omavtnoet o€
0TI TNV EPAOTNON.
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Y€ YEVIKES YPOAUUES, QVTO TOV OQEIAEL VO KAVEL TO VAIKOAOYIGLUKO, EIVOIL VO OTOGTIAGEL
o YNeoKa oedopévo 1ov VMM, va ta moketapel G PO TPOGVUPMVIIEVT] LOPPT,
Kot TEMKA v To TpomOncel 6To VAKOAOYGHKO. To tedevtaio Ba avaldcel avtd
T OEOOUEVO, KOTOOKEVALOVTAG 1GTOYPAUIOTA TOV TEPEXOLV OAEG TIG OmAPOITNTES
mAnpoopiec - Omwg . 10 eoptio (PDO), 1 1o ypoévo (TDO) evog yeyovotog. Av
avarivBobv avtd to dedopéva apyoTepa, UTOPEL va XOpOKTNPIOTEL 1 OTOd0TIKOTNTA
T0v VMM Kot 10 aviyveuTikoH GLUGTHOTOG.

1.6.1 AwPaocpa oo VMM

H dwdwcacio mov axorovdeitat yio va dtafactodv ta ymetakd doedopéva amd to VMM,
e€optdror and T0 TOG 0 YPNOTNG ExEL dapoppacel 1o VMM mponyovpéveg. Il
GUYKEKPIUEVA, LECH TOV AOYIGLKOD, O YPNOTNG Umopel va 0dacel Evio 6to VMM
va vAomomoetl T demaen tov Level-0 pe 1o FPGA, mpokeipévov va dafactel 1o
VMM pe tov avtictoryo tpdmo. Av anToi 01 KoToy®mpnTég Eivol anevepyomoinuévor,
161e 10 VMM 00 otédvel ta ynoakd dedopéva oto FPGA pe to cvveyn tpoémo. To
VAMKOAOYIGHIKO, O100£TEL dVO OVEEAPTNTOVS TVPNVEG, OOV O KAOE Evag Exel oyedoTEL
wote va eEumnpetel 1o OdPacpa tov VMM, avdroya pe o Tog avtd £xet Stopoppmbel
oamd To XPNOoTN.

Yoveyés Avdfaopa

e oTo ToV TPOTO dafacatos, kb Kavai tov VMM amodnkevel to dedopéva mov
TPOEKLYAV OO TNV YNOLOTOINoN TOV TOAU®OV G€ pio pvniun mov Olabétel T€66EpLg
0éoelg. Av avatpééet kaveig oto Tapmv Kepdhato, Ba det 6T kGOe yeyovog KavaAlon
arotereiton and 38 bit, Ta omoia mepEyovy TIC TANPOPOpies Yo to Vyog (PDO), to
xpovo (TDO), kot puoikd ) devBvvon tov KavaAilov. o va dwPdacer to FPGA
Koo yeyovog, mpémetl va 0onynoel 6to VMM évav maAno, pécw tov dtaviov CKTK.
Av 10 VMM ¢£yet Katayeypopévo yeyovog 6€ KAmoto Kavat, tote 1 ypapuu DATAO Ba
ndiel 610 Aoy €va. To FPGA 1d1e Oa oteidet 19 modpods péow tov dtovrov CKDT,
Kol Oa TepdoEL GE Evav ECOTEPIKO KATOWPN TN TO OEO0OUEVH Ad TIG dVO YPOUUUES TOV
dedopévmv mov mpoépyovror omd to VMM, ovopatt DATAO ko DATAI. Mg tovug 19
naipovg CKDT, anofnkedovtar 2 x 19 = 38 bit, 6co dnradn éva yeyovog. H Aéén
ot Bo amobnkevtel péca oto FPGA, 10 onoio ot cvvéyetla Bo oteidel Tt T0 Evav
oo péow tov CKTK oto VMM, (ntodvtag tov véa dedopéva. H Aoywm tov VMM
VIOOEIKVVEL OTL LOAG ANeBel 0 vEéog maApndg and to FPGA oty obvoeon tov CKTK,
Ba odnynOet otig ypappég DATAO/1 10 Yeyovog amd To EMOUEVO KOVAAL TOL OTTO10V 1M
pvfun dev glvan ddeta. Me avtdv tov 1pomo, To FPGA drafdlet oAk’ Kot celptoKd
oA Ta Kovéda TG povadag. Otav dev vapyovy TAEOV YEYOVOTO GTIG UVILLES TOV
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VMM, 16te 10 FPGA 6¢ev Oa LaPetl avrandkpion étav oteirer moh moipd oto CKTK,
oniaon dev Ba de1 T ypapuun DATAOD va £xel Ty Aoyikov €va. Avtd onpaivel 0t OAeg
oL TAnpoopieg amootactTnkay amd 10 VMM, kat 1o 1 Aoyikr tov FPGA 8o tpowBnocet
o0 ta amoBnkevpéva dedopéva pécw g dtemapng Ethernet 6to Aoyiopukod.
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(PDO) |
TAC stop
(TDO) —
T I mn mn iy o
I Ee— conversion done, memory latch, channel reset
CKTK n minwidl'ﬂllms n n
19 ck
cket By IS N I
19 bit (flag,a0,a2,a4,p0,...,t18) next event
gt i i TIRRSIEX T
19 bit (thr,al,a2,a5,p1,...,t19) nextevent
DATA1 (thr,addr,ADCs) REESSSIS IS

Figure 1.27: Xpovodidypappo Tov cuveyovs dtofacuatog.

AdPaopa Level-0

To duwwPacpa Level-0 givor avtd mov Ba ypnoomomOet kot 6to 1eEMKd meipapa Tov
ATLAS, Ka0®hg Tpoc@épel 6TO ¥PNOTN T SVVATOTNTO ETAOYNG EVOG GUYKEKPIUEVOD
yeyovotog mov Oa dwPactel and to VMM [10, 11].  Avtd €xer peyddn onuocio
Yy TV akepondTTo TOV ddoUEVAV, KaBdS ol aviyvevtég Micromegas, ektdg omd
puovia, Bo aviyvevovy Kot GAAL COUOTION TTOV OVLOEUIN GYECT £XOVV LE TO LOVIO, TTOV
TPOEPYOVTAL OO TO GNUELD AAANAETIOPAOTG GTO KEVTIPO TOV QVIYVELTY], OTIMG £XEL O
avapepbel oto Tapdv Kepdiato. H Aoyin tov okavéaiicpov dpwg, Oa pmopel va
evtomilel ta POVIAL TOV €XOLV EVOLAPEPOV Y10 TNV TEAIKT] OVAALGN TOV OEOOUEVOY,
Kol €101 péc® NG Aoyikng tov Level-0, pdévo or ynolakég mAnpoeopieg mov eival
GUVLQACUEVEG LE Ta. EYKLPOL YEYOVOTA Bt 00 yovvTal E€m amd To VMM. Ta vroroura
dev Ba drafalovran moté, kot teAkd Ba amoppimTovot.

Otav évag TaApnog 106600V EEMePAGEL TO KATOPAL TOV d1EVKPIVIOTH ToL VMM, 161¢
Ba AdPel éva ypovikd yopakmpiopd, cOUe®va pe v Ty tov petpnt Gray mov
av&aveton pe kabe axpn tov CKBC (BA. Zy. 1.12), oniadn avédver xkatd Eva avd
25ns. Avto to yeyovog Ba mpomnbei ot cvvéyela oe pio pvhun Pabovg tescapwv
yeyovotwv. Méypt avtd to onueio n Aoywkn givor id1a pe Tov cvveyotg dtofdouatod,
oumg oto Level-0, avtd 10 yeyovog Ba mpowbnbei oe pia dedtepn pvnqun, omov Ba
wepluével pExpt va emieyel yio va mpowbnbeil ektdog tov VMM. Ilpokepévon va
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emieyet éva yeyovog, mpénel va Epbet 6to VMM to onjpa ovopatt Level-0 mov oonyeitan
pécm tov dtavrov CKTK. Otav 1o VMM AdPet o Level-0, 6o tov ddoet kat avtd Evav
XPOVIKO YOPOUKTNPIOUO, OTMG TPV [E TO YEYOVOS TOV Kavaiov. Mot cupfel owtd,
10 VMM Ba "yaéer” yia éva yeyovog e oty v Tun, peiov pio tpokabopiopévn
T wov dpopedveton omd 1o ypnotn. To Level-0 emopévog, “yayvel” yia €va
GUYKEKPIUEVO YEYOVOS OV €Yl Katoypapel 610 mapeABov and to VMM. Oétovtag
OMGTA TNV TN NG APOIPOVUEVNG TOGOTNTOC OO T ¥Povikn T tov Level-0 v
k60 VMM oto NSW, Ba emthéyovtal povo ta 6motd yeyovota amd ) povada. Av to
Level-0 mov eotdAn oto VMM Bpet kdmoto yeyovog, 1ote 6to FPGA mpowbeitan kat’
apYAS VO KOUUATL TANPOQOPTIaG TOL TEPIEXEL TOL EGOUEVA TOV YPOVOV, KO SLOOOY KL
TaL yEYOVOTO, 0O OAQ TOL KOVAALLL TTOL £XOVV ALTO TO YPOVIKO TPOPIA.
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Figure 1.28: Ilave: Apyutektovikn g Aoywng tov Level-0 péoo oto VMM. Kdatw:
Agdopevoypappa tov Level-0 [11].

H emwowwvia tov Level-0 viomoteitan pécw tov mpwtokdiiov 86/10b. Otov 10 VMM
dgv otéAvel ogdopéva oto FPGA (1 oto ROC, v 10 1ehid meipapa), tote oTtédvel
toug Aeyopevovg Comma Characters, mov givol mpokabopiopéveg 10-bit AéEelg mov
YPNOUOTOLOVVTAL Y10 VO PEPOVY GE PACT TOV TOUTO Kot Tov 0£KTn (BA. avtiotoryo
Mopapnpa kot 1o Tapdv Kepdrowo). H Aoy tov FPGA éxet wg e&ng: TpowBeitan
Kot apyds ovveyodueva oto VMM 10 poddt CKDT (ce avtiBeon pe 10 cvveyég
owapacpa, 6mov 10 FPGA éotedve moipovg oto diawro CKDT puoévo o6tav nEepe Ot
vInpYE YEYOVOG), kot 10 FPGA mpofaivel oe derypotoinyio tov dedopévav amd Tig
ypappés DATAO/1. Ta dedopéva awtd, 6tav to VMM Ppicketal o adpavi KOTAGTAON,
etvar éva mpokabopiopévo potifo, mov mEPEXEL TOVS XOPAKTAPESG ELOVYPAUUONG
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@aongs. 'Evog kataympntg 0éxetatl autd To 0£d0UEVA, Kol ot AOYIKT) EAEYYEL CLVEYDG
T TeplEXOpeVa Tov. Otav avayvopilovtal ol YapaKTnpeg LECH GTOV KOTOYMPNTY|, TOTE
0 UNYOVIGHOG “KAEW®OVEL” Kot 1) AoyikT| Tov FPGA/déktn PBpioketan mAéov oe pdon pe
ta 6edopéva tov VMM/nopnov. Otav to VMM oteiletl mpaypoticd dedopéva, tote M
Aoywn g evbuypappong Ba yvopiler oakpipmng ote 0 Kataywpntig o mepiéyet pia
£ykopn AEEN, TPowOMOVTOG TN 6T GLVEYELN GTOV ATOK®MOTKoTowm T Tov 8b/10b. Avtdg
o mupnvag o€xetar 10-bit AéEeig ko cOpPva pe To TpoTdkoAlo 8b/10b Tig petatpénet
oe byte. Avtd ta byte ypdoovtat og pio pviun. Otav Anéetn petddooon tov makétov (1)
popen tov onoiov aneikoviletan oto Xy. 1.28), 1016 T0 VMM Eekivdel Tt va 6TéAVEL
comma characters. Tote n Aoywn tov FPGA avtilapBdverar 6Tt to didfacua tov
yeyovoTog Teleimoe, Kol T O£dOUEVA TPO®OOVVTOL GTO AOYIGHIKO HEGM TNG OETOPTG
Ethernet, 6mmwg meprypdonke TponyovHEVMG.
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Figure 1.29: Apyitextovikn tov Level-0 Readout Module tov FPGA. Awakpivovtar 6Aa
TO. VTTOGLGTHLLALTO TTOV £XOVV TEPLYPAPEL TOPATAVE®.
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Chapter 1

The Large Hadron Collider and the
ATLAS Experiment

In this Chapter, a short introduction to the Large Hadron Collider (LHC) and the
Toroidal LHC ApparatuS (ATLAS) experiment will be made. After this, the New
Small Wheel (NSW) upgrade of the ATLAS detector will be described, alongside the
motivation behind its development and intent of deployment.

1.1 The Large Hadron Collider

For a high energy physicist, the accelerator is the equivalent of a microscope [1]. The
first accelerator ever constructed, may very well have been the cathode ray tube, that
Rontgen built in 1895 in order to generate X-rays. The said device was accelerating
electrons using a voltage difference at energies of a few keV!. Today, the energy
levels that these devices can reach, are in the order of a few TeV, and do not only
accelerate electrons, but also protons or heavy ions. Modern apparatuses accelerate a
beam of particles either in a straight line, or around a circle (or ring), with the help
of electromagnets that produce strong enough fields to provide the required amount
of energy to help the particles reach unprecedented speeds, and at the same time guide
them with significant accuracy. These energetic beams either collide with a fixed target,
or with another beam, in order to produce other, much heavier particles, that researchers
study.

'The electronvolt, or €V, is an energy measurement widely used in high energy physics, and is the
amount of energy than an electron has, when it is being accelerated by a voltage difference of one volt
(1V).

45



46 1.1. THE LARGE HADRON COLLIDER

The Large Hadron Collider (LHC) [14] is the world’s largest and most powerful particle
accelerator. It was built by the European Organization for Nuclear Research (CERN)
between 1998 and 2008, in collaboration with over 10000 scientists and hundreds of
universities and laboratories, from more than 100 countries. It is of circular design,
accelerates protons or heavy ions, and lies in a tunnel 27 kilometers in circumference, as
deep as 175 meters beneath the France—Switzerland border near Geneva. The first beam
of the LHC was delivered in September 2008 and the first collisions were produced
about a year later. The aim of the LHC is to reveal physics processes beyond the
Standard Model with proton-proton collision energies of up to 14 TeV. A general
overview of the entire complex is shown in Figure 1.1.

ALICE

AD

ISOLDE East Area

. H |

0/n_TOF LINAC 273

vt ----“.i'n
o |
/,5— ‘_"l
LINAC 3 AD Antiproton Decelerator
. PS Proton Synchrotron n-TOF  Neutron Time Of Flight
B protons antiprotons SPS  Super Proton Syn?hrotron AWAKE Advanced Wakefield Experiment
ions p= electrons LHC Large Hadron Collider

! CTF3  CLIC Test Facility 3
heutrons »=- heutrinos

Figure 1.1: Drawing of the LHC complex. The protons are first being accelerated in the
Proton Synchrotron (PS) ring, before entering the Super Proton Synchrotron (SPS). After
the SPS, they enter the LHC. The beams collide in four dedicated areas, where the main
experiments (ATLAS, CMS, ALICE, LHCD) are installed, in order to detect the collision
fragments.

A series of progressively larger ring-shaped accelerators boost the speed of the
protons, which originate from a simple hydrogen bottle. Across all accelerating
stages, superconducting magnets guide and provide energy to the protons, in order to
eventually reach the desired energy. The protons finally end up in the large collider
of the LHC, which splits the proton beam in two, and circulates both beams, one
clockwise and the other anticlockwise for several hours. These two beams, collide in
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four designated places, and due to the energetic proton-proton interactions, heavy short-
lived particles are produced, which provide valuable information about the structure
of matter to the researchers at CERN. In order to study the behavior of the collision
fragments, detectors are placed in the positions where the beams collide. These
apparatuses are sophisticated devices that are able to analyze the trajectory and the
energy of particles that traverse them. The two general-purpose detectors of the LHC
are the Toroidal LHC ApparatuS (ATLAS) [5], and Compact Muon Solenoid (CMS)
[15], which announced the discovery of the Higgs boson in 2012 [16, 17].

Since the high energy physics experiments rely heavily on statistics, the increase of
reaction rate is considered to be of utmost importance. The higher the reaction rate,
the more data are recorded. Therefore, events-of-interest that may occur rarely, because
they are generally superseded by other more frequent processes, can be detected. For
fixed target experiments, the reaction rate ¢ depends on the rate n that the beam particles
collide with the target, the cross section? o of the reaction in question, and the target’s
thickness d [1]. By combining these, one gets the unit of Luminosity:

p=0% (1.1)
Another way to define the concept of luminosity is as follows [2]:

dR
— =20, (1.2)

Where % is the number of events per second, and o, is the cross section of a given
type of interaction. The luminosity’s unit is therefore cms™!. In modern high energy
physics experiments, the method of colliding an energetic beam on a stationary target
is generally not used, since with two colliding beams one can achieve much higher
energies and therefore can explore a larger variety of natural processes. Hence, the
definition of luminosity will be different than the one provided in equation 1.1. For
colliding beams, it represents a measure of how many particles are packed in the
beam, per cm?. The LHC machine for instance, is mostly a proton-proton accelerating
apparatus, that packs its beam particles in bunches; groups of tightly packed protons,
separated in space and time. Assuming the beam profiles are Gaussian-shaped, with
N; and N, the amount of particles in each beam, o, o, the traverse and longitudinal
dimensions of the beam, f the revolution frequency of the beams?, and N, the number

>The cross section is a unit of measurement of the odds that a reaction can occur. It is measured in
barn b, where 1b = 10~28 m? = 100 fm?.
3The LHC is operating at a frequency of ~ 40 MHz.
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of bunches, one gets the following formula [2]:

g = NN, (13)

dro,oy

Which is the definition of instantaneous luminosity for two Gaussian beams that collide
head-on*. Also, it is worth mentioning that the luminosity in the LHC does not remain
constant during a physics run, but decays due to the degradation of intensities and
radiation emittance from the circulating beams. The main cause of the luminosity
decay during nominal LHC operation is the beam loss from collisions. Ifall degradation
effects are taken into account, a luminosity lifetime of 7, = 14.9 h can be estimated [4].
In any case, it is evident from equations 1.2 and 1.3 that the more the protons in the
bunch, and the more focused the beam is, more interactions per second can be achieved,
which leads to a more efficient measurement of rare physics processes.

Figure 1.2: The LHC beam pipe, where the protons are being accelerated.

1.1.1 Increasing the LHC’s Luminosity

In its first period of operation from 2010 to 2012, the LHC has delivered an integrated
luminosity of ~ 29fb~!, leading to extraordinary results from the experiments,
including the discovery of the Higgs boson. During that period, also referred to as

Run-1, the average instantaneous luminosity was about 7.5 x 1033 cm~2s~!, with a

“The reader should keep in mind that the LHC collides its bunches at a small angle, a fact that slightly
changes the definition of luminosity for the said experiment.
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center-of-mass energy of ~ 7 — 8 TeV. After a two-year shutdown, the LHC restarted
with Run-2, between 2015 and 2018, to deliver proton-proton collisions at nominal
luminosity of 1 x 10** cm~2s~! with energies of 13 TeV.

The future of the LHC will yield larger luminosities and increases in energy. To be
precise, Run-3 (2021 — 2023), also referred to as Phase-I, will see an increase in
instantaneous luminosity, with .Z = 2.5 x 103 cm~2s~!. Run-4 and 5 (2026 — 2038),
or Phase-II, will see the LHC deliver a luminosity of 5 — 7.5 x 103 cm~2s~! and
a center-of-mass energy of 14 TeV. The upgrade plans of the LHC are shown in
Figure 1.3.
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Figure 1.3: The plan towards the High Luminosity LHC.

All these are of course desirable from a physics point of view, since upgrades in
luminosity and energy will lead to a better chance of observing rare physics events.
However, since larger luminosities also mean an increased particle flux, the LHC
experiments will have to be upgraded as well, in order to cope with the increased
data-flow throughput (from the electronics and data acquisition point of view), and
the increased background rate (from a detector point of view). This is exactly the
motivation behind the New Small Wheel (NSW) upgrade of the ATLAS detector, which
will now be described.

1.2 The ATLAS Detector

The ATLAS (A Toroidal LHC ApparatuS) general-purpose detector [5], has been
designed to cover the needs of several experiments that take place in the LHC,
such as the search (and eventual discovery in 2012) for the Higgs boson, studies on
supersymmetry, or dark matter searches. The other similar apparatus of the LHC is
the CMS experiment [5], situated on the opposite side of the LHC ring. The ATLAS
detector is probing p — p and Pb — Pb or p — Pb collisions. It is cylindrical in shape,
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with a length of 45 m, and a diameter of about 25 m. It weighs about 7000 tons, and
is the largest detector by volume every built. Since 2012, over 3000 researchers from
38 countries collaborate to support and upgrade the detector, and analyze its data to
discover new physics processes. A graphical representation of ATLAS is shown in
Figure 1.4.

Tile calorimeters

LAr hadronic end-cap and

forward calorimeters
Pixel detector \

LAr electromagnetic calorimeters
Muon chambers Solenoid magnet | Transition radiation tracker
Semiconductor fracker

Figure 1.4: Overview of the ATLAS detector. The muon subsystem which is more closely
related with this dissertation, lies in the outer layers of the device. The LHC’s beam enters
the detector through the center of its end-caps from both sides, and the bunches collide in
the core of the detector.

The proton (or heavy ion) beams enter the detector through its end-caps, and collide
almost head-on in its center, producing new particles. The different subsystems of
ATLAS, organized in layers, measure the momenta of all particles that are being
produced by the collisions; that is, they have been arranged and designed in such
fashion as to provide precise energy and track estimations of the collision products.
This is also assisted by the toroidal magnets, that bend the trajectory of charged
particles, which are affected in a different way, depending on their momentum and
charge. The entire detector resembles the shape of a barrel, and because of this, it is
common to refer to specific areas of the detector as barrel region, or end-cap region.
These two aforementioned regions, lie in so-called different pseudorapidity regions.
Pseudorapidity is denoted as 1. Given cylindrical coordinates, which are convenient
to use because of the detector’s shape, the longitudinal (or radial) angle with respect to
the beam line is denoted as A, whereas the azimuthal angle has the symbol of ¢. Hence,
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the pseudorapidity is defined as:

n=—In {tan (g)] (1.4)

Thus, a particle that traverses an area of the detector with high pseudorapidity, is
moving almost parallel to the beam line, while smaller values of ||, correspond to
larger escape angles (90° — 45°) with respect to the beam line. The end-cap region
of the detector therefore lies in large pseudorapidity regions, and the barrel region in
region with smaller || values.

1.2.1 The Detector’s Subsystems
The main subsystems of ATLAS are the following:
* The Magnet System
* The Inner Tracker
* The Calorimeters
* The Muon Spectrometer

The inner magnet system is a superconducting solenoid (also referred to as Central
Solenoid [18]), which is situated around the inner tracker. It produces a magnetic field
of 2T, and allows the inner tracker to analyze the tracks that have just escaped the
interaction point. Besides the central solenoid, there is also the air-core Barrel Toroid
[19], alongside the End-Cap Toroids [20], situated around the calorimeters, that provide
the necessary magnetic fields (peaking at 4.1 T [4]) for the muon spectrometer to
analyze the momenta of the incident muons. The Inner Tracker [21] has a length of 6 m
and a diameter of 2 m, covering areas with |n| < 2.5, and is the first detector subsystem
which the particles that originate from the interaction point traverse. It is composed
of three different detector technologies, namely the silicon Pixel detector (Pixel), the
Semi-Conductor Tracker (SCT) and the Transition Radiation Tracker (TRT). Even
though about 1000 particles are produced every 25 ns at the interaction point, the inner
tracker is able to determine their exact point of origin®, and their trajectory. The
Pixel system is mainly in charge of the accurate measurement of vertices, whereas
the SCT’s primary functionality is the precise measurement of the particle momenta,
with the two technologies providing at least three to four particle track reference points
respectively [4]. The TRT system, makes use of the transition radiation, which is

3This point is also called a vertex.
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emitted by a particle when it crosses into media with different dielectric properties [1],
thus enhancing the tracking capabilities of the entire inner tracking system.

The ATLAS Calorimeter is responsible for the accurate measurement of the energy
and trajectory of electrons and photons or jets. Due to its principle of operation, it is
able to identify particles, and also contribute to the muon momentum reconstruction
[22]. The calorimeter’s tasks are rather challenging, given the fact that there are
multiple collisions at each bunch-crossing (every 25ns), and due to the energy of
the beams themselves, as the particles that are being produced cover a wide range of
energies (extending from a few GeV up to the TeV scale). Therefore, the calorimeter
would not only have to be able to distinguish between two separate collision events,
either in space or in time (i.e. be immune to pile-up effects), but also have the
necessary space and energy resolution to identify particles and reconstruct their tracks.
Usually, calorimeters are either hadronic (that is, they detect hadrons and baryons), or
electromagnetic (they detect leptons and photons). The hadronic calorimeter is divided
into three parts, depending on the pseudorapidity range it covers. There is the barrel
region (|n| < 1.7), the end-cap region (1.5 < |n| < 3.2), and parts that are very close
to the beam pipe (3.1 < |n| < 3.9). Each of the aforementioned parts is constructed
in a different way. For example, the barrel calorimeter is made of steel (to absorb
particles) and scintillators, which determine the incident radiation’s energy [5]. The
rest of the hadronic calorimeters are made of liquid argon (known as LAr), while the
electromagnetic calorimeter is comprised of two disks in the end-caps which cover two
pseudorapidity regions (1.375 < |n| < 2.5 and 2.5 < |n| < 3.2). There is also the
barrel electromagnetic calorimeter, that covers a region of || < 1.475. Both are made
of lead plates which absorb the particles, and Kapton electrodes that contribute to track
reconstruction.

The ATLAS Muon Spectrometer

The ATLAS Muon Spectrometer was designed to perform high-precision track re-
construction on final-state muons, which provide robust physics signatures, given
the LHC’s experimental conditions. The muon spectrometer features stand-alone
triggering and adequate momentum measurement capabilities, over a wide range
of transverse momentum, pseudorapidity, and azimuthal angle [23]. A graphical
representation of the subsystems comprising the muon spectrometer are shown in
Figure 1.5.

The particles that have not been absorbed by the calorimeters, are usually muons
(u*), which are second-generation leptons, and are either positively or negatively
charged. The muon has a mass of about 106 MeV /¢?, while its closely-related electron,
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Figure 1.5: Overview of the ATLAS detector’s muon subsystem. It is comprised of
Cathode Strip Chambers (CSCs) in the inner end-cap region, Monitored Drift Tubes
(MDTs) covering the barrel and end-cap region. CSCs contribute to tracking, while MDTs
contribute to tracking and triggering. Resistive Plate Chambers (RPCs) are in the barrel
region, and Thin Gap Chambers (TGCs) are at the end-caps, and provide trigger data to
ATLAS. The outermost end-cap region is called Big Wheel (BW), while the innermost end-
cap region, is called Small Wheel (SW). The muon system covers the entire outer layer of
ATLAS, thus defining its final dimensions.

has a mass of just 511keV/c? [6]. Muons are generally able to penetrate into large
volumes of matter (this is another reason why muons are detected at sea-level, apart
from relativistic effects), therefore, in order to detect muons that originate from the
interaction point, it is common to construct muon detecting systems on the outer parts
of the detector, and this is why the muon spectrometer of ATLAS covers the entire outer
layer of the detector. An overview of an event in ATLAS is shown in Figure 1.6.

The muon spectrometer makes use of the magnetic deflection of muon tracks induced
by a system of three large superconducting air-core toroid magnets, that provide high-
resolution muon momentum measurement. For || < 1.4, the bending of muons is
being performed by the toroidal magnet that is around the barrel, while for regions
1.6 < |n| < 2.7, the tracks are being bent by the two end-cap toroids. The detecting
media comprising the muon spectrometer are the following:
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-
Meutring,
3

Figure 1.6: Graphical representation of an event occurring in ATLAS. Most particles stop
at the calorimeters, but muons traverse the entire detector, and are being detected by the
muon spectrometer.

Cathode Strip Chambers (CSCs)
* Monitored Drift Tubes (MDTs)

* Resistive Plate Chambers (RPCs)

Thin Gap Chambers (TGCs)

The CSCs are located in the innermost region of the end-caps (also referred to as
Small Wheels (SWs)), covering the area of 2.0 < |n| < 2.7, and are responsible for
reconstructing the muon tracks with high precision. They are tilted with respect to
the beam line (at about 11.59° angle), so that their planes are generally orthogonal
to particles originating from the IP [4]. They are multi-wire proportional chambers,
operating with a gas mixture of argon and carbon dioxide (20% of the gas), and a voltage
of 1800 — 1900V, in order to achieve an adequate gain throughout all the detector.
The CSCs are comprised of two cathode layers of readout strips that perform charge
interpolation, while a set of strips that run perpendicular with respect to the anodes
provide the second coordinate measurement. The detector is able to reconstruct muon
tracks with about 0 = 60 um precision. The small gas gap of the layers allows for fast
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charge collection (less than 30 ns), which is highly desirable, because of the increased
particle flux in the ATLAS high eta regions.

The MDTs cover the entire muon spectrometer of ATLAS, apart from the high
pseudorapidity region of the SW, where the CSCs are installed. Each MDT chamber
is comprised of a stack of tubes (arranged in two or sometimes even three layers), each
filled with a non-flammable gas mixture of argon and carbon dioxide (7% of the gas).
Each of the metal tubes is about 30 mm in diameter, and serves as an anode. Through
the center of the tube, a slim cathode wire is kept at a potential of 3080 V, thus creating
a high-enough electric field that produces avalanche effects necessary to collect charge
related to muons passing through it. By combining the drift time measurements of the
ionization electrons in each drift tube, a single MDT chamber creates a six-point muon
segment, that can be reconstructed with high precision o = 40 um [4].

The two other detector technologies involved (i.e. RPCs and TGCs), cover different
pseudorapidity regions, and due to their design, are able to provide fast and precise
muon trigger information to ATLAS, thus completing the tracking and triggering
scheme of the spectrometer.

1.3 The New Small Wheel Upgrade

As mentioned in Subsection 1.1.1, the luminosity of the LHC will be increased in
the forthcoming upgrades, resulting in a significant increase in particle flux. This
will pose a challenge to the detectors, which may be hampered by pile-up effects,
thus degrading their performance. The front-end electronics will also be negatively
impacted, as more events means more throughput, and if they are not able by-design to
sustain a flawless data acquisition procedure given a more challenging event rate, they
are deemed insufficient for future LHC runs.

To be precise, simulation studies [7] that have been performed on the muon end-cap
region, alongside analysis of present data, have indicated that:

* The performance of the muon tracking chambers in the end-cap region degrades
with the expected increase of cavern background rate. An extrapolation from
the observed rates at the lower luminosity conditions of the 2012 run to high
luminosity and high energy conditions indicates a substantial degradation of
tracking performance, both in terms of efficiency and resolution in the inner
end-cap station, which is comprised of CSCs and MDTs. In the SW region the
luminosity increase will lead to a particle rate of up to 15kHz/cm?, which the
CSCs and MDTs will not be able to handle efficiently [4].
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* The Level-1 muon trigger in the end-cap region is based on track segments in
the TGC chambers located after the end-cap toroid magnet. The transverse
momentum, pr, of the muon is determined by the angle of the segment with
respect to the direction pointing to the interaction point. A significant part of
the muon trigger rate in the end-caps is background. Low energy particles,
mainly protons, generated in the material located between the Small Wheel
and other areas, produce fake triggers by hitting the end-cap trigger chambers
at an angle similar to that of real high p muons. An analysis of 2012 data
demonstrated that approximately 90% of the muon triggers in the end-caps are
fake. In consequence, as the particle flux increases with the foreseen upgrades
of the LHC, this effect will become even more pronounced.

Given these facts, the solution is to replace the existing small wheel region with the
so-called New Small Wheel (NSW) during the second long shutdown, ending in 2021
(as reported at the time of writing of this dissertation). Comprised of two detector
technologies, the small-strip Thin Gap Chambers (sTGC) and Micromegas (MM)
detectors, the NSW will be able to maintain the current low-luminosity performance of
the SW in the future high-luminosity environment imposed by the LHC’s upgrades. It
will be able to measure the transverse momentum (pr) of 1 TeV muons with a precision
of 10% for |n| < 2.7, and manage to provide precise enough trigger information to
ATLAS, and suppress the fake triggers originating from the current end-cap region.
An illustration of this desirable feature is shown in Figure 1.7

The NSW will be able to provide online trigger information with an angular resolution
better than 2mrad, in the full pseudorapidity region of 1.3 < |n| < 2.7, with a
latency of less than 1025 ns. This will be achieved by the detectors themselves, and
the NSW electronics. Trigger primitives/data originating from the front-end chips will
be processed by NSW-dedicated trigger processing electronics situated in the back-
end, and trigger candidates (or segments) will be created fast enough to be combined
with the BW’s trigger information, in order to distinguish real muons originating from
the interaction point from noise. Also, apart from the trigger, the detectors’ design
allows for precise muon track reconstruction, as they provide a position resolution in
the precision coordinate better than 50 pm, when all the tracklets from the detector
layers are combined [4].

All these will be achieved by a redundant triggering and tracking scheme, where the two
detector technologies participate in both. The sTGCs are mainly triggering chambers,
but they also contribute to precision tracking. The MMs on the other hand, are tracking
detectors, but also assist in providing sufficient information to the NSW’s triggering
system. The detectors are segmented into sectors, sixteen per wheel, and are arranged
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Figure 1.7: Graphical representation of the ATLAS end-cap muon trigger system, after
the NSW upgrade. The already existing BW accepts all inbound particle tracks that are
shown. With the installation of the NSW, only track 4 is accepted, since this is the only
one that passes both sub-detector criteria. The B track will be rejected, since the NSW will
not even detect it, and track C will be rejected due to the NSW’s triggering scheme, since
its vector at the NSW area does not point to the interaction point, a fact not true for the BW
region.

in such a way as to create a disk with a diameter of about 9 m. Each slice” is comprised
of four quadruplets. The sTGCs are placed on the two outer parts of the sector, while the
two MM quadruplets (or wedges) are on the inner part of the NSW sector. A graphical
representation of the detector is shown in Figure 1.8.

A muon traversing the NSW will therefore excite the eight Micromegas detector layers,
and the corresponding sTGC sectors, creating tracking and triggering data that will
be mediated by the on-detector electronics to the back-end Data AcQuisition (DAQ)
system of ATLAS. Both detector technologies are gaseous proportional chambers,
operating under high voltage. The sTGC has three readout elements: wires, strips
and pads. Each layer is filled with a mixture of carbon dioxide and n-pentane, and is
operated under a voltage of 2.85kV. Due to its design, the sTGC has excellent bunch-
crossing (BC) identification capabilities, and by also taking its strip segmentation
(3.2 mm) into account, the chamber is ideal for tagging an incident muon for triggering
purposes. Its strip and wire pitch (1.8 mm for the wires), also contribute positively to the
precision tracking properties of the detector. The Micromegas on the other hand, has
only one readout element; its strips, with a pitch of 400 um. Their finer segmentation
makes the MM ideal for muon track reconstruction. The Micromegas detector will
be described in greater detail in the following Chapter, as it is more closely related
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Figure 1.8: Left: One of the two NSW sides. The MM and sTGC sectors comprise each
wedge. Right: Cross-section of an NSW sector. There is one sTGC quadruplet/wedge on
each outer part of the sector, while the MM quadruplets are on the inside part [8].

to the work of this dissertation. A rough graphical representation of both detector
technologies is provided in Figure 1.9.
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Figure 1.9: Left: Drawing of the sTGC detector. Right: Drawing of the MM detector.

Conclusions

This Chapter began with an overview of the LHC, and the concept of luminosity was
defined. Luminosity is a quantification of how many events per second are produced in
a collider experiment, and in order to be able to probe new physics processes, the LHC
plans to boost its luminosity in the following years, by focusing its beams. This will
increase the particle generation rate, affecting the performance of the LHC’s detectors.
The ATLAS experiment is one of these detectors, and because of the increase in particle
flux, the inner end-cap region of the muon spectrometer is foreseen to experience a
drop in its performance. For this reason, the inner end-cap will be replaced by the New
Small Wheel, comprised of two detector technologies that will be able to overcome the
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current system’s limitations. The NSW will be installed at around the end of the second
long shutdown in 2021 and at the time of writing of this dissertation, was in the phase
of surface commissioning, as can be seen in Figure 1.10.

Figure 1.10: A NSW wheel during its commissioning phase in building 191 at the CERN
Meyrin site. In this picture, one of the MM/sTGC sectors has been successfully installed
and is awaiting the rest of the sectors to be placed in their designated positions prior to
lowering the entire wheel into the ATLAS cavern.
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Chapter 2

The Micromegas Detector and the
VMM ASIC

In this Chapter, two of the main components that will be referred to continuously
throughout this dissertation will be presented. As mentioned in Chapter 1, the NSW
upgrade employs two detector technologies to provide trigger and tracking information
to ATLAS. One of these two, is the Micromegas Detector, which is mainly used for
precision muon track reconstruction, but also for triggering purposes. It has excellent
tracking capabilities (better than 100 um for all particle impact angles in the New
Small Wheel), and its very fine readout strip segmentation, alongside its reasonably
good timing resolution, can also be exploited to complement the trigger scheme that is
based on the sTGC, adding in the robustness and redundancy of the NSW system [7].
The NSW is the first project to make use of this detector technology in this scale, and
numerous studies have been performed in the past, in order to validate its performance
[3,4,24,25]. The NSW also makes use of a new generation of front-end electronics, in
order to acquire the muon-related data and transfer them to the back-end DAQ system of
ATLAS. The cornerstone of the NSW electronics scheme, is the VMM ASIC, a mixed-
signal front-end chip that reads-out both detector technologies of the NSW [9,26,27].
The chip’s main functionalities will be described here, while its relationship with the
rest of the NSW electronics scheme will be studied in Chapter 7.

2.1 The Micromegas Detector

The Micromegas detector, an abbreviation for Micro MEsh GAseous Structure (MM),
was introduced in the middle of the 1990°s [28,29]. It is comprised of two regions. One
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is the drift region, and the other is the amplification region. The micromesh' separates
the two regions, and is usually tied to ground. It is woven, pre-stretched, and made of
stainless steel. On the very top of the layer of the chamber, the drift electrode is tied to
—300V. The distance between the drift electrode and the mesh is ~ 5 mm, and defines
the drift region. The resistive strips lie below the micromesh, in a distance of just
128 um. A set of cylindrical spacers (pillars), made of insulating material, are placed
with a pitch of a few mm on the surface of the resistive plane, supporting the mesh.
A voltage of over 500 V is applied to the strips. The region between the mesh and the
resistive strips is the amplification region. Due to the application of the high voltage, an
electric field is formed in both regions. The drift region is characterized by an electric
field of E4y; ;¢ = 0.6 kV/cm, while the amplification gap, because of the small distance
between the grounded mesh and the under-voltage strips, has an intense electric field
of Egmp. = 40kV/cm. The detector is filled with argon and carbon dioxide gas at
2 mbar, with the nominal mix ratio between them being 93 : 7 (in favor of the argon).
Charged particles traversing the detector ionize the gas, and the electrons liberated by
the ionization process drift towards the mesh, in tens of nanoseconds. the mesh is
transparent to more than 95% of the electrons. Due to the intensity of the electric field
in the amplification region, an electron avalanche takes place almost immediately after
the readout electrode, within a few nanoseconds [4]. During the avalanche formation
procedure described above, a number of electron-ion pairs is created. Electrons and
positive ions, separated by the electric field, drift towards opposite directions. Their
motion within the gas volume induce charge on the readout elements. Electrons drift
fast and within a few nanoseconds reach the grounded mesh. Therefore, the current
flowing on the readout strips because of them is on the order of nanoseconds and is
usually ignored by the detector electronics. On the other hand, the positive ions drift
with a velocity two to three orders of magnitude less than this of electrons, because
of their mass. Hence, they induce negative charge on the electrodes with hundreds of
nanoseconds duration, that is picked up by the front-end electronics that are attached
to the MM readout strips [3]. These electronics are packaged in a mixed-signal ASIC
called VMM that is described in Section 2.2. The MM chamber alongside a depiction
of an ionization process is depicted in Figure 2.1.

The Resistive Micromegas design as it is called, did not occur without a significant
research and development. To be precise, on 2007 a group called Muon ATLAS
MicroMegas Activity (MAMMA) was formed to conduct research on the potential
use of the original detector design for the ATLAS muon spectrometer. The first
Micromegas prototypes that were produced did not follow the resistive strip concept
described above. They were of the so-called Bulk Micromegas design, where the

! Also simply referred to as mesh.
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Figure 2.1: Graphical representation of a layer of the resistive Micromegas detector,
depicting its various regions and elements, and the ionization process when two
hypothetical charged particles traverse the chamber’s active area [4].

resistive layer did not even exist. The MAMMA research project proved that these
prototypes were hindered by sparks. Sparks are a major issue, as they lead to
breakdowns of the supplied voltage with relatively long recovery times and thus
inefficiencies [3]. Sparks may also damage the detector elements and the readout
electronics, resulting in dead areas on the medium [4]. Moreover, a dangerously
high particle flux is expected to be present in the ATLAS Muon system during the
LHC Run-2 and beyond. To be precise, particle rates of the order of 15 kHz/cm? are
expected, with more than 70% coming from hadron (protons and neutrons) and photon
interactions that lead to large energy depositions. This harsh environment increases
the risk of sparking for the MM operated at high gas multiplication values. Hence the
design of the resistive strips, which have a thickness of about ~ 45 um, a resistivity of
a few tens of MQ /cm, and are placed on a ~ 60 um-thick layer of insulator. These
strips are arranged the same way as the readout strips below them [30,31], and provide
enough protection to the apparatus from the dangerous sparks.

2.1.1 The Micromegas Modules for the New Small Wheel Up-
grade
Since the overall design and concept of operation of the Micromegas detector has been

established, in this Subsection, some more details on the modules that will be deployed
in the ATLAS cavern as part of the NSW upgrade will be given. The MM sectors, or
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wedges, are divided into two large categories: the Small Module (SM) and the Large
Module (LM). Each one of the two size families, is divided into two parts: SM1, SM2,
and LM1, LM2. Each wedge is comprised of a double quadruplet, so eight discrete
layers, like the one depicted in Figure 2.1. Sixteen SM and sixteen LM modules will be
produced in total, with one of each wheels employing eight LM and eight SM wedges.
Each sector is comprised of eight readout Printed Circuit Boards (PCBs), and every
PCB has 1024 resistive/readout strips. The strip width is 300 = 20 um for all the
modules, with a pitch of 425 £+ 20 um and 450 £ 20 um for small and large modules
respectively. The length of the strips vary from 0.5m, up to 2.2m. There are three
different types of readout PCBs in each MM module. Two have their strips running
perpendicularly to the radial direction, referred to as precision strips or eta (1), while
the other two have their strips tilted by a small angle (+1.5° and —1.5°), referred to as
stereo angle/strips, to allow for the reconstruction of the second coordinate (¢) [4]. A
diagram depicting all the aforementioned parameters, is displayed in Figure 2.2.
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Figure 2.2: Left: Graphical representation of a the LM and SM wedges, with their eight
readout PCBs. Right: Four successive readout PCBs of one MM quadruplet. The eta and
stereo (angled) strip arrangement is shown [3,32].

2.2 The VMM Application-Specific Integrated Circuit

The VMM is an Application-Specific Integrated Circuit (ASIC), intended to be used as
the front-end readout chip of both the Micromegas and sTGC detectors of the NSW
Phase-I upgrade project of the ATLAS experiment at CERN [7]. It has also been
proposed for several other applications and smaller-scale experiments. Developed
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at Brookhaven National Laboratory, the VMM is fabricated in the 130 nm Global
Foundries 8RF-DM process (formerly IBM 8RF-DM), and is composed of about ten
million transistors. The device is packaged in a Ball Grid Array (BGA) with a footprint
of 21 x 21mm? Radiation-wise, the VMM is expected to be exposed to a total
ionization dose of 100 krad, but its Triple Modular Redundancy (TMR) architecture
allows for it to operate smoothly, even after that dose. The chip has a plethora of
configuration parameters that the users can tune according to their needs. This is done
via the Serial Peripheral Interface (SPI) protocol, which makes it possible to shift 1728
bits into the ASIC’s configuration registers.

The VMM is composed of 64 identical and independent input channels, each one of
which connects to a readout element of the detector medium. For the Micromegas, this
is the the chamber’s resistive strip, while for the sSTGC, the channel accepts input pulses
from the wires, strips and the pads of the chamber. A block diagram of one of these
channels is shown in Figure 2.3. Each channel integrates a low-noise charge amplifier
(CA) with adaptive feedback, test capacitor, and adjustable polarity (in order to process
either positively or negatively charged input signals). The VMM’s input MOSFET is a
p-channel with gate area of L x W = 180 nm x 10 mm (200 fingers, 50 um each) biased
at a drain current / D = 2 mA; this corresponds to an inversion coefficient /C' ~ 0.22,
a transconductance g,, ~ 50 mS, and a gate capacitance C, ~ 11 pF. A block diagram
of the charge amplifier can be found in Figure 2.5. Finally, given the requirements
of the NSW, the noise requirements of the analog circuitry are deemed to be within
specifications (see Figure 2.4).

The integrated charge gets shaped by a third-order filter (shaper) with one real pole
and two complex-conjugate poles, designed in Delayed-Dissipative Feedback (DDF)
[26]. It has adjustable peaking time in four values (25, 50, 100 and 200ns) and
stabilized, band-gap referenced, baseline. The gain is adjustable in eight values
(0.5, 1, 3,4.5, 6,9, 12 and 16 mV/fC). Next to the shapers are the sub-hysteresis
discriminators [9] with neighbor-enabling logic and individual threshold trimming, the
peak detector, and the time detector. The threshold is adjusted by a global 10-bit
Digital-to-Analog Converter (DAC) and an individual-channel 5-bit trimming DAC.
The neighbor-channel logic forces the neighboring channels to a triggered one to
perform measurements, even if those channels did not exceed the set threshold. The
neighbor logic extends also to the two neighboring chips through bidirectional 1/Os.
This scheme allows for setting the threshold level high enough to reject noise, without
the fear of losing useful information, since most of the time a particle deposits a large
amount of energy (i.e. pulse charge) to one or two detector strips, and much less to
neighboring ones, thus producing pulses that do not cross the user-defined threshold.
Therefore, the neighbor logic allows to retain all necessary information that aids to
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Figure 2.3: Architecture of the VMM. The majority of the block diagram describes one
of the identical 64 channels of the chip. The Charge Amplifier (CA) and shaper process
the input pulse, while the ADCs digitize the pulse height and timing information, before
storing their results in the channel’s FIFO. The L0 logic selects data based on the trigger
input (LO) and timestamp information of the event. The data are sent to the external readout
device via two lines, D1 and D2, synchronized with a clock provided to the CKDT input.
Three outputs, useful for monitoring, drive the peak detector (PDO), time detector (TDO)
and channel monitor (MO) voltages out of the chip. The test-pulse strobe (CKTP) input
drives the channel’s testing circuitry, while the reference clock is provided via the CKBC
pin. The chip can be reset by issuing a pulse in the ENA or TKI pins. The configuration of
the ASIC is conducted via the SDI, SDO, SCK and CS pins. Finally, the trigger primitives
are sent out of the chip via the ART, ToT, TtP, PtT, PtP and 6bADC outputs, synchronized
with the CKART and CK6B clock inputs.

track reconstruction [7].

If an input pulse crosses the user-defined threshold, or if a neighbor logic signal is
received, the pulse is processed further as follows: The shaped pulse’s peak amplitude
is measured by the peak detector circuitry, which produces a voltage level proportional
to the pulse’s amplitude. In principle, the pulse’s amplitude is proportional to the energy
deposited to the detector medium by the ionizing particle, or proportional to the test-
pulse amplitude DAC value, if the VMM is being test-pulsed. The pulse’s timing is
measured by the time detector, by employing a Time-to-Amplitude Converter (TAC);
a voltage ramp that starts either at threshold crossing, or at the time of the peak and
stops at the next falling edge of the reference clock. For the ATLAS implementation,
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Figure 2.4: The VMM input channel noise as a function of all four peaking times at a gain
of 9mV/fC [11]. The solid lines represent the simulation results, while the markers are

extracted from experimental data.
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Figure 2.5: Block diagram of the VMM’s charge amplifier at the transistor level [9].

this is the Bunch-Crossing (BC) clock? with a frequency of 40.079 MHz. The ramp
duration is adjustable in four values (60, 100, 350 and 650 ns). The reader may refer to
Figure 2.6 for a depiction of the TAC’s operation. The resulting voltage from the TAC

and the peak detector, are stored in associated analog buffers.

Three different Analog to Digital Converters (ADC) receive the results from the analog

2The rising edges of the BC clock coincide with the proton collisions in the core of ATLAS.
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Figure 2.6: Depiction of an event in one VMM that stimulates three channels. Each input
pulse gets shaped by the corresponding circuitry, and upon the assertion of the ’peak found”
signal, the Time-to-Amplitude Converter (TAC) starts ramping up. The next falling edge
of the reference clock (CKBC), stops the TAC ramp. Depending on the duration of the
ramp, a voltage level is created. The phase relationship between the pulse’s peak and the
reference clock therefore determines the amplitude of the said level. This voltage then is
driven to the 8-bit TDO ADC, which digitizes it, and stores it into the VMM ’s readout
buffers.

circuitry, stored in the buffers mentioned above, and digitize them. The measurement
of the timing of the pulse is being converted by an 8—bit ADC, that encodes the voltage
level produced by the TAC into eight bits, resulting in a maximum fine timing accuracy
of < 1ns. This byte, or word, is called Time Detector Output (TDO). For the pulse’s
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amplitude digitization, a 10—bit ADC is employed. This module receives the voltage
level produced by the peak detector and encodes it into ten bits, resulting in a precise
charge estimation with < 1 fC accuracy. This ten-bit word, is called Peak Detector
Output (PDO). After the digitization results are ready, they are forwarded to a 4-event-
deep FIFO at the next rising edge of the VMM ’s reference clock (CKBC). The entire
procedure takes up about 250 ns to complete, which sets the upper limit to the maximum
rate that a channel of the ASIC can handle, which is 4 MHz. However, if the user wishes
so, the 10—bit ADC may not be used, and a less precise 6—bit ADC may be employed
to perform the amplitude measurement instead. This results in a less precise amplitude
measurement, but with a significantly reduced dead-time. Alongside the precise timing
measurement, the VMM also performs a coarse timing measurement by timestamping
the event with the so-called Bunch-Crossing Identification (BCID) counter value. As
mentioned earlier, the VMM’s reference clock is the Bunch-Crossing clock, or CKBC,
operating at a frequency of 40.079 MHz. At each rising edge of the said clock, an
internal 12-bit Gray Code counter increments by one. If a channel gets activated by a
pulse that crossed the threshold, or by a neighbor logic signal, the value of the counter
gets “attached” to the event, thus constituting a coarse timing measurement, that in the
final experiment correlates an event with a particular bunch-crossing that occurred in
ATLAS. Hence, an event has its timing information encoded in 20 bits in total, one of
which is the TDO (fine timing) and the rest is the value of the VMM’s BCID counter
(coarse timing).

The 20 bits of the timing information, plus the 10 bits of the PDO (charge information),
and the 6 bits of the channel ID, alongside two flags, are stored in a FIFO with four
positions that is 38 bits in width. This information is either forwarded to the Level-0

buffers, or retained in the shallow FIFO, depending on the chosen readout mode of the
VMM.

2.2.1 Trigger and Readout Paths

The VMM, being an all-in-one front-end ASIC solution for the needs of the NSW,
delivers both readout/tracking information for ATLAS, while it also produces trigger
primitives. In principle, the VMM supports two distinct paths: the first is the Readout
path, and the other one is the 7rigger path. The first path has already been described
above, up to the point of the buffering of the readout (or tracking) data. In parallel
with these functionalities, the VMM also produces fast signals, that can be used by
the ATLAS detector to make a trigger decision, and feed that trigger to the front-
end electronics that in the meantime have been buffering data. In essence, the VMM
continuously stores data into its buffers while it also produces trigger signals that are
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immediately outputted, and get processed by the trigger electronics of ATLAS. The
VMM is agnostic of the origin of the data that it processes. They can be related to
electronic noise, to particles that are product of parasitic reactions occurring in the
detector’s materials, or, ideally, to particles originating from the interaction point.
Only the trigger electronics (that have an overview of the entire system), decide which
particular events resemble tracks originating from the interaction point and which don’t.
If a track is found, these modules fan-out a trigger signal, called Level-0 or simply L0
signal to the electronics. This signal should have a well-defined latency with respect
to the event that is associated with. If this is true, then the front-end devices (VMM
included) that receive this trigger signal "know” in which part of their buffers to look for
the trigger-related data, that they then stream out to an external readout device. These
data are eventually stored and are used for off-line data analysis. The whole scheme is
roughly described in Figure 2.7.

L0 Trigger .

Trigger Data

Tracking
Data
Aggregation

. Tracking Data

Figure 2.7: The VMM’s data paths and its relationship with the ATLAS detector Trigger
and Data Acquisition infrastructure. The ASIC first (1) outputs fast trigger signals
associated with a particle that passed through the detector medium. Meanwhile the same
event gets buffered in the VMM’s memories. The ATLAS trigger electronics use the fast
trigger outputs of the VMM, alongside other trigger sources, to make a decision. If a valid
track is found, the electronics then issue the LO trigger (2) , and the VMM uses that signal
to select the related data from its buffers and forward them (3) to a tracking/readout data
aggregation agent.

For the readout/tracking path, The VMM has three modes of operation: a Two-Phase
Analog Mode, a Continuous read/write Mode, and the Level-0 Mode. All of these
three modes will be briefly described below, and will be revisited in the actual readout
implementation of Chapter 5.
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Readout Path - Two-Phase Analog Mode

In the two-phase mode, data are registered while the VMM is in acquisition mode and
then are read-out once the system is switched to the readout mode. Acquisition is re-
enabled after the data extraction phase is completed. The readout advances to the next
channel by injecting a token to the relevant input. The token is sparse, passed only
among those channels with valid events. Once the procedure is complete, the token
is routed to the output for reading-out the next chip, thus allowing for a daisy-chained
readout with a single token input. In this mode, the internal ADCs are switched off and
the analog signals are read-out through analog buffers with external ADCs.

Readout Path - Continuous Mode

In continuous mode, the simultaneous read/write of data assures dead-timeless oper-
ation that can handle rates up to the maximum of 4 MHz per channel®>. Higher rates
can be achieved by interrupting the 10-bit ADC once the 6-bit ADC has finished, since
the 6-bit ADC conversion takes up ~ 40ns including the channel reset. The peak
and time detectors convert the voltages into currents that are routed into the 10— and
8—bit ADC, respectively. The channel is reset once both conversions are completed
and the digital values are latched in digital memories. The self-reset of each channel
provides continuous and independent operation of all 64 channels. In this mode, each
channel of the ASIC stores the 38—bit event-related data into a four-positions deep
de-randomizing FIFO. The data are read-out via two serial data lines (D/ and D2 in
Figure 2.3).

Readout Path - Level-0 Mode

The Level-0 (LO) readout mode of the VMM was designed to be compatible with
the readout scheme of the ATLAS experiment. It provides the ability to buffer the
channel hit data in a deeper memory architecture and allows the VMM to select the
data to be read-out after the reception of an external trigger input, namely the L0 signal.
The LO selection logic applies a configurable latency to the trigger and forwards out
only hit data for which their timestamp is within a window of the trigger’s time-of-
arrival plus its latency offset. A block diagram of the logic is depicted in Figure 2.8,
where data from the VMM channel(s) are forwarded from left to right through various
buffers. The first FIFO is a 64-deep latency buffer (LAT. FIFO in Figure 2.8) where
all hits can be buffered. Each channel has a selector circuit based on the arrival of
the external trigger signal which finds events within the configurable window* (L0

3This is a result of the 250 ns conversion time of the internal ADCs.
#Maximum size of eight reference clock cycles, which is equal to 200 ns.
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SEL in Figure 2.8). Once there is a match, the data are copied to the channel FIFO
(LO CH FIFO in Figure 2.8) and are ready to be read-out in a round-robin manner,
starting with the information of the BC timestamp. The data are forwarded out of the
ASIC via two serial lines, synchronous to both edges of an externally-provided (via the
CKDT pin) 160 MHz data clock, resulting in a total bandwidth of 640 Mb/s. The data
are encoded using the 8b10b protocol [33], leading to an effective user bandwidth of
512Mb/s.

|Leve|—0| BCID |window size

— LAT. FIFO (64) LO SEL LO CH FIFO (16) \
—| LAT FIFO (64) LO SEL LO CH FIFO (16) E
s%© ' =
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—1 E >
(NN
— >
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N
LO SEL LO BCID FIFO (32) /

Figure 2.8: L0 buffer and event selection logic block diagram. The trigger signal, or LO,
gets timestamped with a Bunch-Crossing ID (BCID) value, then a configurable offset is
applied to it. The hits stored in each 64-event-deep latency FIFO (LAT. FIFO), have a
timestamp themselves as well. The L0 selection logic (LO SEL), check the hit timestamps
against the ones of the trigger. Hits within a window of configurable width, enter the LO
CH FIFO, before being sent out of the ASIC by the LO Event Builder.

The VMM’s Trigger Path

For the MM trigger scheme, the Address-In-Real Time (ART) trigger output mode
is used. Upon the detection of a pulse peak, or upon a signal crossing of the user-
defined threshold, the chip streams out the six-bit channel address’ that this peak was
detected on first. Depending on the chosen configuration parameters on the VMM, the
total latency of the streamed ART address can be within ~ 15ns, or ~ 20 ns plus the
peaking time. This latency is the sum of several delays, some of which are the 5ns
delay between the peak and the peak-found signal, the 5ns digital latency from the
comparator firing to the leading edge of the ART, and the 5 ns digital latency from the
peak-found signal to the leading edge of the ART. For the NSW implementation, the

5> Accompanied by a flag.
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6—bit channel address plus a flag are sent to an external device that aggregates trigger
primitives at a rate of 320 Mb/s.

For the sTGC detector technology, the VMM provides trigger information via its 64
direct timing outputs, one for each of its channels. Each channel implements a fast
digitization 6-bit ADC, that provides a coarse, but rapid (the conversion takes up about
40 ns, including the channel reset), amplitude measurement of the pulse. This is the
same ADC that was mentioned earlier in this section, when describing the ADCs of
the VMM’s channels. The conversion starts immediately at the peak time and the data
are streamed at each output. Another way to operate the direct timing outputs is in
the Time-over-Threshold (ToT) mode. As long as a pulse is above the threshold, the
VMM outputs a digital ToT pulse, in one of its direct-timing output pins with a latency
of about 14 ns. There are two types of sTGC trigger-data-aggregating devices, each
dedicated to handling one of the two types of trigger datastreams.

Conclusions

In this Chapter, the Micromegas detector was introduced in more detail. It is a type
of micropattern gaseous detector, a well-established technology [1]. The Micromegas
detector, innovative in its design, was introduced in 1997. It is able to perform precise
charge and timing measurements to incident radiation, while it is also resilient to high
particle flux. These characteristics make it ideal for deployment in the NSW upgrade.
The MM’s readout strips will be instrumented by the VMM ASIC. It is a mixed-signal
custom chip, with a long R&D history beginning from 2012. The VMM is fully capable
of supporting all the needs of the MM detector, processing the muon-induced pulses fast
and accurately enough to provide precision tracking information with minimal dead-
time, and also output muon trigger primitives, to-be-used by the NSW trigger logic,
within a few nanoseconds. The ASIC is not only capable of reading-out the MM, but
has also been designed to provide trigger and tracking data originating from the sTGC
chambers. The MM detector will be revisited in Chapter 6, where it will be deployed
and read-out in testbeam scenarios, and in Chapter 7, where its integration with the
ATLAS DAQ system will be studied. The VMM on the other hand, is a prominent
figure in the second part of this dissertation, where a readout system that has been
developed around it will be described in Chapters 4, 5 and 6, before finalizing with
mentioning the important role of the VMM in the NSW integration and commissioning
part, in Chapter 7.

For more information, the reader is also referred to a VMM -related proceeding that was
published by the writer on behalf of the ATLAS collaboration [10].
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Chapter

Field-Programmable Gate Arrays

Field-Programmable Gate Arrays, or simply FPGAs, is a family of integrated circuits
that can implement any set of logical functions, depending on the needs of its user (also
called designer, or firmware engineer), that programs it accordingly. In any FPGA-
based application, whichever this might be, the end result will be a digital circuit,
implemented inside the FPGA device. The main advantage of these chips is their
flexibility, since they can be re-programmed/re-designed by their user over a practically
infinite amount of iterations. This dynamic reconfigurability feature, alongside its
high-performance characteristics, which allow it to process data with minimal (and
more importantly, deferministic) latency, compared to off-the-shelf personal computer
processors and embedded microprocessors!, deem it ideal for demanding applications.
FPGAs may be used as processing units in satellites, aircraft, oscilloscopes, servers,
routers, PET scanners, high-end monitors and many more. As it will become evident
in the second part of this dissertation, another important application of these devices is
the ATLAS experiment at CERN. Since the FPGAs used in ATLAS are produced by
Xilinx®, the current Chapter will be devoted into describing chips of the said vendor.
However, the differences between FPGA architectures are not that substantial, when
comparing various FPGA-fabricating companies.

I These devices are burdened by the overhead of a variety of other processes that must be executed by
their logic units. Therefore, the time it takes to execute a desired operation, cannot be estimated at the
nanosecond level, which is desired in many applications, including these of high energy physics. On top
of that, if designed optimally, FPGAs take full advantage of parallelism features, which greatly reduces
processing time.
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3.1 Fundamental Architectural Elements

The first FPGA was fabricated by Xilinx® in 1985 [34]. The general philosophy
of implementing logical functions in the FPGA die is based on utilizing two types
resources, implemented as of 2020 in 16nm technology [13]. These types are:
Configurable Logic Blocks (CLBs) and Configurable Interconnect [13,35-37]. The
CLBs are the components performing most of the logical computations inside the
device. The signals that the logic blocks handle, are mediated throughout the FPGA via
a complex routing network, which is responsible for connecting the CLBs with each
other, or with the chip’s Input/Outputs (I/Os). This is the configurable interconnect.
As their name suggests, both groups of resources are fully programmable. Depending
on the syntax of the Hardware Description Language (HDL)? developed by its user,
the FPGA will activate different CLBs and interconnect in various ways, in order to
implement the functions indicated by the source code. This complex procedure is being
performed by each FPGA vendor’s Electronic Design Automation (EDA) tool. The
designer inputs the firmware into the EDA tool, which translates the human-readable
code into CLB configurations and in-between connections. The tool then creates the so-
called bitstream, which downloads into the FPGA. The device uses the received dataset
to activate the logic blocks and routing that have been designated by the electronic
design software through the bitstream. The chip is then operating under the user’s
firmware design. This procedure may be repeated as many times needed.

In the Sections that follow, a more detailed description of the logic blocks and the
configurable interconnect will be given, alongside a deeper insight on how the user’s
source code infers a logic circuit inside the FPGA.

3.1.1 Look-Up Tables, Flip-Flops and Configurable Logic Blocks

Configurable Logic Blocks, or CLBs, are deployed throughout the FPGA die, with their
main components being two types of circuit: Look-Up Tables (LUTs), and Registers
(usually in the form of flip-flop gates), that will now be described in more detail.

Combinatorial computations inside the FPGA are not actually being performed by
conventional logic gates®, but via Look-Up Tables (LUTs), which are one of the basic
elements of the CLBs. In essence, a LUT is a Read-Only Memory (ROM)), that is loaded
with an initialization value upon the FPGA’s configuration by the user. For example, if
a part of the designer’s source code is translated into a three-input OR gate, the EDA tool

2The two most common languages are: Very High Speed Integrated Circuit Hardware Description
Language (VHDL), and Verilog.

3Meaning e.g. OR, AND, XOR gates - the reader is referred to the extensive literature for more
information on their operating principles [34,38,39].
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will choose which LUT of the FPGA’s fabric will implement it, and load its memory
with the truth table of a three-input boolean OR function. The most common type of
LUT implemented by the Xilinx® 7-Series FPGAs that have been utilized extensively
for the purposes of this dissertation, has six inputs and one output. The five of the
six inputs are driven into two five-input LUTs, that are loaded with the initialization
memory vector. The sixth input is used to select between the single-bit output from the
two sub-components, extending the LUT’s functionality. The architecture of the block
is shown in Figure 3.1.
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Figure 3.1: Xilinx® 7-Series FPGA six-input Look-Up Table (LUT6). The inputs are
driven into two sub-LUTs with five inputs, that forward their output into a multiplexer,
which in turn drives the LUT6’s output.

A large FPGA design however, does not only make use of a single (or more) LUT(s)
to implement all of its combinatorial functions. In digital design, logic elements are
either combinatorial, or sequential. For combinatorial circuits (e.g. LUTs), the state
of the output only depends on the state of the input signals. In sequential logic circuits
though, the state of the output also depends on the previous states that the system was
in. Therefore, designs of sequential logic employ memory elements, or Registers. One
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of the most common types of register, is the Flip-Flop Gate*, which alongside the LUT,
is one of the major components of the FPGA’s CLBs. In order for a flip-flop gate to
operate, the existence of a clock signal is essential. The flip-flop’s output may change
state only at the moment the clock changes state (usually from low to high - which is
a positive-edge flip-flop). If for example a register uses a clock of f = 40MHz as a
clock input (usually denoted as C or CK), then its output may be changing every 25 ns.
At the moment the clock changes state, the flip-flop forwards the value of its input
(usually denoted as D) to its output (usually denoted as Q). If any change in the logical
input signal occurs in-between the edges of the clock, then it will never be propagated
to the output (i.e. the flip-flop samples its input only when its clock changes state). The
functionality of the flip-flop is depicted in Figure 3.2.
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Figure 3.2: Timing diagram of a positive-edge DFF, which is a common primitive of the
Xilinx® 7-Series FPGA family. Note that the output of the gate changes only when the
clock transitions from low to high.

FPGAs utilize flip-flop gates in their CLBs in order to store the LUT outputs. FPGAs
combine these two basic elements, alongside multiplexers which are also present in the
CLBs, to implement most logical functions [13, 35, 36] as designated by the user’s
HDL input. For the Xilinx® 7-Series FPGAs, CLBs are separated in two regions,
called slices. Each slice implements four LUT6s (see Figure 3.1) with two outputs
instead of one, one originating from each sub-LUT with five inputs. Four DFFs (see
Figure 3.2) are also present, each one of which may be connected to one of the LUT6

4The Xilinx® 7-Series FPGAs utilize D Flip-Flops (or DFFs) in abundance, and throughout this text
the functionality of this type of primitive is described.
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outputs. Finally, the basic elements of each slice is complete by 2-to-1 multiplexers.
Additionally, an adder logic is deployed in each slice. It is a dedicated primitive (called
Arithmetic Logic Unit (ALU)) that performs summations, and can provide its output
to four dedicated flip-flops, which may feed the product back to the summation logic’s
input, thus creating a clocked adder, a counter, or a comparator [13]. This block also
features two pins that can drive (receive) a carry bit to (from) a neighboring slice/CLB
via the CIN/COUT pins, thus cascading many adding primitives. This feature is called
fast carry chain and greatly improves the device’s abilities to perform simple arithmetic
operations over wide buses. The CLB’s architecture is depicted in Figure 3.6 at the end
of this Chapter.

Slices are flexible blocks that may not only be configured to perform a wide series of
logical operations, but they can also be utilized as a piece of Random Access Memory
(RAM). Also called Distributed RAM, this type of configuration allows the slice to use
its clock input to execute synchronous data writing (i.e. storing) and reading, and can
transform each of the two slices of a CLB into a 256—bit RAM [13]. In addition, each
slice can be programmed to delay an input signal by a maximum amount of 32 clock
cycles, thus creating a 32—bit Shift Register from cascaded DFFs, connected together
via the slice’s multiplexers and LUTs to create the shift register logic.

3.1.2 Programmable Interconnect

Apart from the generic blocks that perform logical operations (i.e. CLBs and their
slices), FPGAs also utilize an abundance of other primitives that are dedicated in more
specific tasks. These will be covered later on in this Chapter. What will be described
now is the dynamic network of interconnections, that allow all aforementioned ele-
ments to communicate with each other, thus creating a high-performance array of logic
that can process data with minimal latencies.

For a start, it is worth mentioning that the FPGA’s area is mostly covered by its
configurable network of interconnections, rather than the logic blocks themselves. To
be precise, 80 —90% of the FPGA’s die is covered by routing, whereas only 10 —20% is
reserved by generic CLBs or dedicated blocks [37]. Today, most FPGAs follow the so-
called Island-Style Architecture [35], where the FPGA’s fabric is mostly covered by a
network or vertical and horizontal routing, which carry the signals all around the device.
These interconnections are multiplexed in specific nodes, which are programmed upon
the FPGA’s configuration, in order to connect the different routing segments together
and relay a signal from its source to its final destination. These programmable nodes are
the Connection Blocks (CB) and the Switch Boxes (SB). CBs are strongly affiliated

5An SB is also called a Switch Matrix for the Xilinx® FPGAs.
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with CLBs. All of the CLB’s inputs and outputs are multiplexed inside its dedicated
CB, which in turn routes its outputs, and receives its inputs to the nearest central node,
which utilizes a SB. Each SB is connected to several CBs and inputs/outputs from
dedicated hard blocks (described in Subsection 3.1.4). Finally, it is worth mentioning
that apart from the routing that connects CBs and SBs together, modern FPGAs also
utilize the so-called Long Lines, that are dedicated buses managed by the SBs, which
can drive a signal fast from one side of the device’s fabric to another, without having
to pass from many SB nodes, thus easing timing closure for signals that have to be
propagated from one side of the chip to another. The general interconnection scheme
(excluding long lines and dedicated blocks), is depicted in Figure 3.3.
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Figure 3.3: Left: Graphical representation of the island-style architecture which FPGAs
utilize. Every CLB is connected with a CB, which in turn is interfacing with the global
interconnect via two SBs [35]. Top Right: The CLB’s interfacing with the switch matrix
(the SB of Xilinx®) [13]. Bottom Right: Drawing of an SB.

Apart from the programmable internal routing inside the device, the FPGA also
employs a series of blocks that implement the interfacing with whatever is connected
to its Ball Grid Array (BGA) pins. Depending on its size and capabilities, an FPGA
can receive (send) signals from (to) many different parts of the PCB that hosts it. The
voltage levels and frequencies of these signals cover a wide range of standards and
protocols. These blocks are the so-called I/O Blocks, and can mediate differential (e.g.
LVDS, differential SSTL) and single-ended signals (e.g. LVCMOS, TTL). Each pin
that the FPGA uses to interface with the PCB that is on, is connected to one I/O block®,

®Which in turn is connected to an SB inside the FPGA fabric, thus allowing the FPGA’s logic to
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and belongs to the so-called bank [13]. Each bank has fifty I/O pins, with a common
voltage supply, that sets the upper limit on the maximum voltage the pins on that bank
can drive, or receive. Banks are divided into two groups: High-Range (HR) and High-
Performance (HP) banks. HR banks support a wider range of voltages (up to 3.3 V),
with respect to an HP bank that can reach up to 1.8 V. High-Performance banks though,
are designed in such a way as to support a wider spectrum of frequencies, and are thus
being used in high-speed interfaces (e.g. Gigabit Ethernet), where signal integrity is of
utmost importance.

3.1.3 Clock Management Tiles - Phase Locked Loop/Mixed Mode
Clock Manager

One of the other important parts of the FPGA fabric, are dedicated sub-components
that are responsible for generating clock signals for the device’s logic. These are the
so-called Clock Management Tiles (CMT) [13]. Every CMT utilizes a set of circuitry
that deliver clocks of configurable frequency, with acceptable jitter, and with minimal
phase error. CMTs are organized in tiles, and are often closely tied with specific FPGA
I/O blocks. This is because CMT elements operate under a reference clock, which is
usually provided from an external source, hence the need to use an 1/O pin to drive
the reference clock to the CMT. These clocking-dedicated I/O ports are able to deliver
the external reference to the CMT with minimal delay, jitter and noise. Inside the
FPGA'’s backbone, the so-called Global Clock Trees are connected to the CMTs, and
distribute the clocking to all of the FPGA’s elements with negligible latencies. There
are also more localized clock distribution networks, that receive the clocks from the
global routing, and drive the nearby clocked elements (e.g. a slice’s DFFs), with
the signal. For Xilinx® FPGAs, access to these resources are provided to the FPGA
designer via dedicated buffer primitives (BUFG, IBUFG, BUFGMUX, BUFGCTRL) that
receive CMT-generated clocks to their input, and fan-out the reference frequency to the
desired blocks via the global or local routing.

Every CMT is comprised of two main components that are responsible for synthesizing
the clocks. These are the so-called Phase Locked Loop (PLL) and the Xilinx®-specific
Mixed-Mode Clock Manager (MMCM). These elements, receive a reference clock at
their input, and use that to generate a number of other related clocks at their outputs, and
distribute them via global or local buffers to the logic. FPGAs are usually organized in
the so-called Clock Regions, which define the maximum range of local clock buffers,
after which the clocks that are driven by them start having non-negligible delays that
may have a negative impact on the circuit’s timing. An overview of the clocking

interface with the outside world.
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resources and regions is shown in Figure 3.4.

Clocking
Center
___ ClockRegon | ClockRegon
|
N T o e N o T e e D [
I ' [
I ! |
I : |
Clock | | | Horizontal Clock I
Region : : | Row (HROW) :
|1 BLZﬁ | Clock
Horizontal | | I Region
EB"_'fBr__#_'r_____ ________ - : Detailed
View
| |
: : 16 ’r/
|
| - I
Clock | Horizontal Clock /
Region | : Row (HROW) (HROW) |
| |
N |
b |
1 L _
b ! [
I ! [
I : :
(.
Clock | | I Horizontal Clock I
Region | | : Aow (HROW) :
(.
I : [
I I
pi Ly S e !
CMT Column \ 1/Q Column
CMT Backbone CMT Backbone
/O Column Clock Backbone CMT Column GT Column

Figure 3.4: Graphical representation of a Xilinx® 7-Series FPGA CMTs, clock regions
and clock trees.

The MMCM is a Xilinx®-dedicated version of the PLL, so the functional description
that follows applies to both. PLLs belong to a well-established family of circuits that are
used as clock synthesizers and can create a wide range of frequencies, given a reference
signal at their input [13,34]. They also work as jitter filters, and as the basic elements
for Clock and Data Recovery (CDR) procedures’. PLLs have four basic elements: a
phase detector, an amplifier, a Voltage-Controlled Oscillator (VCO), and a Multiplier.
The PLL receives a reference clock in its input, which drives into the VCO. The VCO is
a circuit that in turn produces a clock itself, that the PLL controls, in terms of phase and
frequency. This clock is fed-back to the PLL, and the module uses its phase detector to
probe the phase difference between the input reference clock and the VCO’s feedback.
The phase detector is able to identify the amount of difference of the time-of-arrival

"Mostly used for high-speed serial communication, CDR PLLs are deployed in transceivers; they
receive an input datastream pattern, and generate a clock out of it, that is used by the receiver to sample
and deserialize the inbound bits.
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between the rising edges of both signals, and the bigger the difference, the longer the
logical pulse it produces stays high. In essence, this means that as long as the two
clocks are in phase, the phase detector keeps its output grounded. The detector’s output
is driven to the VCO, which uses it to fine-tune its output frequency, until it receives
no high signal from the phase detector’s output, which means that the VCO’s clock
matches the input in terms of phase and frequency, and the PLL gets locked. The
VCO’s output also drives multipliers that perform frequency multiplications, and to
other modules that perform divisions, to produce a variety of clocks. Each Xilinx®
7-Series FPGA PLL/MMCM unit may produce up to six clocks related with the input
reference. The various sub-components of a PLL are shown in Figure 3.5.
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Figure 3.5: Drawing of a PLL. The VCO drives multiple outputs, that may change the
phase of its generated clock, or a multiplier. The VCO receives a logical signal from the
phase detector via low-pass filter that allows only more-or-less constant voltage levels to
pass to the VCO. The phase detector compares the input reference with the feedback to
determine if the PLL is locked or not.

3.1.4 Other Hard Blocks

Apart from general-purpose logic blocks that implement the vast majority of generic
logic functions, modern FPGA architectures also make use of dedicated elements,
or Hard Blocks, which are inferred by the FPGA vendor’s EDA tool either through
generic HDL code, or because the designer explicitly did so. For instance, when
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a multiplication calculation has to be performed, the FPGA may use its multipliers
for that purpose [35, 36]. Instead of reserving many CLBs to execute the said task,
the device makes use of this dedicated piece of logic to save space, power, and ease
timing closure on the device. Another hard block that is used extensively is that of
built-in RAMs (or blockRAMSs), which are situated in many places around the chip’s
die [13,35]. As mentioned in 3.1.1, a generic CLB may be configured to store data
into an address space of specific depth. Dedicated RAM modules though, are used
extensively to implement synchronous read/write operations, and can actually reach
up to several hundreds of Mb in memory capacity in some Xilinx® devices. Dedicated
blockRAMs are used even in the simplest designs, to temporarily store large amounts
of data. These primitives are usually utilized when a First-In First-Out (FIFO) memory
is invoked by the user.

FIFOs are one of the most commonly used components in digital design. For Xilinx®
FPGAs a FIFO is generated by creating a set of auxiliary logic around a group of
blockRAM primitives. FIFOs are deemed very useful when one is trying to buffer
asynchronous data [34]. FPGAs use clocks extensively, and in many cases, a design
may feature several frequencies that originate from different sources, which leads to
the definition of many clock domains inside the design. When one wants to pass data
buses from one domain to the other, the only safe way to do so, is via a FIFO. A
Clock-Domain-Crossing (CDC) FIFO as it is called, acts like a bridge between the two
domains. Its write ports operate under the source frequency space, while its read ports
are clocked by the destination clock domain. An internal gray code counter is what
keeps the interface in synchronization, by keeping track of the data that are written
and read, managing the read and write pointers, and asserting the status signals. These
are the empty and full signals, that are synchronized with the read and write domains
respectively. When the empty signal is de-asserted, the reading logic is aware that there
are data-to-be-read, and extracts the data that were written by the asynchronous write
domain. The writing logic, usually probes the ful/ signal’s status, and if that is raised,
it knows that an overflow is imminent, which should prompt it to stop writing into the
buffer and wait for it to be read by the other domain. These are the two handshaking
signals that are implemented by the FIFO’s logic, and keep the transactions error-
free.

Finally, another type of hard block that is used extensively, is that of Transceivers. Due
to the industry’s trend to transition from older parallel communication schemes to rapid
serial interfacing systems, high-end transceivers are one of the most valuable features
of modern FPGAs. Due to the increasing demand in throughput, parallel schemes
of interfacing between chips have now become redundant. Their limitations, which
come in the form of difficulty of link synchronization at high speeds, increased board
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complexity, and noise related to simultaneous switching output effects, have pushed
serial schemes quickly up to prominence. Xilinx® 7-Series FPGA transceivers for
instance, can serialize and deserialize bits at datarates that can reach up to 28.05Gb/s,
and implement a variety of protocols, such as Ethernet via copper or fiber, Interlaken,
SATA, or PCI Express [13]. In principle, modern transceivers use advanced analog
front-end circuitry that perform signal conditioning, which is absolutely necessary
given the minimal rise and fall times of the serial datastreams that are exchanged
between different nodes. These analog components are often configurable, to make
them adaptable for different types of applications. Fast interfacing schemes usually
demand a DC-balancing line code, to avoid baseline wander effects, that may induce
bit-flips. One of the most commonly used type of line code is the so-called 8610b
encoding [33], that guarantees a balance between zeros and ones over a transmission
line, thus keeping the overall DC level at manageable levels (see also Appendix B).
Hence, transceivers usually implement built-in encoders and decoders of these types of
protocols, to transform the data from one domain to the other. Also, these sophisticated
blocks utilize dedicated, high-performance PLLs, that either generate a low-jitter clock
to serialize the data that are being transmitted, or receive the inbound data as a reference,
and generate a clock that is being used by the receiver to deserialize the RX data. The
interested reader is referred to [40] for a detailed overview of serial communication
schemes, and for a more in-depth description of the transceiver functionality.

3.2 Design Flow

The procedure which translates a human-readable HDL into active logic elements and
interconnect inside the FPGA, has been an active domain of research for several years
[35-37,41]. The general scheme that is followed by any EDA tool is:

* Logic Synthesis: This is the process that the EDA’s Synthesizer follows, in
order to convert the HDL source code into a set of conventional combinatorial
(e.g. OR, XOR, or NAND gates) and sequential (i.e. flip-flops, and sometimes
latches) elements. After choosing the primitives, the tool also performs the
necessary connections between them.

» Technology Mapping: After creating the generic logic gates, the synthesizer
converts them to their physical form, which actually exist in the FPGA. In
Xilinx® 7-Series FPGAs for instance, the combinatorial elements are mapped
into LUTs, while the sequential pieces of logic are converted into slice DFFs, or
less frequently, to latches. This is also the step where the various hard blocks
that will be used are chosen.
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* Packing: This is the step where LUTs and DFFs that are tightly affiliated in
terms of logic, are packed (or grouped) inside the same, or neighboring, CLBs.

* Placement: In this stage, the EDA’s Placer allocates the CLBs, I/O blocks, and
hard blocks into specific physical elements inside the FPGA die.

* Routing: The most complex and time-consuming of all stages. After placing
all primitives into the device, the SBs/CBs are programmed in order to connect
all elements together. This is performed by the Router, which employs timing
estimation and optimization algorithms to determine the necessary length of each
interconnection, in order to avoid timing violations, which would result in system
failure.

* Bitstream Generation: When the final FPGA architecture has been deter-
mined by the EDA tool, the information is downloaded to the FPGA via the
so-called bitstream. This serial dataset is parsed into all elements of the device
that must be activated in a certain way, in order to implement the final circuit.

Conclusions

In this Chapter, the architecture and functionality of a Field-Programmable Gate Array
was described. FPGAs are used in many applications that demand high performance
today, and ATLAS is no stranger to this, as it utilizes Xilinx® FPGAs in several parts
of its experimental setup. The FPGA uses its designer’s HDL source code as an
input, in order to activate its logical elements and programmable interconnect, which
are implemented in its fabric in abundance. The EDA tool that each FPGA vendor
distributes, converts the high-level code into logic gates that are mapped inside the
silicon, and programs the chip accordingly. The ability to perform this for practically an
infinite amount of times, make FPGAs a very attractive solution to many applications,
since it reduces the cost of fixing bugs, and permits on-the-fly changes of the device’s
features. These types of devices were used and programmed extensively for the studies
related to this work, which will become evident in the second part of this dissertation
that follows.
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Figure 3.6: A Xilinx® 7-Series FPGA slice. On the left column one can see the four LUTs,
and one the right the DFFs (which can also be programmed as a Latch Register, though this
is not so common). The ALU is in the center of the block, alongside its registers. Several
multiplexers select different outputs from the slice’s primitives. The clock (denoted as
CLK) path is also visible, that drives the related flip-flop inputs. On the very left and right,
the general inputs/outputs of the slice are depicted, while on the top and bottom one can
see the dedicated carry bit input/output pin. This is the basic primitive of the said FPGA
technology (which does not differ a lot from other FPGA instances), and it performs the
vast majority of logical operations, as inferred by the designer’s HDL code [13].
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Chapter I

The VMM Front-End FPGA
Firmware

As mentioned in the previous part, one of the key elements of the NSW electronics
scheme is the VMM ASIC [9,26,27] (see Section 2.2), a mixed-signal front-end device.
In the final NSW electronics system, it is read-out by the Read Out Controller (ROC)
[42], and configured by the Slow Control Adapter (SCA) [43] ASICs (see Chapter 7).
The need for developing and deploying other ASICs to interface with the VMM, mainly
stems from the fact that the number of front-end boards that host these chips and will
be deployed in the final system is very large. For instance, for Micromegas alone,
4096 boards will be produced to instrument all 32 Micromegas sectors. These are the
Micromegas Front-End Board 8§ (MMFES), that will bear eight instances of the VMM
and one instance of each of the two aforementioned chips, that configure and read-out
the VMM.

The VMM ASIC however, has been in development since 2012, long before the readout
and configuration chips were made available. The VMM eventually went through three
major revisions and a minor one, all of which could not had been conducted, if a reliable
testing and characterization platform did not exist. This gap was filled by the VMM
Readout System (VRS) [44], which employs FPGA devices that reside on the same
board that the VMM is on. This FPGA is able to configure, read-out and calibrate the
ASIC, and adapt its functionalities to different implementation scenarios (i.e. testbench
and testbeam use-cases), and various boards or FPGA packages. The VMM s flexibility
allows it to read-out effectively a variety of particle detectors that present some common
characteristics. For that reason, a significant number of different front-end boards that
bear VMMs and FPGAs were designed and fabricated, in order to test the response of
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the ASIC under various operating conditions. Some of these boards can be viewed in
Figure 4.1.

..., BROOKHAVEN
NATIONAL, LABORATORY
. L NTU ATHENS
EHEP

Figure 4.1: Three boards that bear the VMM and the FPGA, which hosts the firmware that
will be described in this Chapter. On the top-right, one can see the MDT 446, on the top-
left, the MMFEI (see Appendix C), and on the bottom, the FPGA-based MMFES. The
most prominent components of these boards are the FPGA, the VMM, and the Ethernet
controller/connector.

The FPGA’s flexibility due to its reconfigurability makes it ideal for the application
described. Its functionalities can be altered dynamically, in order to adapt itself into
the various scenarios and testing schemes, which are subject to change, depending
on the needs of the project. In this Chapter, the firmware that has been developed
for the FPGA-based VMM Front-End boards will be described. The said design was
created to test the VMM '’s functionalities, in order to assist the VMM’s designers into
the development process. The other requirement set to the firmware, was to be able
to read-out any detector medium that is instrumented with the said boards, in order to
validate the VMM’s performance in real conditions. The FPGA design emphasizes on
flexibility; that is, using the same source files, the firmware can be ported to different
boards and FPGA packages, with some rudimentary changes in global implementation
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parameters. This approach eases the development effort.

The VRS Front-End FPGA Firmware [45] has two main interfaces: The first one is
its front-end interface with the VMM, via which it configures, reads-out and calibrates
the ASIC, and the other one is the back-end 1 Gb/s Ethernet interface with a software
host (see Appendix D), from which it receives commands, and to which the FPGA
forwards the data it extracts from the VMM. If the setup is being used to evaluate the
performance of the VMM on the bench, then no other component is needed to perform
the measurements. If however, the user wishes to use the VMM to read-out a detector
medium, then the front-end board that bears the VMM should be attached to the said
chamber to complete the scheme. For the purposes of this dissertation, it is assumed
that the VMM is being used to read-out the Micormegas detector, which is the detector
that the ASIC was initially designed for. A rough block diagram of the scheme can be
viewed in Figure 4.2

1Gbps Ethernet

(UDP) Software

Detector (optional)

VMM

Front-End
Board

Figure 4.2: General scheme of the setup that the VRS Front-End FPGA Firmware is being
used. The FPGA interfaces both with the VMM, and with a computer that hosts the VRS
Ethernet Readout Software (VERSO).

To sum up, the firmware implements two distinct paths:

* Configuration Path: Viathis path, the user forwards Slow Control commands
to the FPGA, that are used to dynamically switch the FPGA logic’s states and
functionalities, and alter the VMM ’s configuration via the SPI protocol. These
data are mediated via 1 Gb/s Ethernet over the User Datagram Protocol (UDP),
where the one node is the VMM Readout System Ethernet Software (VERSO),
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and the other one is the FPGA itself. VERSO sends the commands to the FPGA,
which in turn decapsulates the Ethernet frames, before evaluating the data in the
user payload.

* DAQ/Readout Path: In most use-cases, the VMM is configured in digital
readout mode, in which the input pulses from the detector or from the test-pulser
circuitry are digitized and stored in internal buffers. The FPGA then issues a
trigger associated with an event-to-be-read-out, and extracts the relevant data
from the VMM’s buffers before forwarding them to VERSO. There are two
ways to read-out the VMM digitally, one is the Continuous Readout Mode, and
the other one is the Level-0 (L0) Readout Mode. The latter will be used in
the final implementation and will be discussed more thoroughly in this study.
The other way to read-out the VMM is the Two-Phase Analog Readout Mode,
where the VMM does not digitize the input pulses, but presents the analog
measurements to an external Analog-to-Digital Converter (ADC) that digitizes
them instead. This mode is slower to operate than the LO mode, but since the
external digitizing module that is used is the FPGA’s 12-bit XADC, it allows for
more precise measurements, compared to the VMM that employs internal 10—
and 8—bit ADCs. This readout method, alongside the aforementioned digital
data extraction techniques, will be described in greater detailed in Chapter 5.

4.1 Overview of the Firmware Logic Blocks

The main modules of the FPGA design are shown in Figure 4.3, and are listed and
briefly described below.

* Flow FSM: This component is the supervisory state machine of the FPGA’s logic.
It interfaces with all other building blocks of the design and defines the overall
state in which the system is, depending on the user’s directive as it is forwarded
by the UDPdin_handler.

* Ethernet Wrapper: Partially based on the /Gb/s UDP/IP Stack design from
OpenCores [46], this sub-module provides interfacing capabilities with the soft-
ware host. Modifications have been made to the original design to accommodate
some Internet Control Message Protocol (ICMP) functionalities. The block
also deploys the Xilinx® GTP Transceiver and Tri-mode Ethernet Media Access
Controller (TEMAC) IP cores that interface with the on-board PHY chip to
provide 1 Gb/s Ethernet-over-copper connection with the software host.



CHAPTER 4. THE VMM FRONT-END FPGA FIRMWARE 95

* UDPdin_handler: This module registers the incoming UDP payload data
from the software and applies the values in internal configuration registers
accordingly. It also forwards any commands for switching the system’s state
to the Flow FSM. Furthermore, it receives the VMM configuration data, and
transmits them as they are to the ASIC via the SPI protocol.

» FIFO2UDP: This block accepts the user-data-to-be-sent to the software host via
the UDP/Ethernet Interface. The main feature of the component is a Clock-
Domain-Crossing (CDC) FIFO that receives the data that are synchronized with
the main clock domain of the design, and transfers them to the Ethernet clock
domain, that is in sync with the Transceiver’s clocking.

* Clocking and VMM Test-Pulse Block: This module generates the BC clock
(CKBC) and the test-pulse signal (CKTP). The CKBC is used as the VMM '’s
reference clock, while the CKTP is driving the VMM internal test-pulser. The
test-pulse strobe is generated by the FPGA synchronously to the CKBC. The
reference clock source may be an on-board oscillator or an external clock source.
The latter is used in multiple-board readout schemes to ensure synchronization
between independent boards. This module is also responsible for the timing
calibration of the ASIC.

* VMM Readout Wrapper: This part of the logic deploys different sub-blocks
(readout cores) that extract data from the VMM. Supporting all possible readout
modes of the ASIC, it receives a trigger signal that initiates a readout cycle from
the Packet Formation module and forwards this trigger to the VMM accordingly.
Depending on the board implementation, the wrapper can instantiate more than
one readout cores that can extract data from multiple on-board VMMs.

* Packet Formation: This module lies one hierarchical level above the VMM
Readout Wrapper. 1t forwards trigger signals to it, as received by the Trigger
Module. Tt implements an internal trigger counter that the software uses to group
events from multiple boards, when applicable. This module also aggregates the
VMM data from the readout core(s). After accumulating all VMM data, it builds
the event packet and finally forwards the data to the software via the FIFO2UDP
component.

* Trigger Module: This is the module that receives a trigger signal from either
an external source or from the CKBC/CKTP Generator'. This trigger signal is
then forwarded to the Packet Formation module, which eventually drives it to

'"The CKTP is also used as a trigger signal in the case of internal-generated-trigger mode, primarily
applicable when acquiring data using the VMM ’’s test-pulser.
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the VMMs via the Readout Wrapper logic blocks.

XADC Module: This module implements the Xilinx® IP core of the same name.
It essentially consists of a wrapper of the integrated 12-bit ADC that is driven by
the VMM analog outputs. The only part of the logic written in Verilog HDL, the
XADC is used when calibrating the threshold and pulser DACs of the VMM, or
to sample the voltage variation of the VMM’s channel inputs, a measurement
indicative of the noise each channel is subjected to. Finally, the module is
responsible of digitizing the PDO and TDO voltage levels when acquiring data
from the VMM in the Two-Phase Analog Readout mode. Whichever the case
may be, the samples are forwarded upstream to the software which handles them
as typical data.

IP Configuration Modules (not depicted in Figure 4.3): When using multi-
ple readout boards within the same network domain, the ability to easily modify
each FPGA'’s host IP and MAC address becomes a necessity. The desired IP
address, which is configured by the software, is registered via the SPI or the I>C
protocol. Upon a power start, the same module extracts the previously written
address from the memory and stores the local IP and MAC addresses.

VMM Xilinx Artix-7 FPGA
Ethernet Wrapper
UDPdin_handler
Monitorn % [ %
onitoring H TXPIN
VMM | Signale XADC Main Open a ETH Network
Module FSM Cores [«<>| TEMAC <>z (GTP PHY UDP SW)
UDP/IP g —
&
SDI,
VMM SCK, CS
VMM FPGA
"""""" Confi Confi
! VMM Readout | BIocI? Bloclg FIFO2UDP
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3 : x FIFO
1 Analog 1 FSM
1 |Readout| |
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Figure 4.3: Block Diagram of the VMM Front-End Readout Firmware. Some of its
components have been omitted to simplify the diagram, but they are mentioned in the main
body of the text.
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In the sections that follow, a more in-depth description of the most important logic
blocks of the VRS Front-End FPGA firmware will be provided. The main focus will be
on the architecture of the modules that implement the interfaces - both for the Ethernet
communication, and for the extraction of the VMM data, as well as on the components
that calibrate the VMM ASIC.

4.2 Ethernet Communication - Configuration and Read-
out Paths

In this section, a more detailed description of the parts of the firmware that mediate
the Ethernet data to and from the FPGA will be given. These include the modules that
implement the actual connection with the network (i.e. the PCS/PMA, the TEMAC, and
the OpenCores UDP/IP Stack - all part of the Ethernet Wrapper), and the surrounding
user logic that handles the inbound and outbound data packets (i.e. the UDPdin_handler
and the FIFO2UDP).

In order to connect the FPGA with other nodes in an Ethernet network, it is mandatory
to implement some of the so-called Open Systems Interconnect (OSI) Layers (see
Appendix B.1) inside the FPGA logic. The OSI model describes the different functions
that a computational system must apply in order for it to be part of a communications
scheme with other nodes that comply with the same set of rules. The OSI model dictates
a certain hierarchy, thus dividing the different functionalities into distinct layers [12].
The layers that are implemented in the FPGA logic are: Transport, Network, Data Link
and Physical. Some of this logic, comes in the form of hard blocks inside the FPGA
(i.e. Xilinx® Transceivers), or components deployed in the general-purpose FPGA
fabric.

As it must be evident by now, the data that are being extracted from the VMM(s),
are aggregated by the FPGA, and subsequently formatted in such as a way as to be
transmitted via Ethernet to the software host that is connected to the same network
the FPGA is in. For this reason, the data are first being encapsulated inside a
UDP datagram, according to the associated standard, which is part of the OSI’s
Transport Layer. Then, the UDP payload (i.e. the VMM data) alongside its header
are forwarded to the Network Layer, where the Internet Protocol version 4 (IPv4)
standard is implemented in the firmware. Both of these functionalities are being
carried out by the UDP/IP Stack module, from OpenCores.org [46]. In order to
implement the Data Link and Physical OSI Layers, two Xilinx® IP cores are deployed.
The Tri-mode Ethernet Media Access Controller (TEMAC), and the Physical Coding
Sublayer/Physical Medium Attachment (PCS/PMA) which also infers a Xilinx® GTP
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Transceiver that is configured to communicate with an external Ethernet PHY device
at a bandwidth of 1 Gb/s [47]. The deployment of these three cores, inside the Ethernet
Wrapper of the design (see Figure 4.3), allows the user to build a full networking
schema inside the FPGA, that implements 1 Gb/s Ethernet-over-copper.

4.2.1 PCS/PMA & TEMAC

The three blocks that implement the Physical and the Data Link OSI Layers will be
discussed briefly here. They are all IP cores from Xilinx®, and their connectivity is as
follows: TEMAC <> PCS/PMA <> GTP Transceiver. The scheme can also be inspected
in Figure 4.4. The Transceiver is a dedicated hard block inside the FPGA that can
mediate serial data via differential lines at a very high speed. Most FPGAs today present
a heterogeneous architecture, largely consisting of configurable logic?, and of dedicated
electronic sub-modules, or hard blocks, that most of the time are instantiated explicitly
by the designer. One of the key features of FPGAs is high-speed serial I/O blocks,
or Transceivers. For instance, the Xilinx® Artix-7 FPGA that hosts the design under
discussion, has sixteen available Transceivers that can be deployed in specific places
inside the fabric, in order to establish several types of high-speed serial communication
schemes, such as Ethernet-over-copper, Ethernet-over-fiber, or Peripheral Component
Interconnect Express (PCle). For this application, the GTP Transceiver is inferred by
the PCS/PMA 1P core, to implement 1 Gb/s Ethernet-over-copper, and communicates
via two differential pairs (one for sending and one for receiving the serial stream),
with another off-chip Transceiver, called Ethernet PHY. This is the Marvell® 88E1111
Integrated Ultra Gigabit Ethernet Transceiver. This connection allows the Ethernet
frames of the network that the FPGA is connected to, to enter the FPGA, and also
provides the device the ability to forward Ethernet frames to that same network. The
way that the data are being mediated between the Transceiver and the external Marvell®
PHY chip, is via Serial Gigabit Media Independent Interface (SGMII), which is a subset
of the Gigabit Media Independent Interface (GMII), which is parallel and is operated
internally in the FPGA logic (see Figure 4.4) [13]. The Marvell® chip implements
the SGMII-1000BASE-T protocol to communicate with the FPGA, and the PCS/PMA
module is configured to comply with that scheme®.

As presented also in Appendix B.1, most high-speed serial communication schemes,
usually require the implementation of some type of DC-balancing line code that
transforms the serial datastream into something that is manageable, both in terms of

2Usually inferred by HDL code.
31000 denotes a speed of 1 Gb/s, while the -T implies the chip operates an Ethernet-over-copper
interface.
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Figure 4.4: Figure depicting the connectivity between the two Xilinx® IP cores that
implement the OSI Physical Layer, as well as their parallel (GMII) interfacing with the
User Logic (for this implementation it comes in the form of the Xilinx® TEMAC IP core),
that implement higher levels of the OSI model, and their serial (SGMII) interfacing with
the external Ethernet PHY chip [13].

baseline voltage* [48], and in terms of clock recovery by the receiver. For this reason,
one of the most common line codes that provide DC-balancing is used to encode the
data to and from the FPGA Transceiver: this is the 8b10b encoding. There is a constant
presence of comma or idle characters in the datastream, that allows the Transceiver to
recognize the word boundaries, thus ensuring correct phase alignment with the inbound
data - this is how the device ”knows” when it is best to shift-in 10 deserialized bits from
the line into its 8b10b decoder. Also, the 8b10b line code ensures that there are enough
transitions in the datastream, in order for the FPGA Transceiver to recover a clock
based on the data coming from the external Ethernet PHY Transceiver chip.

For the design at hand, the timing of all the modules that implement the Ethernet
interfacing inside the FPGA, is being done by a clock that the Transceiver recovers
from the inbound datastream originating from the Marvell® Ethernet PHY chip. The
Transceiver receives a reference clock, with a frequency of f,.; = 125MHz into its
dedicated input port (MGTREFCLK), originating from a high quality on-board crystal
oscillator’. The Transceiver’s PLL then uses that frequency to synthesize two internal
clocks, in-phase with the inbound datastream. These are called userclk and userclk2

“The term Baseline Wander as it is called, is the slow variation in the average of a signal’s waveform,
and can result in bit errors during the deserialization of the digital datastream.

The clock actually originates from a crystal (Abracon® ABMS8-25.000MHZ-B2-T) that drives the
input of a Crystal-to-LVDS frequency synthesizer (Renesas® 844021BG-01LF), with a f,..; = 25 MHz
clock. Using that, the synthesizer creates the high precision, low-jitter fy;grrer = 125 MHz reference
for the FPGA’s Transceiver.
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with frequencies of 62.5 MHz and 125 MHz respectively. These are the so-called
recovered clocks, and are used to deserialize the inbound datastream, and clock the
Transceivers’ RX-side components.

The 125 MHz recovered clock is used also by the rest of the components of the Ethernet
Wrapper to handle the inbound and outbound data-flow. The PCS/PMA receives the
decoded data from the Transceiver, and hands the Ethernet frame to the TEMAC
block. The TEMAC is a Xilinx® IP module that implements the Data Link Layer
functionalities, as per the IEEE 802.3™Ethernet standard [49]. The module performs
some processing on the inbound Ethernet frame, and if the prerequisites are met (e.g.
if the destination MAC Address matches that of the FPGA’s, and if all error-checking
procedures using the frame’s CRC/FCS fields are satisfied), the frame’s contents are
presented one layer up, to the UDP/IP block, that implements the Transport and
Network Layers of the OSI model. For the outbound direction, the TEMAC accepts
the IPv4 datagram from the UDP/IP block, and builds an Ethernet frame that is then
subsequently forwarded to the Physical Layer, implemented by the PCS/PMA.

4.2.2 OpenCores UDP/IP Stack and Modifications

Downloaded from Opencores.org [46], the /G Ethernet UPD/IP Stack is a VHDL-
based solution that implements the Network (IPv4) and Transport (UDP) Layers of
the OSI model. It implements two interfaces, one for receiving and forwarding the
Ethernet frame contents (TEMAC), and one for receiving and forwarding the UDP
data/payload (User Logic). The latter comes in the form of two distinct components,
each handling either data-flow direction. One of them evaluates inbound UDP traffic,
usually originating from the software host (VERSO), named UDPdin handler, while
the other is named FIFO2UDP, and is responsible for forwarding any data from the
FPGA (usually data extracted from the VMM) to the network, in order for the software
host to receive and process them.

All of the aforementioned components, operate on the Ethernet clock domain, synchro-
nized by the Transceiver-recovered-clock, userclk2, at f = 125 MHz. The UDP/IP
Stack’s interface with the User Logic side, for both TX/RX, follows the same scheme
as its own TX/RX interface with the TEMAC. The latter module, forwards the inbound
Ethernet frame contents to the stack in the form of bytes, alongside a valid signal, that
denotes which bytes should be registered by the stack, and a last signal that is raised
for a single clock cycle on the last byte of the forwarded Ethernet payload. In a similar
manner, the stack forwards the Ethernet frame-to-be-transmitted to the TEMAC by
issuing valid and last signals alongside the bytes themselves. As mentioned above,
the FPGA User Logic that handles the TX/RX UDP payload datastream of the stack,
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follow the same communication scheme, a timing diagram of which can be inspected
in Figure 4.5.

userclk?

data[7:0] ¥ i ¥ I i b J i b y W b ;:: iy ¥

valid |
last ﬁ

Figure 4.5: Timing Diagram of the Ethernet data as the TEMAC forwards them to the
UDP/IP Stack. The data are being sent on a per-byte basis, on every cycle of the userclk2.
The valid signal goes high on the first byte of the data, and goes low after the last byte.
The last signal denotes which is the last byte by going high for one clock cycle. The same
scheme is followed when the stack forwards data to the TEMAC, as well as on the interface
of the stack with the User Logic, for both the TX/RX.

The UDP/IP Stack’s IPv4 RX block receives the Ethernet frame contents from the
TEMAC, and checks the EtherType field of the frame (see Appendix B.1) to make sure
it is equal to 0x0800, which corresponds to the IPv4 protocol. If a frame of that type
is indeed received, its data are forwarded to the UDP RX block. These data carry the
IPv4 datagram, header and payload. Inside the header, the Protocol field that occupies a
byte of the [Pv4 datagram’s header, must be equal to Ox11 (indicates that the datagram’s
data correspond to the UDP protocol), in order for the IPv4 datagram’s payload to be
processed by the UDP RX block. If this is indeed the case, then the UDP RX block
will check the UDP data using the protocol’s checksum, which is in the header, and
if no error is found, the payload data are presented on the RX User Logic side in the
manner of Figure 4.5 alongside the Source Port and the Destination Port, which are
part of the header. These signals will be processed by the UDPdin _handler, which
decides whether the packet was sent by the software host and not some other node in
the network.

Internet Control Message Protocol Add-On

One of the Ethernet protocol’s most useful connectivity diagnostic functionality is the
so-called Echo Request or Ping Request or just ping. In this scheme, the transmitter,
which is a node in a network, relays the ping command to the network, and some
other node that is connected, may respond with an Echo Reply or Ping Reply. The
node that performed the ping in the first place will then evaluate the reply and
determine if the connectivity is sound between itself and other parts of the networking
scheme. This functionality is part of the Internet Control Message Protocol (ICMP),
which is generally used by network devices, including routers, to send error messages
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and operational information indicating success or failure when communicating with
another IP address. ICMP differs from transport protocols such as TCP and UDP,
as it is not typically used to exchange data between systems. The ICMP frame is
encapsulated within the IPv4 datagram, and both of their structures can be inspected in
Figure 4.6.

IPv4 DATAGRAM CARRYING
AN ICMP ECHO REQUEST MESSAGE

= A2 Bits -
1 8 18 24 a2
| L1 1 1 1 1.1 | L1 1 1 1 11 | L1 1 1 1 1.1 | L1 1 1 1 1.1 |
Version HL Type of service Total length A
RiE Ofm
Identification Fle Fragment offset
Time to live Protocol=1 Header checksum IP header

Source address

Destination adress Y

Type Code Checksum +
ICMPF header

Identifier Sequence Number *

Optional Data

Figure 4.6: Structure of the IPv4 datagram, when that is carrying an ICMP packet. Note
that the Protocol field of the IPv4 header equals to 0x01 when there is an ICMP packet
in its data. The reader may also refer to Appendix B.1 for more information on the [Pv4
datagram.

For the current application, the ping functionality can be used by pinging any FPGA
in the network via the software host, to easily determine if the connectivity between an
FPGA and the network is well-established. All modern operational systems implement
ping services within their framework, hence, it would make sense to make the FPGA
compatible with the ICMP protocol, in order for it to be able to process the packets of
the said scheme. The user can then easily ping the FPGAs before runtime, and expect
to see the associated replies from the chip.

Therefore, an ICMP add-on was designed, that would perform the said functions. Three
components were designed, and were placed in the UDP/IP Stack. Roughly, these
components first recognize if an inbound IPv4 datagram is part of the ICMP protocol,
then if the ICMP packet is an echo request, its data are buffered and a ping reply is being
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generated internally and forwarded to the IPv4 TX component of the stack. The block
diagram of the scheme can be inspected in Figure 4.7. A more detailed description of
the modules is now presented.

» ICMP_RX: Originally, the UDP/IP stack activates its UDP_RX sub-module (see
Figure 4.7), only when the protocol code of the inbound IPv4 header equals
to Ox11. The ICMP_RX module extends the functionality by evaluating the
protocol field and if it equals to 0x01 (ICMP), it forwards the ICMP packet,
which is the data of the IPv4 payload as-they-are, to the ping reply processor.

* Ping Reply Processor: Reads the inbound ICMP packet originating from
ICMP RX and scans the Type and Code fields of the packet, and if they are
equal to 0x08 and 0x00 respectively, it means that the inbound packet is a ping
request. The ICMP data are then buffered into a FIFO, and a reply is generated.
The ping reply packet differs slightly with the ping request packet it is associated
with. To be precise, the Type field of the reply equals to 0x00, and the Checksum
field will subsequently be different. The data of the packet are the same, and
this is why they are buffered upon reception. After putting the packet together,
the processor switches a multiplexer that selects between the UDP_TX and the
ICMP_TX sub-modules, and forwards the reply to the latter component.

* ICMP_TX: The processor builds the ICMP packet and forwards it to ICMP TX,
which in turn sends it to the part of the logic that builds an IPv4 datagram, to-
be-encapsulated in an Ethernet frame at a later stage, before being sent via the
Transceiver to the network. The software host that performed the echo request
will then receive that reply, and print a message to the user that verifies the
FPGA’s connectivity. After sending the entire ICMP packet, the module in
question signals the ping reply processor accordingly via handshaking signals,
which in turn switches the multiplexer back to its default state, that allows only
the UDP_TX module to forward data to the network.

4.2.3 UDP User Logic

The logic block that receives the inbound UDP data from the Ethernet Wrapper is the
UDPdin_handler and its architecture can be viewed in Figure 4.8. The predefined
communication protocol between the DAQ software (VERSO) and the VRS Front-End
Firmware dictates that there are two configuration paths available: one for configuring
the functionalities of the FPGA, and one for the VMM. As mentioned above, the
UDP/IP Stack decapsulates the UDP datagram (header and payload) from the IPv4
data and presents the raw data bytes to the UDPdin_handler (following the scheme of
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Figure 4.7: Structure of the ICMP add-on in the UDP/IP Stack. The new components are
the ICMP_RX, ICMP_TX and the Ping Reply Processor.

Figure 4.5), alongside the UDP packet’s header information. The Main FSM of the
UDPdin_handler is activated upon the assertion of the valid signal from the inbound
UDP datastream, and on the next clock cycle of the userclk2, it starts counting the
valid bytes and inspects the packet’s Destination Port, which is part of the header. The
value of the port parameter first of all indicates if the packet was indeed relayed by
the software®, while it also dictates whether the inbound packet is supposed to alter the
FPGA’s or the VMM ’s address space. If the port address is equal to 0x1777, 0x19cc, or
0x19d0, then the packet is directed towards the FPGA’s registers, and if it equals with
0x1778, then the packet contains VMM configuration data. After determining the value
of the port, the main FSM which acts as a demultiplexer, forwards the datastream to the
corresponding FIFO (one for each configuration path). The main FSM also samples
the 8-byte configuration packet header which contain some fields useful for the VMM
configuration, as will become evident later in this subsection’. After the assertion of
the /ast signal by the stack, the main FSM activates the associated secondary FSM, that

A small set of valid port addresses was chosen, after making sure that none of these are already
used.

"Only one byte is being used out of eight, and the rest of the data are reserved for other functionalities,
or are padded with zeroes, serving as placeholders for any future extensions.
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reads its buffer until it is empty of configuration data.
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Figure 4.8: Architecture of the module that handles the inbound UDP traffic. The Main
FSM receives the inbound traffic from the UDP/IP Stack and activates one the sub-FSMs
accordingly. Each sub-FSM implements buffers that store the configuration data (the
FPGA configuration sub-FSM is not depicted here).

Finally, it is worth mentioning that the said component operates in two clock domains.
The main FSM is under the userclk2 clock domain, that clocks the Ethernet blocks,
while both sub-FSMs operate at the main clock domain of the design, in sync with the
VMM’s reference clock of 40.079 MHz. For this reason, the FIFOs of the secondary
FSMs are implemented in CDC mode, using dual-clock blockRAMs, in order to
transfer the inbound Ethernet data from one domain to the other safely. Also, the
handshaking signals between each secondary FSM and the main FSM are passed
through synchronization flip-flops, that ensure timing closure and operational stability,
since the two domains are completely unrelated.

FPGA Configuration

The FPGA implements a variety of configuration registers which are connected with
different parts of the design, in order to allow the user to dynamically alter the behavior
of the FPGA’s logic during runtime via the DAQ software. A timing diagram which
depicts the structure of a UDP packet sent by the software that is directed towards the
FPGA configuration registers can be inspected in Figure 4.9.

There are two sets of parameters present in the FPGA configuration packet: the Register
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Figure 4.9: Timing Diagram of a packet that configures the FPGA address space. The
address of the register is being sent (one byte) first, and the value of the corresponding
register (four bytes) follows. The FSM registers the two parameters, and writes them in
two FIFOs. One stores the addresses, and the other one buffers the values (see Figure 4.8).

Addresses and the Register Values. The communication protocol between the software
and the firmware, defines the valid positions of these parameters within the UDP
payload itself. As mentioned above, after the assertion of the /ast signal, the main
FSM knows that all possible addresses and values have been written into the two FIFOs,
and activates the FPGA configuration sub-FSM. The latter piece of logic progressively
reads the two FIFOs, and uses the address to switch a demultiplexer that receives the
read register value, and depending on the address, directs the value to the appropriate
FPGA configuration register. The data are parsed into the registers bit-by-bit (the
configuration registers have been arranged in the form of a Shift Register). The reason
behind this architecture is because some registers tend to be wide (32 bits maximum),
and if they are addressed in parallel, the demultiplexer’s combinatorial logic, alongside
the FPGA routing occupancy and complexity, increases. The chosen shift register
arrangement however, ensures that the data path between the output register of the
Register Value FIFO and the target register is a single bit, and is not a function of the
register’s width. This decreases the routing complexity and the combinatorial logic
utilization of the demultiplexer. After shifting-in all bits of a register, the data are
passed from the local registers to the FPGA logic, thus completing the configuration
process for that register. The whole procedure is deemed done when both FIFOs are
empty, after which the local secondary FSM signals the main FSM via a handshaking
signal.

VMM Configuration

If the user wishes to configure the VMM’s functionalities, they manipulate VERSO’s
GUI accordingly (see Appendix D of the current Chapter) and send the VMM
configuration packet via UDP to the FPGA, using the destination port 0x1778. Upon
reception of the said packet and registration of the port, the main FSM routes the UDP
payload data into the associated FIFO, and after the transmission ends, the VMM
configuration secondary FSM is activated. The latter piece of logic will read the
FIFO, which has an 8-bit input and a single-bit output, one bit at a time. This process
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essentially serializes the data-to-be-directed to the associated VMM configuration input
pin, named SDI. The said FSM also takes care of keeping the VMM ENA signal
grounded throughout the configuration process. The FSM implements the SPI protocol,
as per the VMM’s requirements, and drives the configuration bits into the ASIC directly
from the FIFO’s output register, while it also asserts the SCK and CS signals that drive
the chip’s accordingly. The FIFO of the module contains all 1728 bits of the VMM’s
configuration address space, which originate from the software, and are progressively
forwarded as-they-are to the ASIC. In the case of a board that has multiple VMM,
the user may wish to configure different chips with specific configuration parameters.
For this reason, the UDP configuration packet’s header is used to dictate the VMM
that the data should be relayed to. An 8-bit bitmask is present in the 6th byte of the
64-bit header, that the main FSM registers, and applies to the eight possible ENA, SDA,
SCK and CS signals that drive each of the eight possible VMMs of the front-end board,
in the form of a clock-enable signal to the associated output registers. Therefore, the
sub-FSM is agnostic of which VMMs will be configured, and essentially fans-out the
SPI signals to all (maximum) eight VMMs. The pre-applied bitmask only allows the
configuration bits, clock, and strobe, to be propagated to the VMMs that the user desires
to configure.
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Figure 4.10: Timing diagram depicting the protocol between a device that configures the
VMM and the VMM itself. For the current implementation, this is the FPGA itself, but
for the final NSW electronics scheme, it will be the SCA (see Chapter 7). The procedure
follows the SPI protocol. The CS signal is being asserted after 96 SCK clock ticks, and in
total, 1728 configuration bits are being propagated to the ASIC [50].

FIFO2UDP

In the readout path, which follows the other direction of the Ethernet interface (this is
the 7X path, from the FPGA towards the network and the software host), the most
important component is the so-called FIFO2UDP module. Its architecture can be
inspected in Figure 4.11. This piece of logic implements one FSM operating at the
Ethernet userclk?2 domain, and two CDC FIFOs, accepting data into their write ports
that are synchronized by the main clock domain of the FPGA’s logic (i.e. the domain
related with the 40.079 MHz VMM reference clock), and outputting the data into the
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Ethernet domain. The FSM is activated once a UDP packet size word is written to
the length FIFO. The defined scheme dictates that the FPGA user logic writes the
raw UDP payload data first, while it increments a UDP packet length counter for
each written byte. After finalizing the data forwarding, the counter value is written
to the packet length FIFO, thus activating the UDP packet propagation. Using the size
information, the FSM reads the indicated amount of bytes from the data FIFO, and
issues the control and header signals to the UDP/IP Stack accordingly. This scheme
allows for simultaneous write and read operation of the FIFOs, thus minimizing the
dead-time of the design. To elaborate more, the following hypothetical scenario should
be taken into consideration: If a packet of N bytes is written, the module will start
sending it to the Ethernet modules accordingly. If more data need to be forwarded
to the software, but the FIFO2UDP FSM is busy handling the data of the previous
event (i.e. if the bytes that have been sent is smaller than V), then the implemented
architecture allows for immediate writing of the UDP data and length to the associated
buffers without waiting for the previous transmission process to finalize.

FIFO2UDP
UDP_TX
Data
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FIFO UDP/IP
UDP_TX Stack
rd_en ( FIFO2UDP ) Header
From
FPGA FSM valid, last
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Figure 4.11: Block diagram of the FIFO2UDP module. Since the UDP payload length
needs to be pre-defined before starting to forward the VMM data to the UDP/IP Stack, a
dedicated buffer is instantiated, that stores this information alongside the data themselves.
The FSM reads the packet length FIFO when it is not empty, reads the defined amount of
words from the data FIFO, and issues the control (i.e. the valid and /ast signals) and UDP
header signals accordingly.
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4.3 Reference Clock and Test-Pulse Generator

In order to study the behavior of the VMM under a variety of conditions, the ASIC
implements an internal fest-pulsing circuit that injects artificial test-pulses into each
of its channel inputs, independent of the implementation setup. This circuit mainly
involves a 300 fF capacitor that is activated by an external stimulus. This is the 7est-
Pulse Clock, or simply CKTP signal, that can be issued by an external device that drives
the VMM’s associated pin. The signal is being fanned-out to all 64 channels, each one
of which deploys the test-pulsing circuitry. For the VRS Front-End scheme, the CKTP
signal is being driven by the FPGA logic, alongside other fundamental VMM signals,
such as the 40.079 MHz reference clock (Bunch-Crossing Clock, or simply CKBC). To
be precise, these signals are generated by the FPGA’s CKBC/CKTP Generator (denoted
as Clocking & VMM Test-Pulse Block in Figure 4.3). The reader may inspect a rough
block diagram of the scheme in Figure 4.12.
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Figure 4.12: Block diagram of the test capacitor circuitry of each VMM channel and its
relationship with the FPGA logic. It is reminded that the CKTP and CKBC signals are
common for each of the 64 channels of the chip, but each test-pulse circuit is independent
and every channel has its own associated test capacitor that is stimulated by the CKTP
signal. The FPGA logic is clocked by the same ~ 40 MHz clock, alongside another, phase-
locked 160 MHz clock. The Test-Pulse Generator logic finally, receives two clocks, the
~ 40 MHz one, and a phase-locked 500 MHz clock.

There are two reasons behind the need for having a mechanism to inject pulses upon
the user’s command into the channel: First of all, it allows for performing fundamental
testing of the VMM on a per-channel basis without having to connect the chip to a
detector medium, which can lead to a plethora of other issues that are not related to the
chip’s functionalities. Thus, after or prior to deploying an instance of the ASIC to the
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field application, the test-pulsing scheme allows for defining any functional problems
that may arise during the process of applying the chip in an experimental setup, from as
early as its production, up to its deployment. Reading-out the chip under test-pulsing
conditions can indicate if there are any problems in the analog circuitry of the channel,
in its ADC:s, or in its digital logic that derandomizes events before forwarding them to
the external readout device.

The other reason that makes test-pulsing essential, is that it is the only way that allows
for calibrating each individual channel of the chip. As it is known from previous
Chapters of this dissertation, the VMM digitizes the information related to the pulse’s
amplitude and timing by employing dedicated ADCs in each individual channel. These
ADCs however, do not have an identical response with respect to each other across
different channels of a chip, let alone between different instances of the ASIC itself.
Looking back at Section 2.2 for example, one can find information on how the VMM
measures the phase relationship between an input pulse and its reference clock. The
reference clock of the VMM in the final NSW experiment, will be the ATLAS system
clock, called Bunch-Crossing Clock or CKBC?, that has a frequency of 40.079 MHz.
The timing measurement is being performed by a purely analog circuit that calculates
the phase relationship between the peak of an input pulse and the next falling edge of the
CKBC. This component produces a voltage level, that has an amplitude proportional
to the “’distance” between the pulse’s peak and the falling edge of the CKBC (see also
Figure 2.6). The Time Detector Output (TDO) ADC encodes this into 8 bits. The other
functionality that must be calibrated is the pulse height measuring. The pulse’s height
is proportional to the charge deposited into the channel, and when the VMM is attached
on a chamber, is correlated with the energy that was deposited by an incident particle
into the detector medium. The pulse height analog voltage level is encoded by the
Peak Detector Output (PDO) ADC into 10 bits. Thus, the only way to associate these
ADC codes with actual physical quantities (i.e. time and charge®) is by performing a
calibration read-out routine, that necessitates knowing a priori the charge that is being
injected into the channel, alongside its phase relationship with the reference clock.
An off-line analysis routine would then perform the necessary calculations from the
calibration procedure and correlate each channel’s ADC codes with the corresponding
value. The only way to do this is, as the reader may have imagined by now, is by
test-pulsing the VMM ASIC.

8 As also mentioned earlier, the main feature of that clock is that its rising edges coincide with the
protons colliding in the core of the detector. In the VRS Front-End Firmware, the FPGA emulates this
scenario by generating a clock of that frequency and driving it into the ASIC.

%It is reminded that the VMM’s specifications indicate that the accuracy of these measurements are
~ 250 ps and ~ 1 fC respectively.
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Configuration-wise, a 64-bit VMM configuration bitmask, called ST Register, defines
whether a channel’s input is connected to its capacitor or not. The DAQ software has
full control of the state of the 64-bit configuration string, as with the entire VMM’s
address space. Upon the user’s directive, the combination of the channels that can
be test-pulsed are parsed into the VMM via the FPGA and the SPI protocol, that
previously received the associated UDP configuration packet generated by the software
(see previous Section of the current Chapter). The next step that must be followed in
order to retrieve test-pulse related data, is to stimulate the channel, and this is being
done by issuing the CKTP signal via the FPGA, which implements the related circuitry
(see Figure 4.12), alongside a set of related registers that control the CKBC frequency
that is outputted to the VMM (40, 20 or 10 MHz)'°, the CKTP frequency (from several
hundreds ns up to a few ms) and duty cycle, and its phase relationship with the CKBC
(for the timing/TDO calibration). These registers belong to the subset of the FPGA
Configuration Registers, controlled by the related sub-module of the UDPdin _handler
(see Figure 4.8).

Upon the arrival of the CKTP’s positive edge, and if the said channel’s ST Register is
high, a pulse is injected into the channel, which then processes the pulse and stores its
digital data into its buffers, to-be-read-out by the FPGA at a later stage. As mentioned
above, an FPGA configuration register controls the phase relationship between the
CKTP and the CKBC, thus constituting a way to calibrate a channel’s pulse timing
response (or TDO). In order to calibrate the pulse amplitude response (or PDO) of
a given channel, the user must also configure the VMM’s Test-Pulse DAC, which
controls the amplitude of the pulse by using the value of a 10-bit Digital-to-Analog
Converter (DAC), that defines the capacitor’s voltage!!. In principle, the largest
the test-pulse DAC value, the largest the PDO ADC value/response of all channels,
with differences arising from variations in the analog'?> and ADC components of each
channel. An example resulting plot of the PDO calibration procedure can be inspected
in Figure 4.13.

Pulse Timing/TDO Calibration - The CKTP Skewing Logic

In order to perform the TDO calibration, more functionalities are required in the
FPGA logic, since the VMM does not feature some kind of configurable mechanism
that changes the phase relationship between the CKTP and CKBC signals. For this

10For the vast majority of implementations, the 40 MHz clocking option is used.

“Naturally, this DAC, which is common for every VMM channel, has to be calibrated as well. This
is being done by the FPGA’s XADC. More information on the said procedure can be found in the related
Section of the current Chapter.

2For example, the baseline voltage varies from channel to channel, and this is calibrated by the
FPGA’s XADC as well (see Section 4.4).
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Figure 4.13: Plot depicting the relationship between the test-pulse DAC (x axis) codes,
and the corresponding PDO ADC (y-axis) codes, for a given channel, under a PDO
calibration test-pulse run/loop, where successive DAC values are being applied to the
VMM’s configuration address space. The data were extracted using the Level-0 Readout
Mode (see Section 4.5). The test-pulse DAC must be calibrated separately by the FPGA’s
XADC to correlate the DAC’s codes with actual charge.

reason, a circuit that performs the said functionality was designed in the FPGA, named
CKTP Skewing Logic (or Module), instantiated as a sub-component of the 7est-Pulse
Generator. This module accepts an FPGA configuration parameter, controllable by the
software, named CKTP Skew, and according to the value of the said register, determines
how much to shift the rising edge of the CKTP with respect to the rising edge of the
CKBC. The general scheme can be viewed in Figure 4.14.

To delve more into the details of the procedure, the architecture of the FPGA’s CKTP
skewing module is depicted in Figure 4.15. The initial CKTP generator will produce a
CKTP signal that its positive edge is aligned with the CKBC’s. The CKTP output of the
generator enters a skewing register chain, while it also drives one of the two inputs of
a BUFGMUX FPGA primitive'®. The output of this primitive drives ODDR instances,
one for each VMM (eight in maximum, for multiple-VMM implementations), that
forwards the signal to its associated VMM. This approach allows for a constant delay
relationship between the CKBC and the CKTP, that does not vary between different
design versions. The “unskewed” CKTP is selected from the BUFGMUX if the
CKTP skew signal equals to zero. However, if the latter signal yields a different value,

3This is a global clock buffer multiplexer, that allows for dynamically switching a clock.
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Figure 4.14: Timing diagram depicting the relationship between the VMM channel’s
response, the CKBC, and the CKTP and its skew are shown. At the top, the pulses
generated in the channel are shown, alongside their associated Time-to-Amplitude (TAC)
ramps. Each channel pulse is being triggered by the positive edge of a CKTP signal, issued
by the FPGA. The CKBC dictates when the TAC ramp will stop, and essentially, the phase
relationship (or Skew) between the CKBC and the CKTP defines the amplitude of the
TAC ramp, and the subsequent TDO ADC code that will be stored in the VMM ’s buffers
before being read-out by the FPGA. Finally, the CKTP_skew parameter is shown, which
is a configurable FPGA register, defined by the readout software. Different values of that
register will dynamically shift the CKTP, which consequently affects the VMM channel’s
timing response.

then the CKTP signal that has passed through the skewing register chain inside the
CKTP Skewing Logic, is selected.

The skewing logic progressively adds more and more delay stages into the signal, thus
changing its phase relationship with the CKBC. This is being achieved by implementing
a shift register with dynamic depth, which is comprised by the aforementioned register
chain and a multiplexer, that is being driven by different delay stages. Which of the
stage is selected, is defined by the value of the multi-bit CKTP_skew signal. The
register chain is being clocked by a 500 MHz clock, phase-related with the CKBC.
Therefore, after each register, the CKTP will be delayed by 2 ns equal to the said clock’s
period.
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Figure 4.15: Block diagram of the CKTP Skewing Logic. For a description of the
functionality, it is suggested to go through the main text of the current Section. The CKTP
Generator issues the associated signal with configurable period and duty cycle, always
edge-aligned with the 40 MHz reference clock that also drives the VMM’s CKBC pin. Note
also that there is a final register stage after the multiplexer and before the clock buffer that
is not depicted here. This register is also clocked by the 500 MHz clock, and is deployed
to alleviate any differences in routing delays between the multiplexer’s inputs.

Given the fact that the period of the clock defining the skewing granularity is 2ns,
it would be easy to come to the conclusion that there can be twelve delay stages (or
steps) in total. That is, if the skewing is equal to zero, the “raw” CKTP would be
selected, a skewing of one count would produce a 2 ns-delayed CKTP, a skewing of
two counts would produce a 4 ns-delayed CKTP etc. The twelfth skewing step would
delay the CKTP by 24 ns, and that would be the end of the procedure, since the period
of the reference clock performing the measurement in the VMM, has a period of 25 ns.
However, the observant reader may have noticed by now that in Figure 4.15, there
are more than only twelve registers, and that the multiplexer has twenty-four inputs
instead of just twelve. This is because in reality, the signal is not shifted with steps of
two nanoseconds, but in steps of one.

This is achieved by adding more registers into the chain. If one takes into account
another register stage after the initially-thought final 12" stage, then that 13'" register
would skew the CKTP by 26 ns. This of course, is a useful result, since Tox e = 25ns.
Essentially, that last register has skewed the CKTP by orne nanosecond, but rolled-over
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to the next period of the clock. Therefore, a 14" register shifts the CKTP by three
nanoseconds, the next by five, and so on. The final design includes twenty-four registers
that are connected to the multiplexer’s inputs in such a way (note that in Figure 4.15
they are not connected “sequentially” to the multiplexer) as to allow for skewing of
the CKTP with 1ns granularity. An example resulting plot of the TDO calibration
procedure can be inspected in Figure 4.16.
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Figure 4.16: Plot depicting the relationship between the CKTP’s phase difference with
the CKBC (x axis) in nanoseconds, and the corresponding TDO ADC (y-axis) codes, for a
given channel, under a TDO calibration test-pulse run/loop, where successive CKTP skew
values were applied to the FPGA’s configuration address space. The data were extracted
using the Level-0 Readout Mode (see Section 4.5).

4.4 The XADC Module

Xilinx® 7-Series FPGAs deploy an internal 12-bit ADC, named X4ADC, that allows for
sampling of external-to-the-FPGA analog inputs [13]. This module can be controlled
and read-out using regular user logic and FPGA fabric interconnect. Its analog voltage
input ranges from +0 to +1V in unipolar mode, and it can sample at a rate of one
Mega Sample Per Second (1 MSPS). For the current application, the sampling mode
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(or Timing Mode), is configured to be Event Driven; that is, the user logic defines when
an analog input must be digitized, and the XADC provides the measurement result to
the supporting logic after 1 us.

The XADC Module that is deployed in the VRS Front-End FPGA firmware, is
essentially a wrapper!* for the XADC primitive, that interfaces with the rest of the logic
via a simple interface. To be specific, an FSM implemented in the wrapper, handles
commands and configuration parameters from other hierarchy levels, and mediates
any necessary data to the XADC primitive via the so-called Dynamic Reconfiguration
Port (DRP). The primitive itself, interfaces with the VMM’s analog outputs via two
differential pairs, called PDO and TDO. The default output of these ports are the
voltage levels of the Peak Detector and Time-to-Amplitude Converter, that also drive
the inputs of the VMM’s internal ADCs. These voltages are used in the Two-Phase
Analog Readout Mode, that is described in Chapter 5. The VMM however, deploys
an internal multiplexer that routes other types of analog voltages to its PDO output as
well. The state of the multiplexer is controlled by the VMM’s configurable registers,
and depending on the user’s needs, may switch the PDO output to the VMM’s internal
temperature sensor, to the baseline voltage of one of its 64 channels, or to the test-pulse
amplitude DAC, to name a few. Hence, the user can control the voltage input source to
the XADC via the VMM configuration, and can also configure the XADC to perform
a specific amount of samples, and with a certain delay between them via the FPGA
configuration. These last two parameters affect the supporting FSM’s functionality
that is deployed inside the XADC module. Upon the user’s directive, the conversion
loop may start, and the FSM initiates that by issuing the CONVST signal to the XADC,
which then proceeds to sample the input voltage level driven by the VMM. ~ 1 us after
the command that starts the sampling, the XADC issues the EOC (End Of Conversion)
signal. The FSM uses that signal to know when to extract the 12-bit sample that is
stored inside the XADC’s address space, by using the DRP port. The read data are
then stored by the FSM, and if another sample must be taken, the procedure is run
again. The registered samples are forwarded to the UDP interface via the FIFO2UDP
module, which buffers the data. After all samples have been taken, the XADC module
signals the FIFO2UDP accordingly, by writing the UDP packet length word into the
associated buffer, which initiates the UDP transmission. The general connectivity can
be inspected in Figure 4.17.

The implementation of the described logic is imperative, in order to debug, calibrate and
read-out (via the Two-Phase Analog Readout Mode - see Section 5.4) the VMM. After
connecting the ASIC to a detector medium, one of the first steps to evaluate the noise

14The only component written in Verilog HDL.
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Figure 4.17: Representation of the XADC'’s connectivity with the VMM, its supporting
FSM inside the XADC Module, and its relationship with the FPGA’s UDP interface. The
VMM drives the two auxiliary analog inputs of the XADC via its PDO and TDO output
ports. These ports can be configured to output a variety of analog voltages. The XADC’s
DRP interface is controlled by its supporting FSM, that receives configuration parameters
by the UDP interface. A conversion may start at any time by the FSM upon the assertion
of the CONVST signal, and the XADC primitive informs the FSM that the conversion is
done by issuing the EOC signal. The FSM temporarily buffers the samples, and forwards
them to the UDP interface, so that the DAQ software can evaluate them at a later stage.

that a channel is subjected to, is to measure the Root Mean Square (RMS) of its baseline
voltage. In order to do that, the user configures the VMM to successively output all of
its channel’s baselines to the XADC, which performs sampling on all voltages, before
forwarding them to the DAQ software. The user may then derive the Equivalent Noise
Charge (ENC) of a channel, and its Signal to Noise Ratio (SNR). The reader may refer
to Figure 4.18 for a plot depicting the baseline voltage variation across all channels of
a VMM.

In addition, the user can use the XADC to calibrate the two Digital to Analog Converters
of the ASIC. One of them is associated with the test-pulser amplitude. As mentioned
above, the first step towards calibrating the PDO ADC response of a channel, is to
first calibrate the test-pulse DAC. Through the simple formula ) = C'V, where C' =
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300 fF, the charge that is injected into the channel as a function of the voltage is given.
This voltage, is the voltage that is being set by the DAC, and the same voltage can be
outputted to the XADC if the VMM is configured accordingly. By applying successive
DAC values to the VMM, the corresponding voltage can be sampled by the FPGA,
thus deriving the valuable function that associates test-pulse DAC values with charge,
and converting the scale of the x-axis of Figure 4.13 from counts, to meaningful fC.
The other DAC that must be calibrated to ensure proper operation of the ASIC, is the
threshold DAC, that sets the channel thresholds in mV. If the user knows the ENC
that a channel is subjected to, together with the actual threshold value that is applied
for each threshold DAC count, a precise threshold can be set on a per-channel basis,
essentially eliminating noise from the readout process.
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Figure 4.18: Baseline voltage variation across all 64 channels of a VMM. Measurements
taken using the FPGA’s XADC module.

4.5 VMM Readout Path

As mentioned earlier in this Chapter, the VRS Front-End Firmware, supports all three
readout modes of the VMM. The main module implementing the related logic is the
VMM Readout Wrapper, that contains three distinct modules, each dedicated to one
readout method. For more information regarding the components of the FPGA logic
that take part in the readout of the VMM, the reader is referred to Chapter 5 which is
dedicated in describing the aforementioned modules.
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When reading-out the ASIC, the firmware’s logic first expects a Trigger, either
generated internally or driven into the FPGA by an external source. Upon the reception
of that signal, the logic forwards it to the ASIC, extracts the digital or analog data
from the VMM, forms a packet with a specific format, and forwards that packet via
the UDP interface to the DAQ software. The packet that is formed and forwarded
to the software has three different formats, that depend on the readout mode that has
been implemented. These different packet formats though, have one thing in common;
they are all constituted by: a Header, the Payload that contains the VMM data, and a
Trailer. After receiving the said UDP packet, the software analyzes the data, and creates
histograms that contain all necessary information (e.g. pulse charge (PDO) or pulse
timing (TDO) information of a given event for a particular channel), in order for the user
to analyze them so that they can characterize the VMM’s performance, in conjunction
with the detector medium, if present. A plot depicting the PDO distribution across all
64 channels of a VMM, for one test-pulser DAC value, is provided in Figure 4.19.
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Figure 4.19: Plot depicting the PDO distribution across all 64 channels of a VMM, for
one test-pulser DAC value after a test-pulser data-taking session.

Conclusions

In this Chapter, the architecture and functionalities of the VMM Readout System Front-
End FPGA Firmware was described. Deployed in an FPGA that is on the same board
that the VMM is on, the firmware is responsible for configuring, calibrating, and
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reading-out the ASIC. Emphasizing on modularity and adaptability, the firmware can
be implemented in several board versions and FPGA packages. It uses UDP-over-
1 Gb/s Ethernet to communicate with a DAQ software host that collects the VMM
readout data, as extracted by the FPGA. The said software employs a GUI that allows
the user to configure both the VMM and the FPGA. The VRS Front-End firmware and
its accompanying software (named VERSO) can be used together to extract detector
data using the VMM as a front-end ASIC, or to calibrate that very same chip on
the bench via the VMM’s internal test-pulser. The flexibility and reliability of the
scheme resulted in it being used to perform the mass-testing of the VMM, while
rudimentary modifications to the design led to the development of the larger-scale
VMM Readout System, comprised of many front-ends, which will be described later
in this dissertation.



Chapter

Reading-Out the VMM

This Chapter focuses on the way data are extracted from the VMM, using the associated
front-end FPGA firmware described in Chapter 4. As mentioned earlier in this
dissertation, the VMM features three readout modes, and the firmware supports them
all adequately. The reader is suggested to refer to Section 2.2 for more information on
how the VMM processes input pulses before storing them into its buffers. What follows
in this Chapter, is a brief overview of the FPGA readout scheme; that is, a description
of the FPGA logic that applies the VMM data extraction mechanisms will be given,
before closing with a depiction of a readout system that concentrates on minimizing
digital noise that couples to the ASIC’s analog circuitry, when operating the VMM in
the analog readout mode.

5.1 The VMM Readout Wrapper and its Supporting
Modules

The readout process and the logic blocks involved for the two digital data extraction
methods (i.e. Continuous and Level-0 Readout) will now be analyzed. In Figure 4.3, the
general block diagram ofthe VMM Readout Front-End FPGA firmware was given. The
module that implements the readout logic of the VMM, is the VMM Readout Wrapper .
Three distinct cores, each dedicated in reading-out the VMM in a specific mode, are
contained inside the wrapper. Three ’‘generic’ VHDL variables control which of these
cores is deployed (therefore, a firmware version can only support one readout option at
a time), prior to generating the design’s netlist. In principle, each of these cores handle
the low-level signals that need to be driven to the VMM’s inputs, in order to extract
the data from it. The VMM sends out the pulse-related information via two data lines
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(DATAO and DATAI, denoted as DI and D2 in Figure 2.3), and the FPGA deserializes
the bits from these two VMM outputs. The FPGA then buffers them temporarily, in
FIFOs that are implemented within the readout core that operates. These data are
eventually driven to the UDP interface via the FIFO2UDP module. Alongside the
readout wrapper, there are two other modules that play an important role in the readout
scheme. These are the Trigger Module, and the Packet Formation component. The
Trigger Module is responsible for prompting a readout cycle, by receiving a trigger
input signal, and converting it to the newCycle signal, that is sent to Packet Formation.
The latter module waits for the newCycle signal to go high in order to initiate the readout
procedure by signaling the readout cores in the readout wrapper accordingly, which lie
one hierarchical level below the Packet Formation component. As data are extracted
by the ASIC, Packet Formation inhibits any inbound trigger signals by issuing a busy
signal to the triggering logic. Their architectural relationship is illustrated in Figure 5.1,
and their logic is briefly described below.

The Trigger Module can accept a signal from two sources: Internally, from the CKTP
generator (see Chapter 4), or externally from another trigger signal source. The FPGA
can only be triggered one way or the other for a given run, and this is configurable
via the software through the UDP-accessible FPGA’s configuration registers. When
operating under test-pulse conditions, the CKTP issues the corresponding signal to the
VMM, and subsequently signals the FPGA’s triggering mechanism, so that it can extract
the test-pulse related data from the VMM. When the VMM is used to read-out a detector
medium, an independent triggering apparatus is used, and usually this comes in the form
of a set of scintillators and photomultipliers. An incident particle stimulates them, and
they produce a logical pulse with minimal latency, essentially signaling that a particle
has gone through the detector, and consequently, that an associated set of pulses have
been processed by the VMM’s channels, thus prompting the FPGA to read it out.

The Packet Formation resides one hierarchical level above the readout wrapper, and
supervises its functionality. Upon reception of the newCycle signal from the triggering
logic of the FPGA, Packet Formation creates an Event Header, which is prepended to
the VMM data packet that will eventually be sent to the software via UDP. The structure
of this header and the data packet comes in different forms, depending on the readout
mode that the FPGA 1is operating in. The main feature of the event header though,
is that it contains the so-called Trigger/Event Counter value. Upon reception of the
logical signal that initiates a readout round, Packet Formation increments this counter
by one, and attaches it is as metadata (i.e. in a header) in the VMM information that
are extracted by the readout cores. As the readout component extracts data from the
VMM, Packet Formation awaits for it to finalize the procedure. Once done, Packet
Formation takes care of relaying the data from the readout component’s local buffer,
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to the FIFO2UDP data buffer, which are connected by a 16-bit bus. For every word
propagated from one FIFO to the other, Packet Formation increments the event’s UDP
packet length counter. After the readout component’s FIFO has been emptied, the byte-
size counter word is written to the associated buffer of FIFO2UDP, which initiates the
UDP/Ethernet transmission. If instantiated on a board with multiple VMMs, Packet
Formation acts as a demultiplexer, that grants access to the numerous readout core
buffers, and calculates the packet size for each core. For each VMM on the board,
a separate UDP packet is being sent to the software. In order to group these packets
together in a single event (see Appendix D), the software uses the event header trigger
counter information to know the trigger that the events are associated with.

FPGA
FIFO2UDP —>»| UDP TX I eth_tx >
VMM Readout
Wrapper trg_mode
Readout Core \I
DATAO,1 »| Readout : ext_trg
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Figure 5.1: A more detailed description of the firmware modules that focus on the VMM
readout. The VMM Readout Wrapper instantiates a Readout Core that is compatible with
one of the two digital readout modes of the VMM. An FSM handles the low-level signals,
and a FIFO buffers the data extracted from the VMM. The Packet Formation FSM waits for
the newCycle signal to initiate a readout cycle. Upon the assertion of this signal, the Event
Counter gets incremented by one, and a header containing status flags plus the value of
the counter is sent to the FIFO2UDP module. Then, the Packet Formation FSM waits
for a handshaking signal from the readout FSM which indicates the data extraction is
complete. The Packet Formation will then read the corresponding FIFO, and forward its
contents to the FIFO2UDP component. If more than one readout logic blocks have been
implemented (one for each VMM on the board), then the Packet Formation switches its
data bus demultiplexer to the next FIFO that contains data from another VMM. Throughout
this process, a busy signal is high, that inhibits any triggers originating from the Trigger
Module. The latter component relays trigger signals, either originating from an external
source, or internally from the CKTP assertion logic, in the case of test-pulse runs.
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5.2 Continuous Readout Mode

In this section, the FPGA’s Continuous Readout Mode implementation will be de-
scribed. This readout method was first implemented in VMM?2, and remained as an
option in all future versions of the chip (that is, VMM3 and VMM3a). As mentioned
in Sections 2.2 and 4.5, after processing an input pulse via its analog circuitry, the VMM
channel digitizes the information and timestamps the event with the coarse timing
measurement, or BCID, and buffers all data in a 4-event-deep FIFO. This FIFO is
38 bits in width. At each of the four positions, it stores the full event data, which
constitute of two flags, the coarse timing measurement (12 bits) or BCID, the fine
timing measurement (8 bits) or TDO, the fine pulse amplitude measurement (10 bits)
or PDO, and the channel address (6 bits). In order for the VMM to present these data to
an external readout device for deserialization, the CKTK signal (or simply, foken) must
be issued to one of its pins. This is being carried out by the continuous readout mode
FPGA logic core, which is triggered to do so after being activated by its supervising
module.

Upon issuing of the newCycle signal by the triggering logic to the Packet Formation
component, the latter activates the continuous readout core after a fixed latency. The
main reason behind the application of this latency, is to give the necessary amount of
time for the VMM ’s analog and digitizing logic to fully process the input pulse. This
is especially critical for the case that the VMM is being used to read-out an actual
detector. In this type of situation, the trigger signal may arrive to the FPGA before the
VMM has managed to process all of its events, because of detector-related physical
phenomena that affect the time the particle-related charge is formed (i.e. drift time, see
Section 2.1). After activating the FSM of the readout logic, Packet Formation builds
the event header, writes it into the FIFO2UDP’s data buffer, and waits to receive the
VmmWordReady signal from the readout FSM.

Upon its activation, the readout FSM issues the CKTK signal, and at the next clock
cycle, probes the DATAQ line for a flag indicating that the VMM yields data in one of
its channels. If that signal is high, the FSM will proceed to issue 19 CKDT strobes, and
shift-in the 38 bits of the event word out of the two data lines into a local shift register,
before padding it up to 64 bits and buffering it into its local FIFO. The FSM will then
issue the token signal again, and probe the DATAO0 line for the flag. In essence, each
time the token is issued, the VMM cycles through the channels that yield data, and
makes the channel event word available through its two data lines. The FPGA will
keep issuing strobes to the VMM until it does not detect a flag in the data line, which
means that the 4-event-deep FIFOs across all 64 channels of the chip are empty. A
detailed timing diagram of the procedure is shown in Figure 5.2.
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Figure 5.2: Timing diagram of the Continuous Readout mode [50].

After the readout FSM stops encountering a flag in the DATAOQ line, the VimmWordReady
signal is issued, and the Packet Formation module will progressively read all the data
from the readout core’s FIFO, and forward each 64-bit word to the FIFO2UDP data
buffer. These data are eventually transmitted to the software via the Ethernet interface,
as UDP payload. The packet structure is depicted in Figure 5.3.

5.2.1 Eliminating Noise - CKBC Strobing Method

The readout method depicted is a simple way to extract data from the VMM. Its
downside though is the fact that the VMM is continuously streaming data into its
buffers, and the FPGA will extract all of these data upon the reception of a trigger. To
be precise, the caveat is that given the implementation that was described, there is no
way to distinct which of the data that are buffered in the channels are correlated with the
trigger and which are not. On one hand, this is not an issue when operating the VMM
on the bench under test-pulses, where noise interference is negligible, given the setup
and the fact that the user has control of the injected pulse amplitude. However, when
reading-out the VMM while it is connected to a detector, problems may arise. Consider
a hypothetical scenario where a noise burst prompts some of the ASIC’s channels to
process and buffer the noise-related pulses. These may occupy some positions in the
channel FIFOs. Then, a particle traverses the chamber, thus creating pulses that get
processed by the channels. This particle will also generate a trigger, and initiate a
readout cycle in the FPGA, that will ”blindly” extract a series of events from the VMM,
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Figure 5.3: Structure of the data packet that the FPGA sends to the DAQ software when
operating in Continuous Readout mode. The Event Header is being generated in the FPGA
(by the Packet Formation component), while the rest of the data are being sent from the
VMM to the FPGA as they are (apart from the padding).

some useful, and some not.

One way to work around this, is by using a local BCID counter in the FPGA’s logic,
that is in sync with the associated counter in the VMM. This approach would have to
be implemented as follows: when the data acquisition process starts, and before the
issuing of any trigger, the FPGA will have to assert a so-called sofi-reset to the VMM,
which will force its BCID counter to go to zero, and at the same time, reset its local
BCID counter as well. Hence, the two counters will become synchronized. Upon the
reception of a trigger, the FPGA would have to timestamp that trigger with its local
BCID counter value, and attach it to the event’s header (see Figure 5.3). Then, the
software would be able to correlate the channel hit BCID values with the equivalent
trigger timestamp. A similar scheme is actually implemented inside the VMM’’s digital
logic, when operating in the Level-0 Readout Mode (see Chapter 2) as will become
evident in the following Section.

Another approach, somewhat more complicated in its implementation, but with an extra
benefit that will become evident in Chapter 6, is the so-called CKBC Strobing Method.
This readout scheme is a subset of the continuous readout mode (that is, the related
readout core is implemented in the FPGA, and the VMM is configured accordingly),
but with one major difference to the regular readout described in the Section above: the
CKBC reference clock driven to the VMM is for the most part held /ow. Hence, it is not

IThis is achieved by toggling the ENA signal that is being driven to the VMM by the FPGA.
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a free-running clock, but rather a strobe signal, that is activated only upon the reception
of a Trigger signal by the FPGA. This methodology takes advantage of the self-reset
feature of the VMM. In absence of a toggling CKBC signal, the Time-to-Amplitude
Converter (TAC) never halts its ramping-up (see Figure 2.6 for a depiction of the
TAC’s functionality), and reaches a saturation threshold which resets the channel to
its original state. This threshold equals to the voltage that corresponds to the maximum
ramp duration. For example, if a given VMM is configured with a TAC ramp duration
of 100 ns, and a pulse is processed by one of its channels and its peak is found, but no
CKBC is fed to the VMM, then the TAC will ramp-up for 100 ns, saturate, and reset
the channel, deeming it ready to accept another pulse. This use-case can be examined
in Figure 5.4.
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Trigger

Figure 5.4: Depiction of the TAC’s saturation, given the absence of a CKBC signal. If
100 ns (the hypothetical TAC ramp) pass after the activation of the ramp, but no CKBC
pulse is driven to the VMM, then the channel self-resets because of the saturation of the
TAC. The Trigger signal is kept low in this Figure as a contrast to Figure 5.5.

Consider again the hypothetical scenario depicted in the beginning of the current
Subsection. If a noise burst stimulates the VMM’s channels, then no 7rigger signal
would be driven to the FPGA. Hence, no CKBC strobes will be sent to the VMM so
that it can process the pulses. Its FIFOs will therefore never store irrelevant data. If
however an actual particle traverses the detector and the external triggering apparatus,
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pulses will be generated in the VMM ’s channels, alongside a related Trigger that will
initiate a readout cycle. In the strobing readout methodology though, a trigger does
not only activate the readout core, but it also releases a configurable amount of CKBC
strobes after a configurable latency. These strobes will halt the TAC ramps across the
channels, while the last strobe will serve as a write-enable signal, that registers the
ADC words (PDO and TDO) into the VMM’s FIFO. After sending that last pulse, the
continuous readout core logic will extract the data from the FIFOs under the exact same
procedure depicted in this Section. This method allows for a ’clean” readout, free of
noisy events that are not correlated with a trigger. The scheme can be examined in
Figure 5.5.
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Figure 5.5: Depiction of the CKBC strobing readout methodology, when a muon-related
event generates pulses that must be read-out. After the muon (denoted as ;™) crosses the
setup, a Trigger is generated, and pulses are created across several VMM channels, because
of'the cluster of charge that the detector generates. Note that the pulses depicted correspond
to different VMM channels. Their associated TACs will start ramping-up, and meanwhile,
the FPGA releases CKBC pulses, because it registered the trigger input. Different pulses
halt different channel TACs, and the last strobe parses the digitized words into the VMM
FIFOs. After that, the FPGA reads-out the data from all channels.

5.3 Level-0 Readout Mode

The Level-0 (or L0) Readout Mode is the data extraction method that is going to be used
in ATLAS, since it allows for selective readout of specific data that are stored in the
VMM’s deep LO buffers, through the LO selection logic, implemented in the VMM’s
digital part of its architecture (see Subsection 2.2.1 and Figure 2.8). This functionality
is highly desirable, since the Micromegas and the sSTGC chambers that the VMM read-
out, do not just detect muons originating from the interaction point. Cosmic muons and
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other particles that are generated by parasitic reactions that occur between particles and
the detector’s materials, can also inject pulses to the NSW detectors. These, alongside
events related to electronic noise, are not useful for physics and should be discarded.
The VMM’s LO selection does exactly that, thus facilitating the analysis of physics
data, while also reducing the total data throughput.

When an input pulse crosses a VMM channel’s user-set threshold, it will immediately
get timestamped with the 12-bit BCID value, originating from the VMM s internal Gray
code counter that increments at each rising edge of the reference clock (or CKBC),
every ~ 25ns. This event will eventually be forwarded to the 4-event-deep FIFO.
When operating under Continuous Mode conditions, the channel does not perform any
additional data handling regarding this event. In the LO mode however, the event data
are transferred from the FIFO to the L0 buffers. In order for that event to be read-out
by the external device, it must be matched, time-wise, with the trigger. This is the
so-called Level-0 (or L0) Trigger, driven to the VMM via the CKTK pin.

Upon reception of the L0 trigger, the VMM timestamps it with a BCID, in a similar
manner with the actual events. In essence, after the timestamp, the trigger is being
”offset to the past”, by a configurable amount of bunch-crossings (i.e. steps of ~ 25 ns).
The offset trigger timestamp will be checked against the events that have been stored
in the LO buffers, and if a match is found within a configurable window?, these data
are being selected for readout, and are forwarded out to the external readout device.
In order for this to work, the latency between the actual event, and the trigger that is
associated with it, must always be fixed. This is true for the ATLAS trigger and data
acquisition system, where the triggers that are being generated from the events that are
to be read-out, arrive to the front-end electronics after a pre-defined amount of time that
does not fluctuate. This amount of time, or Level-0 Latency, is parsed into the VMM’s
configuration registers prior to the run, in order for the scheme to operate correctly.
In the FPGA, the same approach is followed, and in Chapter 6, the implementation
while under actual detector readout conditions will be described. The VMM’s test-
pulse readout methodology by the FPGA on the other hand, is described here. In this
scheme, the CKTP signal is first being issued by the FPGA. The VMM channels that
their injection capacitor have been activated, generate a pulse upon the reception of
the CKTP. The events related to the test-pulse will be timestamped and stored to the
LO buffers. The FPGA, after issuing the CKTP, will also issue the L0 trigger, after a
specific amount of time. This delay between the assertion of those two signals, must
be equal to the offset that the VMM applies to the received trigger, otherwise it will
not select the data that are related to the test-pulse. If the two delays are the same,

2Maximum eight bunch-crossings in width, so ~ 200 ns.
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the data are matched with the trigger, and are sent out to the FPGA that eventually
forwards them to the software for further analysis. A timing diagram of the scheme
can be examined in Figure 5.6.

Channel
Pulse
CKTP }
/
Lo

BCID BCID
BCID >< Event >< >< >< ;zg LO zg 2;
Figure 5.6: Timing diagram of the LO Readout logic when operating under test-pulse
conditions. The FPGA first issues the CKTP which generates a pulse in the channel(s).
The channel timestamps the pulse (BCID Event) and stores its data in the LO buffers. After
some bunch-crossings, or CKBC ticks (note that the BCID increments at each CKBC edge
which is not depicted here), the FPGA issues the L0 Trigger. The VMM timestamps it
as well (BCID L0), and then essentially ”looks back in time”, by a configurable amount

of bunch-crossings. If that amount of time equals to the delay between the event and the
associated trigger, then the VMM will send out only the data that are related with the pulse.

To minimize readout latency and dead-time, the data are being forwarded from the
VMM to the FPGA via a continuous 8h/0b encoded stream (see Appendix B). The
FPGA drives the 160 MHz data clock into the CKDT pin of the VMM, and the ASIC
uses that clock to synchronize the data bits that are driven to the FPGA. The data
are being sent over the two lines (DATAO and DATAI), and the FPGA deserializes
the stream using the data clock, at double data rate, resulting to a total bandwidth
of 640 Mb/s. Note however, that due to the encoding’s overhead, the effective user
bandwidth is 80% of that, or 512 Mb/s. The FPGA deploys two double data rate input
primitives (IDDR) [47] that are clocked by the 160 MHz data clock, and accept the two
VMM data lines at their inputs. Thus, at each cycle of the data clock, four raw bits are
being outputted by the two double-data rate primitives into the FPGA fabric. At the
next cycle, these four bits are fed into a 12-bit Shift Register. A Comma Alignment logic
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scans the entire 12-bit register for the 8b10b Comma characters. These characters are
being sent repetitively by the VMM, so that the FPGA recognizes the word boundaries.
In essence, this means that once the FPGA aligns to the stream, it knows exactly which
are the 10 bits inside the raw data shift register that must be forwarded to the 86705
Decoder?. Once this has been established, the decoder receives the encoded words,
checks them up against a look-up-table that converts them into decoded bytes as per
the 8b10b protocol [33], and if these bytes are not special (or Comma) characters, they
are being buffered into a local FIFO. The architecture of the L0 Readout Core can be
examined in Figure 5.7.

After receiving the L0 Trigger, the VMM builds a packet that will be sent to the external
device*. The first two bytes of the packet is the VMM Header, which is sent out
regardless if the trigger was matched with an actual event or not. This header contains
the 12-bit BCID timestamp of the trigger, after the application of the pre-determined
offset, plus a 2-bit extension of the timestamp, called orbit counter, together with two
flags. If the trigger was matched with data, the rest of the packet is constituted of
four-byte chunks, and every chunk contains the hit information from each of the 64
channels of the VMM that its event was matched with the trigger. These are the VMM
Hit Data, and they contain the information that were forwarded from the 4-event-deep
channel FIFO to the LO buffers of the VMM?. All of these data are streamed to the
FPGA, which stores them to the local readout FIFO, and once all VMM hits have been
transmitted, the VMM will start sending comma characters again. Once this happens,
the LO FSM asserts the vmmWordReady signal to the Packet Formation component,
which prompts the latter piece of logic to forward the words from the readout FIFO to
the UDP interface via the FIFO2UDP module. The final packet format that is being
sent to the DAQ software as UDP payload can be examined in Figure 5.8.

5.4 Two-Phase Analog Readout Mode

In this section, the legacy readout method of the VMM, as implemented in the FPGA’s
logic, will be described. As mentioned in Subsection 2.2.1, since its first version that

3Shortly after the VMM is configured, the FPGA checks the stream for the comma characters (equal
with 0011111010 and 1100000101 in raw format, or Oxbc after being transformed into a byte), and if
many of these are found in a row, then a signal providing information on the data link health is switched
to high. This is driven to the Packet Formation component, and the latter piece of logic prepends it to the
UDP data packet. If that bit is low, then the VMM is not being read-out at all, and the user can receive
feedback by examining the link_health bitmask (see Figure 5.8) in the data, which is eight bits in length,
one for each of the maximum eight VMMs on the board.

“4For this case, it is the FPGA, for the final implementation, it is the Read-Out Controller (ROC) - see
Chapter 7.

SThere can be a maximum of 64 hit data words in a packet, one for each channel.
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Figure 5.7: Architecture of the FPGA logic that receives the 8b10b encoded stream from
the VMM, when operating in L0 Readout Mode. The data clock is used by the VMM
to send out the datastream, while the FPGA uses that same clock to deserialize it, thus
resulting in a fully synchronous communication system. The raw data bits are sampled at
double data rate, and are buffered into a shift register where a comma check is performed.
The non-comma characters are forwarded to a FIFO. An FSM is responsible for managing
the interfacing with the Packet Formation component. At the bottom of the same Figure,
one can see the timing diagram of the decoded data, shortly after a L0 has been relayed
to the VMM. The VMM sends comma characters that are being decoded into a byte with
value Oxbc, but after the L0 signal reception, the VMM will start sending data bytes to the
FPGA instead. These bytes will be buffered into the FIFO, and eventually reach the DAQ
software via UDP.

was introduced in 2012, the VMM features a readout method that does not make use of
its internal ADCs to convert the outputs of the peak detector and the TAC. This is the
Two-Phase Analog Readout Mode, which can be activated by the user by disabling the
VMM’s internal converters via the SPI configuration. Under this readout procedure,
the VMM operates under two distinct phases: the Acquisition Phase and the Readout
Phase. The FPGA determines in which state the VMM is in by controlling the level
of the ENA signal that is driven to the ASIC. During acquisition, each of the VMM’s
channels awaits for a pulse to cross its user-defined threshold. When this occurs, the
channel processes the pulse using its analog circuitry alone, stores the voltage levels
from the peak detector and the TAC into analog buffers, and locks. The channel can no
longer process any more inputs until it is being read-out by the FPGA. If at least one
of the VMM ’s channels yields data in its analog buffers, the VMM will pull its DATA 1
pin high (also called a flag).
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Figure 5.8: Structure of the data packet that the FPGA sends to the DAQ software when
operating in LO Readout mode. The Event Header is being generated in the FPGA (by the
Packet Formation component), while the rest of the data are being sent from the VMM
to the FPGA as they are. Note that the VMM Header contains the BCID timestamp of the
trigger, while each VMM Hit Data chunk contains the re/BCID 3-bit value for each channel
hit, which indicates the relationship of the hit’s timestamp with that of the trigger’s.

The FPGA uses two major internal components in order to extract all necessary data
from the VMM. One is the dedicated readout core, that handles the digital logic signals
which are driven to the VMM in order to read all the channels out. The other is the
FPGA’s embedded ADC, called XADC (see Section 4.4). It is a 12-bit, 1 MSPS ADC,
operated in unipolar mode. The nominal analog input range to the ADC is 0V to
1V, with each LSB size being equal to 244 uV. The FPGA implements a supporting
logic that operates the XADC, that is being activated (i.e. triggered to sample an input
voltage) by the analog readout core that was mentioned above.

Upon the detection of the flag, the FPGA’s analog readout logic pulls the ENA signal
low, thus invoking the readout phase. During this, none of the VMM’s channels process
any more data, but the channels that had been locked before because they processed a
pulse, make their data available to the FPGA. After putting the ASIC into the readout
phase, the FPGA issues the token via the CK7K pin, and while it is high, it asserts eight



134 5.4. TWO-PHASE ANALOG READOUT MODE

strobes in the CKDT pin, and deserializes the 6—bit address and two flags that the VMM
makes available in its data port. The byte is stored temporarily by the core, that then
proceeds to trigger the XADC to start sampling. The latter converts both peak detector
(PDO) and TAC output (TDO) voltage levels multiple times (i.e. oversampling) to
eliminate noise induced during that phase. The channel address and the associated
samples are then put together in a single UDP packet that follows a pre-defined format,
sent to a software suite developed for this readout mode alone [51]. The analog readout
mode variant of the FPGA firmware is depicted in Figure 5.9.

FPGA
100 » XADC
PDO ™
7} 12
Start 5 I
ample
DATA1 | P UDP TX >( DAQ
2 8, Software
CKDT Analog Channel,
VMM < CKTK Readout Flags
Core
| ENA
A DAQ_ON
UDP RX |«
_ CKTP CKTP
D Generator 4
sDI
(s CK CS VMM Conf

Figure 5.9: Architectural representation of the VMM analog readout firmware. The DAQ
Software handles the Ethernet traffic to and from the FPGA, which deploys dedicated
cores to interface with the network. The FPGA issues the test-pulse (CKTP) strobe to the
VMM, which injects artificial pulses to the VMM’s channels. The Analog Readout Core
implements the logic depicted in Figure 5.10. Thus, it probes the DATA! pin until a flag is
raised. Upon the detection of a flag, the VMM is read-out. The XADC is being triggered
by the readout core to sample the analog voltage levels. The VMM channel address and
the samples are being routed to the UDP_TX logic, which assembles the UDP payload that
is later transmitted over Ethernet.

After sending the packet, the FPGA probes the VMM’s DATAI pin for a flag again.
If another channel has data that can be read, the flag is high and the procedure of
deserializing the address and sampling the pulse voltage levels is followed again. If
no other channel recorded any data during the acquisition phase, the VMM keeps the
DATAI pin low, thus prompting the FPGA to reset it. This is being done by issuing three
strobes to the token input pin before pulling the ENA pin high again, which completes
the readout cycle. The VMM can then again process pulses with its channels. A timing
diagram depicting the procedure is shown in Figure 5.10.
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Figure 5.10: Simplified timing diagram of the two-phase analog readout mode. An
input pulse is being processed by the VMM’s channels, and two voltage levels, one
characterizing the pulse’s amplitude, and one the pulse’s timing are being generated and
driven out of the chip via the denoted outputs. The VMM raises a flag at its DATAI pin
(denoted as DI in Figure 2.3), indicating that at least one of its channels yields data. The
FPGA grounds the ENA signal, thus switching to ASIC into readout mode. During this
phase, the 6—bit address and two flags are deserialized from the DATAI port by issuing
eight CKDT strobes to the ASIC (not depicted), and the PDO and TDO voltage levels
are sampled. The cycle is repeated by issuing another token to the CK7K pin, if another
channel has data. In this example, two channels have data that can be read-out.
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This readout method is primarily used when one wants to read-out the VMM in low-
rate conditions, where the need for greater precision surpasses the requirement for fast
pulse processing. The VMM was developed for the ATLAS experiment, where the
LO trigger rate will reach 4 MHz in Phase-II [7]. Thus, its internal converters were
designed in such a way as to be able to cope with the aforementioned trigger rate. Each
channel is able to store the converted data within 250 ns, a dead-time that is dominated
by the speed of the VMM’s 10—bit ADC which digitizes the peak detector’s output
voltage. However, the chip’s excellent analog processing capabilities may be exploited
by a slower external converter, that is more precise than its 10— and 8—bit embedded
ADCs. This is where the analog readout comes into play, and the implementation in
question demonstrates the said scheme, by using the 12—bit Xilinx® XADC, which
also presents excellent linearity, as reported by the associated datasheet [13].



136 5.4. TWO-PHASE ANALOG READOUT MODE

5.4.1 MMFEI1 Implementation

The analog readout mode was exercised in the MMFEI board (see Appendix C), where
a single VMM was being read-out under test-pulsing [52]. In Figure 5.11, the results
from a test-pulse run on an MMFE1’s VMM are shown. Note that this is a similar set of
measurements as the one depicted in Figure 4.19, but using the analog readout method

instead of the Level-0 mode.
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Figure 5.11: Plot depicting the PDO distribution across all 64 channels of a VMM, for
one test-pulser DAC value after a test-pulser data-taking session using the VMM’s analog
readout method. This is the same VMM as the one used when data were taken to produce
the results shown in Figure 4.19. The configuration between the two measurements were
mostly the same, but the only difference was the readout method, and in the current Figure,
the results from the analog readout method are shown. Note that the bell-like structure
observed in the Level-0 readout mode is not as pronounced here, which implies that the
systematic effect that is present when reading-out the VMM via the Level-0 mode, is
probably caused by the VMM ’s internal ADCs, and not by its analog circuitry.

In Figure 5.12, one can inspect the measured Equivalent Noise Charge (ENC) of a
particular channel for different peaking times, when test-pulsing for one DAC value.
The VMM was configured at a gain of 16 mV/fC, and four sets of runs with one
thousand test-pulses each were taken. At each run, the chip was configured with one
of the four available peaking times, equal to 25, 50, 100 or 200ns. The correlation
between the noise and the peaking time is evident; the noise decreases as the peaking
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time increases, which is expected®.
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Figure 5.12: Measured (over a single channel) and simulated ENC as a function of the VMM’s
four attainable integration times, for a gain of 16mV/fC. Note the discrepancy for longer
integration times. It is assumed that the input capacitance to the channel-under-test was ~ 10 pF,
given that it was connected to a PCB trace leading to a floating connector.

Even though Figure 5.12 presents the expected behavior, the resulting ENC does not
comply with the simulated values. That is, despite the fact the noise follows the
anticipated trend, the noise measurements do not correspond to a particular channel
input capacitance. This indicates that the channel’s analog subsystem has a different
response to certain noise components that are present in the system, or simply speaking,
external pickup affected the measurements shown in Figure 5.12. Also, parasitics from
the channel protection network, might have limited the noise performance of the system
for longer integration times [52].

One common source of electronic noise in analog front-end chips for example, are
switching regulators or DC DC converters [34]. These components transform a wide
range of input voltage levels into a specific one, designated by the board designer,
in order to provide the exact supply voltages to the on-board components. Usually,
the converters operate at some internal frequency, that propagates into their output.
The MMFE1 deploys four LT8612 step-down regulators that provide the necessary
supply voltages to all of its devices, including the VMM [53]. In order to rule out
any interference of the switching regulators to the system’s noise performance, a set

6 Also shown in Figure 2.4, which depicts this relationship with simulation and experimental results.
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of diodes that provided the four voltage levels required by the MMFE1’s devices were
used instead, completely bypassing the converters.

After extensive testing, it was found that another source of pickup was the FPGA’s logic
itself. The original front-end FPGA readout firmware (including its analog readout
variant), utilizes several clocks to operate its logic gates. The firmware deploys two
Phase Locked Loops (PLLs), that generate seven clocks, with frequencies ranging
from 500 to 40 MHz. Also, the FPGA’s transceiver is generating clocks of its own,
in order to communicate with the on-board Ethernet PHY. Finally, clock dividers are
utilized in the I2C logic of the design, that create free-running clocks running at kHz
range. It is therefore evident that the design has several clock domains that may impede
with the analog performance of the VMM’s channels. This assumption is validated by
inspecting the variation of the baseline voltage of a given channel through the VMM’s
MO pin, when the FPGA is active and when it is not (shown in Figure 5.13).

The Advanced Analog DAQ Scheme

In order to tackle the FPGA’s negative impact on the VMM noise performance, the
DAQ system was re-designed as a whole. In the new system, which makes use of the
VMM Readout System Supervisory Board [54], the front-end logic was simplified,
and the Ethernet interface was omitted altogether. Only one clock domain is used,
running at 50 MHz. The front-end FPGA essentially employs a logic, that is subject to
control by another FPGA, running at the so-called motherboard. The latter device is a
Xilinx® VC709 evaluation board that implements a supervisory logic in its FPGA. The
motherboard firmware interfaces with the DAQ Software via Ethernet, and receives the
VMM configuration data that are to be sent to the VMM. These data are propagated
to the front-end FPGA via an E-link’. The front-end FPGA logic forwards the
configuration bits to the VMM, thus configuring it. The motherboard FPGA can also
set the front-end system into acquisition mode, by sending an appropriate command
to the front-end FPGA. After this, the ENA signal will be pulled high by the front-end
FPGA, and the motherboard will Aalt the reference clock to the front-end FPGA. This
stops any clock activity on the front-end, thus minimizing noise. The DATAI Flag is
propagated to the motherboard by the front-end FPGA. Upon the detection of the flag,
the motherboard ends the acquisition procedure, and forces the system into readout
mode. It starts the reference clock again, and sends a command to the front-end FPGA
to extract the VMM data, in the exact same manner as the original firmware does. The
only difference is that the VMM data are not sent out of the FPGA via UDP, but via the
E-link interface. On the receiving end, the motherboard deserializes the analog readout

7 A serial, often bidirectional interface, commonly running over 8b10 encoding. See also Appendix E.
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Figure 5.13: Top: Baseline voltage variation for a given VMM channel, as measured by
a Lecroy oscilloscope, through the VMM’s MO pin. Bottom: The same measurement, but
with the entire FPGA logic inhibited (i.e. clocks grounded, all IP cores held high in reset,
and the external PHY in power down mode). The difference in the RMS is evident.

data from the E-link, and relays them as they are to the DAQ software via UDP. After
this, the front-end FPGA/VMM pair are again put into acquisition by the motherboard.
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The ENA signal is pulled up, and the clock is halted to minimize noise pickup during that
phase. Finally, it is worth noting that the supervisory board’s firmware infrastructure
allows for interfacing with several front-end nodes, in a similar manner with the VSB’s
design, which will be described in Chapter 6. The advanced analog readout scheme is
depicted in Figure 5.14.
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Figure 5.14: The advanced analog DAQ scheme. The front-end FPGA deploys the
essential modules for the VMM’s readout. It interfaces with the motherboard FPGA via a
serial bidirectional E-link. The motherboard in turn communicates with the DAQ software
via UDP. It receives the VMM and FPGA configuration data, and forwards them as they
are to the front-end FPGA via the serial interface. It also controls the reference clock,
starting and stopping it accordingly, in order to prevent any interference with the VMM ’s
acquisition mode. Upon the detection of a flag, the motherboard commands the front-end
FPGA to read the VMM out, and receives the data via the E-link, before sending them to
the DAQ software for storage and analysis.
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The logic was tested extensively under test-pulse conditions, that allowed for system
readout efficiency measurements, for various channel occupancies, as a function of the
trigger rate. These are particularly useful if operating the system under detector readout
scenarios, where the motherboard FPGA may also receive a scintillator coincidence
signal, prompting it to probe the VMM’s DATA 1 flag upon the reception of an external
trigger. Indicatively, the readout efficiency of the system is about 74% for a trigger rate
of 1kHz, if 4 VMM channels are being read-out.

Also, the scheme seems to have successfully reduced noise - to some extent. However,
the ENC measurements taken under it, still do not correspond to a specific input
capacitance, further indicating that the front-end board picks up noise that is amplified
and dampened in a different manner, depending on the VMM’s peaking time and gain.
Nevertheless, the encouraging results indicate that the concept of the scheme may
provide a base for any future work in this readout methodology. A noise comparison
between the two systems are shown in the following table. The reduction in ENC for
each peaking time and gain combination is shown in parenthesis on the new scheme’s
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corresponding ENC cell.
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’ Gain (mV/fC) / Peaking Time (ns) ‘ New Scheme’s ENC ‘ Old Scheme’s ENC

16/25 560 (17.9%) 660
16/50 542 (5.17%) 570
16,100 484 (10.0%) 535
16,200 475 (6.12%) 505

Conclusions

In this Chapter, the architecture and functionalities of all of the FPGA’s VMM readout
modules were described. The logic behind the blocks implementing the Continuous
Readout was laid out, including the procedure where the CKBC is strobed in order to
define a more precise timing between the arrival of an event and the VMM '’s reference
clock, and to provide a noise-free dataset, by taking advantage of the VMM’s self-reset
capabilities. The Level-0 readout methodology was also illustrated, emphasizing on
the logic implementing the 8b10b interface in the FPGA, that operates at the maximum
speed as per the VMM’s specifications, in order to minimize dead-time (as will become
evident in Chapter 6). Finally, the Two-Phase Analog Readout Mode was revisited.
This data extraction methodology can be used in low-rate scenarios, where an external
ADC can covert the VMM’s peak detector and TAC voltages with more precision
compared to the VMM ’s internal converters, at a slower speed. The readout method
was demonstrated, alongside a more advanced scheme, that focused on minimizing the
noise that was being picked up by the VMM’s analog front-end.



Chapter

The VMM Readout System and its
Testbeam Implementation

As mentioned in previous Chapters of this dissertation, the FPGA design supports the
readout of the VMM under testbench and testbeam conditions. The main motivation
behind using the ASIC off-chamber, is to validate the chip’s performance and to
calibrate it, prior to its deployment into a detector readout scheme. The FPGA design
was developed by taking this into consideration. That is, the architecture of the
firmware provides the necessary flexibility to satisfy the needs of both VMM readout
use-cases, under different hardware implementation environments', without requiring
heavy modifications in the design’s source files.

This Chapter focuses on the testbeam application of the FPGA firmware dedicated
in reading-out the VMM and described in Chapters 4 and 5. It covers two testbeam
campaigns, held in August 2017 and July 2018 at the Prevessin H8C SPS CERN
site. The main goal of the first testbeam was to validate the ASIC’s tracking and
triggering performance in a small scale experiment involving two small 10 x 10 cm?
Micromegas (MM) prototype chambers [30], read-out by two MMFE1 boards. The
second testbeam’s goal was to verify the VMM’s performance not so much as a
stand-alone tracking and triggering agent, but as a means to read-out the first large
Micromegas detector prototype, named Small Module 2 (SM2 - see Subsection 2.1.1).
This required an experimental setup on a larger scale, that involved many Data
AcQuisition (DAQ) nodes. In order to support the scheme, the VMM Readout System
Supervisory Board (VSB) FPGA firmware was developed.

!'The firmware supports many FPGA packages and VMM/FPGA-bearing boards (see Chapter 4).
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6.1 The August 2017 Testbeam

The third version of the VMM, named VMM3, was released in early 2017. After
verifying the chip under test-bench readout conditions using its built-in test-pulsing
circuitry, its performance in real data acquisition scenarios had to be evaluated as well.
Hence, a testbeam campaign was carried out, which took place in August 2017 at the
H8C SPS CERN site. Two MMFEI1 boards were used (see Appendix C), and each
was connected to one small 10 x 10 cm? Micromegas prototype chamber (also called
the T-chamber). The prototypes were placed back-to-back along the beamline, which
would carry either pions or muons. These would ionize the gas of the detectors, and
due to the applied high voltage, charge would accumulate and drift inside the active
area, thus resulting in current, that the VMM channels would pick-up from the readout
strips they were connected with (see Section 2.1 for more info on the charge formation
mechanism). A photograph of the arrangement is provided in Figure 6.1.

The readout method that was chosen was that of the Continuous Readout Mode.
To be precise, the technique used was not the conventional that utilizes a free-
running reference clock (CKBC), but that of the CKBC Strobing® (see Section 5.2 and
Subsection 5.2.1). The reasons behind using the strobing methodology are essentially
two. First of all, this scheme offers noise suppression. As discussed in the relevant
Subsection, the CKBC strobing indirectly inhibits any data that were generated in the
VMM but are not correlated with useful events. Since the necessary reference clock
strobes will only be issued if a trigger exists, pulses that crossed the threshold due to
an irrelevant causality (e.g. a noise burst, or a cosmic muon stimulating the detector
medium), will never be buffered due to absence of a clock, which is directly inferred
by the absence of a trigger.

Another reason why the CKBC strobing is preferred, is that it allows for a precise
definition of the event s ty. In order to understand this concept, a data acquisition system
comparison will be made. In ATLAS, protons collide in the center of the detector at
the rising edge of the system’s reference clock, which is the bunch-crossing clock, or
CKBC, distributed across all the system’s nodes, including the VMM. Hence, particles
are generated at a precise point in time and space. Given also that the time-of-flight
of a muon potentially generated due to a collision is also known?, the ¢, of the event
is in turn well-defined. This aids in track reconstruction, as the WTPC method creates
tracklets within a Micromegas layer using the fine timing of all strip hits correlated
with the muon that ionized the detector’s gas [3,4,55]. This timing is measured using

2The strobing readout mode was actually developed to fulfill the requirements of the implementation
in question.
3For the NSW, this amounts to about 30 ns.
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Figure 6.1: Photograph of two Micromegas T-chambers used in the August 2017 testbeam.
The two MMFEI boards, bearing a VMM and an FPGA each, are clearly visible in the
bottom of each detector.

the VMM’s TAC and TDO. However, in the testbeam setup, the ¢, is not defined
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with precision, because the reference clock is not synchronous with the events and
each corresponding trigger. The reference clock of the acquisition system is generated
locally, and the particle spills have no correlation with that clock. The strobing method
though, circumvents this, because the first CKBC clock tick that stops a hit’s TAC, has
a well-defined latency with respect to the trigger. The trigger is being generated by
a scintillator coincidence, which issues a logical pulse (with negligible jitter) when a
beam particle traverses the setup. This pulse is driven to the FPGA, which starts issuing
the CKBC strobes. The first strobe (and all the following), has a precise latency with
respect to the trigger, which infers an exact ¢, similar to the one of ATLAS. Otherwise,
the timing of the data would have had a jitter of 25 ns. A timing diagram depicting this
logic can be examined in Figure 5.5.

Hence, the experimental setup and the VMM configuration were defined around the
concept of strobing. That is, a TAC ramp of 100 ns was chosen, and the trigger setup
was arranged in such a way, as to be able to provide a trigger pulse to the VMM (via the
FPGA), in under 100 ns. This was imperative, as if the trigger would arrive after the
ramp duration, even the data related to the particles of the spill would get discarded due
to the TAC’s saturation. They would therefore fall into the case depicted in Figure 5.4,
but with a CKBC strobe actually arriving, although arriving after the channel had reset
itself. The triggering setup consisted of a set of scintillators with Photomultiplier Tubes
(PMTs), and an arrangement of the standard Nuclear Instrumentation Modules (NIMs).
The raw output from each scintillator-tube pair, drove a discriminating module, which
outputted a logical pulse if the signal crossed a user-defined threshold. That flag was
fed into a coincidence module (essentially a simple AND gate), that was receiving
the output from two scintillators, deposited across the beam line. Charged particles
(muons or pions) would therefore stimulate both scintillators, inducing the final trigger
signal, produced by the coincidence NIM module. This triggering setup, comprised of
conventional NIM modules, is common across many experimental high-energy physics
testbeam implementations. However, another NIM module was designed specifically
for the needs of the VMM-bearing front-end boards DAQ system, and will be briefly
described in the following subsection.

6.1.1 The Clock and Trigger Fanout Module

The Clock and Trigger Fanout (CTF) module, is a common reference clock source,
that can also convert single-ended LEMO signals to differential (LVDS) outputs. The
MMFEI1 board [44] has three trigger inputs: one comes in the form of a LEMO
connector, that accepts a single-ended trigger signal. The other two inputs, are
differential tHDMI and miniSAS connectors, that receive up to four discrete LVDS
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signal pairs. The CTF has four outputs of each MMFE]1 differential connector type,
each producing three output pairs. One is the reference clock, originating from a local
oscillator, with a frequency of 25 ns. Another one is the trigger output, as received from
the CTF’s LEMO trigger input. The final one is a soft-reset signal, which is another
signal used for system synchronization®. In the implementation at hand, the trigger
signal from the scintillator coincidence was fed to the FPGA via the MMFE1’s LEMO
connector. The CTF was used as a clock and soft-reset signal source, driving them to
the two MMFE s of the setup via two miniSAS cables of the same length. The trigger
was opted to be sent directly to the MMFEls via the single-ended LEMO input, as if
the CTF were chosen to carry that signal as well, extra latency would had been invoked,
potentially leading to event saturation. The setup can be viewed in Figure 6.2.

6.1.2 The Necessity of the Busy Signal

The design of the firmware logic imposes a limitation to the system with respect to
its availability during runtime. Upon the reception of a trigger, a DAQ node (i.e. the
FPGA of an MMFE1), will start extracting data from its VMM, and until that process
has finalized, no other trigger can be registered. When the front-end FPGA firmware
(see Chapter 4) is configured to read the VMM via the continuous readout scheme using
a finite number of CKBC strobes, a sequence of events takes place in the FPGA logic.
First of all, the Event Counter or Trigger Counter increments by one. This value is
prepended to the main body of the UDP packet that will be sent to the DAQ software
(see Figure 5.3). Then, the clock strobes are issued to the VMM, forcing it to halt the
TACs across the channels that have registered a pulse. The digitized data are stored
into the channel FIFO. The FPGA then starts issuing the token clock via the CKTK pin
in order to cycle through the data-yielding-channels. In-between the tokens, the CKDT
clock is toggling, thus deserializing the information from the VMM ’s FIFO. All of the
event’s data are then sent over to the software via UDP alongside some metadata in the
form of a header®. The FPGA is ready to receive another trigger only after writing the
last byte of the UDP payload into the FIFO2UDP module. This process lasts several
microseconds, and the problem arises from the fact that this amount of dead-time is not
constant. It depends on the amount of channels that are read-out by the FPGA.

Consider a hypothetical scenario where a trigger is sent to the two MMFEIs of the
system. They would both read-out their VMMs, and send the data packet to the

4Upon reception of the soft-reset signal, the FPGA forwards it to the VMM, by grounding the ENA
pin of the ASIC for one bunch-crossing. This causes the BCID counters of the VMM to be reset. Since
the reset signal is received in a synchronous manner by all FPGAs of the system, the counters of all
VMNMs are essentially reset a the same time, thus synchronizing them.

3 As mentioned before, the header’s main content is the trigger sequence number.
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Figure 6.2: Block diagram of the August 2017 testbeam experimental setup. The CTF
is providing two signals to the MMFEls, via miniSAS cables, over LVDS differential
signaling. These are the common reference clock, and the soft-reset. The latter signal,
is inputted to the CTF via a LEMO connector on the module’s backplane, and its state is
managed remotely from the testbeam’s control room. The two scintillator signals are fed
into a coincidence module (after passing from discriminators which are not depicted), and
the coincidence’s output is driven to the MMFE1 FPGAs via the front-end board’s LEMO
connector. Finally, the MMFEls exchange a busy signal via their tHDMI ports. The
importance of that signal is discussed in Subsection 6.1.2.

software. The software would then register the packets, and group them under the
same event, as the trigger counter of both packets have the same value. If however one
MMFEI] read-out six VMM channels, but the other one read-out ten, the second FPGA
would take more time to become available. What if another trigger arrives, when one
FPGA is ready to receive another trigger, but the other one is not? The answer is, that
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they would then go out of sync. This scenario is depicted in Figure 6.3.
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Figure 6.3: Timing diagram depicting a problematic use-case in the said DAQ system.
The first trigger arrives, and both nodes take their time to finish extracting and sending-out
their data. However, one is slower than the other, and when another trigger is issued, the
faster node registers it because it finished earlier, but the slower one simply ignores it. The
end result is a loss of synchronization. The trigger counter of the FPGA that accepted the
second trigger wanders off by one count. After some time, another trigger is registered
by both nodes (since they are both available), and even though the data extracted by both
nodes are correlated since they belong to the same trigger, the event counter value of the
FPGAs are off by one, and the software will not be able to group these events together.

There are two ways to work around this problem. The simplest is to use a trigger veto
in the scintillator coincidence output. This veto prevents the issuing of any trigger
subsequent to the one that was just asserted, for a configurable amount of time. The
amount of forced veto time, depends on the maximum dead-time that an FPGA node
might exhibit while reading-out the VMM. This of course, reduces the efficiency of
the system, as triggers that could had been registered by both nodes of the system, are
instead discarded. The most efficient way to circumvent the issue, given the current
setup, is to have a shared busy signal between the two FPGAs. While the one FPGA is
reading-out data, it holds its busy flag high, and sends it to the other FPGA, which uses
it to inhibit inbound triggers, if a use-case like the one depicted in Figure 6.3 occurs.
This solution ensures that the system is in full sync, while not reducing its efficiency
at higher trigger rates.

6.1.3 Results

The testbeam proved to be successful, fulfilling the ultimate goal of validating the third
version of the VMM under testbeam conditions. It also aided in defining the optimal
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configuration of the front-end ASIC, and the operational parameters of the detector
itself. The VMM front-end FPGA firmware turned out to be catalytic throughout the
process, through its robustness ease-of-use. The readout system provided datasets with
millions of events, recording about 200 K events per spill with a per-channel occupancy
of around 5kHz. The analysis that was conducted [56] mainly revolved around the
derivation of the Micromegas spatial resolution using the VMM, for perpendicular
tracks with respect to the detector’s readout plane®, and for angled tracks as well.
The resolution of the small Micromegas prototype using the VMM3 was calculated
to be about 65 pm for normal tracks, and around 107 um for a 30° angle between the
chamber’s mesh and the beamline, after some preliminary analysis. The resolution for
these angles is performed using the uTPC method [3,4,55], which requires the precise
definition of a ¢, for a given event. The CKBC strobing readout method aided in this
cause, thus helping to validate the VMM’s readout performance, despite the fact that
the beam was not natively synchronous with the reference clock of the system.

6.2 The VMM Readout System and its Supervisory
Board

Besides validating the front-end ASIC’s performance, the July 2017 testbeam also
proved the robustness of the FPGA-based readout system that was used. Within a few
minutes, a run with millions events could be taken, thus easing the process of evaluating
the performance of the VMM and the Micromegas chamber under various operational
conditions.

However, the system described in the previous Section, was simple in the sense that
only two DAQ nodes were deployed. Usually, in testbeam scenarios, more front-
end boards need to be used. Given the architecture of the readout firmware though,
this poses a severe limitation to the system design that was illustrated above. After
the FPGA logic receives an external trigger (usually originating from a scintillator
coincidence), it will go into a state in which it cannot accept other triggers until a
particular sequence of events has completed. To be precise, the final step is to write the
very last byte into the FIFO2UDP module (see Chapters 4 and 5), and the firmware
is ready to accept another trigger only after this occurs. This issue was first described
in the previous Section, where the continuous readout mode with CKBC strobing was
used, but is true for all readout modes that the FPGA supports. However, different
readout modes result in different dead-times. Careful design’ of the logic that extracts

%This type of dataset processing is covered in slightly more detail in Subsection 6.3.3.
"Essentially, this means that the gateware must be arranged in such a way as to minimize latency.
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the data from the VMM and forwards it to the software via UDP, diminishes that time,
thus increasing the readout efficiency of the system. In a multiple-node DAQ system
comprised of the FPGAs that deploy the given front-end VMM readout firmware, the
only way to prevent the problem depicted in Figure 6.3, that stems from what was just
described, is to have a common busy signal. However, it is difficult, or even impossible,
to share a busy signal between multiple nodes. One solution would be to use a trigger
veto, which forces the system efficiency to take a heavy toll.

The most efficient solution is to have an independent module, that supervises the DAQ
state that each front-end FPGA is in. That common node must generate and distribute
the system clock, fan-out the trigger and a reset that synchronizes the counters across
the system, and must receive the busy signal from each front-end FPGA, and use it
to inhibit triggers that are sent to the FPGAs, if at least one of them is occupied in
reading-out VMM data. These are the basic requirements it must satisfy, in order to
meet the criteria of the DAQ orchestrator. The VMM Readout System Supervisory
Board (VSB), fulfills all of the above, and will now be described.

6.2.1 System Overview - VSB Firmware Architecture

The VMM Readout System (VRS) Supervisory Board [44] is an FPGA-based system
that interfaces with other front-end boards that bear VMMs and FPGAs which imple-
ment the firmware described in Chapters 4 and 5, with slight modifications. These
front-end boards are also called VRS front-end nodes. The VSB firmware has been
implemented successfully in a Xilinx® VC709® evaluation board. Connectivity is
achieved through a custom FPGA Mezzanine Board (FMC). The design is flexible
enough to be ported to any board which is able to connect to several VRS front-end
nodes. The general scheme is shown in Figure 6.4. The VC709 implementation also
receives signals’ from the CTF module (see Subsection 6.1.1), that are relayed to the
VRS front-ends accordingly. It connects to up to eight front-ends, and to one CTF, via
nine miniSAS connectors, through the FMC. It also implements an Ethernet interface to
communicate with the DAQ software via UDP. The software forwards commands to the
VSB logic, which can steer the DAQ system’s state according to the user’s needs.

The main modules of the VSB FPGA design [54] are shown in Figure 6.5, and are listed
and briefly described below.

* Main DAQ FSM: This component is the supervisory state machine of the VSB
FPGA’s logic. It interfaces with all other building blocks of the design and

8The FPGA’s package ID is XC7VX690T-2FFG1761C.
9Reference Clock, Soft-Reset and Trigger.
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Figure 6.4: Overview of the VRS, when using the VSB in conjunction with the front-
ends. The VSB firmware implemented in the VC709 FPGA can support up to eight front-
end node connections. These connections are implemented through differential pairs over
miniSAS cables, and carry the Reference Clock, Soft-Reset and Trigger signals. These
originate from the CTF, which generates the system clock internally, receives the reset
signal from a LEMO cable that is driven from a module outside of the radioactive area of
the setup, and receives the trigger from a scintillator coincidence. The VSB can also receive
the ART trigger primitive datastream from up to three front-ends (see Subsection 6.3.2).
Finally, it receives the Busy signal from all eight front-end FPGAs. All (up to nine) FPGAs
ofthe system connect to the network via UDP over Ethernet, and the DAQ software (named
VERSO - see Appendix D), controls the system’s overall state and receives VMM data from
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the front-ends.

defines the overall state in which the system is, depending on the user’s directive
as it is forwarded by the UDPdin_handler.

* Ethernet Wrapper: Partially based on the 1Gb/s UDP/IP Stack design from
OpenCores [46], this sub-module provides interfacing capabilities with the soft-
ware host. Modifications have been made to the original design to accommodate
some Internet Control Message Protocol (ICMP) functionalities. The block also
deploys the Xilinx® GTH Transceiver and Tri-mode Ethernet Media Access
Controller (TEMAC) IP cores that interface with the on-board PHY chip to
provide 1 Gb/s Ethernet-over-copper connection with the software host.

* UDPdin_handler: This module registers the incoming UDP payload data
from the software and applies the values in internal configuration registers
accordingly. It also forwards any commands for switching the system’s state
to the Main DAQ FSM.

* Busy Logic: Essentially a simple OR gate that registers all single-bit Busy flags
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as they are driven to the VSB FPGA by the (maximum eight) front-end FPGAs
connected to the VSB. If at least one VRS front-end node cannot accept triggers,
the Global Busy signal will be high, thus inhibiting any triggers issued by the
Trigger Module.

* Trigger Module: Accepts a trigger signal from the CTF, and if the inhibiting
signal from the busy logic is low, the trigger is forwarded as-is to the TTC block.

* Trigger Timing and Control (TTC): Emulates the ATLAS trigger signal
propagation scheme. Using only two bits instead of eight (which is the standard
followed in ATLAS), this module accepts two signals from the CTF: trigger and
soft-reset. If a trigger is received, a single-bit LO trigger that is high for 12.5ns is
issued along the TTC line. If a soft-reset is received, a single-bit reset signal that
is high for 12.5ns is issued along the very same TTC line that also carries the
LO trigger. The only difference is that the LO trigger’s positive edge is aligned
with the positive edge of the reference clock, whereas the reset’s positive edge
is aligned with the negative edge of the reference clock. The front-end FPGA
deserializes the inbound TTC stream using the 40 MHz reference clock at double
data rate. If a high bit is sampled on the positive edge of the clock, an LO is
registered, and if a high bit is sampled on the negative edge of the clock, a
soft-reset is registered. This scheme is used to reduce the number of required
connections in the system. More information about the ATLAS TTC system can
be found in [57], while a brief description is also provided in Chapter 7.

6.2.2 Level-0 Readout within the VMM Readout System

The front-end readout firmware supporting the VSB is more or less the same as the
one described in Chapters 4 and 5, but with a few modifications and some application-
specific details that will now be discussed. The first difference comes in the form of a
new addition: the TTC reception logic, that decodes the inbound 2-bit trigger stream
originating from the VSB, using the 40 MHz reference clock it also receives from the
VSB, at double data rate. The logic resembles that of the ATLAS TTC system, but at a
lower frequency. Upon the reception of a trigger, the TTC receiver forwards it as-is in
the form of a Level-0 trigger to the VMM. If a soft-reset is received, the FPGA grounds
the ENA signal driven to the associated VMM pin for one clock cycle, thus resetting
the BCID counter of the ASIC. Because the reset is broadcast to all front-end FPGAs
in a synchronous manner, the end result is a system where all events of the same trigger
have equal BCIDs.

The only readout method that is used in this scheme, is the Level-0 Readout Mode,
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Figure 6.5: Block diagram of the VSB firmware, including its interfacing with all other
components of the system.

because it is optimized with respect to the imposed dead-time, as will be discussed
later in the current Subsection. In essence, the VMM that is attached to the detector
processes input pulses, agnostic if these are related to a beam particle or not. The
scintillator coincidence will send a trigger-high signal to the VSB via the CTF, if a
particle traversed the setup. The VSB will then register that trigger, and wait for a
configurable amount of time. Then, the trigger will be issued to the front-end FPGAs in
the form of an LO trigger via the TTC module, and the front-end FPGA will immediately
forward it to the VMM, and go in busy mode until the last VMM data word has been
buffered in the UDP FIFO. Naturally, in order for the L0 signal to be matched with the
particle data it is associated with, the VSB’s waiting time must be set by taking into
account both the VMM’s L0 latency configuration, the intrinsic latency of the trigger
system, and the VMM ’’s integration time which shifts the shaped pulse forward in time.
A timing diagram depicting the system is provided in Figure 6.6.
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Figure 6.6: Timing diagram of the VRS using LO readout during a testbeam. Only one
front-end node is used in this example. A muon from the beam excites the detector and
the scintillators, and the VMM registers the chamber-generated pulse(s) related to that
muon. The raw scintillator signals drive a coincidence module, which in turn sends the
trigger associated with that muon to the CTF. The latter module relays the trigger (denoted
as ext trg) to the VSB. The VSB waits for a configurable amount of time, its amount
determined by the user, which depends on the setup’s trigger latency (from the scintillators
down to the reception of the trigger by the VSB), and the VMM ’s configuration. The VSB
will then drive the L0 trg to the front-end FPGA, which after registering it, will send it to
the VMM in the form of the L0 signal. The VMM will then ”look back in time” based on
its LO selection logic (see Section 5.3) and forward the muon hits to the DAQ software via
the FPGA.

L0 Readout Efficiency and Dead-Time

The main advantage of the L0 mode, is the fact that it has minimal latency as opposed
to the other VMM readout methods. The VMM data extraction interface of the LO
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readout, transfers the data at an effective bandwidth of 512 Mb/s'?, and each channel hit
is 32—bit long, whereas the continuous readout mode is much slower, with a bandwidth
of just 100 Mb/s, and with each channel hit being 38—bit long.

When an LO trigger is issued, the VMM starts the transmission by first sending the
header (two-byte long), and then the channel hits'! (four-byte long) to the FPGA, over
its two data lines. It takes five cycles of the 160 MHz CKDT to clock-in a 10—bit word
from the VMM, and after two cycles the word will have been decoded and buftered
to the FPGA’s LO FIFO. Therefore, a hitless data packet will take 75 ns to get stored
into the FPGA, a data packet with one hit will take 200 ns to get buffered, with eight
hits approximately 1 us, and so on. However, the post-trigger dead-time is not equal to
that latency, as there is also the overhead of transferring these words from the readout
core’s buffer to the FIFO2UDP memory, which is a slower process (see Figures 5.1
and 5.7 for logic block visualization), with a duration that increases as a function of
the VMM’s channel occupancy. This data forwarding procedure is carried out by the
Packet Formation component, which also has to write the FPGA header into the UDP
memory, and utilize some handshaking signals between the FSMs. The end result is
that a one-channel-hit packet results in a dead-time of about 2 ps'?. Although larger
than just 187.5 ns, the dead-time exerted by the system is still considered small for most
testbeam implementations, since the trigger rate of these applications does not usually
exceed the few tens of kHz range. Figure 6.7 shows the efficiency of the system as a
function of the trigger rate.

6.3 The July 2018 Testbeam

After verifying the VMM’s functionalities as a front-end ASIC for data-taking using a
small Micromegas detector prototype in 2017 (see Section 6.1), the next step that had
to be taken, was to use the chip to acquire data from a large Micromegas prototype.
That detector, called Small Module 2 (see Section 2.1), was the first large Micromegas
prototype ever produced, and had been tested extensively by its production group
using older versions of front-end electronics. Hence, the performance of the prototype
(hereinafter also referred to as Device Under Test (DUT)), had to be evaluated while
being read-out with the 3rd version of the VMM, which did not differ much from its
final, production version.

10The base bandwidth is 640 Mb/s, but the 8b10b encoding comes with a 20% overhead.

"No hits are are sent in the absence of L0 trigger matching.

121t is worth pointing out that these times refer to single-VMM front-end boards (e.g. the MMFE1).
If data from more than one VMM have to be extracted (e.g. in an FPGA-MMFES - see Figure 4.1), the
time to forward out the data from all readout cores, each one of which is associated with one VMM, is
a multiple of the latencies that are given above.
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Figure 6.7: Readout efficiency of the VRS readout system as a function of the trigger rate,
for several channel occupancies, when running in LO readout mode [44].

The testbeam campaign lasted for the entire month of July 2018 at the HSC SPS CERN
site. In order to characterize the DUT’s efficiency, a tracker had to be set-up. A tracking
apparatus usually consists of more than two independent detector media, of known
performance, that are placed at the beam line alongside another chamber (for the current
case, the SM2, or DUT). If hits are recorded on all tracker elements, then a track is
reconstructed based on their geometrical arrangement and the position of the charge
cluster in each chamber. That track is extrapolated onto the DUT, and hits are probed
in it, to determine its hit yielding efficiency. The tracker consisted of four small T-
chamber Micromegas (the same type that was used in the August 2017 testbeam), read-
out by an eight-VMM!3 FPGA-bearing front-end, named MMFES (see Figure 4.1). The
DUT was read-out by the same type of front-end boards, also four in total. Each board
was being placed to one detector /ayer. The SM2, as in all production Micromegas
modules, consists of four distinct layers (see Section 2.1). The first two are called eta,
and the other two stereo. The eta’s readout strips are arranged in parallel with respect
to the detector’s horizontal plane, while the stereo layers have a 1.8° angle, in order
to reconstruct tracks in two dimensions. A Photo of the tracker’s T-chamber and a
diagram of the SM2 are provided in Figure 6.8.

3Hence, 512 channels or strips per T-chamber were read-out.
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Figure 6.8: Left: The T-chamber used in the tracker with the MMFES readout board
attached to it. Right: Diagram depicting the SM2 detector and its four read-out boards (in
green rectangles). On the far right, the four SM2 layers alongside their respective readout
boards can be seen with respect to a beam traversing the chamber. All detector depictions
feature the point where the beam is crossing, denoted by a red star.

Due to the amount of DAQ front-end nodes, the VRS-VSB system was deployed (see
above, in Section 6.2). The arrangement is a scaled-up version of the one depicted in
Figure 6.6, and its diagram can be viewed in Figure 6.9.

6.3.1 The Fine Triggering Method

In August’s 2017 testbeam, one of the main reasons behind using the CKBC strobing
readout method, was to synchronize the incident particle timing (i.e. the trigger) with
the reference clock of the system (see Section 6.1). ATLAS performs this by definition,
as the protons collide at each rising edge of the bunch-crossing clock. Having a constant
phase relationship of the particle with respect to the system clock, leads to a jitter-less ¢y,
which facilitates angled track reconstruction, as it relies heavily on a precise definition
of the strip’s hit timing within a given layer.

However, the design of the readout system in July’s testbeam, prevents from using the
CKBC strobing methodology. The first reason is that the L0 readout mode of the VMM
is not compatible with the CKBC strobing, as the ASIC’s digital logic that performs
the LO matching requires a free-running clock. The continuous mode could have been
chosen instead, but then the readout efficiency would have been impacted negatively,
because it is much slower as a data extraction scheme, thus resulting in larger dead-
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Figure 6.9: Diagram of the experimental setup of the July 2018 testbeam. In the middle,
the SM2 chamber, or DUT, is being read-out by four front-ends. Four T-chambers used as a
tracker are arranged on the left and right, each being read-out by one front-end as well. The
VSB connects to all DAQ nodes, and fans-out the reference clock, trigger and soft-reset.
The scintillators provide the trigger signals to the coincidence module, which drives the
trigger input of the CTF. The DAQ software host connects to all nine FPGAs of the system
via Ethernet/UDP.

time'®. If the increased dead-time could have been afforded, then using the strobing
method would have forced to use a longer TAC ramp, as the addition of the VSB and
the extra cabling increases the trigger latency, thus setting a more restrictive limit to
the trigger’s time-of-arrival, which must be injected to the VMM prior to the TAC’s
saturation (see Figure 5.4). Also, a longer TAC ramp means that the timing resolution
is worsened, which is incompatible with the implementation’s requirements.

Hence, the L0 readout mode had to be used, but the trigger had to somehow be synchro-
nized with the reference clock of the readout system. The solution was implemented in
the VSB’s Trigger Module, via the Fine Trigger Logic. This component samples the
40 MHz reference clock with a much faster one that has a constant phase relationship
with it as it originates from the same PLL. That fast clock has a frequency of 640 MHz.
The fast clock in question also samples the trigger input from the CTF. A simple logic

14Also, the continuous readout mode does not feature “clean” readout, which the L0 selection logic
provides seamlessly.
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then decides if the system’s clock rising edge is aligned with the rising edge of the
raw input trigger signal. If it is, then that trigger is forwarded to the front-end nodes,
provided the busy signal is low. If the trigger is not edge-aligned with the CKBC, then
it is discarded. A rough block diagram of the logic, alongside a timing diagram are
shown in Figure 6.10.
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Module 1 L cikeso i CTF |[e—
CK‘BC _ clk40 <
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Figure 6.10: Top: Block diagram of the fine triggering logic. The VSB’s Trigger Module
accepts the trigger from the CTF, alongside the reference clock (or CKBC in the VMM’s
jargon), and the 640 MHz fast sampling clock which registers both the CKBC and the raw
trigger (trg_in). The Phase-Align logic (also clocked at 640 MHz), takes both registered
signals, and determines if their rising edges coincide. Bottom: Timing diagram depicting
the behavior of the Phase-Align logic. The encircled and checkmarked input triggers will
be forwarded to the front-ends as an L0 signal, thus initiating readout.

The logic described above, creates a pseudo-synchronous system, where the triggers
injected to the front-end nodes are aligned with the reference clock, or CKBC, that the
VMM uses to perform its precise timing. Therefore, since the scintillator trigger is in
full sync with the particle’s time-of-arrival (with negligible jitter), the fine triggering
scheme emulates the clock-particle synchronization that characterizes the ATLAS
DAQ. This defines a precise t(, thus easing the track reconstruction of angled tracks in
the SM2.

In order to validate the scheme’s performance, a VMM channel was used to measure
the timing of the raw trigger input. An MMFEI was employed, in which a PCB
workaround had been conducted: the connection of the VMM’s last channel with the
board’s connector to the chamber had been removed, and the LEMO trigger input was
being routed to that channel, after passing from a voltage divider that was bringing the
trigger logic level down to the channel’s effective range. The scintillator coincidence
signal, was being routed to both the CTF, and that channel. Since the VSB was issuing
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LO triggers to the front-ends only when the scintillator coincidence was edge-aligned
with the reference clock (with 1.5625ns accuracy), the channel would only forward
the data of the digitized trigger signals that fulfilled this prerequisite. Hence, since
the channel measures the raw trigger’s timing with respect to the reference clock using
its TAC, the TDO value of that channel would yield the phase relationship between
the CKBC and the trigger coincidence. A small TDO spread would indicate phase-
alignment, and a large TDO spread would imply that the two signals are not phase-
related. Two plots depicting this are provided in Figure 6.11, thus proving that the
method indeed aligns the system clock with the trigger.

6.3.2 The ART Processing Core

As mentioned in Section 2.2, the VMM is a combined tracking and triggering agent. It
is capable of performing precise measurements that are selected using the L0 signal and
propagated to the back-end tracking data aggregating components, and at the same time
provide signals that are used by the trigger chain of the experiment that employs it. In
the NSW upgrade, which is the implementation that the ASIC was originally designed
for, the VMM is attached to the Micromegas and the sSTGC chambers, to process the
muon-induced pulses generated by the detector media. The readout (or tracking) path of
both detector technologies follows the LO readout logic. The trigger scheme however,
differs between the sTGC and the Micromegas. The sTGC path uses the direct timing
outputs of the VMM, while the Micromegas trigger path utilizes the Address in Real
Time (ART) functionality, where in each bunch-crossing (i.e. every 25 ns), the 6—bit
address of the channel that fired first (if any event was recorded by the chip’s channels)
is serialized over a dedicated pin to a trigger primitive aggregating component.

In the current part of this dissertation, where the VMM has been employed in
several FPGA-based readout schemes, only the LO readout/tracking path has been
demonstrated. Its trigger primitive outputs have never been used in any part of the
FPGA logic. The Trigger Module of the front-end FPGA firmware for example (see
Figure 4.3), is designed to accept a trigger signal either from the CKTP Generator when
test-pulsing the VMM (see Figure 5.6), or from an external source, which is usually a
scintillator coincidence source (see Figure 6.6). Whichever the case may be, the trigger
is forwarded to the VMM in the form of the L0 signal, and the VMM uses that signal
to match it with any buffered data that are correlated with that trigger. The matched
data are then collected by the FPGA and sent to the DAQ software for processing and
storage via a UDP connection.

In an attempt to fully demonstrate the VMM '’s functionalities, the ART Data Processor
was developed. This module, implemented in the VSB firmware, is capable of
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Figure 6.11: TDO spreads of the DAQ system’s MMFE1 VMM channel 63, that digitizes
the raw trigger, and measures the phase relationship of that signal with the reference
clock. Top: The fine trigger methodology results in a 600 ps standard deviation of the
TDO distribution (each bin corresponds to 250 ps), but if the original, or coarse triggering
scheme is used (where all triggers are forwarded to the front-ends, regardless of their phase
relationship with the CKBC), the spread is much wider.

receiving the ART data from up to three front-end VMMs. These VMMs are situated
in successive layers of the SM2 detector. The reason behind choosing these VMMs
over the ones that read-out the tracker chambers, is the fact that the strips of the SM2
across its layers are aligned with each other (with negligible error), thus facilitating
the trigger primitive processing, as it will become evident later on in this section. The
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ART processing logic combines the ART addresses from all front-ends, and if these
resemble a track, then a trigger is created inside the FPGA, and is relayed back to the
front-end nodes. The end result is a self-triggered DAQ system, which makes full use
of both core functions of the VMM, and does not make use of any external triggering
stimulus (i.e. scintillators) at all. A rough block diagram of the VSB firmware when
the ART processor is deployed, is shown if Figure 6.12.
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Figure 6.12: Block diagram of the VSB firmware, when the ART Data Processor is
implemented. Three front-end boards send their ART data to the VSB, and the processor
aggregates them. If addresses are received by every input, then the core performs a trigger
decision. That decision is positive if the address combinations resemble a particle track,
therefore the ART Coincidence signal is forwarded to the Trigger Module. The latter
component does not use the CTF trigger input at all, but only employs the ART to issue
a trigger to the system, which initiates a readout cycle that will extract the data that are
correlated with that ART coincidence.

The architecture of the ART processing core follows that of a pipelined design, where
each stage performs one particular task. An overview of the sub-components is
provided in Figure 6.13. The ART Shift Registers deserialize the ART stream, and
buffer them temporarily. The VMM outputs the ART data using a dedicated pin, which
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sends the data out of the chip and the front-end board (MMFES in this implementation)
at 320 Mb/s rate. The VMM uses a 160 MHz clock (CKART) to clock the data out,
which is provided by the VSB. The ART trigger primitive is constituted of a flag and
the channel’s six-bit address. Upon the deserialization of a flag and address, the ART
1s timestamped using an internal BCID counter, that increments at each rising edge of
the system clock, similarly to the VMM’s BCID counter. The address and timestamp
combination enters a shift register, clocked by the CKBC, with five positions. There is
one shift register per front-end VMM connection. If an ART exists in each of these three
registers, they will be combined into one 18—bit address combination word, which is
propagated into a network of FIFOs, alongside their BCIDs. In essence, this component
performs a time cut of 125 ns. If a muon or pion traverses the SM2, the ART primitives
will not be generated at the same bunch-crossing across the layers, but because of in-
layer effects (e.g. diffusion) they will be spread in time. Also, the timestamping of each
address is imperative, as it will be used later on in the process to issue the LO signal in
a timely fashion.

The 54—bit bus containing the ART and timestamp information enters a network of
FIFOs, where an arbitration logic queries each buffer and forwards the data from
non-empty buffers to the next stage accordingly. If the ART address combinations
differ with respect to their timestamps, then only one BCID is chosen, after a simple
calculation of their mean value. Then, the 18—bit ART combination is checked against
a Look Up Table, implemented in the FPGA’s blockRAM primitives. The RAM is
loaded via a bus that is connected to the UDPdin_handler (see Figure 6.12, although
that particular connection is not depicted there). The RAM has a depth of 218 — 1
positions, and a width of one bit. It yields valid ART address combinations, as written
to it by the user which can send this info to the RAM via UDP. The processor is designed
to probe for vertical particle tracks. Hence, a valid ART address combination would be
0,0,0, or 10,10, 10, or 42,43 ,41'5. Each of these decimal numbers is represented
by a 6—bit string. Three appended ART addresses, represent a RAM § address, and in
that address a value of one is written, if that is a valid ART combination. Upon the
arrival of an address-combination-to-check, the 18—bit word is used as an address to
the RAM’s port, to read a high (valid track) or low (non-valid track) bit that is stored
there. If a low bit is read, no further action is taken. If a high bit is read, the BCID of
the valid track-like ART combination is forwarded to the next pipeline stage.

The final stage is the L0 Issuer, that receives the BCID and stores it into a FIFO. That
FIFO is read and then the logic waits. It waits for a particular amount of time, that
depends on the VMM '’s configuration (i.e. its L0 Latency setting) and the total latency

5The address value difference tolerance is controlled by the user, which may either be more, or less
restrictive with respect to what constitutes a track or not.
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of the triggering scheme. The user fine-tunes both the VMM ’s L0 latency, and the ART
processor’s, so that the L0 signal that will be sent to the front-ends via the VSB, actually
matches the data that are related with that ART address combination. In modest-
occupancy situations, the latency between the reception of the first ART and the writing
of the timestamp to the LO Issuer’s FIFO is 650 ns. Given that, and the time it takes
for the ART addresses to reach the VSB, and the time it takes for the LO trigger issued
by the ART processor to reach the front-ends, a compatible LO latency combination
for both the VMM and the ART processor can be chosen. However, the VMM’s L0
latency setting should not be equal to the sum of the intrinsic latency of the system.
This is because in higher-occupancy situations, it is possible that the aforementioned
latency will be larger than 650 ns. Hence the existence of the buffer in the LO Issuer,
which acts as a derandomizer, and in conjunction with the core’s latency setting, issues
a well-timed LO trigger to the front-ends, and extracts the data that is supposed to.
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Figure 6.13: The ART Data Processor architecture. It receives data from up to three
VMMs, connected to successive layers of the SM2. If the ART addresses from all three
VMMs resemble a track, then an L0 trigger is issued back to the VMMs of the system, thus
resulting in a self-triggering scheme.

Note that eight parallel implementations of the processor are deployed in the VSB. This
is because each front-end board has eight VMMs. Each miniSAS cable that carries
the ART primitives from the front-end to the VSB, propagate the addresses from all
eight ASICs that are on the MMFES front-end board. Hence, each ART processor
implementation probes three VMM s that are, in essence, on top of one another, and the
whole system is evaluating the trigger data from all 64 x 8 = 512 channels of each
layer. Each processor’s LO output, drives an OR gate with eight inputs, that in turn
forwards the ART coincidence signal to the 7rigger Module, which will relay the LO
trigger to the front-ends accordingly.

Prior to the testbeam, the logic was successfully validated using test-pulses, and as
it will become evident in the next Subsection, the beam data also verified its core
functionalities.
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6.3.3 Analysis - Results

The general goal of the July 2018 testbeam was to validate the SM2’s performance,
while being read-out by the third version of the VMM front-end ASIC. In particular,
the operational parameters of both the detector and the ASIC needed to be defined.
One particular issue that had to be addressed, was the high voltage setting applied
to the strips of each detector layer. As discussed in Section 2.1, the higher the
voltage delivered to the strips, the higher the detector’s gain, as the avalanche effect
gets more amplified, leading to higher efficiencies. However, too high-a-setting
may lead to sparking, a phenomenon that is even more pronounced in large-scale
Micromegas modules. Therefore, one important parameter that had to be defined
precisely, was the optimal high voltage setting that would mitigate any sparking effects,
while maintaining a satisfactory efficiency. Also, different gas mixtures besides the
standard 93% Ar : 7% CO, had to be tried, in order to determine their impact in detector
performance. Finally, the resolution of the SM2 had to be measured. All of the
aforementioned studies were performed, with the VRS DAQ playing a catalytic role in
the data acquiring and handling process. More than 500 runs under various parameters
were taken, amounting to about 100 GB worth of data. With a per-channel occupancy
of around 5kHz, and trigger rates of under 100 kHz for pion and muon beams, the
readout efficiency was always above 80% (see Figure 6.7).

One of the most important measurements was the per-detector-layer efficiency evalua-
tion. Using the four T-chamber trackers, a track is formed from the clusters formed in
each detector. Then, the track is extrapolated to the SM2, and a cluster is probed for,
in each of its four layers. Failure to find a cluster within 10 o (where o is the detector’s
resolution for vertical tracks, which equals to about 70 wm) of the particle’s trajectory,
reduces the said layer’s efficiency grade. In Figure 6.14, a plot depicting the SM2’s
layer efficiency as a function of the high voltage applied is displayed.

Another parameter that had to be evaluated, was the detector’s spatial resolution. In
order to fulfill the ATLAS muon spectrometer requirements, the Micromegas should
be able to provide hit reconstruction with accuracy better than 100 um per detection
plane [7]. As mentioned in Subsection 6.1.3, the techniques applied to the analysis
of track reconstruction differ, and depend on the beam’s angle with respect to the
Micromegas readout plane. These methodologies have been studied extensively in
previous works [3,4,55]. One of the most prominent ones are the Centroid Method
(mainly used for perpendicular tracks), and the puTPC Method (mainly used for angled
tracks). On the centroid (also called center of gravity method) technique, one can
also apply the so-called  Correction to add another term that optimizes the track
reconstruction performance. Also, it has been shown [7] that applying a hybrid
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Figure 6.14: Left: The testbeam’s setup when an SM2-layer efficiency measurement is
performed. The particle’s trajectory is reconstructed using the small T-chambers (denoted
as T-mm), and clusters are probed for in the area of the SM2 layers that the particle passed
from. Right: Efficiency of each layer of the SM2, for a set of standard VMM configuration
parameters and detector gas mixture, as a function of the strip high voltage setting.

centroid-uTPC methodology for tracks within the range of 10° — 40°, achieves more
consistent results.

In this work, only the centroid method was performed to estimate the SM2’s spatial
resolution for the two eta planes. The repository of these C++ based routines that
manipulate .ROOT ntuples can be found at [58], which is a branch of the codebase
presented in a previous study [55]. In the case of gaseous detectors, a charged particle
traversing the detector ionizes the active medium, thus creating a charge that is shared
among several neighboring strips. This can be attributed to diffusion effects, that
depends on the gas properties and the drift electric field, and to charge-sharing between
capacitively coupled neighboring readout strips. In the resistive-strip Micromegas
detector, the hit position reconstruction uncertainty is not only determined by the
fine segmentation of the readout elements, but it is also significantly affected by the
resistivity and the geometry of the resistive strip layer. These parameters affect the total
induced charge on the readout strip per charged particle, and the number of strips with
signal above threshold [4]. Therefore, it is considered standard practice to quantify
the spatial resolution of all detector prototypes, to pinpoint any shortcomings (e.g.
construction deficiencies) in the production process.
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The centroid method revolves around one formula [3]:

Z Tiq;

= — (6.1)
>
i=1

Where P is the cluster s centroid position per layer. Due to the phenomena referred to

above, the charge is shared between adjacent strips, and the number of strips fired is

n (for perpendicular tracks, usually n = 3.). z; is the strip § centroid position, and ¢;

is the charge (i.e. the VMM’s PDO) recorded by the strip. By subtracting the centroid

position from successive eta layers over a large number of events, one gets the residual
distribution, usually Gaussian in shape. The standard deviation of this plot represents

the detector’s spatial resolution. The results from a muon beam run, alongside a

graphical representation of the centroid method is depicted in Figure 6.15.
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Figure 6.15: Lefi: SM2’s residuals from one muon beam run during the July 2018
testbeam. The resolution equals to o = 73 um, well within the detector’s requirements.
Right: Graphical representation of the centroid method for a near-perpendicular muon track
traversing the detector. The centroid of the two layers are found, based on the charge
distribution across adjacent strips in each corresponding layer (each centroid corresponds
to P of Eq. 6.1). Subtracting the two centroids for one event, adds one entry to the left-
hand-side plot.

Finally, the functionality of the ART processing core was evaluated. Unfortunately,
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due to beam time and hardware limitations, no trigger algorithm efficiencies were
performed. However, the basic logic of the VSB’s trigger primitive processor was
either way validated, by disregarding the scintillator coincidence input to the VSB, and
inducing triggers to the front-ends via the ART from three MMFES8s mounted on two
eta layers and one stereo layer of the SM2. The results were positive, as the DUT’s
resolution for muons was calculated to be ¢ = 70 um, proving that the method is able
to extract clean data from the detector. Finally, the beam profile in the self-triggered
runs was created. The resulting beam profile is shown in Figure 6.16, where the profiles
from a regular scintillator run and an ART run are compared. These preliminary results
point that given more runs and optimizations to the ART processing logic, the VRS
could evolve into an efficient self-triggered system.
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Figure 6.16: Lefi: Beam profile for one of the SM2’s eta layers from a regular scintillator
run. Right: Beam profile for one of the SM2’s eta layers from a self-triggered run. In both
plots, the x-axis represents the strip number, and the y-axis the number of strip hits. The
difference in the beam’s shape is evident, and stems from the fact that the self-triggering
methodology has a wider aperture with respect to the scintillator triggering, because the
latter scheme’s readout region depends on the geometry of the triggering media. However,
the right-hand side diagram presents some inefficient areas, which occur because some
channels had to be masked in one of the layers that were used in the triggering. This creates
a drop in efficiency, that can only be tackled if more layers are added in the triggering
scheme of the firmware.

Conclusions

In this Chapter, two testbeam implementations of the FPGA-based VMM readout
system were studied. The 2017 testbeam involved a small-scale experimental setup,
that validated the VMM’s third version chamber readout capabilities. For the 2018
testbeam where more readout nodes had to be included, the VMM Readout System
was developed. The system involved several front-end nodes and an FPGA supervisory
board, named VMM Readout System Supervisory Board, that orchestrated the DAQ
procedure. Apart from this fundamental role, the VSB firmware is also able to
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synchronize the inbound triggers with the global reference clock, and is also capable of
processing the VMM ’’s trigger primitives, in order to create a self-triggered system that
does not rely on an independent scintillator stimulus. The scheme proved its efficiency
by providing data to the NSW’s Micromegas collaboration that played a significant role
in the development of the Micromegas detector and the VMM.

For more information, the reader is also referred to the VMM Readout System journal
publication [44].



Chapter 7

Integrating the New Small Wheel
Electronics System with the ATLAS
DAQ

In this Chapter, the final Data AcQuisition (DAQ) and electronics system of the New
Small Wheel will be described, alongside a set of tools that were developed to ease
the integration process. In Chapter 2, the cornerstone of the NSW electronics system
was introduced: the VMM. In previous Chapters of the second part of this dissertation,
the VMM was read-out using configurable integrated circuits (FPGAs). In the final
system that will deployed in the ATLAS cavern though, the VMM will be interfacing
with a set of other Application-Specific Integrated Circuits (ASICs), that will configure
it, read-out its tracking (or Level-0/1) data, and acquire its trigger primitives. Prior to
their commissioning, the final Micromegas sectors (see Chapters 2 and 6) are read-out
and validated under cosmic radiation at the BBS site of CERN. Hence, that particular
setup will be described in greater detail, since it resembles the final scheme in the
ATLAS cavern, but at a smaller scale. After establishing the necessary knowledge on
the system’s building blocks and functionalities, a description of a set of tools that aid
the commissioning procedure will be provided, some of which will also be used in
the final system which will read-out the NSW electronics and detectors in the ATLAS
cavern.

171



172 7.1. ATLAS DAQ AND THE FRONT-END LINK EXCHANGE

7.1 ATLAS DAQ and the Front-End Link eXchange

As mentioned in Chapter 1, the future LHC upgrades will increase the beam’s
luminosity, which will consequently increase the particle flux, and hence, the demand
in throughput of the detector’s data acquisition system. As discussed in previous
Chapters, the front-end data acquisition hardware is buffering data continuously, and is
agnostic of their origin. Only a fraction of this information corresponds to meaningful
physics data. Therefore, the actual trigger rate in ATLAS is smaller than the bunch-
crossing frequency. In Figure 2.7, the general philosophy behind the final readout
of the NSW’s front-end ASIC (the VMM) is illustrated. The VMM (alongside many
of ATLAS’ front-end ASICs) buffers tracking data into its memory, and continuously
streams rapidly-produced trigger data to the associated electronics of ATLAS. These
combine trigger information from different sources across ATLAS, and produce the
so-called L0 Trigger or simply L0 that is fanned-out to all front-end nodes. If the
latency between the event and the LO signal associated with is fixed, as it should
be, each front-end node will go through its memory, and send out the more accurate
data (i.e. the Level-0 or tracking data) associated with the said event. These L0 data
are buffered in another front-end readout device, that forwards the data towards the
back-end either immediately, or upon the reception of the so-called LI Trigger, or
simply L/. This signal will be the second stage hardware trigger in ATLAS, and
represents a result of a more refined processing of the trigger data from the detector’s
electronics. Hence, the Level-1 trigger’s frequency will be less than that of the Level-
0’s, and its latency will be larger than that of the Level-0’s. Hereinafter, the two trigger
stages will be considered as merged, and the terms L0 and L1 will be interchangeable,
as the introduction of the two-stage triggering is something that only future runtime
conditions will determine!.

To be precise, the HL-LHC which is expected to start operations in the middle of 2026,
will ultimately reach a peak instantaneous luminosity that corresponds to approximately
200 inelastic proton-proton collisions per 25 ns. That period, also referred to as Phase-
11, will set the ultimate limit of the DAQ system, as the Level-0 trigger rate will be
at 1 MHz, and its latency will be equal to 10 us. For Phase-I which will take place
between 2021-2023 on the other hand, the rate will be at 100 kHz, and the latency
equal to 2.5 us. Finally, it is worth mentioning that these trigger frequencies do not
represent the rate at which data are stored in ATLAS. After the back-end electronics, the
High Level Trigger (HLT) system performs a software-based trigger cut to the inbound
tracking data, which further reduces the final storing frequency to 1 kHz for Phase-I,

!'The two-level hardware trigger design specifies a Level-0 trigger rate of 2—4 MHz at a 10 s latency,
followed by a Level-1 trigger, with a rate of 600 — 800 kHz and a latency of up to 35 us [8].
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corresponding to an average output bandwidth at peak luminosity of ~ 3.2 GB/s, while
for Phase-II, these numbers are expected to increase by about one order of magnitude
[59].

The keystone of the ATLAS DAQ system will be the Front-End Link eXchange
or simply FELIX [60-62]. FELIX will essentially be a bridge between the front-
end electronics of all ATLAS detector subsystems, and their corresponding back-end
components, which will mostly be software-based, whereas FELIX is an FPGA-based
system housed by a commercial server. Situated in the counting room, or Underground
Service Area 15 (USA15), FELIX connects to the front-end electronics of the ATLAS
cavern via optical links, or GBT links, each one of which is running at 4.8 Gb/s.
For the NSW case, FELIX will interface with the front-end nodes over twenty-four
optical links. These links carry the GBT frame, which is 84-bit wide, depicted in
Figure 7.1. The Giga-Bit Transceiver (GBT) [63,64] protocol is a transmission scheme
that involves radiation-tolerant ASICs, capable of handling large amounts of data for
high energy physics experiments. It will be re-visited in Chapter 8.

Header[3:0] | IC[1:0] EC[1:0] Data[79:0] FEC[31:0]

Figure 7.1: Graphical representation of the GBT Frame [63]. The first four bits is the
header, then the next four are dedicated fields used for Slow Control, while the Data can
be added in an 80—bit field. The FEC field is 32—bit wide, and is used for correcting any
errors during the reception of the frame.

One frame is transmitted from and towards FELIX at every bunch-crossing. The
additional frame overhead depicted in Figure 7.1, results in an effective user bandwidth
of 3.36 Gb/s, since 84 bits can be transmitted each ~ 25ns. The GBT interfacing is
implemented in the FELIX FPGA, which deploys an equal number of instances of the
GBT-FPGA firmware as the amount of links?. A large portion of the FELIX firmware
is handling the data that are being mediated back and forth through the GBT-FPGA
transceivers, and encode or decode these data either via the 8b10b or HDLC line codes.
The other large part of the design, is the Direct Memory Access (DMA) core, which
in essence implements the interface between the FPGA and the custom software that
runs in the server’s Central Processing Unit (CPU). This is done via standard Peripheral
Component Interconnect Express (PCle). The FELIX software connects to the back-
end commodity network via 100 Gb/s Ethernet.

Three types of data are handled by the custom router which comes in the form of FELIX:
L1 or tracking data, slow control data, and Trigger, Timing and Control (TTC) data [57].

>The GBT-FPGA is an FPGA implementation of the GBTx transceiver ASIC, part of the GBT chipset
[65].
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The first two are managed by both the software and the FPGA, but the latter, which must
have a deterministic latency, passes only through the FPGA, via a dedicated optical
interface. FELIX’s board recovers the LHC clock? from the said TTC link, and receives
all trigger commands, that are forwarded to the front-end devices with minimal and
fixed latency. These commands include the aforementioned LO/L1 triggers, and various
kinds of resets for the electronics. On the non-deterministic latency path, which goes
through the server’s Ethernet interface and the card’s DMA connection, there are two
major network clients connected with FELIX. Each one is associated with either the L1,
or the slow control data. The new multi-threaded Software Readout Driver (swROD)
infrastructure, receives the tracking data from FELIX, for event fragment building and
buffering. In addition, the swROD supports detector specific data processing, and
serves the data, upon request, to the ATLAS HLT [61]. On the other hand, a dedicated
Open Platform Communications (OPC) server manages the slow control data that run
through FELIX, and is primarily used to configure and monitor the front-end devices
that FELIX is connected with [66]. The general scheme of FELIX, and its relationship
with all surrounding systems is depicted in Figure 7.2.

Trigger, Timing and Control ATLAS
Trigger

Up to 24
Optical Links T — Y
1 FELIX Server |
TTC FPGA|!
! 1
[ 1 Slow Control Data

° LI GBT € >
LI Interf: <> DmA !
[ ] ' (4.8 Gbps per link) 1

Front-End NM ¥ A |1 Tracking Data
Device 1 [ Pcie Gen-3 : Network
[ Motherboard !
: 1 CPU 1
! | 1
FELIX| [FELIX RAM

: 1 App | |Driver DMA 1
L 1

1
Front-End , Back-End

Figure 7.2: Left: The FELIX BNL712 FPGA board, which the NSW will use for its needs.
It features a Xilinx® Kintex Ultrascale XCKU115 FPGA, a PCle connector to interface
with the CPU and the back-end network, and an optical coupler supporting up to 24 links.
A dedicated mezzanine board receives the reference clock and the trigger information from
the ATLAS TTC system [67]. Right: FELIX and its relationship with other parts of the
DAQ system, as described in the main text of this Chapter.

In the Section that follows, more information will be given on the general scheme of the

31t is reminded that this clock has a frequency of 40.079 MHz, which is the frequency that the protons
collide in ATLAS, and is the reference clock of the entire DAQ system.
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NSW?’s electronics system, which is comprised of several devices, with some already
mentioned in this dissertation.

7.2 The New Small Wheel Electronics

Single-Event Upsets (SEUs) that may occur in high radiation environments, such
as inter-planetary space, or in high energy physics experiments, pose a significant
challenge to all devices that are designed to be used in the aforementioned fields of
applications. All of the elements that are used in the front-end electronics system
of the NSW for example, have been designed in such a manner as to be practically
immune from the negative effects caused by the radiation that is present in the NSW.
Due to the proton-proton collisions occurring in ATLAS, high-energy neutrons may be
generated by secondary interactions with the detector’s materials. When a high energy
neutron traverses an electronic device and strikes an atom in its silicon substrate, a
reaction occurs. Energetic and positively charged reaction products liberate a cloud
of electron-hole pairs. This mechanism is depicted in Figure 7.3. The electron-hole
pairs create a Single-Event Transient (SET) in the circuit, which can propagate through
combinational logic. If the SET has enough amplitude and duration and coincides with
a clock, then an incorrect value is registered and the SET becomes an SEU [68, 69].
Choosing a transistor technology that is not that easily affected by the said effect, or
triplicating* the registers of a digital device in order to introduce redundancy in case an
SEU occurs, are common techniques employed by chips that are designed to operate
in these types of conditions. All of the NSW ASICs are considered radiation-tolerant,
meaning that their design guarantees error-free operation, despite the fact that for the
innermost region of the detector’s wedges the total ionizing dose can reach up to 5 krad
per year of operation [7].

As stated in the beginning of this Chapter, the VMM is where all of the NSW’s data
are generated. The VMM (see Section 2.2) serves both detector technologies of the
NSW, and continuously buffers LO data into its memories. Each of the 64 VMM
channels may connect to the Micromegas readout strips, the sSTGC pads, wires, or strips,
and adequately process all types of signals that originate from these elements, mainly
because of its large set of configurable parameters and general flexibility. The LO
data that are associated with muon particles stimulating the detector media, are being
selected and read-out by another ASIC, situated on the same front-end board that the
VMM is on. This is the Readout Controller or ROC. More information on this device
can be found in Subsection 7.2.2. The ROC manages the data from several VMMs

4 Also referred to as Triple Modular Redundancy (TMR).
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Figure 7.3: A neutron strikes the substrate of a transistor, thus releasing a charged particle
that may alter the transistor’s state [69].

(since in each front-end board there are usually more than one VMMs, but only one
ROC) and buffers them temporarily, before sending them out of the front-end board
it is on, upon the reception of the L1 trigger. The L1 data from several ROCs are
aggregated by another ASIC, called GigaBit Transceiver or GBTx [63,64], which will
be re-visited in Subsection 7.2.1 and Chapter 8. In essence, the GBTx is a high-speed
transceiver, capable of connecting to many front-end devices (including the ROC) via
serial electrical links called E-links. The GBTx is the last stage before the back-end
electronics. It connects to FELIX via optical fiber, and receives the reference clock,
and the slow control and trigger data from it, and distributes it to the other front-end
devices it is connected to via their associated E-links, while it also sends the L1 and
slow control data towards FELIX, as it receives them from the other front-end devices
via their associated E-links. The Slow Control Adapter (SCA) ASIC, which will also
be re-visited in Chapter 8, is the chip that handles the configuration and monitoring
of all other front-end devices. It allows for interfacing with several types of ASICs
(or sometimes FPGAS), via various sub-devices it employs in its fabric (i.e. I?C , SPI,
JTAG primary modules, or ADCs). It therefore receives the slow control data from
FELIX via the GBTx, while it also sends monitoring data and configuration replies via
the GBTx back to FELIX. The front-end board that hosts eight VMMs, one ROC and
one SCA for the Micromegas technology is the Micromegas Front-End Board 8, or
MMFES. The board that hosts three GBTxs and an SCA, is the Level-1 Data Driver
Card, or LIDDC [8]. This more or less completes the description of the L1 data path,
which is common for both detector technologies.

But the VMM also operates at a faster mode, used for triggering (see Section 2.2).
Upon the detection of a peak that crosses the user-defined threshold, the chip does not
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only buffer the high-precision-measurement data into its memories, but it also outputs
the channel address that this peak was detected on. This is called the Address-in-Real-
Time (ART) mode and is used in the Micromegas trigger scheme. The VMM also has
a fast digitization 6-bit ADC (6bADC), that provides a coarse, but rapid, amplitude
measurement of the pulse encoded in 6-bits. In addition, as long as a pulse is above
the threshold, the VMM outputs a single-bit Time-over-Threshold (ToT) flag in one
of its 64 direct-timing output pins. The 6bADC data and ToT signals are used by the
sTGC trigger electronics to determine trigger candidates. The VMMs on the pFEB
operate in the ToT mode and the sSFEB VMMs operate in the 6bADC mode. One of
the main elements of the sSTGC trigger electronics is the Trigger Data Serializer (TDS)
ASIC [70]. There are two types of TDS ASICs, one for the pFEB and one for the
sFEB. The pFEB TDS collects the ToT signals from all VMMSs and timestamps them
with the BCID. The sFEB TDS deserializes the 6bADC data from the VMMs on the
board and buffers them temporarily. Connected to both FEBs is the Pad Trigger (PT)
board, an FPGA-based processor that uses the ToT signals, that give a rough estimate
of a muon event position, to create a Region-of-Interest (Rol). A continuous stream
of ToT flags with their timestamps are sent by multiple pFEB TDSs to the PT and if
a 3-out-of-4 coincidence is found by the PT in both sTGC quadruplets of a wedge,
a Rol is formed. The PT then signals the SFEB TDS chips within that Rol to send
out their buffered 6bADC data towards the sTGC Trigger Processor via the Router
Board. This scheme, though complex, reduces throughput towards the sTGC Trigger
Processor without compromising the precision. On the Micromegas trigger path side,
only the ART mode is being used, resulting in a simpler scheme. The ART signals
from the VMM are driven to the ART Data-Driver Card (ADDC) that connects with
up to eight MMFES8s (thus, 64 VMMSs). The ART ASIC on the ADDC deserializes
the ART addresses from several VMMs, appends a 5-bit VMM geographical address
and a BCID timestamp. It then forms and forwards a data packet to the Micromegas
Trigger Processor (TP) through optical fiber. On the back-end of the trigger path, lie the
NSW TPs. The NSW TPs are FPGA-based, housed on Advanced Telecommunications
Computing Architecture (ATCA) crates and collect trigger primitives from the ADDC
and sFEB/PT/Router boards. The TPs quickly calculate centroids using the ART
and 6bADC data, interface with each other to remove duplicates and transmit muon
trigger segments/candidates to the Sector Logic (SL) in just under 1025 ns, within
the requirement set to the NSW trigger chain by ATLAS [7]. The SL then combines
information from the muon subsystem’s Big Wheel, to generate a final trigger candidate
decision and eventually send it to the ATLAS Central Trigger Processor (CTP), which
issues the final LO trigger via FELIX accordingly. The entire scheme of the NSW
electronics is illustrated in Figure 7.16 at the end of this Chapter, while the VMM’s
connectivity with all other front-end ASICs is depicted in Figure 7.4. It is also reminded
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that the current Chapter focuses more on the L1 DAQ chain of the Micromegas detector,
therefore the trigger scheme and the L1 DAQ sTGC scheme will not be covered in more
detail, as they fall out of scope with the work related to this dissertation.
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Figure 7.4: The VMM ’s connectivity with all other nodes of the front-end trigger and L1
readout system of the NSW [50].

7.2.1 The GigaBit Transceiver ASIC

The GigaBit Transceiver (GBTx) ASIC, is a radiation-tolerant transceiver developed by
CERN [63,64], specialized in mediating data in the harsh radiation environment of high
energy physics experiments. It is part of the GBT chipset, which is comprised of the
GBTx ASIC, the Versatile Optical Transceiver (VTRX) (formed by the Gigabit Laser
Driver (GBLD) [71], and the GigaBit Trans-impedance Amplifier (GBTIA) [72]), and
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the SCA [43]. The GBTx implements a bidirectional optical link, which connects it
with the back-end part of the DAQ system, at a bandwidth of 4.8 Gb/s. Through this
link, three types of data are mediated: 7iming and Trigger, L1 Data or Tracking Data,
and Slow Control Data. For the NSW case, at each bunch-crossing (i.e. every 25ns)
each FELIX’s optical link sends to and receives from its GBTx a frame which is 84-bit
wide, depicted in Figure 7.1. On the GBTx side, the physical link is implemented by
the two auxiliary radiation-tolerant ASICs, the GBLD and GBTIA, which connect with
the GBTx. On the FPGA side, FELIX’s GBT-FPGA block that is implemented in its
design, implements the actual interface with the GBTx chip that is on the other side
of the connection. Hence, the block denoted as Front-End Device in Figure 7.2, is the
GBTx, which is in turn connected to other devices.
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Figure 7.5: GBTx Architecture. The back-end optical interface on the right allows the
ASIC to interface with FELIX, while the front-end uplink and downlink serial E-links
implement the interface with the front-end devices [73].

The GBTx ASIC employs 130 nm technology, and triplicated configuration registers
to protect itself from SEUs. It utilizes a 400-pin BGA package with 0.9 mm pitch,
a single power supply of 1.5V, and a maximum power consumption of 2.2 W. The
GBTx recovers a reference clock from the fiber using an on-board oscillator, and uses
that to synchronize its interfacing logic with all other front-end devices it is connected
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with. That clock (which is the bunch-crossing clock) originates from the TTC system
of ATLAS, and is being distributed to all of the NSW’s FELIX instances via dedicated
modules. FELIX in turn uses that clock as a reference for its GBT-FPGA transceivers,
which implement the optical interface with the GBTx. The latter’s device large number
of pins, allow it to connect with many front-end devices, and provide that reference
clock to them via differential pairs, thus resulting in an isochronous system. Apart
from the clock, the GBTx receives the data from the 84—bit frame that FELIX sends
at each bunch-crossing, and serializes them to the connected devices via serial E-links,
over differential pairs. These are the downstream/downlink connections. Each of these
E-links may run at 80, 160, or 320 Mb/s, and are in sync with the reference clock.
Similarly, the GBTx may also receive data from the front-end devices, via another set
of differential E-links, also capable of running at the aforementioned speeds. These
are the upstream/uplink connections. After the deserialization, the upstream data are
then mediated towards the back-end via the optical interface. A complete set of E-
links for a given device connected with the GBTx is therefore comprised of a clock
sent by the GBTx, the serial data sent by the GBTx (downlink), and the serial data
sent to the GBTx (uplink). The ASIC’s bandwidth and packaging allows it to connect
with up to forty devices, if all of their E-links operate at 80 Mb/s. Usually though,
the ASIC is configured to interface with different devices at a variety of data rates,
depending on the requirements of the system. A block diagram of the ASIC can be
examined in Figure 7.5. More information on the GBTx’s functionalities are provided
in Section 7.4.1, where an application that manipulates its configuration registers during
runtime conditions will be described.

7.2.2 The Read Out Controller ASIC

The Read Out Controller (ROC) is an ASIC designed to forward the L1/tracking data
from the VMM chips towards FELIX via the GBTx, while accommodating the expected
trigger rates in the ATLAS detector for both Phase-I and Phase-II. The ROC aggregates
data from up to eight VMMs. The data from each VMM are serialized to the ROC
via two lines, running at 320 Mb/s each, resulting in a total effective bandwidth of
512 Mb/s per VMM, due to the applied 8b10b encoding on the hit data transmitted from
the VMM to the ROC [42]. As it is evident from Figure 7.6, the ROC has eight VMM
L1 data deserializing and buffering instances working in parallel. Each one forwards
the extracted data to one sub-ROC (or simply, sROC), which buffers the data in a deeper
FIFO, and performs the BCID or L1 matching on them. The extra buffering stage exists
because of the two-level trigger architecture of ATLAS. The VMM forwards its data
to the ROC upon reception of the L0 trigger, which the ROC sends to it, as it receives
it by the TTC stream. Data that are matched within a specific time window, given a
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configurable offset, are sent to the ROC>. The ROC in turn sends the data it read from
the VMM to FELIX, upon the reception of the L/ trigger by the TTC stream. This
trigger is tagged with a BCID by the ROC, as the VMM does with the LO. Then, a
configurable offset is applied to the L1 timestamp, and if any VMM data are matched
within the sSROC’s buffer, they are being forwarded out of the SROC, towards the GBTx,
via a serial upstream E-link, running at 320 Mb/s maximum, over 8b10b encoding®.
For Phase-I, the LO and L1 triggers will arrive to the ROC within the same bunch-
crossing, meaning that all data which are read-out of the VMM are sent to FELIX, so
in essence, no L1 matching is performed. If however, the two-stage trigger level is
implemented in Phase-II, where the L1 trigger will arrive less frequently than the LO,
the ROC will be performing the second stage of L1 matching and data selection, to
decrease the load to the back-end DAQ network.
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Figure 7.6: The Read Out Controller Architecture [8]. Eight deserializing instances
capture the data from the VMM. All of them are connected in a configurable manner with
the SROCs, via the so-called crossbar. Each sSROC performs the L1 matching, and if VMM
data are found within the BCID, they are serialized towards the back-end via the E-links.
The ROC receives the 40.079 MHz bunch-crossing clock from the GBTX, and uses it as a
reference for its PLL (labeled as ePLL), that clocks the ASIC’s logic. This clock is also
sent to the VMM, alongside the 160 MHz data clock. Four possible trigger signals are also
relayed to the VMM. They are being received by the ROC over the inbound TTC stream
that is distributed by the related system and FELIX, via the GBTx.

>This mechanism has been described in greater detail in Section 5.3, and depicted in Figures 5.6
and 6.6.

SFor the Micromegas detector, all four SROCs will be utilized for Phase-1II, resulting in a total effective
bandwidth of 1.024 Gb/s.
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The rest of the ROC’s digital logic mainly comprises the TTC decoding module, which
will be described in Subsection 7.4.2, since the tools that were developed to aid the
commissioning process involve the said path. Finally, the ROC has an analog core
that employs CERN’s ePLL [74], to synthesize a copy of the bunch-crossing clock, as
received by the GBTx, alongside a 160 MHz clock, used in a variety of processes inside
the ASIC’s logic.

7.2.3 The NSW Micromegas L.1 Readout Front-End Boards

The two main boards involved in the L1 Readout of the NSW’s Micromegas DAQ
are the Micromegas Front-End board 8§ (MMFES), and the Level-1 Data Driver Card
(LIDDC). The LIDDC acts as a data aggregating device that employs three GBTxs.
One of these GBTxs, interfaces bidirectionally with the ASICs of eight MMFESs, while
the other two will be receiving the L1 data from the ROCs during Phase-1I, when
extra throughput will be needed. All GBTxs connect via optical fiber with FELIX.
The MMFES is a front-end board that employs eight VMMs, reading-out 512 MM
strips. Alongside the VMMs, there is one ROC that reads them out, and an SCA that
configures both ASICs. One pair of uplink and downlink E-links running at 80 Mb/s,
as well as another differential pair for the reference clock, are used for the bidirectional
slow control connection of the SCA with the GBTx. The ROC is connected with the
GBTx via one downlink TTC E-link running at 320 Mb /s, and up to four distinct uplink
E-link pairs, one for each sROC, running at 320 Mb/s each. Finally, the ROC receives
the reference clock from the GBTx. The total of nine differential pairs are packed in a
twisted flat cable, called twinax cable, connected to the MMFES through its miniSAS
connector. On the other end of that connector, lies an L1DDC. The MMFES has another
connector of the same kind, that carries the ART stream from all eight VMMs to the
trigger aggregating board, which is part of the trigger chain and will not be covered in
more detail in this dissertation’. A photograph of the MMFES is shown in Figure 7.7.
For the needs of the NSW, 4096 MMFES8s will be fabricated.

The L1DDC employs three GBTx chips. One of them, features a bidirectional optical
link with FELIX. It thereby distributes the reference clock to eight SCAs and ROC:s,
via eight miniSAS connectors, on the same number of MMFESs. It also distributes
the reference clock to the ADDC board through one of its connectors. This GBTx also
sends the TTC bits to eight ROCs. It also receives L1 data from some of the sSROCs. For
Phase-I, only this GBTx is used. For Phase-II though, where the throughput demand
is foreseen to increase, the other two GBTxs will be used as well. These feature a

"This is the ART Data Driver Card (ADDC), that features a trigger primitive aggregating ASIC, and
a GBTx that sends the accumulated data to the back-end MM Trigger Processor via optical fiber.
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Figure 7.7: Photograph of the production NSW MMFES8 board. Designed in the
University of Arizona, the board features eight VMMs (top row), one ROC (bottom-
center), and one SCA (on the right-hand side of the ROC). The two miniSAS connectors
are on the back side of the board which is not visible here.

unidirectional connection with FELIX. They receive the uplink data from the sROCs
(the ones that were not being used for the Phase-I readout) that are connected with them,
and send them to FELIX. All of these E-links will be running at 320 Mb/s. Therefore,
for Phase-I1I, the L1DDC will utilize four fibers (one receiving data from FELIX and
three transmitting to it) for the interface with the back-end, with the total throughput
reaching up to 8.72 Gb/s (from a total of about 10 Gb/s of available user bandwidth).
All 512 NSW L1DDCs will handle a rate of about 4.46 Tb/s [8]. A photograph of the
L1DDC is shown in Figure 7.8.

7.3 The Micromegas Cosmic Stand at BBS and its DAQ
System

Beginning in 2019, during the LS2 period, the commissioning process started seeing a
significant activity increase. An area in building 899 of the CERN Meyrin site, dubbed
BB5 Commissioning Site, was dedicated in assembling the production Micromegas
quadruplets arriving from the construction sites located in Russia, Italy, France and
Greece. Each four-layer Micromegas quadruplet (see Subsection 2.1.1), is first
instrumented with 64 MMFES8s, 8 L1DDCs and 8 ADDCs. The detector’s services,
such as the high voltage supply, low voltage supply via 8 custom distribution boards
per quadruplet, gas supply, twinax cabling, fiber optics routing, and cooling supply, are
also implemented, to ensure nominal operation. Two quadruplets are then combined
into a double-wedge, or sector. The sector is then placed in the cosmic stand, where
the detector’s and electronics performance are validated under cosmic radiation. The
total turnaround time for each sector is two weeks, after which the detector is shipped
to building 191, for placement in the envelope with the corresponding sTGC sector,
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Figure 7.8: Photographs of the production NSW L1DDC board. 7op: The top side of
the board. Nine miniSAS connectors on the top row implement the interfacing with eight
MMFES8s and one ADDC. The VTRX (red) implements the bidirectional connection of the
first GBTx with FELIX, while the other two GBTxs use the VITX (black) to send the L1
data to FELIX under Phase-II conditions. Botfom: The bottom side of the board. The three
GBTxs are visible. Also, the SCA that performs environmental variable monitoring on the
board, and the Phase-1I GBTx configuration is on the very bottom [8].

ready to be deployed in the ATLAS cavern (see Figure 1.10). At the time of writing
of this document, seven MM sectors had been successfully tested and sent to the final
integration site. See Figure 7.9 for a picture showing the detector on the stand.

A set of four scintillators are placed on top of the sector-under-test, providing trigger
signals from cosmic muons to the DAQ system. The system is comprised of 128
MMFESs, 16 L1DDCs and 16 ADDCs, that read-out the entire double-wedge under
a ~ 80 Hz trigger rate. Naturally, the data are aggregated by FELIX, that interfaces
with the GBTxs housed by the L1DDCs via 16 bidirectional fiber connections. For
the Phase-II readout validation, an extra set of 32 unidirectional fiber links carry the
load of the extra throughput to another FELIX card situated in the same server. The
front-end electronics are configured and monitored via a dedicated OPC server, which
handles the low-level traffic with all front-end SCAs (160 per sector) via FELIX (see
also Section 8.1). The scintillator coincidence signal is injected into the system via the
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Figure 7.9: Photograph of a Micromegas sector while on the BB5 cosmic stand.
Highlighted are the SM1 and SM2 parts of the detector. One can also see the front-end
electronics mounted on the detector, and the twinax cabling connecting them together.
Four scintillators are not visible here, but are situated on top of the detector medium.

ATLAS Local Trigger Interface (ALTI). The latter is a Versa Module Europa (VME)
module, that can accept a raw trigger signal as an input, and convert it into an LO/L1
trigger, transmitted to FELIX over a unidirectional (TTC) fiber connection. The same
module provides the 40.079 MHz bunch-crossing/reference clock to the system, while
it also relays the necessary reset signals for synchronization. The user can load a
pattern file to the device’s memory, which includes a trigger bit sequence that is sent
to FELIX via the fiber. FELIX in turn translates these into TTC bits, and fans them
out to all front-end electronics. This, for instance, is how the VMMSs are test-pulsed
in the final system. FELIX recovers the clock from the TTC fiber input, and uses
it as a reference for the transceivers that connect it with the GBTxs. The GBTxs in
turn recover the clock from the fiber connection, and distribute it to all nodes further
downstream. Finally, the primordial signals that are induced by the muons traversing
the detector, are processed and converted into L1 data by the VMMs, and aggregated
by the ROCs and the GBTxs, before being sent to FELIX. FELIX then sends the
information to the swROD. The latter gathers the data from a commodity network over
the NetlO interface [75]. Because the latency is not deterministic over that connection,
the swROD makes use of the so-called Level1ID or L1ID? to group the events together
based on their trigger sequence identification number. This is a similar scheme as the
one described in Chapter 6, where the FPGAs of the DAQ system were tagging the
data with a trigger identification number, so that the DAQ software could group them
correctly. The swROD follows the same procedure, but it also makes use of a virtual
FELIX E-link, which provides L1ID and Bunch-Crossing ID (BCID) data information.

8This is a trigger counter value appended to the data packets by the ROC.
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That is, upon the reception of an LO/L1 trigger by the ALTI, FELIX increments an
internal L1ID counter, timestamps the trigger with a BCID, and sends these values
over that dedicated E-link to the swROD. The swROD then searches its buffers that
contain the ROC packets for events with that same L1ID and BCID values, and builds
the fragment once it has the corresponding packets from all ROC connections’. In the
final implementation, the fragments will be sent to the HLT, but for the BBS site, they
are saved into data files for processing. A block diagram depicting all main building
blocks of the system is depicted in Figure 7.10.

7.4 DAQ Tools Development - Detector and Electronics
Commissioning

The DAQ system that reads-out the Micromegas sector at BBS5 is, in essence, a smaller-
scale version of the final system that will read-out the entire NSW. The goal of the BB5
setup is therefore not only to validate the performance of the detector itself, but to
also make sure that its front-end electronics operate seamlessly in conjunction with the
back-end infrastructure. Due to the difficulty of accessing various elements of the front-
end electronics after the sector’s installation to the cavern, it is imperative to pinpoint
any points of failure as early as possible. Hence, one of the other objectives that must
be fulfilled during the sector’s 2-week tenure at the BBS cosmic stand, is to ensure
that all of its electronics are capable of running in both Phase-I and Phase-II readout
configurations. For this reason, several tools that validate various critical paths of the
L1 data path were developed. These paths can be seen in Figure 7.11.

In total, 65536 channels are being read-out by 1024 VMMSs, which are uniformly
distributed across the eight layers and eight PCBs of the sector (see Subsection 2.1.1).
Each PCB is covered by 1024 resistive strips, and two MMFES8s connect to them in
opposite sides. Each L1DDC serves one side of one layer, hence their total number of
16. When the system was first deployed in the summer of 2019, only eight MMFES8s
were used, positioned on eight successive layers of the same side of the same PCB
number, in order to be able to reconstruct muon tracks traversing the setup at that area.
After scaling-up the system, multiple points of failure were found, that were attributed
to timing violations. These include the TTC downlink path, from the GBTx to the ROC,
and the L1 data uplink path, from the SROC to the GBTx. Both of these are validated
using automated tools that will be described in later Subsections. After validating these
critical connections, it was found that the electronics system would mediate the L1 data

%In principle, the swROD first receives the L1ID from the virtual FELIX E-link, and receives the
data from the ROCs at a later stage.
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Figure 7.10: Block diagram of the different elements of the BB5S L1 DAQ system. 128
MMFESs are connected to the MM readout strips across its eight PCBs and layers. 16
L1DDCs are connected with the MMFESs (each connects to eight via serial E-links over
the twinax cables), to distribute slow control, trigger and reference clocking, and aggregate
the L1 data from them. Each L1DDC connects to FELIX via one bidirectional optical link
(used in Phase-I), and two unidirectional optical links (used in Phase-I1). FELIX connects
with all 16 L1DDCs through 48 distinct transceiver (GBT-FPGA [65]) implementations.
FELIX receives the slow control data that are sent to configure the front-end electronics
from the Detector Control System (DCS), which implements a dedicated OPC server [66]
to handle the traffic with the 160 SCAs. The scintillator trigger coincidence is sent to
FELIX and the front-end ASICs via the ALTI module, while the tracking/L.1 data are sent
to the swROD for fragment assembly. The ADDCs which implement the trigger path are
not depicted here.

smoothly, up to the swROD'?.

10The reader should also bear in mind that this is not the complete picture - given the fact that all back-
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Figure 7.11: Breakdown of the Micromegas L1 readout data paths. On this picture, only
one of the sixteen bidirectional FELIX optical links, and only one of the eight GBTx serial
E-links via twinax are depicted. Two possible points of failure are: the TTC downlink path,
from the GBTx to the ROC, and the L1 data uplink path, from the sSROC to the GBTx.

7.4.1 The IC-Over-NetlO Application

The GBTx ASIC (see Subsection 7.2.1), is responsible for distributing the reference
clocking, as recovered from the FELIX optical fiber connection, as well as the data
that are received from FELIX via serial E-links over the twinax cabling. These E-
links, which are all downlinks, have a well-defined timing relationship between their
data and the related clock. That is, regardless of the length of the twinax cable!!, the
possibility of having variance in behavior across different elements of the system is low,
because the data are transmitted alongside the clock. This is particularly true for the
slow control data path, which is also slow in terms of data rate (only 80 Mb/s).

However, the GBTx also sends data from the front-end electronics towards FELIX.
These uplink data may need individual treatment, because the clock the GBTx uses
to deserialize their bits, does not have a constant phase relationship with them. For
the SCA’s 80 Mb/s (12.5 ns eye opening) connections, the possibility of errors on the
associated E-links (128, one for each MMFES) is low. For the L1 data paths however,
which mostly operate at 320 Mb/s, errors at a larger scale are often observed, because

end parts of the system (i.e. ALTI, FELIX, swROD and OPC Server/DCS), are also next-generation
DAQ prototypes, a lot of time was devoted to tackle bugs in these elements as well. These issues were
being communicated constantly to the relevant experts. Hence, because the development process of
these parts of the system is not part of this dissertation, details on this are skipped, and their operation
will be characterized as error-less for the rest of this work.

"' The twinax cables connecting the GBTx with the MMFESs that mediate the serial data, have two
possible lengths: 3m and 1 m.
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of the less wide eye opening of their transmission scheme (3.125ns). For Phase-I, 160
E-links are used to transfer the L1 data from the MMFESs to the LIDDCs. The ROCs
corresponding to PCBs 1 through 6 use one sSROC operating at 320 Mb/s, while the
ROC:s on the last two PCBs split their back-end L1 interface over two sSROCs operating
at 80 Mb/s. For Phase-II, 496 E-links are used instead, most operating at 320 Mb/s.
For every sector, all uplink E-links with sSROCs need individual calibration, in order
to ensure that the clock the GBTx uses to deserialize the data, has an optimal phase
relationship with them, to avoid setup and hold violations during deserialization.

Foreseeing this need, the GBTx developers have developed a mechanism that allows for
automatic calibration of these paths [73]. At each uplink connection, a phase aligner
circuit s used to skew the data with respect to the internal sampling clock of the GBTx.
The amount of skewing can either be set manually, or even automatically. In the so-
called automatic phase tracking mode, the actual phase of the received data is estimated
from data bit transitions. This is also called training mode. After determining the
optimum phase, the GBTx locks to it and waits for the user to send a command to
”freeze” the process, in order to retain the skewing settings on all individual E-links.
The phase settings are then written to dedicated registers of the GBTx address space.
A block diagram depicting the logic involved is shown in Figure 7.12.

GBTx Serializer E
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Figure 7.12: Rough representation of the GBTx phase aligning mechanism. The L1 data
sent to the GBTx by the ROC must be sampled in the middle of the eye opening (timing
diagram shown on the right) by the GBTx’s uplink deserializing circuitry.

However, because this mode of operation is not recommended to be used long-
term in SEU environments, the optimum phase relationship values determined by the
automated logic must be read by the user, and parsed back into a set of different
triplicated registers which hold the phase/skew values, and are used by the GBTx
when operating in manual mode. All of the above imply that the user must be able
to access the GBTx registers via the DAQ infrastructure. This is done via the so-
called IC E-link, which makes use of a dedicated two-bit field of the GBT frame (see
Figure 7.1) that is transmitted to and from FELIX. In essence, the bits of the IC part
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of the GBT frame that is transmitted from FELIX, are not serialized by the GBTx over
any of its connections to another device, but are routed internally to interface itself
with the back-end system. The IC part of the frame that is sent to FELIX, contains the
bits of the reply that is generated by the ASIC, upon completion of a register access
operation by FELIX. Therefore, the only requirement to use this interface is to have a
bidirectional connection with FELIX'2. The GBTx expects a frame with a pre-defined
format (see [73]) to be sent to it over the IC E-link, comprised of a delimiter, a field
defining the type of command (read or write), the GBTx register’s address, and the data-
to-be-written for write operations. A checksum is appended at the end of the frame,
before the final delimiter, for error-checking purposes. Upon reception of the frame
and completion of the desired operation, the GBTx replies back to FELIX via the IC
E-link, indicating successful completion.

Therefore, the procedure that must be followed in order to ensure data integrity in the
sROC L1 data uplink paths is the following:

1. Configure the entire address space of the GBTx via the IC E-link in training
mode.

2. Configure the front-end devices (ROCs and VMMs) via the MMFES8 SCAs.

3. Freeze the training mode of the GBTx. This is either performed by reseting the
training logic, or by “freezing” the training registers. After doing so, the GBTx
determines the optimal uplink phase values and locks in the inbound datastream
from the ROCs.

4. Read the phase values that were found by the GBTx’s phase aligner logic. Write
them back to the GBTx triplicated manual mode registers, and set the GBTx to
manual mode. This step is only needed when operating in the ATLAS cavern.

The application that will be used in ATLAS to access the GBTx address space is the
IC-Over-NetlO [76]. It makes use of the FELIX libraries that implement the back-end
NetlO interface to communicate with FELIX, alongside parts of the FELIX low-level
software tools [77] to build the IC frame. A class diagram of the package is shown
in Figure 7.13. The user interfaces with the application via the command line, and
provides a file containing the values of the entire address space of the GBTXx, alongside
the IC E-link addresses (16 in total for the BB5 sector) of the to-be-configured ASICs.
In addition, the user can also read the values of individual registers, or write values
into specific registers of a given GBTx. The application builds the frame the GBTx is

2For the GBTxs used in Phase-II, where data are only sent by them to FELIX, the ASIC’s address
space is accessed via the LIDDC’s SCA’s I?C interface. The GBTx has a corresponding component
used to provide access to the user in this case.
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expecting, and opens a NetlO socket, through which it transmits the frame. The FELIX
core application then forwards the frame to the FELIX FPGA, which sends two bits of
it every ~ 25ns to the corresponding E-link, via the transceiver which implements
the associated fiber connection. The GBTx then replies back, and the FPGA sends
the reply frame back to the IC configuration application through a reply socket, again
via the FELIX core application. Tests that had been conducted prior to the writing
of this Subsection have shown that the application can configure all 16 GBTxs of a
sector within a few seconds. The said software package is foreseen to be deployed as a
service which can be accessed by both the DCS, as well as the DAQ infrastructure. This
is because the ability to access the registers of the GBTx is considered imperative by
both parts of the system, since the GBTx handles the data-flow of both slow control data
(associated with DCS services) and L1 data (associated with the DAQ). If, for instance,
the low voltage supply is intermittently lost over some front-end elements, the DCS
should be able to request the IC configuration software to configure the related GBTxs,
in order to access the SCAs that use the GBTxs to communicate with the OPC server
via FELIX. After doing so, the DAQ infrastructure should be able to perform the uplink
E-link training on these GBTxs, after configuration of the front-end elements.
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Figure 7.13: Class diagram of the IC-Over-NetlO application [76].
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7.4.2 The ROC TTC Clock Phase Calibration and Phase-II E-link
Testing Scripts

As mentioned in the previous Subsection, the serial downlink slow control E-links
are for the most part error-free, because of their constant phase relationship with the
reference clock, and due to their slow rate. No mention was made for the other
serial downlink path, which is the 77C connection from the GBTx to the ROC (see
Figure 7.11). Functionality-wise, the ATLAS Trigger Timing and Control system [57]
defines a set of eight commands that are sent by it. Different subsystems adapt their
electronics accordingly to interpret these commands (or simply, bits) depending on
their needs. To optimize for latency, these eight possible commands are mediated
at 320Mb/s, and a device that receives the TTC stream over a serial line (i.e. a
downlink serial E-link), determines what command was sent to it by detecting the phase
relationship of the received bit with respect to the reference clock (or bunch-crossing
clock). The receiver deserializes the TTC stream using a 320 MHz clock!? synchronous
to the bunch-crossing clock, and depending on the placement of the sampled bit with
respect to the ~ 40 MHz clock’s period, the receiver acts accordingly. For example,
the most important bits of the TTC stream that the NSW is using in its subsystem, are
the following:

* Level-1 Accept (L1A): The Level-1 trigger bit, is used by the ROC to match
the data that it captured from the VMM and send them out towards FELIX via
its E-links.

» Soft-Reset (SR): A generic reset signal that the front-end devices use to re-
initialize their logic. Upon reception, the ROC fans-out a reset to its registers,
while it also grounds the ENA signal that it drives to the VMM, in order to reset
that as well.

* Test-Pulse (TP): The command that the VMM uses to inject artificial pulses
to its channels is issued by the TTC stream in the final system. Upon reception,
the ROC pulls the CKTP signal that it drives to the VMM high.

* Event Counter Reset (ECR): This signal is used by the ROC to reset its
L1ID counter. It is also used by FELIX. Upon reception of the said bit by the
ALTI, FELIX resets its internal L1ID counter, and it also sends the command
via the TTC E-links to the ROCs via the GBTX, in order for them to reset their
trigger counters as well. This is how the system is synchronized on the trigger
sequencing ID level.

130r a 160 MHz clock at double data rate.
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* Bunch-Crossing Reset (BCR): This signal is used by the ROC and the VMM
to reset their respective BCID counters. It is also used by FELIX. Upon reception
of the said bit by the ALTI, FELIX resets its internal BCID counter (its value is
also contained in the L1ID packet that it sends to the swROD over the associated
virtual E-link), and it also sends the command via the TTC E-links to the ROCs
via the GBTx. The ROC then resets its own BCID counter, while it also grounds
the TK1 signal that it drives to the VMM, thus resetting the latter’s BCID counter
as well. This is how the system is synchronized on the BCID level.

* Level-0 Accept (LOA): The Level-0 trigger bit, is forwarded by the ROC to
the VMM immediately upon reception.

The ROC implements CERN’s ePLL to recover the bunch-crossing clock, as received
by the GBTx, and creates a copy of it for its internal logic. The PLL also generates a
160 MHz clock, which is used by its logic as well. This clock is also employed by the
TTC Capture module, which receives the serial TTC stream from the GBTx, and using
the 160 MHz reference at double data rate, samples the inbound E-link data. Upon
detection of a high bit, the TTC capture logic determines its phase relationship with
the recovered 40 MHz clock, in order to issue the associated command. The first” bit
after the rising edge of the 40 MHz for instance, is the L1 trigger. If a high bit is found
after 3.125 ns of that, then this corresponds to the soft reset command, which the ROC
sends to its logic and to the VMM by grounding the ENA pin for one bunch-crossing.
The scheme is depicted in Figure 7.14.

The TTC path operates at 320 Mb/s, which makes it prone to bit misinterpretations
because of timing violations on the receiver’s side. However, given the fact that the
TTC data are deserialized using the reference clock which is sent from the GBTx to
the ROC alongside the stream in question, one would think that if the correct phase
relationship between the clock and the data is found, then this setting can be the same
for all ROCs of the system. Unfortunately, sometimes this is not true, because the clock
recovery mechanism inside the ROC might introduce enough uncertainty to impose
individual treatment of each DAQ node. This uncertainty can lead to timing violations,
which may cause some bits to be sampled correctly in an intermittent manner, or even
entire bit-slips, thus introducing a consistent shifting of the stream inside the logic (i.e.
when the system issues a test-pulse, a particular ”bit-slipped” ROC always interprets it
as a soft-reset, or as an ECR). To circumvent this, the ePLL allows for configuring the
phase relationship of all output clocks with respect to the input reference, with 200 ps
granularity. Hence, the user of the system may, via the SCA’s I°C interface, skew
each individual ROC’s clocks with respect to the global bunch-crossing clock. Since
the global clock has a well-defined phase relationship with the TTC stream, the user
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Figure 7.14: Top: Rough representation of the ROC’s TTC deserialization scheme. The
associated module receives two clocks, and uses the fast one (160 MHz) to deserialize
the inbound TTC stream, and the slow one (40 MHz) for command interpretation. Some
commands are sent both to the VMM and the internal logic, while some are only relayed
to either of the two. Bottom.: Timing diagram of the TTC stream. Each bit is 3.125 ns in
width, and is sampled by a 160 MHz clock at double data rate.

essentially skews the internal 40 and 160 MHz clocks of each ROC with respect to the
inbound TTC bits, thus allowing for calibration of that path, in order to prevent the
potential issues that were mentioned above.

This calibration is performed by a set of scripts, which form the Netio Traffic Analyzer
package [78]. Upon installation of a sector on the BB5 cosmic stand, the first procedure
that is executed is that of the analyzer, in order to validate all of the data paths (uplink
Level-1 and downlink TTC) via test-pulsing. The TTC path evaluation is performed by
evaluating the ROC’s performance while issuing test pulses to its associated VMMs.
The main routine of the package is implemented in an expect script'4, that configures
the front-end electronics of the sector-under-test by following a fail-safe sequence,
issues test-pulses to the VMMs via the ALTI, and records the data output of the
ROC:s in a round-robin manner, using the NetlO interface of FELIX. After recording

14A subset of the TCL scripting language.
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the ROC data output, a Python application is used to evaluate all E-links’ "health”.
The said software produces a log file, that lists the E-links (and hence, the associated
ROCs/sROCs) which were tested, alongside a grade which is determined by the size
of the data packets and their total count. One thousand test-pulses are injected to the
system in total, and hence, one thousand packets are expected to be sent by each sROC,
with the packet size depending on the number of VMMSs connected to each sSROC. An
example log that summarizes eight MMFES8s connected to one LIDDC/GBTx is given
in the table below:

E-link ID | MMFES ID \ Health \ Events \ Mean Size

272 L3P1_IPL A+ 1000 2061.0
276 L3P2_IPL A 1000 1994.0
280 L3P3_IPL A+ 1000 2064.0
284 L3P4_IPL F 0 0
289 L3P5_IPL A+ 1000 2048
293 L3P6_IPL A+ 1000 2062.2

265 | L3P7_IPL A | A+ 1000 | 1038.0
266 | L3P7_IPL B | A+ 1000 | 1037.0
268 | L3P8_IPL A | A+ 1000 | 1038.0
269 | L3P8_IPL B | A+ 1000 | 1033.0

The procedure that is followed by the scripts is not completely automated, but requires
user interpretation of the data. The user inspects the log files, and determines which
E-links may be problematic. In the example of the table above, the MMFES on PCB
4 seems to not be sending any data at all. One potential reason behind this, is that the
ROC of that board does not interpret the TTC bits correctly, because its internal clock
phase is off. The user can change the configuration of that given ROC’s ePLL to shift
its clock phases using another Python script, that goes through the configuration file
associated with the sector, and shifts the clocks of that misbehaving node by a few
hundred picoseconds. The user then runs the routine again, and inspects the log file
for any change of behavior. If a board persists in not sending any data, then this may
indicate a hardware issue (i.e. that particular E-link connection may be problematic,
prompting for changing the MMFES, the twinax cable, or the associated LIDDC). The
said routine cycles through all 128 MMFESs of a sector in about 20 minutes. The
reason it takes that long, is because the expect script has to perform Secure Shell
(SSH) connections and execute remote commands multiple times. Also, there is a
limitation on the FELIX side that is overcome by probing only eight MMFESs for data
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(orone LIDDC/GBTXx) at a time. To be precise, if a given E-link is not performing as it
should, it may be transmitting noise to FELIX, which is translated into large data-flow.
If FELIX is subjected to this for a few minutes (or even seconds), it crashes, because
it is overwhelmed by the large amount of data. This is circumvented by turning off all
of the L1 data E-links on FELIX, except for those that are currently being probed for
data. The entire procedure is listed in the steps below:

1. Configure FELIX to turn on all of its slow control and TTC E-links (to propagate
OPC server data for front-end electronics configuration, and trigger bits for
initializing the ROC and the VMM).

2. Configure the GBTxs in training mode.

3. Configure the VMMs and the ROCs of all MMFESs.

4. Freeze the GBTx training.

5. Send all the necessary reset signals via the ALTI (SR, BCR, ECR).
6. Configure FELIX to turn off all of its E-links.

7. Enter the test-pulsing routine:

(a) Configure FELIX to turn on only the L1 data and TTC E-links associated
with the SROCs/MMFESs (only one L1DDC) that they will now be test-
pulsed.

(b) Execute the netio_cat command in FELIX for the E-links that will now
be test-pulsed. This command dumps the packets from these E-links into
files for later analysis.

(c) Start the test-pulsing pattern via the ALTI (issues a TP and then a LOA/L1A
with a fixed latency in-between them. Repeats that 1000 times).

(d) Stop the test-pulsing.

(e) Analyze the netio_cat dumps via a dedicated Python script. The said
piece of software creates a log file that grades the health of the E-links that
were just tested.

(f) Repeat 16 times for all L1DDCs.

The above routine is run before the sector is subjected to cosmic rays, to ensure that the
electronics are in a good enough state to perform a flawless data acquisition process,
without hampering the physics data-taking or impede the detector’s performance. Also,
the fact that this is run at BB5 allows for hardware interventions, because if an issue is
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found on the hardware infrastructure, the commissioning site is the only place where
changes can be made easily'.

The same software infrastructure is also used to test the Phase-II E-links. For Phase-I,
the procedure described above tests all 128 MMFESs, which corresponds to 128 TTC
E-links and 160 L1 data E-links (it is reminded that the ROCs of the last two PCBs split
their data throughput in two sSROCs, hence the L3P [7,8] _A and B in the log file table
that was added above). After validating that the ROC clocks have the correct phase,
the routine may be used to perform a check on the 496 L1 data E-links of Phase-II. The
only differences are that now two FELIX boards are used within the same server (the
first one performs the bidirectional communication used also for Phase-I readout, while
the second one which is used for Phase-II, only accepts data from the GBTxs), that the
ROC:s are configured in a different manner (all of them split their throughput into four
sROCs, most running at 320 Mb/s), and that now all three GBTxs per L1IDDC are
trained instead of one (the first GBTx is configured via the IC E-link, while the Phase-
IT GBTxs are configured via the LIDDC’s SCA). Finally, the testing routine subscribes
to 31 E-links per step, instead of just 10. Similarly to the Phase-I testing procedure,
the Phase-II E-link testing takes about 20 minutes to test the entire Micromegas sector,
and validate its L1 data-taking performance prioor to its installation into the ATLAS
cavern.

7.4.3 The BBS Fine-Trigger-Selection Scheme

Since one of the main goals of the BB5 commissioning site is to validate the detector’s
performance regarding muon track reconstruction, evaluating its spatial resolution
under cosmic radiation is also desirable. At the time of writing of this Subsection,
measurements had shown that on average, the tracks which traversed the sectors that
had already been commissioned, were perpendicular with respect to the readout planes.
However, since the Micromegas is expected to accept muons with angles 8° < 6 < 30°
once deployed in the ATLAS cavern, incident cosmic muons that arrive at an angle
need to be reconstructed too, in order to evaluate the spatial resolution of the double-
wedge on these conditions as well. As mentioned in Chapter 6 however, where
the first Micromegas SM module was tested under testbeam conditions but with the
FPGA-based readout, the angled-track reconstruction is not optimal when using the
simple residuals/centroid methodology (see Subsection 6.3.3). The uWTPC technique,
introduced in previous works [3, 4, 55] should be used instead. However, in order
for this method to work, the events should be synchronous to the reference clock of

15 Access is limited when the Micromegas sector is mounted on the NSW envelope at building 191,
let alone inside the ATLAS cavern.
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the DAQ system, that the VMM uses to evaluate the timing of the muon-induced-

ionizations'®

. This was not true for the DAQ system that was used in the testbeam,
described in Chapter 6, and it is also not true for the cosmic stand at BBS, since the

cosmic muons are asynchronous with respect to the clock.

However, in the scheme described in Subsection 6.3.1, the input trigger signal from
the scintillator coincidence, was propagated to the front-end electronics only when it
was edge-aligned with the system clock (see Figure 6.10), with 1.5625ns accuracy.
This emulated a scenario where the events were synchronous with the reference clock,
similar to ATLAS, that allowed for precise pWTPC measurements. This scheme, was
also deployed at BBS using the same firmware as a base, with small modifications.
For the BBS5 setup, the Xilinx® VC709 FPGA accepts a reference clock through a pair
of SubMiniature version A (SMA) cables, provided by the GBTx of an L1DDC that
recovers the system clock (whose source is the ALTI module), via the fiber connection
with FELIX. The trigger scintillator coincidence, does not directly drive the ALTI
module, but is used as a trigger input to a Clock and Trigger Fanout (CTF) module
(see Subsection 6.1.1), which in turn provides the raw trigger to the VC709 via a
twinax/miniSAS connection through the FMC. The VC709 performs the fine-trigger
selection in its logic, in the same manner as the system described in Subsection 6.3.1.
The VC709 outputs the edge-aligned trigger through a pair of SMA cables, and via a
dedicated converting board, the fine-selected trigger is driven to the ALTI trigger input
via a LEMO connection.

Conclusions

In this Chapter, the New Small Wheel electronics that are involved with the L1 readout
of the Micromegas detector were introduced in greater detail. Other parts of the system,
such as the trigger electronics of the Micromegas and the sTGC, were omitted. Based
on the VMM and the ROC, which are chips that have been tailored to satisfy the needs
of the NSW, the L1 readout of the Micromegas also makes use of advanced electronics
developed by CERN (GBTx and SCA), to complete the picture of the readout. These
radiation-tolerant ASICs, deployed on MMFES and L1DDC boards, interface with
FELIX, which will be the next-generation DAQ system that ATLAS will be using in
the following years, with the NSW being one of the first detector subsystems to employ
it. The back-end infrastructure is also comprised of a dedicated OPC Server (part of
the DCS), that communicates with the SCAs via FELIX, in order to configure and
monitor all front-end elements. The swROD (part of the DAQ), aggregates the L1 data
that FELIX reads-out from the ROCs, and builds fragments, that are propagated to the

16This is true for the ATLAS run conditions, since the protons collide at the core of the detector at
each rising edge of the reference clock.
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HLT. Finally, the ALTI provides the reference clock to the system, alongside the TTC
commands, that are fanned-out to all front-end elements with minimal latency.

For more information, the reader is also referred to a general NSW-electronics-related
proceeding that was published by the writer on behalf of the ATLAS collaboration
[79].

In the BB5 commissioning site, the system described above, is employed to read-
out Micromegas sectors that are to be deployed in the ATLAS cavern. With a
turnaround time of just two weeks, the BBS site is dedicated in validating the detector’s
performance, as well as the electronics that instrument it, before the double-wedge is
installed in the ATLAS cavern, where access is limited, and hardware interventions are
almost impossible. The process of integrating the NSW electronics with the ATLAS
DAQ infrastructure was not a trivial task; significant debugging was needed in all parts
of the system. Due to the large scale of the DAQ system, a set of tools were developed
that validated and calibrated several parts of the system, in order to ensure that the
sector, alongside its electronics, are both suitable to serve ATLAS. In Figure 7.15,
the timing distribution of the hits recorded by all VMMSs of the sector when read-out
under test-pulsing is provided, indicating that the timing of the system is behaving as
it should. This is one of the standard tests, performed after validating the electronics
functionalities via the supporting tools mentioned in this Chapter.

The commissioning process has proved to be successful, with the table below showing
the per-layer efficiency of each sector that had been deployed and validated in the BB5
cosmic stand, when subjected under cosmic radiation, under nominal detector operation
parameters. In addition, the percentage of dead channels per sector is also provided,
which is derived after reading-out all VMMs under test-pulses.

| A02 | A06 | A08 | A10 | A12 | A14 | A16 |

Layer 0 Eff. 97.8% | 97.6% | 97.5% | 94.9% | 92.2% | 85.4% | 98.0%
Layer 1 Eff. 96.6% | 97.5% | 96.8% | 94.8% | 92.2% | 89.1% | 91.8%
Layer 2 Eff. 95.4% | 91.8% | 93.0% | 92.1% | 92.9% | 84.1% | 96.6%
Layer 3 Eff. 96.2% | 89.9% | 86.6% | 92.6% | 94.4% | 85.3% | 97.5%
Layer 4 Eff. 94.4% | 93.6% | 84.6% | 92.6% | 96.1% | 90.8% | 81.8%
Layer 5 Eff. 89.3% | 96.7% | 94.7% | 95.3% | 89.5% | 92.8% | 96.7%
Layer 6 Eff. 98.3% | 98.0% | 97.7% | 96.9% | 80.2% | 97.2% | 90.3%
Layer 7 Eff. 95.0% | 90.9% | 92.6% | 96.7% | 96.7% | 98.1% | 95.2%
Dead Ch. Perc. | 0.49% | 0.53% | 0.37% | 0.50% | 0.62% | 1.70% | 0.52%
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Figure 7.15: Relbcid variable distribution of the hits recorded by the VMMs of a sector
when test-pulsed. One thousand pulses are injected by the ALTI, which then issues a
LO/L1 trigger that reads-out the related data. It is reminded that the relbcid (relative BCID)
variable is appended by each VMM channel on the data, and indicates the time difference
between the event’s BCID timestamp, and the trigger’s timestamp, in BC counts. A value
of three implies perfect timing in the middle of the readout window, while values of zero or
seven imply that the event is near the readout window’s edge. In this slide, all eight layers
of the sector seem to record hits of only one relbcid (of value three). This means that the
trigger signals and the reference clocking of the system are in full sync, thus validating the
performance of the system under test-pulsing, which is the first step prior to subjecting the
detector to cosmic radiation.
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Figure 7.16: Overview of the NSW electronics system. On the left-hand side, the front-
end boards that are attached to the chambers bear VMMs, SCAs and ROCs, while for the
sTGCs they also host TDS chips. The ROC aggregates L1 data from many VMMs and
sends them to FELIX via the GBTx. FELIX also sends trigger signals to the front-end
electronics via the ATLAS TTC system. It also sends tracking data from the ROC to the
swROD (here depicted to send the data fragments to the HLT), and communicates with
the Detector Control System (DCS) for slow control purposes. The Micromegas trigger
data are collected from many VMMs by the ART ASIC, which sends them towards the
Micromegas trigger processor, alongside geographical and timestamp information. The
TDS chips on the other hand, handle the sTGC trigger primitives, and alongside the Pad
Trigger and Router boards, are part of the more complex sTGC trigger chain, which has the
associated trigger processor FPGA on the back-end as a final destination of its data-flow.
Both FPGAs create muon candidates that are then transmitted to the SL.
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Chapter

The Slow Control Adapter
eXtension

As mentioned in Chapter 7, one of the key elements of the NSW electronics scheme is
the Slow Control Adapter, or SCA [43]. The SCA is part of the Giga-Bit Transceiver
optical link (GBT) chipset, a family of ASICs developed at CERN for high-throughput
data transferring purposes under harsh radiation conditions. The main component of
the said chipset is the Giga-Bit Transceiver (GBTx) ASIC, which implements the GBT
protocol [63, 64] in order to mediate the data between the back-end (i.e. FELIX) and
the front-end electronics'. The data in question may be trigger or slow control data that
are being sent towards the front-end devices (also referred to as downlink), or collision-
related data that propagate from the front-end towards the back-end (also referred to as
uplink). The slow control path is bidirectional. That is, the uplink path also forwards
slow-control-related packets (configuration replies or monitoring information) from the
front-end nodes towards the back-end.

The SCA is usually connected both to a GBTx and to several front-end devices, and has
the purpose of distributing control signals to the on-detector front-end electronics, and
perform monitoring operations of detector environmental parameters. In order to meet
the requirements of different front-end ASICs used in high-energy physics experiments,
it provides various user-configurable interfaces, such as SPI, I>’C or JTAG, and is
capable of performing simultaneous operations. Its other important feature though, is
its radiation hardness. It is designed employing radiation-tolerant design techniques

'The GBT scheme however, apart from the GBTx ASIC, can also be implemented in an FPGA [65].
As mentioned in Chapter 7, FELIX deploys the GBT-FPGA instance in its design to communicate with
the GBTxs. But other FPGAs may also employ the same module in their gateware to interface with
FELIX.

203
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to ensure robustness against Single Event Upsets (SEUs) and is implemented in a
commercial 130 nm CMOS technology.

Although the majority of the NSW electronics are subject to high radiation doses [7],
there are several parts of the DAQ system that are FPGA-based and are situated in parts
of the detector which are not imposed to a particle flux that may disturb the acquisition
procedure, while some are deployed outside the experimental cavern, in the counting
room (or USA1S5). Two examples of the NSW electronics are the Pad Trigger board
and the NSW Trigger Processor (TP), that are placed on the NSW’s rim? and at USA15
respectively. These two FPGAs interface with FELIX via optical fiber, with the subtle
difference being that for the Pad this communication is achieved via the GBTx on the
RIM-L1DDC, and for the TP the bidirectional GBT link is being implemented via a
GBT-FPGA instantiation within the TP’s FPGA.

Similarly to the front-end ASICs, the aforementioned FPGA systems require configu-
ration before and during runtime. Given a hypothetical scenario where an FPGA must
receive slow control data from the back-end via the SCA - GBTx - FELIX chain, one
can imagine that a board which bears the said FPGA should also deploy two ASICs
for the back-end communication, configuration and monitoring data propagation. This
sometimes can be inconvenient, for practical reasons that can be accredited first of
all to board design considerations, which increases in complexity with the addition of
extra components, and also to cost increase. Therefore, in a similar manner to the GBT
scheme, which has an ASIC flavor (GBTx), and an FPGA flavor (GBT-FPGA), the
idea that the SCA may be deployed inside the FPGA fabric manifests itself in the Slow
Control Adapter eXtension, or SCAX [80-82].

8.1 The SCA Interface with the Back-End

In order to understand the concept of the SCAX as a whole, the reader should have
a better idea on how the SCA actually interfaces with the back-end. For the NSW
project alone, ~ 6400 SCAs will be used to configure and monitor various ASICs
that are part of the general DAQ scheme. All of these SCAs communicate with
the back-end (i.e. FELIX) via the GBTx, which implements the GBT protocol in
its logic, while FELIX implements the GBT-FPGA core in order to communicate
with the aforementioned package. The SCA-to-GBTx interface is the E-/ink, a serial
differential line running at 80 Mb/s over HDLC encoding. The protocol defined by
the SCA’s requirements is request/respond; that is, for every packet received by the

2Situated about four meters away from the beamline, the expected total ionizing dose on the rim is
about two orders of magnitude less than areas half a meter away from the beam’s axis [7].
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SCA, the back-end that originally transmitted the packet awaits for an associated
reply by the SCA. In this SCA - GBTx - FELIX communication chain, the last two
components can be viewed as data mediators, so there is one piece missing: the back-
end logic that actually builds the packets-to-be-transmitted to the SCA, and handles
the inbound traffic from the ASIC. This is a software suite, which is a dedicated Open
Communications Platform Unified Automation (OPC UA) server [66]. This scheme is
visualized in Figure 8.1.

Front-End : Back-End

1
1
SCA [« |
|

GBTx je—< FELIX

Optical | Network

. Link 1
evicel Front-End :
Board(s) I
|

Figure 8.1: Overview of the OPC Server - FELIX - GBTx - SCA Connectivity. The
GBTx and the SCA may be situated on different front-end boards. The connection between
the GBTx and the SCA is a serial differential electrical link (E-link). The SCA may be
interfacing with several front-end chips to configure and monitor them.

The OPC UA server (also referred to as ’OPC server’), can handle multiple SCA nodes
that are connected to a FELIX host via the GBTxs. The connection of the OPC server
with FELIX is achieved via NetlO [75], which carries the packets being sent to the SCA
(request) or to the OPC server (reply). The structure of these packets can be inspected
in Figure 8.2.

Each field of the SCA’s frame have well-defined purposes:
* Start of Frame (SOF): A specific pattern indicating that a packet follows.
* Address: Always equal to 0x00.

* Control: Yields information related to the sequence of the transactions between
the OPC server and the SCA, or in the case of S-frames (part of the HDLC
standard), encodes specific commands directed to the SCAX (e.g. a reset
command can be sent).

* Transaction ID (Tr.ID): Yields information related to the sequence of the
transactions between the OPC server and the SCA. To be precise, if the server
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Figure 8.2: SCA communication protocol frame structure that is encapsulated inside a
NetlO frame when propagating data via FELIX. In the NSW case, the request is sent by
the OPC server, and the reply by the SCA [43].

sends a frame with TrID = 0x00, the SCA shall respond with a frame containing
TrID = 0x00. The next packet sent to the SCA should have a value of TrID =
0x01 etc.

Channel: In each transaction, the server addresses one specific Channel. Each
Channel represents a different interface that the SCA offers to communicate with
other devices. For example, there is a GPIO Channel and sixteen distinct I>C
Channels on the SCA.

Length: Length of the Data field in bytes.

Command: Each specific Channel has a set of possible functions that an inbound
packet addresses. This field designates what kind of functionality the packet is
related to.

Data: This field yields the data necessary for each transaction. For example, it
may contain the address of the I°C device that the SCA must access, plus any
data-to-be-written.

Frame Check Sequence (FCS): This field is calculated over the Address,
Control and Payload fields using the CCITT standard 16-bit Cyclic Redundancy
Check (CRC), and may be used by the receiver to check the integrity of the data.

End of Frame (EQF): A specific pattern indicating that the preceding packet
has ended.
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The main concept of the SCAX revolves around transparency with respect to the
dedicated OPC server that was originally designed to interface only with the SCA. The
SCAX interface with the back-end emulates that of the SCA’s from the OPC server’s
point of view. In addition, since the SCAX interfaces with the registers of the User
FPGA Logic (UFL) that it is instantiated in, that interface should mimic one of the
SCA’s Channels, in order to further enhance the transparency concept and reach the
final goal, which is to use the same software suite that controls the SCA, to also control
the SCAX and the FPGA that it is instantiated in. This is achieved by emulating the I>°C
interface of the SCA inside the SCAX’s logic. The SCA deploys sixteen distinct and
completely independent I>C Channels. Each Channel can connect to a pair of SDA,
SCL lines and communicate with multiple devices. In a similar manner, the SCAX
deploys sixteen I>C Channels itself, and each one is associated with one logic block of
the UFL, via another component called Register File*. This allows the OPC software
suite to access both ASIC and FPGA address spaces. The general implementation
scheme of the SCAX can be viewed in Figure 8.3.

8.2 SCAX- Architectural and Functional Overview

SCAX may be used in any FPGA implementation of the ATLAS DAQ electronics that
interfaces with FELIX. Therefore, flexibility and adaptability are considered to be of
utmost importance. Given that, several design considerations were taken into account
in order to facilitate the module’s deployment in a pre-existing design. Figure 8.4
provides an overview of the SCAX’s architecture in block diagram form.

A brief description of all major components is provided below:

* E1ink2FIFQ: Originating from the FELIX HDL source files (see Appendix E),
this module implements the interfacing with FELIX, either via a GBTX, or via the
GBT-FPGA logic. The SCAX supports all three possible data-rates that FELIX
does (80, 160 or 320 Mb/s). The frames can either be 8b10b, or HDLC encoded.
Most implementations of the SCAX are implemented at 80 Mb/s over 8b10b
encoding. The Elink2FIFO component aligns to the incoming 8b10b stream
originating from FELIX by scanning for the K28.5 comma character. It also
recognizes the special characters that indicate a SOF and EOF (K28.1 and K28.6
respectively), drops them upon reception, and stores the frame contents in a
buffer; the buffer (a FIFO), allows to cross clock domains, the one being the clock
in sync with the incoming datastream, and the other one being the frequency of
the SCAX core logic.

3Note however that the interface to the FPGA registers themselves is direct, not via an I>C serial bus.
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Figure 8.3: Overview of the OPC Server - FELIX - SCAX Connectivity. Top: The SCAX
can connect with the OPC Server via a serial connection through the GBTx. Bottom:
The SCAX can connect with the OPC Server via a parallel connection to a GBT-FPGA
instance, often implemented in the same FPGA as the one the SCAX is in.

* Deframer: This module continuously queries the E/ink2FIFO s buffer for data.
If a packet has been received, the logic of the Deframer registers the different
contents of the inbound frame (see Figure 8.2), and performs some first checks on
its contents. For example, the module’s logic measures the length of the inbound
frame in bytes, which can either be 4, 8, 10 or 12 bytes, as defined by the SCA’s
protocol. Also, the module deploys an FCS logic block, that decodes the relevant
field of the frame, by implementing a 16-bit CRC defined as: G(x) = 26+ 22+
x® + 1. If the received frame has no errors, all fields that are of interest for the
rest of the logic are sent to the Traffic Handler. 1f an error was detected, it is
reported to the aforementioned module, which acts accordingly.
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Figure 8.4: SCAX architecture block diagram. The sub-modules that implement the
interface with the back-end can be seen on the right, while the I?C logic alongside the
register files that are part of the connection with the surrounding logic, are on the left-
hand side of the diagram. The Traffic Handler manages the inbound and outbound frame
data-flow, and two auxiliary logic components deal with all non-1>C related types of
transactions. Note that only three I>C register file-channel pairs are depicted here, but
the SCAX supports up to sixteen independent instances, each connected to a specific user
logic component.

* Traffic Handler: The main FSM of the SCAX, its main purposes are the
routing of the inbound frame fields to the corresponding sub-module, as well as
reply bus arbitration. If a frame with no errors is received, the FSM forwards its
fields to the addressed sub-module, which is defined by the value of the Channel
field inside the frame itself. Possible recipients include the Controller, the s-
Reply Manager, or the PC Router. If an erroneous frame is received, then the
FSM of the handler signals the s-Reply Manager to generate a reply to the OPC
server, that usually is a Selective Reject (SREJ) frame, which is a special frame,
part of the HDLC standard, that the SCA communication protocol is part of. In
any case, the addressed sub-module generates a reply that will be sent to the
back-end via the Framer. The aforementioned module will go to a busy state
once it receives a reply-to-be-sent, and will only become available once it has
sent the reply out via the FIFO2Elink interfacing component. The main FSM
goes back to idle once this transmission has ended. The state transition diagram
of the said FSM can be viewed in Figure 8.5.

* Framer: This module connects to all channels of the SCAX logic via a
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multiplexer controlled by the Traffic Handler. The FSM of of the Framer is
activated by the SCAX’s handler FSM upon the routing of a received frame
from FELIX to an SCAX channel. The addressed channel generates a reply that
forwards to the Framer. The latter then employs a CRC generator, to create an
FCS which is appended to the outbound frame. This field is then evaluated by
the OPC server to verify the integrity of the data. All the reply frame fields are
then handed to the FIFO2Elink module that implements the actual interfacing
with FELIX.

* FIFO2Elink: Originating from the FELIX HDL source files (see Appendix E),
this component implements the interfacing with FELIX, either via a GBTx, or
via the GBT-FPGA logic. The SCAX supports all three possible datarates that
FELIX does (80, 160 or 320 Mb/s). The frames can either be 8b10b, or HDLC
encoded. Most implementations of the SCAX are implemented at 80 Mb/s over
8b10b encoding. FIFO2Elink implements a Clock-Domain-Crossing (CDC)
FIFO, which accepts data-to-be-transmitted on its port that is in sync with the
SCAX core clock*, and then reads and encodes the data at the defined data rate.

* Controller: Loosely based on the SCA module of the same name, this
component performs auxiliary functions and contains dummy channel registers
for correct interfacing with the OPC server. Upon its initialization, the server
addresses several SCA channels over a handful of transactions, in order to
validate the ASIC’s state. Since the SCAX does not deploy most of the SCA’s
channels (e.g. JTAG or SPI), the SCAX’s Controller contains several dummy
registers of the non-implemented channels, so that the OPC server can query
them. Apart from this, the Controller issues a self-reset signal to the entire SCAX
core, upon reception of the associated s-frame from the server. Finally, it is
worth mentioning that each SCA chip has a unique ID that the server reads-back
through the associated SCA module. The SCAX is also adapted to this. The
Controller employs a dedicated Xilinx® IP that extracts the so-called Device
DNA’, a factory-programmed read-only ID [47], unique for each Xilinx® FPGA
that the SCAX is implemented in.

* s-Reply Manager: The HDLC standard, on top of which the SCA communica-
tion protocol with the back-end is implemented, defines some supervisory level
commands, transmitted in a 4-byte frame, or s-frame. Three of these commands
are used by the SCA and the SCAX. These are the Connect, Reset and Test

“For the majority of the NSW FPGAs, this is a 320 MHz clock, derived from the reference clock
which usually arrives to the FPGA either via the GBTx ASIC, or a GBT-FPGA implementation in the
same, or another FPGA.
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frames, which are handled by the module in question. Upon reception of the
Reset command for example, the manager signals the Controller that a reset has
been issued, and the latter subsequently issues a self-reset to the SCAX logic.
Also, if a malformed frame was received by the SCAX, the Traffic Handler
signals the manager accordingly, which then transmits a SREJ frame, that the
OPC server evaluates.

¢ I2C Router: An FSM that acts as an extra pipeline stage between the Traffic
Handler and the sixteen I°C Channels. This part of the logic is activated by
the handler FSM if the inbound frame’s Channel field has a value in the range of
0x03—0x12°. It then routes the frame contents to the corresponding IC Channel,
awaits for the generated reply, and drives the reply-frame contents to the Framer
via the handler FSM.

¢ I?C Channel and Register File: Each of the sixteen possible pairs is associ-
ated with a separate part of the UFL logic. These two modules will be described
in greater detail later in this Chapter.

8.2.1 The Register File and its I2C Channel

The Register File provides the interface between the UFL and the SCAX logic.
The architecture of this module is what defines the communication protocol between
them; the Register File is essentially a multiplexer/demultiplexer, addressed by the
I2C Channel, and driven by the UFL or the I°C Channel, depending on the mode of
operation. The SCAX logic provides the ability to either write into or read from a
register inside the FPGA fabric. The address input of the Register File’s mux/demux
(in a behavioral representation), will be the 10—bit I>C address, provided to the I>C
Channel by the OPC server. The SCA would use this field to address a I>C device that
is connected to it, and propagate the bits via the SCA/SDL lines, as defined by the I>C
standard. The SCAX however, uses the same address to drive the mux/demux of the
Register File, and access a UFL register under that address. For a write operation, the
I>C Channel drives the demultiplexer, and depending on the width of the register-to-
be-accessed (maximum 32 bits per register), the corresponding contents that must be
propagated are forwarded to the register via the Register File. For a read operation,
the I2°C Channel drives the multiplexer, and samples the contents of the UFL register
locally. The SCAX provides the ability to access up to 1024 32—bit UFL registers for
each Register File - I>C Channel pair, which can be sixteen in total for each SCAX
implementation. An overview of the scheme can be viewed in Figure 8.6.

SThese are the identifiers of each I>C Channel, as defined by the SCA’s protocol.
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Figure 8.5: Traffic Handler state transition diagram. In the ST REG FRM state, the
module registers the inbound frame contents, and in the next state it decides where to
send the registered data to. The next two states provide a handshaking mechanism with
the Framer logic, that sends the reply to the back-end, as received by the addressed sub-
module/channel.

8.2.2 12C Channel Features

Since the I*C Channel accesses the UFL registers via the Register File by using the
latter’s sequential elements, the question of crossing clock domains is being risen. The
SCAX has a core clock domain, that the user may choose freely upon deployment. The
vast majority of the SCAX’s logic is under this domain, excluding the FIFO2Elink and
Elink2FIFO modules, which operate under the clock of the interface with FELIX, and
get their data to and from the SCAX core via CDC FIFOs. Naturally, the data that
pass from the I?’C Channel have to be in sync with the destination domain. The user is
recommended to place the SCAX under the domain of the majority of the pre-existing
logic of the FPGA, so that the I’C Channel - Register File pair is already within the same
clocking scenario as the UFL registers. However, since any design may have multiple
domains, the SCAX has to support this use-case as well. In order to address this, each
I2C Channel - Register File pair may be manually switched by the user to CDC Mode
prior to deploying the SCAX into their design. This overrides the default clocking
of these two modules (which is the SCAX core clock), with the clock that drives the
UFL registers the pair is tied with. In essence, this option instantiates two CDC FIFOs



CHAPTER 8. THE SLOW CONTROL ADAPTER EXTENSION 213

FPGA
User FPGA Logic SCAX 12C Wrapper

|register0 [31 :0]|§ .
\ Wr_data
N

|reg|ster1 [31: 0] V4

Z /32
|reg|ster2 [31: 0]|<
addr
|reg|ster3 [31:0] /1/0
|register4 [31:0] rd data

Y A AR A 4

Block N \

/10
Register File N 12C Channel N

Figure 8.6: The Register File allows the °C Channel to access the desired register by
using the register address to switch its multiplexer/demultiplexer. The sub-module allows
for interfacing with up to 1024 32-bit registers, while the data are presented to the registers
in parallel. The scheme implies that each Register File is associated with a specific part of
the FPGA’s logic.

in the corresponding I>C Channel, one for read and one for write transactions. These
FIFOs operate in the UFL register clock and the SCAX core clock domains. Apart from
that, the CDC flavor of the I?’C Channel operates in a similar fashion as the original
one, with the only difference being that the information is always passed through the
corresponding FIFO to ensure data integrity and timing closure. The design can be
viewed in Figure 8.7.

Apart from providing the ability to access conventional registers implemented in the
FPGA’s fabric, SCAX allows the user to interface with memory elements as well. The
idea behind this functionality is that it deepens the register content space of a given
Register File address, as it grants the capability to write a large amount of data into
a single address, by utilizing the already available memory elements provided by the
FPGA device. To be precise, the user may associate the write and status ports of a
FIFO with some addresses of a Register File, thus granting the user writing and reading
capabilities into/from the FIFO. Apart from interfacing with a FIFO, the firmware
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Figure 8.7: The I°C Channel implementation when deployed in ”CDC Mode”. One can
see the two CDC FIFOs passing data to and from the SCAX core clock domain (SCAXclk)
and the UFL - Register File clock domain (UFLclk). When implemented in regular mode,
the I?C Channel is essentially the same, minus the two FIFOs, thus retaining the same logic
to perform the transactions with the UFL and the SCAX core logic.

package also provides the means to interface with the FPGA’s RAM primitives. This
can be done via an add-on logic, named SCAX Memory Controller (SMC), that connects
to both the Register File, and the memory element in question. The user provides a
RAM port address via the Register File, and the extension module auto-increments the
aforementioned address for each read or write command. This allows the user to access
a wide range of the primitive’s address space while keeping the amount of transactions
with the back-end as low as possible. The scheme can be inspected in Figure 8.8.

8.2.3 Automatic Register File Generation

The SCAX package includes a high-level user interface for the definition and imple-
mentation of application-specific registers. This feature provides developers with the
ability to provide a database of desired registers in a CSV form. Entries in this database
define properties of the registers - their bit width, read and write ability, multiplicity,
and whether they correspond to RAM or FIFO primitives.

Upon update of these CSV databases, a Continuous Integration (CI) pipeline triggers
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Figure 8.8: The interface between the I>C Channel and the SMC. Three addresses are tied
to the data input, blockRAM address and write-enable strobe, while the current primitive
address is tied to a read-only register to the Register File.

the construction of automated VHDL implementations of both the package as well as
the register interface itself. Additional code is assembled to define XML configurations
for the OPC server, high-level C++ structures for interfacing with the associated
OPC client, and ITEX tables of the register database for automated documentation.
Internally, the registers defined in the CSV are used to build a YAML database.
Additional registers are created to support interaction with RAM and FIFO registers,
and a dedicated handling of trigger registers is implemented. Individual output formats
built from this database are defined in templates using the Jinja2 template engine,
passed to the wuppercodegen package provided by the FELIX project [83].

The automation in the code generation builds an output for every template and for every
CSV database in the repository. In this way, prototyping new register configurations
is simple and requires only high-level interactions from the users, and creating
additional software interfaces is easily done by adding additional Jinja2 templates to the
repository. This functionality is included in a separate branch of the SCAX repository
(JinjaYAML) [82].
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8.2.4 Timing Constraints - MultiCycle Paths

As it will become evident, there were several timing constraints considerations during
the development process of the SCAX. There are two reasons behind this, and two
proposed solutions, described below:

Register File Complexity

The Register File is comprised of a set of combinatorial elements that vary in amount
and interconnecting routing complexity, depending on the implementation. For write
operations, the module implements a demultiplexer for a write-enable pulse that drives
the CE pin of the UFL target registers. The data bus is being fanned out to all UFL
target registers. Hence, the 10—bit address only controls the destination of the write-
enable pulse. All three signals, write-enable, address, and data are being driven by the
I2C Channel. For read operations, the Register File deploys a multiplexer that accepts
all register contents of the UFL registers that is associated with, and the address bus
selects the appropriate register-to-route to the I*C Channel. The latter module in turn
determines when it is safe to sample the UFL register contents by issuing a read-enable
pulse that drives the CE pin of a set of local registers®. Hence, it is evident that the
multiplexer used for reading will be more complex that the corresponding module used
for writing, as the former in a worst case scenario has to select between 1024 32—bit
buses, whereas the latter has to switch between 1024 single-bit signals. In any case,
a Multi-Cycle Path (MCP) must be used for both kinds of transactions, as time has to
be given for the discrete bus states to stabilize. These MCPs are being controlled by
the I>C Channel logic, which is designed in such a way as to accommodate the signal
propagation delay that is being introduced by the combinatorial logic of the Register
File. A timing diagram depicting this can be viewed in Figure 8.9. The amount of MCP
cycles depends on the implementation. However, a study of the minimum amount of
MCP cycles has already been performed, and is described later in this Section.

User Logic Physical Separation

The SCAX is considered to be a standalone IP that may be deployed within the context
of any FPGA design that communicates with FELIX. Therefore, the module had to be
designed in such as a way as to be as transparent as possible to the surrounding logic that
it supports; the addition of the component inside the netlist of a pre-existing design must
not hamper the timing closure during the implementation stage. The first step towards
achieving this goal has already been described: the SCAX core logic emphasizes on
pipelining, by deploying several FSMs that handle the wide data buses. However,

The D pins of these registers are driven by the output of the multiplexer.
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Figure 8.9: Depiction of the MCP logic employed by the I?C Channel to accommodate for
the signal propagation delay through the Register File. The write operation can be viewed
at the top part of the figure, where the Write MCP is the amount of clock cycle delays
between the issuing of the data and the issuing of the write-enable pulse driving the CE pin
of the destination UFL register. Note that the MCP length is arbitrary. The read operation
can be viewed at the bottom part of the figure, where the Read MCP is the amount of clock
cycle delays between the assertion of the address bus and the issuing of the read-enable
pulse driving the CE pin of a local destination register. The delay between the switching of
the address and the stabilization of the data bus is arbitrary, alongside the actual read MCP
implemented by the logic of the I?C Channel.

the Register File and the I>C Channel cannot be viewed as standalone modules of the
SCAX, and their relationship with the UFL that they interface with has to be taken into
account as well.

In a hypothetical scenario where a user had already decided to separate different parts of
their logic via FPGA floorplanning, the deployment of the SCAX would create timing
issues, since each group of the pre-existing FPGA logic would have to be connected
to a specific Register File - I’C Channel pair. In order to tackle this, some freedom
of movement to the two aforementioned modules was given, by introducing MCPs
on multi-bit buses and pipelines for single-bit control signals on all paths between
each I°C Channel and the I>°C Router. This additional feature further contributes to
the transparency of the SCAX to the surrounding logic. The proposed scheme can be
viewed in Figure 8.10.
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Figure 8.10: Graphical representation of a hypothetical scenario where the developer of
the pre-existing UFL logic has physically separated the logic blocks of their design (or the
tool itself has already done so automatically). The absence of MCPs between each I>C
Channel and the I?’C Router would impede the timing closure of the design, as the wide
buses that carry the data would be unable to propagate to different parts of the FPGA die
within only one clock cycle. Therefore, an MCP (dashed lines) was introduced in each of
these datapaths, as depicted in the current Figure.

8.2.5 Address Bus Scaling-Up Studies and Resource Utilization

The choice to implement a 10-bit address space depth in each Register File stems from
the fact that this addressing mode is already being used by the back-end software to
interface with the SCA. However, since the ASIC and the back-end software support
other modes of I>C transactions as well, it would be worth investigating potential
modifications in the way the SCAX accesses the UFL registers via its Register File,
namely by changing its address space depth. For this reason, the possibility to
implement a Register File with different address bus widths was explored. The testing
procedure involved implementing a Register File with address bus widths from 8 to
12 bits, and having it interface with as many 32-bit registers as its depth allowed, in a
Xilinx® XC7VX690T-2FFG1761C FPGA. The LUT primitive utilization and amount
of negative slack for each address space depth can be inspected in Figure 8.11. This
study of course, is indicative and does not set an absolute limit of the amount of cycles
an MCP must have in the signals connecting an I°C Channel with the Register File and
the UFL. This testing implementation was done under a 320 MHz clocking (standard for
the logic of the NSW FPGAs), on an otherwise empty chip. The addition of surrounding
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logic would reserve logic primitives and routing - thus further hampering the timing
closure. However, the indicated amount of timing failure in nanoseconds does set a
lower limit on the amount of MCP cycles that must be included in the design and the
relevant constraints. The user of the SCAX is responsible for increasing these cycles
(essentially adding a safety factor), depending on the occupancy of the logic inside the
chip.
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Figure 8.11: Register File resource utilization and design timing failure quantification for
several address bus widths, under a frequency of 320 MHz.

8.3 SCAX Implementation and Testing Procedure

In order to adequately test all of the SCAX’s core functionalities, a behavioral testbench
environment was developed. This involves a top-level design which includes a standard
SCAX implementation that interfaces with a handful of user logic registers, alongside
a Dummy OPC Server connected directly with the SCAX’s back-end interfacing ports.
The scheme is shown in Figure 8.12.

The top-level expects a set of frame fields and a flag indicating that the issued fields
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SCAX Testbench

Figure 8.12: Block diagram of the SCAX testbench.

are valid and can be sent (denoted as #x_frame and tx_start in Figure 8.12 respectively).
These fields are the ones dictated by the HDLC/SCA format (see Figure 8.2), and
are forwarded to the dummy server, which in essence is just an instantiation of the
interfacing modules of the SCAX (see Appendix E for more details). The server sends
the message to the SCAX, which replies accordingly. The dummy server dissects the
frame, and presents its fields to the associated top-level port, so that the user can inspect
its contents.

The actual system that comprises the OPC Server, FELIX and the SCAX, provides the
necessary set of tools to inspect the traffic going back and forth between the nodes.
Based on the transactions between them, a set of messages that are sent by the dummy
server in the testbench is formed, and a set of rules regarding the SCAX’s replies is
also created. This way, if an error in communication occurs, the user may inspect the
SCAX’s response in behavioral simulation conditions, provided that the contents of the
frame originating from the server is known, thus allowing for an easy way of diagnosing
issues in the SCAX’s logic and in the way it handles the replies sent to the server.

8.3.1 Field Implementation and Stress-Testing

In order to adequately test the SCAX’s functionalities, an extreme situation was chosen,
where the module was deployed in a Xilinx® XC7VX690T-2FFG1761C FPGA. The
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SCAX had two active I>C Channels, connected with two fully-implemented Register
Files interfacing with 1024 32-bit registers each. The two I>C Channels were physically
separated to emulate the scenario described above. Also, one I?C Channel was
deployed in CDC Mode, in order to validate the transactions between the CDC FIFOs
of this special version of the component. The implemented design can be inspected in
Figure 8.13.

12C Router

Figure 8.13: SCAX implementation in the FPGA of a Xilinx® VC709. The I>C Router is
highlighted in the middle of the Figure, whereas the two I°C Channels are in two different
areas of the die, to emulate a physical separation that may have been imposed by the
designer of the pre-existing logic or the tool itself. Most of the active cells around the
two I°C Channels correspond to the combinatorial logic of the associated Register File
block and the UFL registers themselves.

Two tests were performed to verify the hardware implementation: first, an OPC
transaction stress-test was used to test the back-end interfacing. During this, 400
million frames were sent to the SCAX at a rate of 11 kreq/s. The server evaluated all
SCAX reply frames, and no errors were found. Also, in order to test the MCPs between
the I°C Router and the two I°C Channels that were mentioned in the previous section, as
well as the MCPs between each I2C Channel and the UFL via the combinatorial-logic-
heavy Register File, a mass read/write test from/into the registers was used. During
this procedure, all 1024 registers of a given Register File were written into, in random
order. This randomization was imperative, as the random switching of the address bus
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of the module’s multiplexer/demultiplexer (see Figure 8.6) ensured that the path would
be verified correctly. After writing into all registers, their values were read back, again
in nondeterministic order, and were checked off-line by a software routine for integrity.
The tests showed no errors over several million transactions. The procedure is depicted
in Figure 8.14.

Write Into the UFL
Address Space via
the SCAX

Generate a Sequence of Generate a Sequence
1024 Random 10-bit of 1024 Random 32-bit
Addresses Data

Got Reply For Every
Transaction?

Communication
Error

Read from the UFL Address
Space, following the Same
Address Sequence

SCAX
Read/Write
Error

Check Read Data
and Data that were
Written

Got Reply For Every
Transaction?

Communication
Error

Figure 8.14: Flowchart of the software logic that tests both the low-level communication
between the SCAX and the OPC server (by throwing communication errors if no reply
was received from the SCAX after a request), and the integrity of the data that are being
forwarded to and from the UFL via the SCAX. This software serves as a simple OPC client
that connects to the OPC server, which in turn communicates with the SCAX via FELIX,
as depicted in Figure 8.3.

Utilization-wise, the SCAX core logic uses a modest 6600 sequential and 3500
combinatorial elements. These correspond to the 0.78 % and 0.76 % of the available
resources of a Xilinx® XC7VX690T-2FFG1761C FPGA respectively. Naturally, as the
user adds more registers to a Register File, the combinatorial element utilization will
increase. For interfacing with 100 registers, an extra 800 LUT overhead is expected, for
400 registers the number increases to 3400 LUTs, while a fully-implemented Register
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File utilizes about 10000 LUTs, which still corresponds to 3 % of the resources of the
aforementioned package (see also Figure 8.11).

The GBT-FPGA Implementation

As mentioned above, for the SCAX testbench, the core was implemented in a Xilinx®
XC7VX690T-2FFG1761C, which is the main FPGA of a VC709 evaluation board. In
order to communicate with FELIX, the GBT-FPGA wrapper was deployed, as depicted
in Figure 8.3. The process mainly involved migrating the design from the GBT-FPGA
repository for the Xilinx® VC707 evaluation board provided by the GBT group [84],
into the device that was readily available for the current application [85], and choosing
a functional clocking scheme (described below).

The evaluation board in question communicates with FELIX using the transceiver of
the GBT-FPGA design, via a bidirectional optical link at a rate of 4.8 Gb/s. Every
25ns, the GBT frame (see Figure 7.1) is being transmitted from one end to the other,
and the receiver implements a Reed-Solomon [86] decoder to check for any errors in the
frame via the Forward Error Correction (FEC) field. The total overhead of the header
and trailer of the frame results in an effective user bandwidth of 3.36 Gb/s.

The SCAX communicates with the GBT-FPGA core, and is tied to some parts of the
frame field in order to send and receive data to and from FELIX. If, for instance, the
Elink2FIFO and FIFO2Elink modules of the SCAX are implemented using a data rate
of 80 Mb/s, two bits of the received frame will be driven to the Elink2FIFO input,
and two bits of the GBT frame that is transmitted to FELIX is tied to the FIFO2Elink
output. For a 160 Mb/s implementation, the bus width is four bits, and for a 320 Mb/s,
the bus is eight-bit-wide. Finally, the two cores use either 8b10b or HDLC encoding
and decoding when sending or receiving the data. Naturally, FELIX must have the
same configuration when communicating with the SCAX, both in terms of data rate
and line encoding.

After implementing the transceiver into the FPGA, the most important step towards
a successful communication with the other node (for this case, FELIX), is to ensure
that the system is under a common reference clock. In the NSW electronics scheme,
the device that will provide the clock to the system is FELIX, as it will be recovering it
from the TTC optical link [57]. The GBTx then recovers this clock from the optical link
with FELIX. The ASIC uses an on-package crystal oscillator during start-up in order
to recover the data and the clock from the link, and uses that recovered clock to send
the GBT frame back to FELIX. It also uses the same clock to drive the other devices it
is connected to, that transmit their data serially to the GBTx using that same frequency.
This results in a fully synchronous (also referred to as isochronous) system.
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One way to have the FPGA device that hosts the GBT-FPGA and the SCAX be in the
same domain with FELIX is using a clock output from a GBTx that is under the same
system. This is achieved easily by driving a clock output of the GBTx into a jitter
cleaner (imperative, as the line rate requires a high quality reference), which in turn

drives the GBT-FPGA’s transceiver reference clock input. This scheme is depicted in
Figure 8.15.

TTC

fiber [0

clk = 40.079 MHz

Jitter < GBTx

Cleaner

“iber (4.8 Gbps)

FELIX

MGTrefclk

§| GBT-FPGA fiber (4.8 Gbps) >

VC709
FPGA

Figure 8.15: Block diagram of the clocking scheme when using the GBTx clock
output as an input to the transceiver’s reference clock. This connectivity ensures proper
communication with FELIX.

This approach emulates that of the NSW electronics scheme, in the sense that the GBTx
provides reference clocking to all other devices using its clock recovery capabilities. As
mentioned above, the ASIC uses an on-package crystal oscillator as an input to its Clock
and Data Recovery (CDR) logic, that recovers clock and data from the fiber connection
with FELIX. The aforementioned oscillator’s frequency must be very close to that of
the reference frequency of the transceiver that the GBTx is connected to. Having that
in mind, a different scheme can be used in the setup, that does not use a GBTx device,
but mimics its behavior. The setup involves a high-quality frequency generator, that
drives the GBT-FPGA’s reference clock input (MGTrefclk) via a jitter attenuator. That
frequency is either equal, or a multiple of the system’s frequency of 40.079 MHz’. The

"This is the clock that FELIX recovers from the TTC input, and it is what is being used in ATLAS
as a reference.
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FPGA’s transceiver uses that reference clock to drive its CDR circuitry, which in turn
outputs the recovered clock (RXuserclk) into its fabric. The latter is being driven out of
the FPGA, into the input of the jitter attenuator, which can automatically switch over to
the recovered clock, if it has been configured to do so. After switching, the GBT-FPGA
uses the recovered clock as a reference clock input, and is now in full sync with FELIX
and the system. This clock-switching method has also been tested thoroughly and was
what was being used when running the stress-tests of the SCAX. The scheme can be
viewed in Figure 8.16.

clk = 40 MHz

Input1 Input0

Jitter
Cleaner

clk = 40 MHz

RXuserclk Jitter
Cleaner'
MGTrefclk
MGTrefclk
> GTH
< O LI GTH
fiber
(4.8Gbps)
VC709 FPGA
FELIX FPGA

Figure 8.16: Block diagram of the clocking scheme when using an independent high-
quality oscillator to recover the clock from FELIX and then feed it back into the transceiver
that performed the recovery. The jitter cleaner is configured to automatically switch over
to the first input, if a clock of predefined frequency is driven there. The recovered clock
is being fed to that input once the CDR circuitry of the transceiver locks to the incoming
datastream of FELIX.



226 8.3. SCAX IMPLEMENTATION AND TESTING PROCEDURE

Conclusions

In this Chapter, the architecture and functionality of the SCA eXtension was described
[82]. Emulating the interface of the SCA ASIC’s with the front-end devices and the
back-end electronics, the main feature of the SCAX is that it can be used by any FPGA
device that communicates with FELIX, and allows the user to access the configuration
parameters of the pre-existing logic. It is completely transparent to the OPC server
that handles the SCA traffic via FELIX [66], thus allowing the employment of the
well-established software infrastructure used for the detector’s slow control to monitor
the status of the FPGA and write into its register space. A flexible design, SCAX
has been developed in such a way as to be transparent to the surrounding logic of
the FPGA that it is instantiated in, via MCPs used in the critical paths of the core.
All of its functionalities have been tested thoroughly in actual FPGA implementations
at a clock frequency of 320 MHz, while the included software package that allows
the user to automatically generate the necessary files that vary depending on the
actual application, further enhance the package’s ease-of-use. These facts, alongside
the by-design compatibility with the back-end OPC server, and the module’s general
adaptability, deem the SCAX ideal for configuration of FPGA-based systems that use
FELIX for their communication with the back-end.

For more information, the reader is also referred to an SCAX-related proceeding that
was published by the writer on behalf of the ATLAS collaboration [81]. At the time
of writing of this dissertation, a journal publication about the subject had just been
published as well [80].
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Acronyms

ADC
ADDC
ALICE
ALTI
ALU
ART
ASIC
ATCA
ATLAS
BC
BCID
BGA
BW
CA

CB
CDC
CDR

Analog to Digital Converter

ART Data Driver Card

A Large Ion Collider Experiment
ATLAS Local Trigger Interface
Arithmetic Logic Unit

Address in Real Time
Application-Specific Integrated Circuit
Advanced Telecommunications Computing Architecture
A Toroidal LHC ApparatuS
Bunch-Crossing

Bunch-Crossing Identification
Ball-Grid Array

Big Wheel

Charge Amplifier

Connection Block

Clock Domain Crossing

Clock and Data Recovery
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CERN Conseil Europeen pour la Recherche Nucleaire, or European Organization for
Nuclear Research

CI Continuous Integration
CKBC Bunch-Crossing Clock
CKDT Data Clock
CKTK Token Clock
CKTP Test-Pulse Clock/Strobe
CLB Configurable Logic Block
CMOS Complementary Metal-Oxide-Semiconductor
CMS Compact Muon Solenoid
CMT Clock Management Tile
CPU Central Processing Unit
CRC Cyclic Redundancy Check
CSC Cathode Strip Chamber
CTF Clock and Trigger Fanout
CTP Central Trigger Processor
DAC Digital to Analog Converter
DAQ Data AcQuisition
DCS Detector Control System
DDF Delayed Dissipative Feedback
DMA Direct Memory Access
DRP Dynamic Reconfiguration Port
DUT Device Under Test
EDA Electronics Design Automation
EMAC Ethernet Media Access Controller

ENC Equivalent Noise Charge
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EOF
FCS
FEC

FELIX
FIFO
FMC

FPGA
FSM

(S)GMII
GBT
GUI

HDL
HDMI
HDLC

HLT

ICMP
IEEE
1/0
IP
IPv4
JTAG
LHC
LO(A)
L1(A)
LAN
L1DDC

End of Frame

Frame Check Sequence

Forward Error Correction

Front-End LInk eXchange

First-In First-Out

FPGA Mezzanine Board
Field-Programmable Gate Array
Finite State Machine

Serial Gigabit Media Independent Interface
Giga-Bit Transceiver

Graphical User Interface

Hardware Description Language
High-Definition Multimedia Interface
High-Level Data Link Control
High-Level Trigger

Internet Control Message Protocol

Institute of Electrical and Electronics Engineers

Input/Output

Intellectual Property / Internet Protocol
Internet Protocol version 4

Joint Test Action Group

Large Hadron Collider

Level-0 (Accept)

Level-1 (Accept)

Local Area Network

Level-1 Data Driver Card
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LM
LS2/3
LSB
LUT
LVDS
miniSAS
MO
MDT
Micromegas (MM)
MAC
MAN
MCP
MMCM
MMFE
MSB
MSPS
NIM
NSW
OPC
OSI
PCle
PCS/PMA
PDO
PLL
PMT

PS

Large Module

Long Shutdown 2/3

Least Significant Bit (Byte)
Look-Up Table

Low Voltage Differential Signaling
mini Serial Attached SCSI
Monitor Output

Monitored Drift Tube

Micro-mesh Gaseous Structure
Media Access Control
Metropolitan Area Network
Multi-Cycle Path

Mixed-Mode Clock Manager
Micromegas Front-End

Most Significant Bit (Byte)

Mega Sample Per Second

Nuclear Instrumentation Modules
New Small Wheel

Open Platform Communications
Open Systems Interconnect
Peripheral Component Interconnect Express
Physical Coding Sublayer/Physical Medium Attachment
Peak Detector Output
Phase-Locked Loop

Photo Multiplier Tube

Proton Synchrotron
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R&D
RAM
RMS
ROC
ROM
RPC
SB
SCA
SCAX
SCSI
SCT
SET
SEU
SL
SM
SMA
SMC
SNR
SOF
SPS
SREJ
SSTL
TAC
TCP
TDO

ToT

Research and Development
Random Access Memory
Research Mean Square
Read-Out Controller
Read-Only Memory

Resistive Plate Chamber
Switch Box

Slow Control Adapter

Slow Control Adapter eXtension
Small Computer System Interface
Semi Conductor Tracker
Single Event Transient

Single Event Upset

Sector Logic

Small Module

SubMiniature version A
SCAX Memory Controller
Signal to Noise Ratio

Start of Frame

Super Proton Synchrotron
Selective Reject

Stub Series Terminated Logic
Time to Amplitude Converter
Transmission Control Protocol
Time Detector Output

Time-over-Threshold
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SET Single-Event Transient
SEU Single-Event Upset
SPI Serial Peripheral Interface
SSH Secure Shell
sTGC small-strip Thin Gap Chamber
SW Small Wheel
sWROD Software Read-Out Driver
TGC Thin Gap Chamber
TMR Triple Modular Redundancy
TP Trigger Processor
uTPC micro Time Projection Chamber
TRT Transition Radiation Tracker
TTC Trigger Timing and Control
TTL Transistor-Transistor Logic
UDP User Datagram Protocol
UFL User FPGA Logic
USA1S Underground Service Area 15
VCO Voltage-Controlled Oscillator
VERSO VMM Readout System Ethernet Readout Software
VHDL Very High Speed Integrated Circuit Hardware Description Language
VME Versa Module Europa
VRS VMM Readout System
VSB VMM Readout System Supervisory Board

XML Extensible Markup Language
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Communication Protocols

B.1 Ethernet - UDP Protocol

Ethernet is a communication protocol used locally (Local Area Networks - LAN), or
at a larger scale (Metropolitan Area Networks - MAN). It first appeared in the mid
70s [12] and quickly emerged into a prominent position, overshadowing other types
of technology developed for the same applications, due to its simplicity and high
throughput capabilities. Ethernet is part of the second layer of the Open Systems
Interconnection (OSI) model' which is called Data Link Layer. The logic implementing
the said protocol puts together the Ethernet frame, and forwards it one layer down, to
the Physical Layer, which is on the lowest level. The general structure of the Ethernet
frame can be viewed in Figure B.1. The Network and Transport Layers exist on top
of the Link Layer, which completes the scheme that is of interest for this dissertation:
Transport — Network — Link — Physical. The Transport Layer protocol that was
implemented in the FPGAs of this work is the User Datagram Protocol (UDP).

Dest. Source

address address Data CRC

Preamble

Type

Figure B.1: Structure of the Ethernet frame [12]. The Data field, also called Payload,
contains data that are part of higher layers of the OSI model, like IPv4 for example (see
Figure B.2).

'The OSI model describes the different functions that a computational system must apply in order for
it to interface with other systems. The OSI model dictates a certain hierarchy, thus dividing the different
functionalities into distinct /ayers.
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The Destination Address (denoted as Dest. Address in Figure B.1), is the so-called
Media Access Control (MAC) Address of the LAN node the packet is directed to. It
is six bytes long and is more or less tied with the hardware (e.g. a network card?).
Similarly, the Source Address is the address of the node from where the frame was
transmitted. The Type field denotes the so-called EtherType of a frame. One commonly
used type is called IPv4, associated with the value 0x0800 in that field. The Data can be
up to 1500 bytes in length, and contains the fields of the frame (or datagram) assembled
on the Network Layer. As mentioned before, this is usually an [Pv4 datagram (at least
for the applications discussed here.). Finally, the Cyclic Redundancy Check (CRC)
field is four bytes long, and allows for detection of corrupted data within the entire
frame as received on the receiver side. The standard states that the CRC? value is
computed as a function of the protected MAC frame fields: source and destination
address, length/type field, MAC client data and padding (that is, all fields except the
FCS) using the left shifting CRC32 BZIP2.

The Ethernet frame described above is part of the Link Layer. On the Network Layer,
the IPv4 datagram is assembled, and is encapsulated inside the Data/Payload field
of the Ethernet frame. On the Transport Layer, the UDP datagram is assembled, and
is encapsulated inside the Data/Payload field of the IPv4 datagram. The reader can
inspect the fields of the [Pv4 and UDP datagrams in Figure B.2.

32 bits

Vrsion T‘::g"ﬁ_l' Type of service Dratagram length (bytes)
16-hit Identifier Flags 13-bit Fragmentation affset
N 32 bits
Time-to-live u;;r:trl;:gler Header chedsum | 1 |

32-bit Source IP address Source port # Dest. Port &
32-bit Destination IP address Hength S

; . Application

Options (if any)
pir . data
Data [message)
—

IPv4 Packet UDP Datagram

Figure B.2: Structure of an IPv4 datagram (encapsulated inside the Data Field of an
Ethernet frame) and of a UDP Datagram. The UDP Datagram’s contents are inside the
IPv4 payload.

2 As opposed to the IP Address, which is part of the Internet Protocol version 4 (IPv4) datagram - see
Figure B.2
3Also called Frame Check Sequence (FCS).
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The IPv4 header has several fields which define the behavior and the packet type. The
Datagram Length for instance, is sixteen bytes long, which implies that a packet can
be 65535 bytes long. All hosts are required to be able to reassemble datagrams of
size up to H76 bytes, but most modern hosts handle much larger packets. Sometimes
links impose further restrictions on the packet size, in which case datagrams must be
fragmented. Fragmentation in IPv4 is handled in either the host or in routers. A receiver
can determine if a packet is part of a fragmented group, by using the Identifier field,
and deduce which part of the fragment the received frame is from, by the contents of
the Fragmentation Offset field. Another interesting field is the Time-to-live (TTL).
This field limits a datagram’s lifetime. It is specified in seconds, but time intervals
less than 1 second are rounded up to 1. In practice, the field is a hop count - when the
datagram arrives at a router, the router decrements the TTL field by one. When the
TTL field hits zero, the router discards the packet. The Upper Layer Protocol denotes
which protocol the Data field of the [Pv4 datagram is part of. Two possible values can
be 0x01 for the Internet Control Message Protocol (ICMP), or 0x11 for UDP. Finally,
the 32-bit addresses for the source and the destination of the datagram, have a similar
functionality as the associated fields of the Ethernet frame, with the difference being
that they are easier to manipulate at the level of the Operating System, as opposed to
the MAC Address, which is tied with the hardware.

The UDP datagram which is encapsulated in the IPv4 data field, is a simple connection-
less communication model with a minimum of protocol mechanisms. UDP provides
checksums for data integrity, and port numbers for addressing different functions at
the source and destination of the datagram. It has no handshaking functionalities,
and thus exposes the user’s program to any unreliability of the underlying network;
there is no guarantee of delivery, ordering, or duplicate protection. UDP is suitable for
purposes where error-checking and correction are either not necessary or are performed
in the application. For the needs of the FPGA-related projects of this project, UDP was
deemed sufficient, as error-checking is being performed on the software side, which
uses fields inside the UDP payload that denote the packet sequence number to report
any dropped messages in the network.

B.2 8b10b Encoding

8b10b is a line code that maps 8-bit words to 10-bit symbols to achieve DC-balance
and bounded disparity, and yet provide enough state changes to allow reasonable
clock recovery, at the expense of bandwidth overhead. This means that the difference
between the counts of ones and zeros in a string of at least 20 bits is no more than two,
and that there are not more than five ones or zeros in a row. The encoding is widely
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used in most serial communication schemes (e.g. FireWire, SATA/SAS, Ethernet,
HDMI). The method was first described in 1983 by two IBM researchers in a dedicated
publication [33]. The basic philosophy of the scheme is based on the fragmentation of
transmitted data into bytes, which are subsequently encoded into 10-bit words (see
Figure B.3. This transformation results in a serial stream where the amount of high and
low bits is more or less balanced [34]. The encoding algorithm ensures that no more
than five subsequent high or low bits are transmitted, and the total number of ones and
zeros in a stream of twenty bits in a row will differ by two at most. This difference is
known as the Running Disparity (RD). Each byte has actually two 10-bit words that it
can be mapped into, and these two 10-bit words are complementary with respect to each
other. One of them has an RD of +1, while the other one has RD = —1. If, for instance
the transmitter wants to send two bytes, then the first byte will be mapped into a word
with positive disparity, while the next byte will be encoded into a word with negative
disparity. This scheme ensures that the long-term ratio of ones and zeros transmitted
is exactly 50%, thus resulting in a DC-free transmission line. This is a highly desirable
feature, since it allows the datastream to be transmitted through a channel with a high-
pass filtering characteristic. This is also called DC Balancing, and it is used in high-rate
communication schemes.

Parallel byte from communications adaptor

e——=t>_ 10 binary lines
> to serializer

5B/6B |
encoding

switch

(Fig. 7

3B/aB
| encoding
switch
(Fig. 8)

(Fig. 4)

Byte rate clock
BYTECLK {from transmitter)

Figure B.3: Diagram of an 8b10b encoder. The encoder receives an 8-bit input
(ABCDEFGH), and outputs a 10-bit parallel signal (abcdeifghj). This signal is forwarded
to a serializer, which transmits the word bit-by-bit on the transmission line [33].

The other reason behind 8b10b encoding is that the continuous transitions in the
voltage levels, make the process of Clock Recovery easier for the receiver. In most
modern communication schemes, the receiving end accepts only the datastream, and
uses that to derive (or recover) a digital clock, that will synchronize the register that
samples that same stream of data. Finally, to further ease the communication between
transmitter and receiver, the 8b10b standard has several special characters defined
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(called K Characters or Comma Characters), that are used for control functionalities
(e.g. encode commands such as ABORT, RESET) and for word boundary alignment. For
the latter case, when the transmitter is not sending any user data, it sends a constant
stream of IDLE characters instead. This is the Oxbc character in the byte space, but
in the 10-bit space, it is represented by 0011111010 and 1100000101*. The receiver
deserializes the stream, and upon recognizing the pre-defined IDLE character, knows
where the word boundaries are, and when exactly to pass 10 of the received bits into
its decoder. There are also two additional and equally important characters defined by
the scheme, called SOP and EOP, that define the start and end of a user payload packet
respectively.

All these functionalities have deemed 8b10b ideal for data communication schemes,
and it is the reason why it is a recurring theme in modern systems and in this
dissertation as well. The only drawback of using 8b10b encoding, is the fact that it
adds a 20% overhead in the effective user bandwidth. The solution is to use other
line code schemes, with similar characteristics, but with a better useful/”’useless™ bit
ratio, such as 64/66b encoding (approximately 3% bandwidth efficiency), or use a
scrambling/descrambling scheme between two communicating nodes, that rearrange
the bits in such as a way as to achieve DC balancing.

“Note that there are two words, complementary to each other - they have negative and positive
disparity respectively. They are also denoted as K28.5.
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Appendix

The MMFE1 Board

The MMFEI board [8] houses a single VMM and an Artix®-7 FPGA by Xilinx®. It
is being used in several setups throughout this dissertation, including the VMM Front-
End readout firmware (see Chapter 4), both in the digital and in the analog readout
scheme, and in the VMM Readout System (see Chapter 6) [44].

The board is shown in Figure C.1. Communication with the software host (see
Appendix D) is established using the FPGA and a commercial network Ethernet
physical interface (PHY) at speeds of 10 or 100 or 1000 Mb/s. A power distribution
circuit utilizes step-down regulators with an input voltage ranging from 3.4 up to 42V
and an output ripple of less than 10 mV peak-to-peak. The four power rails of the
VMM (Vddp, Vdd, Vddad and Vddd) are independently powered by different Low
Drop-Out (LDO) regulators to mitigate any ripple effects. Three LEMO connectors
provide access to the monitoring, peak-detector and time-detector outputs (MO, PDO,
TDO respectively) of the on-board VMM. The board has the ability to output the ART
signal, and receive an external trigger signal.

The architecture of the MMFEI board is shown in Figure C.2. The FPGA is
accessible through a standard JTAG connector for programming and monitoring. The
configuration file is stored in a flash memory which is accessible over the Serial
Peripheral Interface (SPI) protocol. A second memory (EEPROM) is used to store
the Media Access Control (MAC) and network addresses of the board, each of which
are configurable. The EEPROM is accessed by the FPGA via the 12C protocol, thus
allowing the on-board FPGA to dynamically reconfigure its network address, a crucial
aspect for the scalability of the system. A pHDMI connector provides access to
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Figure C.1: The MMFE]1 board.

additional external signals such as a reference clock, trigger and reset. A miniSAS!
connector can be used to interface externally with other boards, such as the Level-1 Data
Driver Card (L1DDC) [8], that has been developed for the NSW upgrade [7].

The input protection of the VMM is implemented using steering diodes in a rail-to-
rail configuration along with series resistors. A number of front-end boards based on
the same architecture as the one described here have been fabricated to interface with
various types of detectors. The MMFE]1 board, for example, was fabricated to validate
the functionality of the VMM ASIC using 10 x 10cm? Micromegas [30] prototype
chambers.

'Commercial mini Serial Attached Small Computer System Interface.
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Figure C.2: Block diagram illustrating the architecture of the MMFEI1 front-end board.
Blocks with yellow color indicate physical connectors while those in gray color indicate
on-board components. The VMM is connected to the FPGA via differential lines, while
its monitoring outputs drive three LEMO connectors. The trigger signal is propagated to
the FPGA and to one of the VMM channels, so that the ASIC can perform precise timing
measurements to the trigger signal itself. The FPGA can be accessed via JTAG, while two
flash memories store the FPGA’s configuration and network access information. Ethernet
connection is achieved via a standard RJ45 and External PHY pair that the FPGA can
interface with. Finally, the FPGA can interface with off-board devices via a uHDMI and
a miniSAS connector.
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Appendix D

The VMM Front-End Readout
Software

User control of the VRS Front-End FPGA boards is provided by a high-level software
tool referred to as “VERSO’: VMM Ethernet Readout SOftware. VERSO is developed
entirely in C++ and uses the Qt framework [87] for developing the graphical user
interface (GUI) which is shown in Figure D.1. VERSO has two main responsibilities:
orchestrating configuration processes and data-acquisition (DAQ). Both functionalities
are performed using a custom-made protocol implemented within the UDP standard.
VERSO also implements a suite of automated functionalities for performing calibration
of the front-end electronics or for data-taking with a fixed number of triggers.

The DAQ functionality provided by VERSO can handle the readout of several front-
end boards. The event building is based on a trigger counter that is transmitted with
each data fragment upon the reception of a trigger signal at the front-end. An ‘event’,
therefore, is the collection of such data fragments that have the same trigger number.
The trigger signal can either be an internal one configured by VERSO and generated by
the firmware (e.g. the test-pulse clock, CKTP, described in Section 4.3), or an external
signal.

As the UDP protocol cannot ensure a fixed latency, events based on the same trigger
number are not guaranteed to be captured by VERSO within the same UDP packet. The
event building of VERSO reflects this asynchronous readout by employing a single-
producer/single-consumer threading model wherein a reading thread is tasked with the
reception of the data-fragments from the front-end(s) and a second processing thread
is tasked with processing all those data-fragments associated with each unique trigger
number received. The data fragments received by the reading thread are indexed by
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Figure D.1: VERSO user interface.

their associated trigger-number and are buffered in a queue for eventual removal by
the processing thread. The queue is implemented as a lock-free concurrent queue [88]
which ensures that the two threads never prevent access to the queue for adding or
removing data-fragments. This makes for fully-efficient readout even at the maximal

data-taking rates observed during test-beam scenarios.

The processing of an event consists of the decoding of the raw data fragments
transmitted by the front-end(s) and building high-level data structures representing each
event. These structures are continuously stored on disk throughout a given data-taking
period in the .ROOT data format to be used for offline data analysis.




Appendix E

E-link Wrapper

The E-link Wrapper is an FPGA module that was used extensively in several designs
in this dissertation.

E.1 Preface

The E-link Wrapper [89] is a module that can be used as an interfacing agent between
two FPGAs, or an FPGA and an ASIC. It supports the HDLC and 8b10b protocols,
and bandwidths of 80, 160 and 320 Mb/s. The module deploys two clock-domain-
crossing (CDC) FIFOs (one for each direction), that act as an interface between the
user logic and the blocks that implement the low-level protocol handling (i.e. HDLC
bit unstuffing/stuffing, 8b10b aligning and decoding/encoding, and the actual data
serializing and deserializing). As already stated, apart from acting as a bridge between
two FPGAs that deploy the said logic, the wrapper can also be used as an interfacing
mean between an FPGA and an ASIC that supports the aforementioned data rates and
protocols.

The wrapper contains components that originate from the FELIX firmware repository
[83]. These pieces of logic are used to connect the rest of the FELIX firmware’s
logic with front-end devices, that can either be an FPGA which implements the said
wrapper (or an equivalent module), or an ASIC. Therefore, the E-link Wrapper is an
ideal solution for interfacing an FPGA with FELIX.

One common way to implement this connection, is via a Gigabit Transceiver (GBTx)
ASIC [63], that (de)/multiplexes FELIX’s fiber (input)/output (into)/from separate
serial E-links. This use-case is depicted in Figure E.1. However, this is not the only
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way to establish a connection between an FPGA and FELIX. FELIX deploys the so-
called GBT-FPGA component in order to connect to the GBTx via optical fiber, which
makes use of the FELIX FPGA'’s transceivers. Hence, another way to implement the
interfacing between an FPGA and FELIX, is via a direct optical fiber link, provided
that the user’s FPGA has an equivalent transceiver implementation with FELIX. This
scenario is examined later on in this Appendix.

User FPGA
rx_elink1bit
rx/tx data <€ FELIX
/ N [e)
7 ?| elink_wrapper < >
_Wrapper | o cinkibit | | CBTX [Z5Gbps’| FPGA
elink_clocks > fiber
clk40, clk80,
clk160, clk320
MMCM |
(PLL) refClk (E-link clock)

Figure E.1: Example where the E-link Wrapper is used as an interfacing agent between
FELIX and the FPGA that instantiates the wrapper’s logic. Here, FELIX is connected to
the FPGA via a GBTx. The GBTx is connected to FELIX via optical fiber, and to the user
FPGA via two serial E-links. The GBTx is recovering a clock from the optical link, and
sends it to the user FPGA via a separate (differential) connection. This reference frequency
is used to create the necessary clocking for the elink wrapper logic. Note that the User
Logic may not be in this domain, since the wrapper deploys two CDC FIFOs that act as a
bridge between the wrapper and any surrounding logic.

E.2 E-link Wrapper General Description

The wrapper instantiates the E/ink2FIFO and FIFOZ2Elink components, that originate
from the FELIX firmware repository [83]. These two sub-modules, contain the Central
Router key logic blocks, that implement the 8b10b aligning and decoding/HDLC
unstuffing (RX side - Elink2FIFO), and the 8b10b encoding/HDLC stuffing (TX side
- FIFO2Elink). Depending on the chosen bandwidth, these blocks also handle the rate
at which the data are received and sent from/to the wrapper. Each direction has four
available input/output ports. One is single-bit (supporting all data rates), another is two-
bit (80 Mb/s), another is four-bit (160 Mb/s), and finally one is eight-bit (320 Mb/s).
The single-bit bus is used for serial implementations between two FPGAs, or when the
GBTx is involved (see Figure E.1), whereas the multi-bit buses are generally used for
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cases where the GBT-FPGA is instantiated within the same FPGA as the wrapper (see
Figure E.2).

User FPGA
elink_wrapper GBT-FPGA
Elink2FIFO
rx_fifo_rd
> RX
L, rx_fifo_d?ut [9:0] 248
>2 8b10b ya o
: rx_fifo_f’ulllempty FIFO align/decode <€ 7 RX_FRAME [83:0]
HDLC rx_elinkXbit
X susea| || o | FELIX
A Logic Reset: < >
User Logic| | el “[een| FPGA
FIFO2Elink fiber
tx_fifo_wr > ™ 2!")5
-4 »| FIFO [—»]8b10b encode —“—>»| TX_FRAME [83:0]
L. tx_fifo_din [17:0] .HDLCl tx_elinkXbit
< _fifo_pfull bit stuffing =

Figure E.2: Example where the E-link Wrapper is used as an interfacing agent between
FELIX and the FPGA that instantiates the wrapper’s logic. Here, FELIX is connected to the
FPGA via a GBT-FPGA instantiation. Every ~ 25 ns, the GBT-FPGA receives one 84-bit
word (TX FRAME), that serializes to the other endpoint over the fiber. In a similar manner,
every ~ 25ns, the GBT-FPGA presents one newly received 84-bit word (RX FRAME) to
the user logic. The elink wrapper is connected to a part of both of these buses. Depending
on the chosen data rate, the corresponding number of bits are connected between the two
modules (e.g. for 320 Mb/s eight bits must be parsed between the two components). It
is implied that the E-link clocks of the wrapper belong on the same domain as the GBT-
FPGA clocking (similarly to Figure E.1, where the GBTx provides the reference clock that
generates all of the wrapper’s E-link clocks). The User Logic reads the RX-FIFO, and
writes into the TX-FIFO accordingly.

E.3 Generic and Port Description

The wrapper supports the HDLC and 8b10b protocols. Also, 80, 160 and 320 Mb/s
datarates are available. Finally, the core supports two types of interfacing. There
is either a serial interfacing scheme, or a parallel one. The latter is usually used
when a GBT-FPGA instantiation is present within the same FPGA as the wrapper (see
Figure E.2), and the former when a direct serial FPGA-to-FPGA connection is to be
established, or when the FPGA is communicating with a FELIX endpoint via a GBTx
ASIC (see Figure E.1).

The following table provides a full description of the generics section of the E-link
Wrapper, that define all aforementioned options:
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Generic Name

Possible Values

Description

TXRX_elinkEncoding | 2'b01,2'b10 | 2°b01 will implement 8b10b communica-
tion protocol, and 2’b10 will implement
HDLC
TX_dataRate 80, 160, 320 | The wrapper’s TX Data rate in Mb/s
RX_dataRate 80, 160, 320 | The wrapper’s RX Data rate in Mb/s

serialized_input

true, false

Setting this to false implements a par-
allel connection of the wrapper, ideal if
the logic is implemented on the same
FPGA with a GBT-FPGA instance (see
Figure E.2). If set to true, the module
will accept E-link data in its serial input,
intended for applications where a GBT-
FPGA is deployed in another FPGA that
has a serial connection with the FPGA
that hosts the wrapper, or if the wrapper
interfaces with FELIX via a GBTx (see
Figure E.1, or if a direct FPGA-to-FPGA
serial connection has been chosen)

A complete description of the E-link Wrapper’s ports section is given in the following

table:

Port Name

Direction

Description

clk usr

in

User clock. The TX-FIFO of FIFO2Elink
and the RX-FIFO of the Elink2FIFO sub-
modules use this clock in their write and
read domain ports respectively. There-
fore, the user logic that handles these
ports, must belong on the same domain

clk_40

in

40 MHz E-link clock. Should be related
to the GBT-FPGA reference clock, or the
GBTx’s reference clock. Usually this is
the BC clock
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clk_80

in

80 MHz E-link clock. Should be related
to the GBT-FPGA reference clock, or the
GBTx’s reference clock. Usually this is
twice the frequency of the BC clock

clk_160

in

160 MHz E-link clock. Should be related
to the GBT-FPGA reference clock, or the
GBTx’s reference clock. Usually this is
four times the frequency of the BC clock

clk_320

in

320 MHz E-link clock. Should be related
to the GBT-FPGA reference clock, or the
GBTx’s reference clock. Usually this is
eight times the frequency of the BC clock

rst

in

Resets the core. It is strongly recom-
mended to initialize the core upon the
system’s startup by keeping this signal
high and then pulling it low (e.g. by tying
it to an inverted p11_lock signal)

reverse_rx

in

Reverses the endianness of the inbound
datastream’s 8b10b 10—bit word before
being decoded

reverse_tx

in

Reverses the endianness of the outbound
8b10b 10—bit word before being sent

drdy_dbg

out

Clocked at the 40 MHz E-link clock.
While high, the word of the din_dbg port
is being written to the Elink2FIFO buffer.
This is a debug input that can be used with

a logic analyzer to evaluate the status of
the RX link
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din_dbg out Clocked at the 40MHz E-link clock.
A 10—bit bus indicating which word is
written to the Elink2FIFO buffer (the
drdy_dbg must be high for the word to
be written). This is a debug input that can
be used with a logic analyzer to evaluate
the status of the RX link. For instance,
when using the 8b10b protocol, this port
must present the 3bc word, indicating the
RX link is comma-aligned

rx_elink in Serial single-bit input to the wrapper.
Should be used if the serialized_input
generic is set to true. Should be driven
by the serial input from the GBTX, or
external GBT-FPGA implementation, or
other FPGA’s serial TX port

rx_elink2bit in Parallel two-bit input to the wrapper.

Should be used if the serialized_input
generic is set to false and if the
RX_datarate is set to 80. Should be
driven by two bits of the RX GBT Frame
of the GBT-FPGA that connects with
FELIX

rx_elink4bit in Parallel four-bit input to the wrapper.

Should be used ifthe serialized_input
generic is set to false and if the
RX_datarate is set to 160. Should be
driven by four bits of the RX GBT Frame
of the GBT-FPGA that connects with
FELIX

rx_elink8bit in Parallel eight-bit input to the wrapper.

Should be used ifthe serialized_input
generic is set to false and if the
RX datarate is set to 320. Should be
driven by eight bits of the RX GBT Frame
of the GBT-FPGA that connects with
FELIX
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rX_swap

in

Swaps the inbound datastream from the
remote endpoint per 2-bits for 80 Mb/s
speed, per 4-bits for 160 Mb/s speed,
and per 8-bits for 320 Mb/s speed. An
equivalent command is also provided on
the FELIX side by its software, called
fereverse

rx_fifo_rd

in

Toggle high to read one word from the
RX-FIFO. Must be in sync with the
clk_usr domain

rx_fifo_empty

out

If high, the RX-FIFO yields data that can
be presented to the user

rx_fifo_full

out

If high, the RX-FIFO is full and cannot
store any more data coming from the
remote endpoint

rx_fifo_dout

out

After toggling the monrx_fifo rd port, the
RX-FIFO will present the decoded byte
plus its two-bit flag in this port

tx_elink

out

Serial single-bit output from the wrapper.
Should be used ifthe serialized_input
generic is set to true. Should drive the
serial output to the GBTx, or external
GBT-FPGA implementation, or RX serial
input pin of another FPGA

tx_elink2bit

out

Parallel two-bit output from the wrapper.
Should be used ifthe serialized_input
generic is set to false and if the
TX_datarate is set to 80. Should drive
two bits of the TX GBT Frame of the
GBT-FPGA that connects with FELIX

tx_elink4bit

out

Parallel four-bit output from the wrapper.
Should be used ifthe serialized_input
generic is set to false and if the
TX_datarate is set to 160. Should drive
four bits of the TX GBT Frame of the
GBT-FPGA that connects with FELIX
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tx_elink8bit out Parallel eight-bit output from the wrapper.
Should be used ifthe serialized_input
generic is set to false and if the
TX_datarate is set to 320. Should drive
eight bits of the TX GBT Frame of the
GBT-FPGA that connects with FELIX

tx_swap in Swaps the outbound datastream to-be-

sent to the remote endpoint per 2-bits for
80Mb/s speed, per 4-bits for 160 Mb/s
speed, and per 8-bits for 320 Mb/s speed.
An equivalent command is also provided
on the FELIX side by its software, called

fereverse

tx_fifo_wr in Toggle high to write one word to the TX-
FIFO. Must be in sync with the clk_usr
domain

tx_fifo_din in 18—Dbit data bus containing the two bytes

to-be-sent (on the [15:0] part of the bus),
plus a two-bit flag

tx_fifo_pfull out If high, the TX-FIFO is full and cannot
accept more data coming from the user
logic

E.4 Transmitting and Receiving Data Using the E-link
Wrapper

Transmitting Data

In order to send data using the wrapper, the user logic must handle the tx_fifo_wr
and tx_fifo_din ports. The former is the write-enable signal of the TX-FIFO, and

the latter is its 18-bit data input bus. In order to transmit data, the sequence below must
be followed:

e 1: Write [17:16]="10" & [15:0]=0x0000. The first two bits represent the Start
Of Packet (SOP). The word in [15:0] does not get transmitted by the wrapper.
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2: Write [17:16]="00" & [15:0]=0xXXXX. The first two bits represent the
Middle Of Packet (MOP). These data (i.e. 0xXXXX) get transmitted by the
wrapper.

e N-1: Write [17:16]="00" & [15:0]1=0xYYYY. The first two bits represent the
Middle Of Packet (MOP). These data (i.e. OxYYYY) get transmitted by the
wrapper.

o N: Write [17:16]="01" & [15:0]=0x0000. The first two bits represent the End Of
Packet (EOP). The word in [15:0] does not get transmitted by the wrapper.

The sequence above will send NV bytes of the [15:0] part of the tx_fifo_din bus that
were written in-between step 1 and /N. Upon the writing of the EOP word, transmission
begins. The user may write any number of MOP 16-bit words in-between the SOP and
EOP flags, as long as the tx_fifo_pfull is low. In Figure E.3, the user logic sends a
packet that is sixteen-byte long.

clk_usr | | |

tx_fifo_wr

tx_fifo_din X 10 & 0x0000 X 00 & 0x0123 X 00 & 0x4567 Xoo & 0x89ab X 00 & Oxcdef X 01 & 0x0000 X

tx_fifo_pfull —l

Figure E.3: Timing diagram of the signals driven by the User Logic to the E-link Wrapper’s
TX-FIFO (i.e. FIFO2Elink) ports. Here, bytes 0x01, 0x23, 0x45, 0x67, 0x89, Oxab, Oxcd,
Oxef will be sent.

Receiving Data

In order to read data as received from the wrapper, the user logic must handle the
rx_fifo_rd, rx_fifo_dout and rx_fifo_empty ports. By probing the latter signal,
the user logic is aware of when a data word has been successfully decoded and buffered
by the RX-FIFO (i.e. Elink2FIFO), and ready to be read. By toggling the rx_fifo_rd
high for one clock cycle, the rx_fifo_dout will be updated with the new data word
after one clock cycle.

The rx_fifo_dout bus is 10-bits wide, the two most significant bits represent the flag,
1.e. the EOP, SOP or MOP. A value of ”’10” indicates this is the SOP, and in the case
of the 8b10b encoding, the accompanying byte will be the decoded standard K28.1
character (0x3c). Usually, after the SOP, the main body of the message follows, that is
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flagged with 00 at the first two bits of each decoded byte. The EOP is indicated by a
”01” in the first two bits, and in the case of the 8b10b encoding, the accompanying byte
will be the decoded standard K28.6 character (Oxdc). See Figure E.4 for the wrapper’s
repository testbench result which demonstrates this sequence of events.

E.S The Repository

The E-link Wrapper may be cloned from the associated repository [89]. The repository
contains all the necessary files that the user should deploy in their project to operate
the core. The elink_wrapper module is instantiated in a top-level design file, called
elink wrapper_top, that connects the wrapper’s TX and RX ports in loopback.
The TX-FIFO inputs are controlled by the top-level’s ports, while the RX-FIFO is
being read by a simple process instantiated in the top-level. The read words are
forwarded to the top-level’s ports. A behavioral testbench VHDL source file, named
elink wrapper_top_tb, writes a sixteen-byte message to the TX ports, in a similar
fashion with Figure E.3. The data are being transmitted back into the wrapper’s RX
logic, and the Elink2FIFO presents the data to the user logic via its buffer, which is
being read. The result is shown in Figure E.4.

Figure E.4: Behavioral simulation result of the wrapper when instantiated in loopback,
as taken from its repository. The data that are written to the TX ports follow the timing
diagram of Flgure E.3. The read data are the same as the ones transmitted.
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