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Abstract

In performing arts, such as choreography, dance and theatrical kinesiology, movements of human body
signals and gestures are essential elements used to describe a storyline in an aesthetic and symbolic way.
Although, we, as humans, can inherently perceive and decipher such human body signals in a natural way,
this process is challenging for a computer system. One important aspect in the analysis of a performing
dance is the automatic extraction of the choreographic patterns/elements since these elements provide an
abstract and compact representation of the semantic information encoded in the overall dance storyline.
One salient issue in the analysis of a performing dance is to automatic extract its choreographic patterns
since these elements provide an abstract representation of the semantics of the dance and encodes the
overall dance storytelling. However, application of conventional video summarization algorithms on
dance sequences cannot appropriately retrieve their choreographic patterns since a dance is composed of
an ordered set of sequential elements which are repeated in time. Additionally, the 3D geometry of a
dance is too complicated to be described using only the RGB color information.

This thesis is distinguished into three parts. Part I describes the theoretical background regarding
ICH and the principles with respect to the mathematical modelling of folklore choreographic sequences.
In Chapters 1, 2, 3 the recent trends on choreographic representation in terms of machine learning,
video summarization, pose identification and dance annotation are described. Part II presents the
adopted techniques for content-based sampling of the selected folklore choreographic sequences. This
part is oriented on the semantic compression and the video summarization taking into consideration
the complexity of the spatio-temporal sequences. In particular, Chapter 4 exploited a hierarchical
scheme that implements spatio-temporal variations of the dance features. Chapter 5 describes an
abstract representation of the semantic details of choreographic sequences taking into consideration
a key-frame selection algorithm. Chapter 6 compares the summarization performances taking into
account four sampling algorithms all implemented under a SAE scheme’s projected data. Specifically, a
SAE framework followed by a hierarchical SMRS algorithm implemented to summarize choreographic
sequences. Part III (Chapters 7, 8, 9) focused on modelling and analysis of folklore choreographic
sequences. Chapter 7 explored the feasibility of pattern matching between heterogeneous motion
capturing systems. In this chapter, a trajectory interpretation in folklore sequences is described. The
conducted experiments indicate that if significant levels of precision are ensured during initial data
collection, design, development and fine-tuning of the system, then low-cost and widely popular motion
capturing sensors suffice to provide a smooth and integrated experience on the user end, which would
allow for relevant educational or entertainment applications to be adopted at scale. Chapter 8 focuses on
the enhancement of the learning experience of folklore dances by introducing machine learning tools
with the capability of providing a scalable quantifiable assessment of a choreography at different level of
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hierarchies; yielding a from coarse to fine evaluation. Chapter 9 describes an adaptable autoregressive
and moving average layer (R-ARMA) into a conventional CNN filter to model the dynamic behavior of a
choreography. In addition, to face the choreography dynamics, we introduced an adaptation mechanisms
in a way that the network weights of the fully connected hidden layer is dynamically updated to fit current
environmental characteristics. Experimental results on real-life sequences indicated the efficiency of the
proposed model against conventional deep machine learning filters. Chapter 10 summarizes the thesis by
representing the overall contribution and the future works.



Εκτεταμένη Περίληψη

Πολλές προσπάθειες έχουν μέχρι σήμερα γίνει προκειμένου να καταγραφεί και να διασωθεί η υλική

πολιτιστική κληρονομία. Αντιθέτως η άυλη κληρονομιά λόγω της μη απτής φύσης της επιφέρει δυσκολίες
τόσο στην επεξεργασία όσο και στην καταγραφή της. Παρόλη την τεράστια πρόοδο που έχει επιτευχθεί
στην τεχνολογία της ψηφιοποίησης, κυρίως όσον άφορα στα απτά πολιτιστικά αγαθά στο επίπεδο της
τρισδιάστατης απεικόνισης (3D-COFORM, EPOCH, CARARE, IMPACT, PRESTOSPACE, V-CITY), η
ηλεκτρονική τεκμηρίωση των άυλων πολιτιστικών αγαθών δεν είναι πλήρως φανερή, ειδικότερα στις
λαϊκές μορφές τέχνης. Αυτό οφείλεται κυρίως στο σύμπλεγμα διεπιστημονικότητας των φολκλόρ
παραστάσεων που παρουσιάζουν μια σειρά από προκλήσεις που περιλαμβάνουν τη χορογραφία, την
ψηφιοποίηση, την επεξεργασία, την χορογραφική ανάλυση/σημειογραφία, την μηχανική μάθηση και
την υπολογιστική όραση. Είναι σημαντικό να αναφέρουμε ότι αυτή είναι η πρώτη φορά που υλοποιεί-
ται τέτοιο καινοτόμο πεδίο έρευνας, το οποίο έχει ως στόχο να λειτουργήσει ως ένας πρωτοποριακός
μηχανισμός για την ενοποίηση του περιεχομένου της ΄Αυλης Πολιτιστικής Κληρονομιάς (ΑΠΚ) με
ήδη υπάρχον ψηφιοποιημένο περιεχόμενο από ψηφιακές βιβλιοθήκες (π.χ. Europeana), την σύνδεση
της ΑΠΚ με το πεδίο της μηχανικής μάθησης οδηγώντας σε προηγμένες επιστημονικές δημοσιεύσεις.
Στόχος της επιδιωκόμενης ερευνητικής μελέτης της διδακτορικής διατριβής είναι η ψηφιοποίηση της

ΑΠΚ, δηλαδή των χορευτών και των χορευτικών τους κινήσεων, χορευτικών εκφράσεων, καθώς και η
αρχειοθέτηση των σχετικών δεδομένων/μεταδεδομένων σε κατάλληλη ψηφιακή βιβλιοθήκη, προκειμέ-
νου να διατηρηθεί τμήμα της ΑΠΚ. Επιπλέον, τίθεται η ανάγκη να μειωθεί η πολυπλοκότητα της ψη-
φιοποίησης που διέπει την καταγραφή, την απεικόνιση, τη μοντελοποίηση και την εικονική αναπαράσ-
ταση. Οι παραστατικές τέχνες, όπως η χορογραφία, ο χορός και η θεατρική κινησιολογία, οι κινήσεις
ανθρώπινων σωμάτων και χειρονομιών είναι βασικά στοιχεία που χρησιμοποιούνται για να περιγράψουν

μια ιστορία με αισθητικό και συμβολικό τρόπο. Παρόλο που εμείς, ως άνθρωποι, μπορούμε εγγενώς
να αντιληφθούμε και να αποκρυπτογραφήσουμε τέτοια σήματα ανθρώπινου σώματος με φυσικό τρόπο,
αυτή η διαδικασία είναι δύσκολη για ένα σύστημα υπολογιστή. Μια σημαντική πτυχή στην ανάλυση
ενός παραστατικού χορού είναι η αυτόματη εξαγωγή των χορογραφικών προτύπων/στοιχείων δεδομέ-
νου ότι αυτά τα στοιχεία παρέχουν μια αφηρημένη αναπαράσταση των σημασιολογικών πληροφοριών

που κωδικοποιούνται στη ακολουθία του χορού. Επιπλέον ένα σημαντικό ζήτημα στην ανάλυση εκ-
τέλεσης ενός χορού είναι η αυτόματη εξαγωγή χορογραφικών προτύπων της, δεδομένου ότι αυτά τα
στοιχεία παρέχουν μια αφηρημένη αναπαράσταση της σημασιολογίας του χορού και κωδικοποιούν τη

συνολική αφήγηση του συγκεκριμένου χορού. Ωστόσο, η εφαρμογή συμβατικών αλγορίθμων συνοπ-
τικών βίντεο ακολουθιών δεν μπορεί να ανακτήσει κατάλληλα τα χορογραφικά τους μοτίβα αφού ένας

χορός αποτελείται από ένα διατεταγμένο σύνολο διαδοχικών στοιχείων τα οποία επαναλαμβάνονται
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στο χρόνο. Τέλος, η τρισδιάστατη γεωμετρία του χορού είναι πολύ περίπλοκη για να περιγραφεί χρησι-
μοποιώντας μόνο τις πληροφορίες χρώματος RGB.
Η υπό εξέταση διατριβή αναπτύσσεται αναπτύσσεται σε 10 κεφάλαια:
Το Κεφάλαιο 1 εισάγει τις βασικές έννοιες της ΄ΑΠΚ, αναλύει τους ερευνητικούς στόχους, την

πρωτοτυπία και την καινοτομία της προτεινόμενης διατριβής.
Το Κεφάλαιο 2 παρουσιάζει τις πρόσφατες τάσεις στη χορογραφική αναπαράσταση όσον αφορά

τη μοντελοποίηση, τη βιντεοπερίληψη, την σημειογραφία και την αναγνώριση χορογραφικών μοτίβων.
Επιπλέον, δημιουργήθηκαν δύο χορογραφικά σύνολα δεδομένων. Τα χορογραφικά σύνολα περιλαμ-
βάνουν τριάντα παραδοσιακές ψηφιοποιημένες ακολουθίες χορού που καταγράφηκαν σε συνεργασία

με το Αριστοτέλειο Πανεπιστήμιο Θεσσαλονίκης στο πλαίσιο του έργου TERPSICHORE. Αυτά τα
σύνολα δεδομένων εμπεριέχουν περισσότερες από 83663 εικόνες RGB και 7362 εγγραφές νεφών
σημείων (μορφή .c3d) συμβατές με διάφορες βάσεις δεδομένων (π.χ. Europeana, βάση δεδομένων CMU,
AMASS).
Το Κεφάλαιο 3 περιγράφει τη διαδικασία ψηφιοποίησης χορογραφικών δεδομένων, την περιγραφή

του συνόλου δεδομένων, την επεξεργασία χορογραφικών μοτίβων και την κινησιολογική μοντελοποίηση.
Επιπλέον, περιγράφονται τα συστήματα καταγραφής κίνησης. Συγκεκριμένα, σε αυτό το Κεφάλαιο
περιγράφονται τα χαρακτηριστικά βήματα των υπό εξέταση ελληνικών χορών που έχουν καταγραφεί

προκειμένου να εξαχθούν τα χορογραφικά μοτίβα και οι αντιπροσωπευτικές στάσεις/κινήσεις.
Το Κεφάλαιο 4 πρότεινε ένα νέο σχήμα σύνοψης χορού (βιντεοπερίληψης) αναφορικά με τα δε-

δομένα που καταγράφηκαν χρησιμοποιώντας το σύστημα καταγραφής κίνησηςVICON.Η προτεινόμενη
μέθοδος εξαγωγής αντιπροσωπευτικών στιγμιοτύπων εφαρμόζει ένα ιεραρχικό σχήμα κατάτμησης που

εκμεταλλεύεται τις χωροχρονικές παραλλαγές των κινησιολογικών μεταβολών των χορευτών. Αρ-
χικά, οι ολιστικοί περιγραφείς εξάγονται για να εντοπίσουν τα βασικά βήματα ενός χορού (μια χον-
δροειδής αναπαράσταση). Στη συνέχεια, κάθε τμήμα αποσυντίθεται περαιτέρω σε λεπτομερή τμήματα
για τη βελτίωση της αντιπροσωπευτικότητας του χορού (λεπτή αναπαράσταση). Το σχήμα ιεραρ-
χικής κατάτμησης χορού τροποποιεί τον αλγόριθμο SMRS κατάλληλα προκειμένου να επιτραπεί η
χωροχρονική μοντελοποίηση σύνθετων χορευτικών ακολουθιών. Η προσέγγισή αξιολογήθηκε σε
τριάντα φολκλορικές χορευτικές ακολουθίες που καταγράφηκαν στο Αριστοτέλειο Πανεπιστήμιο Θεσ-

σαλονίκης στο πλαίσιο του έργου TERPSICHORE που αντιπροσωπεύει πέντε διαφορετικές χορο-
γραφίες και σε σύνολα δεδομένων από το Πανεπιστήμιο Carnegie Mellon, ελεύθερα διαθέσιμα, που
απεικονίζουν παραστάσεις στη θεατρική κινησιολογία.
Το Κεφάλαιο 5 εισάγει δύο τεχνικές: μια μέθοδο «ανεξάρτητη από το χρόνο» που βασίζεται σε αλ-

γόριθμο ομαδοποίησης k-means++ για την εξαγωγή αντιπροσωπευτικών στιγμιοτύπων του χορού και
μια τεχνική που βασίζεται στη ερμηνεία των φυσικών χαρακτηριστικών της κινησιολογίας δημιουργών-

τας χρονικές περιλήψεις σε διαφορετικά επίπεδα λεπτομέρειας. Οι προτεινόμενες μέθοδοι αξιολογήθηκαν
σε δύο σύνολα δεδομένων κίνησης χορού.
Το Κεφάλαιο 6 εισάγει ένα μη επιβλεπόμενο πλαίσιο βαθιάς στοίβας αυτόματου κωδικοποιητή

(SAE) ακολουθούμενο από έναν αλγόριθμο ιεραρχικής κατάτμησης για να συνοψίσει τις χορογραφικές
ακολουθίες. Στόχος του SAE είναι ο περιορισμός των περιττών θορύβων στα μη επεξεργασμένα δε-
δομένα και συνεπώς η βελτίωση της απόδοσης της χορογραφικής περίληψης. Αυτό γίνεται εμφανές
όταν δύο χορευτές καταγράφονται ταυτόχρονα. Αλγόριθμοι βίντεο-περίληψης εφαρμόζονται για την
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εξαγωγή των αντιπροσωπευτικών χορογραφικών στάσεων χρησιμοποιώντας τον Kennard-Stone, το
συμβατικό SMRS και το ιεραρχικό του σχήμα που ονομάζεται H-SMRS. Τα πειραματικά αποτελέσ-
ματα αξιολογήθηκαν σε πραγματικές χορευτικές ακολουθίες ελληνικών παραδοσιακών χορών, ενώ τα
αποτελέσματα συγκρίθηκαν με χορογραφικά δεδομένα που επέλεξαν ειδικοί χορού. Τα αποτελέσματα
δείχνουν ότι το H-SMRS που εφαρμόζεται μετά τη μείωσης του θορύβου υπό την εφαρμογή του SAE
εξάγει βασικά καρέ που αποκλίνουν σε χρόνο μικρότερο από 0,3 δευτερόλεπτα από αυτά που επιλέ-
γονται από τους ειδικούς και με τυπική απόκλιση 0,18 δευτ. ΄Ετσι, το προτεινόμενο σχήμα μπορεί να
εξάγει αντιπροσωπευτικά στιγμιότυπα αποτελεσματικά.
Το Κεφάλαιο 7 παρουσιάζει ένα νέο πλαίσιο βασισμένο στη μοντελοποίηση της κινησιολογίας με

βάση τα φυσικά χαρακτηριστικά (ταχύτητα, επιτάχυνση) για την εξαγωγή αντιπροσωπευτικών στιγ-
μιοτύπων χρησιμοποιώντας νέφη σημείων. Προτείνονται δύο προσεγγίσεις: (i) μια μέθοδος βασισ-
μένη σε αυτόματη ομαδοποίηση για την επιλογή των βασικών πρωτευόντων μιας χορογραφίας και (ii)
μια προσέγγιση βασισμένη στα κινηματικά χαρακτηριστικά των χορογραφιών. Το πλαίσιο περίληψης
χορού έχει επικυρωθεί επιτυχώς σε σύνολα χορογραφικών δεδομένων με τη συμμετοχή επαγγελματιών

χορού και εμπειρογνωμόνων.
ΤοΚεφάλαιο 8 περιγράφει ένα δίκτυοΜακράς και Βραχείας μνήμης (LSTM) με ικανότητα ανάλυσης

χορογραφικών στάσεων λαμβάνοντας υπόψιν νέφη σημείων προερχόμενα από την ψηφιοποίηση των

χορευτών. Αυτή η διαδικασία ταυτοποίησης θέσης είναι ικανή να παρέχει μια λεπτομερή αξιολόγηση
του χορογραφικού μοτίβου. Επιπλέον, προτείνεται μια αρχιτεκτονική χορογραφικής περίληψης που
βασίζεται στην εφαρμογή της ιεραρχικής κατάτμησης προκειμένου να εξάγει τα χορογραφικών μοτίβα.
Τέλος αναπτύχθηκε μια πλατφόρμα σοβαρού παιχνιδιού υποστηρίζοντας την οπτικοποίηση της χορο-

γραφίας χρησιμοποιώντας Laban σημειογραφία, προκειμένου προσδιορίσει την απόδοση της προτεινό-
μενης προσέγγισης με επίσημη τεκμηρίωση.
ΤοΚεφάλαιο 9 περιγράφει ένα αυτοπαλίνδρομο κινητού μέσου όρου (ARMA) φίλτρο που εφαρμόζε-

ται σε ένα συμβατικό Συνελικτικό Νευρωνικό Δίκτυο (CNN). Αυτό σημαίνει ότι η έξοδος ταξινόμησης
επιστρέφει στο επίπεδο εισόδου, βελτιώνοντας τη συνολική ακρίβεια ταξινόμησης. Επιπλέον, εισάγεται
ένας προσαρμοστικός αλγόριθμος, εκμεταλλευόμενος την επέκταση της σειράς Taylor πρώτης τάξης.
Με αυτόν τον τρόπο, οι παράμετροι του δικτύου (π.χ. βάρη) τροποποιούνται δυναμικά βελτιώνοντας τη
συνολική ακρίβεια ταξινόμησης. Τα πειραματικά αποτελέσματα σε πραγματικές χορευτικές ακολουθίες
δείχνουν την απόδοση της προτεινόμενης προσέγγισης σε σχέση με τους συμβατικούς μηχανισμούς

βαθιάς μάθησης.
Το Κεφάλαιο 10 ολοκληρώνει τη διατριβή παραθέτοντας τη συνολική συμβολή της και τα μελλον-

τικά βήματα.
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Chapter 1

Intangible Cultural Heritage

1.1 Introduction

The ICH content encompasses "the practices, representations, expressions, knowledge, skills – as well
as the instruments, objects, artefacts and cultural spaces associated therewith" [11]. Although, the
ICH content and especially the traditional folklore performing arts, are considered to be worthy of
preservation by UNESCO (Convention for the Safeguarding of ICH) and the EU committee, most of
the current research efforts are focused on tangible cultural assets [12], while the ICH content seems to
be underestimated. The primary disadvantage emerges from the complex structure of ICH, its dynamic
composition, the interaction among the objects and the environment, as well as from a variety of emotional
elements (e.g., the way of expression and dancers’ style) [13], [14]. This thesis focuses on analysing,
designing, researching, training and validating a novel framework, that implements machine learning
algorithms, for digitization, modelling, archiving and e-preserving ICH content related to folk dances.

European’s CH is considered to be one of the greatest diversities around the world. The fusion of
these multiple cultural diversities leads to a common place, that draws millions of visitors every year
to cultural heritage sites, as well as to theaters, concert halls, folklore festivals and to other festivities.
This common cultural European underlay merges the accumulation of past artistic achievements with
the dynamical expressions of tradition and creativity, during the 4-th decade of the industrial revolution.
The cultural outcomes are considered as economic triggers that boost activities and job opportunities,
reinforcing the social and political cohesion of the EU [15]. Culture is playing an emblematic role into
supporting the European integration process, attempting to bring people regardless of their different
habits, traditions and languages. Towards this aim, the prosperity and the adequacy of the EU is in its
ability to pay respects to each Member States’ identity and inter-related history and cultures, while forging
mutual understanding and policies that have ensured peace, stability, prosperity and solidarity [16] for
decades. The significance of the European Cultural Heritage is prominent via very important international
decisions, declarations and agreements, such as (a) the adoption of the Commission Communications to
the Council, (b) the EU Lisbon Treaty (article 3) [17], (c) the European Parliament 2006/2040(INI) [18],
(d) the different resolutions of the European Council (such as the 2006/C297/01), (e) the Communication
by the European Commission in 2007 as the famous European agenda for culture, that was later also
endorsed by the Council of Ministers in November 2007. This agenda is structured around three main
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pillars, in order to foster (i) cultural diversity and intercultural dialogue, (ii) culture, as a catalyst for
promoting creativity within the framework of the Lisbon Strategy for EU growth and (iii) to sharpen new
competencies concerning culture as a vital element in the EU foreign affairs.

Furthermore, the European Council Resolution stated in 2008 and in 2010 (8843/10), that “Digi-
tization and online accessibility of cultural material are essential to highlight cultural and scientific
heritage, to inspire the creation of new content and to encourage new online services to emerge. They
assist to help democratize access to culture and knowledge and to develop the information society and
the knowledge-based economy”. Finally, the Commission Recommendations to the Member States
(2011/711/EU1) and the report of the "Comite de Sages" on Bringing Europe’s Cultural Heritage Online
are the most important EU policy documents about the e-documentation and e-preservation of the Cultural
Heritage Commons [19].

On the other hand, the UNESCO Convention for the Safeguarding of Intangible Cultural Heritage,
defines that the tangible, along with the intangible cultural assets, determine intellectual, materialistic and
emotional features, that defines a society or a social group. Hence, ICH is considered to be an important
factor in maintaining cultural diversity, in the content of globalization. Its emblematic role is not the
cultural manifestation itself, but rather the wealth of knowledge and skills that are imparted to the next
generations [20].

Cultural expression, in any form, includes fragile intangible live expressions and elements. Such
expressions are built upon certain knowledge, skills and craftsmanship. These manifestations of human
intelligence and creativeness constitute our ICH, a basic factor of local cultural identity and a guaranty
for sustainable development [21],[22]. UNESCO refers that ICH assets (e.g., music, dance, craft) are
of equal importance to the tangible ones. Folk dances are important parts to ICH; they are directly
connected to local culture and identity [23], [24]. Recently, research approaches have been carried out
for digitization, modelling [25], choreographic analysis [26], posture classification [27], documentation
[9], [10] and representation of folklore choreographies [28]. In this context, research projects have been
funded, such as i-TREASURES [11], TERPSICHORE 2 [29], Wholodance [12], WebDANCE [13],
AniAge and projects with the purpose of capturing and modelling ICH. Beyond the political support, the
significant EU investment in the area of cultural heritage, which is more than 1B Euro in the last decade,
has a number of past and currently important active projects3 of this scope.

The study of dance from a computational point of view has been enabled by the development of
heterogeneous sensors, including visual cameras and motion capture devices, on the one hand, and the
advancements in motion analysis fueled by the progress made in machine learning, as well as signal
and image processing [16]. Regarding the part of motion acquisition, characteristic examples of Motion
Capture Systems are Kinect [17], Vicon, and OptiTrak [18], which can be seen as one of the most accurate
motion schemes used to digitize humans’ movements [19], [20], [16]. Now, these systems are being
rapidly incorporated as a critical component to many applications like gaming, 3D animation, education,

1https://ec.europa.eu/digital-single-market/en/news/european-commission-report-cultural-heritage-digitisation-online-
accessibility-and-digital

2http://terpsichore-project.eu/
3e.g. AGAMEMNON, CALIMERA, DELOS, MEMORIES, MICHAEL, MICHAEL+, MINERVA, MINERVA+, 3D-

COFORM, PRESTOSPACE, IMPACT, V-CITY, EPOCH, CULTURA, V-NET, DC-NET, INDICATE, ATHINA, ATHINA+,
DC-NET, INDICATE, EUROPEANALOCAL, APARSEN, AXES, CHESS, PATHS, PrestoPRIME, 4DCH-WORLD, ITN-
DCH
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engineering, rehabilitation and sports industry [9], [16]. In addition, the visualization of the human
body through joint identification and extraction of the dance movement based on motion capture and
Labanotation [30], [31], [32], expand new horizons in several fields such as kinesiology, neuroscience
and computer graphics research.

A choreographic sequence is a time-varying 3D process (4D modeling), which contains dynamic
co-interactions among different actors, emotional and style attributes, and supplementary elements, such
as music tempo, and costumes. Dance analysis is an important research field in the cultural sector
since it constitutes one of the components of ICH. Nowadays, research focuses on the utilization of
motion acquisition sensors, in an attempt to handle kinesiology issues. The extraction of skeleton data,
in real-time, contains a significant amount of information (data and metadata), allowing for various
choreography-based analytics. Analyzing choreographic sequences is a highly complicated task as
it involves the inclusion and processing of many factors such as the dancer’s emotions [14], motion
capturing systems calibration issues, the dancer’s expressions [15] and kinesiology differences. Moreover,
folklore choreographies are very important not only for preserving ethnological aspects but is a different
area in the kinesiology field encompassing the rhythm, the expression, specific postures and the folklore
music.

1.2 Main Research Objectives of the Thesis

ML learning techniques have progressed dramatically over the past decades, from researched curiosity to
a practical technology, in many applications such as Computer Vision, Natural Language Processing,
Bioinformatics, etc., succeeding to provide solutions to difficult research problems, while also leading to
a wide range of exciting applications. In the domain of ICH content, and particularly dance, ML provides
many opportunities for analysis, classification, semantic annotation and emotional understanding of
human choreographic movement. In this thesis, we will present a brief survey of the main approaches
that have been proposed in the literature exploiting ML techniques, to analyze choreographic time
series (see Chapter 2). We focused on three main pillars: (a) the extraction of the key choreographic
postures, taking into consideration time series analysis, i.e. video summarization, (b) the identification
of key posture in dance movement, i.e. dance pose recognition of choreographic content, and (c) the
semantic representation and notation of dance movements through Laban Movement Analysis. The way
of developing the research plan and the methodology that will be followed for the investigation of the
above mentioned topic, is a complex process and is presented briefly below.

Objective 1: Review and evaluation of the state-of-the-art digitization technologies for decreasing the
capturing complexity, by introducing low cost devices, able to acquire high quality depth information
in real-time and compare such smart sensors with imaging technologies (enhanced through the use of
computer vision tools, data processing and 3D modeling) in order to result in accurate virtual reconstruc-
tions of moving, complex (non-rigid) objects which dynamically interact with each other and with the
environment.

Objective 2: Review, analysis and evaluation of digitization technologies to identify the one that will
provide significantly reduced complexity in recording using motion capturing systems, so that they will
be able to obtain high quality information in real time.
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Objective 3: Comparison among motion capturing sensors utilizing computer vision tools, machine
learning algorithms, time-series analysis and 3D modeling [14], in order to define the most accurate
semantic representations of movements and complex choreographic performances.

Objective 4: Research on data processing, mathematical modelling machine learning and computer
vision techniques, which serve in the automation of 3D/4D digitization. These are tools that allow the
connection of multimodal data, to a common work environment, reducing the complexity of digitization
and enhancing the ability to automate it.

Objective 5: Investigating the ways of extracting semantic and ontological signatures, with the
assistance of 3D computer vision and computational methodologies for modeling human movements and
for measuring human expression. At the same time, advanced methods in the field of video summarization
will be explored, which will be exploited with ML techniques of the recorded choreographic data.

1.3 Originality and contributions of this Thesis

The recent advances in digitization technology as regards tangible cultural assets and especially in the
area of 3D virtual reconstruction and rehabilitation, the e-documentation of ICH assets is not yet evident,
especially of folklore performing arts. This is mainly due to the complex multi-disciplinarity of the
folklore performances which presents a series of challenges ranging from the choreography, the folk
music, the –uniforms, -music and from the digitization and computer vision to spatio-temporal (4D)
dynamic modeling and virtual scene generation as discussed above. Choreographic modeling, that is
identification of key choreographic primitives, is a significant element for Intangible Cultural Heritage
(ICH) performing art modeling. Recently, deep learning architectures, such as LSTM and CNN, have been
utilized for choreographic identification and modeling. However, such approaches present sensitivity to
capturing errors and fail to model the dynamic characteristics of a dance, since they assume a stationarity
between the input-output data. To address the objectives of this thesis, the main contributions to the
research community are summarized follows:

• A key frame extraction framework that implements a hierarchical scheme exploiting spatio-temporal
variations of the dance features is introduced (see Section 4). Initially global holistic descriptors
are extracted to localize the key choreographic steps of a dance (a coarse representation). Then,
each segment is further decomposed into finer sub-segments to improve dance representativity
(fine representation). Dance abstraction scheme exploits the concepts of a Sparse Modeling
Representative Selection (SMRS) appropriately modified to enable spatio-temporal modelling of
the dance sequences through a hierarchical decomposition algorithm.

• A machine learning method exploiting deep learning paradigms is proposed (see Section 8). In
particular, we introduced a LSTM memory network with the main capability of analyzing 3D
captured skeleton feature joints of a dancer into predefined choreographic postures. This pose
identification procedure is capable of providing a detailed (fine) evaluation score of a performing
dance. In addition, this proposed framework proposes a choreographic summarization architecture
based on SMRS in order to abstractly represent the performing choreography through a set of key
choreographic primitives. We have modified the SMRS algorithm in a way to extract hierarchies
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of key representatives. Choreographic summarization provides an efficient tool for a coarse
quantitative evaluation of a dance. Moreover, hierarchical representation scheme allows for a
scalable assessment of a choreography. The serious game platform supports advanced visualization
toolkits using Labanotation in order to deliver the performing sequence in a formal documentation.

• Development of a method to address dynamic limitations of sequences (e.g., stationarity). We
introduced an AutoRegressive Moving Average (ARMA) filter into a conventional CNN model; this
means that the classification output feeds back to the input layer, improving overall classification
accuracy. In addition, an adaptive implementation algorithm is introduced, exploiting a first-order
Taylor series expansion, to update network response in order to fit dance dynamic characteristics.
This way, the network parameters (e.g., weights) are dynamically modified improving overall clas-
sification accuracy. Experimental results on real-life dance sequences indicate the out-performance
of the proposed approach with respect to conventional deep learning mechanisms.

• Development of a deep stacked auto-encoder (SAE) scheme followed by an algorithm proposed to
summarize dance video sequences, recorded using the VICON Motion capturing system. SAE’s
main task is to reduce the redundant information embedding in the raw data and, thus, to improve
summarization performance. This becomes apparent when two dancers are performing simultane-
ously and severe errors are encountered in the humans’ point joints, due to dancers’ occlusions in
the 3D space. Four summarization algorithms are applied to extract the key frames; density based,
Kennard Stone, conventional SMRS and its hierarchical scheme called H-SMRS. Experimental
results have been carried out on real-life dance sequences of Greek traditional dances while the
results have been compared against ground truth data selected by dance experts (see Section 9).

• A method that matches trajectories’ patterns, existing in a choreographic database, to new ones
originating from different sensor types such as VICON and Kinect II. Then, a Dynamic Time
Warping (DTW) algorithm proposed to find out similarities/dissimilarities among the choreographic
trajectories. The goal of this method is to evaluate the performance of the low-cost Kinect II sensor
for dance choreography compared to the accurate but of high-cost VICON-based choreographies.
Experimental results on real-life dances are carried out to show the effectiveness of the proposed
DTW methodology and the ability of Kinect II to localize dances in 3D space (see Section 7).

• Development of two choreographic datasets (see Sections 3.3.1, 3.3.2, 3.5). Our approach en-
compasses thirty folkloric dance sequences recorded at the Aristotle University of Thessaloniki
under the framework of TERPSICHORE project representing five different choreographies. These
datasets encompass more than 83663 RGB images and more than 7362 point clouds records (.c3d
format) compatible with various databases (e.g., Europeana, CMU database, AMASS 4).

1.4 Outline of the Thesis

The structure of this thesis is divided into ten chapters. The second chapter presents an overview of the
previous works relevant to the choreographic domain describing the state-of-the-art approaches. The

4https://amass.is.tue.mpg.de/en
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third part encompasses the choreographic datasets created within this research taking into consideration
the benchmarked motion databases. The fourth part analyses the fundamentals regarding kinessiological
modelling and the pre-processing state of the training data. The fifth part describes our approach to
analyse choreographic patterns from heterogeneous motion capture systems using DTW algorithm. The
sixth part exploits an hierarchical summmarization schema to decompose the choreographic sequences
taking into consideration the spatio-temporal dependencies.

(i) Chapter 2 presents recent trends in choreographic representation in terms of modelling, summariza-
tion and choreographic pose recognition. We survey recent approaches employed for the extraction
of representative primitives of choreographic sequences, the recognition of choreographic pose
and dance movements, as well as for the analysis and semantic representation of choreographic
patterns.

(ii) Chapter 3 represents the dataset creation and the components integration and includes the state-
of-the-art solutions, the adopted acquisition process, the TERPSICHORE dataset description, the
data processing and the kinessiological modelling. Moreover, it is described the adopted motion
capturing systems and the adopted acquisition process. In addition, it is introduced the adopted
folklore dances and the description of the adopted choreographies. Specifically, in this Chapter the
adopted folklore Greek dances are annotated in order to extract the choreography patterns and the
most representative key postures.

(iii) Chapter 4 proposed a new dance summarization scheme on data being recorded using the Vi-
con motion capturing system. This way, skeleton information of the 3D joints of a dancer is
available. The proposed key frame extraction method implements a hierarchical scheme that
exploits spatio-temporal variations of the dance features. Initially global holistic descriptors are
extracted to localize the key choreographic steps of a dance (a coarse representation). Then, each
segment is further decomposed into finer sub-segments to improve dance representativity (fine
representation). Dance abstraction scheme exploits the concepts of a Sparse Modeling Representa-
tive Selection (SMRS) appropriately modified to enable spatio-temporal modelling of the dance
sequences through a hierarchical decomposition algorithm. Our approach is evaluated over thirty
folkloric dance sequences recorded at the Aristotle University of Thessaloniki under the framework
of TERPSICHORE project representing five different choreographies and on datasets from the
Carnegie Mellon University, freely available, that depict performances on theatrical kinesiology.

(iv) Chapter 5 provides an abstract and compact representation of the semantic information of chore-
ographic sequences using a key-frame selection algorithm. In this chapter two techniques are
introduced: a "time-independent" method based on k-means++ clustering algorithm for the ex-
traction of prominent representative instances of a dance, and a physics-based technique that
creates temporal summaries of the sequence at different levels of detail. The proposed methods are
evaluated on two dance motion datasets.

(v) Chapter 6 introduces a deep stacked auto-encoder (SAE) scheme followed by a hierarchical
Sparse Modeling for Representative Selection (SMRS) algorithm in order to summarize dance
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video sequences, recorded using the VICON Motion capturing system. SAE’s main task is to
reduce the redundant information embedding in the raw data and, thus, to improve summarization
performance. This becomes apparent when two dancers are performing simultaneously and severe
errors are encountered in the humans’ point joints, due to dancers’ occlusions in the 3D space. Four
summarization algorithms are applied to extract the key frames; density based, Kennard Stone,
conventional SMRS and its hierarchical scheme called H-SMRS. Experimental results have been
carried out on real-life dance sequences of Greek traditional dances while the results have been
compared against ground truth data selected by dance experts. The results indicate that H-SMRS
being applied after the SAE information reduction module extracts key frames which are deviated
in time less than 0.3 s to the ones selected by the experts and with a standard deviation of 0.18 s.
Thus, the proposed scheme can effectively represent the content of the dance sequence.

(vi) Chapter 7 presents a novel framework based on physical modeling for the extraction of salient 3D
human motion data from real-world choreographic sequences. Two approaches are proposed:(i)
a clustering-based method for the selection of the basic primitives of a choreography, and (ii) a
kinematics-based method that generates meaningful summaries at hierarchical levels of granularity.
The dance summarization framework has been successfully validated and evaluated with two
real-world datasets and with the participation of dance professionals and domain experts.

(vii) Chapter 8 describes a Long-Short Term Memory (LSTM) network with the main capability of
analyzing 3D captured skeleton feature joint of a dancer into predefined choreographic postures.
This pose identification procedure is capable of providing a detailed (fine) evaluation score of a
performing dance. In addition, the paper proposes a choreographic summarization architecture
based on Sparse Modelling Representative Selection (SMRS) in order to abstractly represent the
performing choreography through a set of key choreographic primitives. We have modified the
SMRS algorithm in a way to extract some hierarchies of key representatives. Choreographic
summarization provides a efficient tool for a coarse quantitative evaluation of a dance. Moreover,
hierarchical representation scheme allows for a scalable assessment of a choreography. The serious
game platform supports advanced visualization toolkits using Labanotation in order to deliver the
performing sequence in a formal documentation

(viii) Chapter 9 describes an Auto-Regressive Moving Average (ARMA) filter into a conventional
CNN model; this means that the classification output feeds back to the input layer, improving
overall classification accuracy. In addition, an adaptive implementation algorithm is introduced,
exploiting a first-order Taylor series expansion, to update network response in order to fit dance
dynamic characteristics. This way, the network parameters (e.g., weights) are dynamically modified
improving overall classification accuracy. Experimental results on real-life dance sequences
indicate the out-performance of the proposed approach with respect to conventional deep learning
mechanisms.

(ix) Chapter 10 concludes the thesis by representing the overall contribution and the future works.



Chapter 2

Related Works

2.1 Introduction

Performing arts and in particular dance is one of the most important domains of Intangible Cultural
Heritage [14]. However, preserving, documenting, analyzing and visually understanding choreographic
patterns is a challenging task due to technical difficulties it involves. A choreography is a time-varying
3D process (4D) including dynamic co-interactions among different actors (dancers), emotional and
style attributes, as well as supplementary ICH elements such as the music tempo, the rhythm, traditional
costumes etc. Recent technological advancements have unleashed tremendous possibilities in capturing,
documenting and storing Intangible CH content, which can now be generated at a greater volume and
quality than ever before. The massive amounts of RGB-D and 3D skeleton data produced by video and
motion capture devices. The huge number of different types of existing dances and variations dictate
the need for organizing, archiving and analyzing dance-related cultural content in a tractable fashion
and with lower computational and storage resource requirements. Motion capturing devices extract
humans’ skeleton data in terms of 3D points each corresponding to a human joint. This information can
be combined with computer graphics software toolkits for modelling, classification and summarization
purposes. In this chapter, we present recent trends in choreographic representation in terms of modelling,
summarization and choreographic pose recognition. We survey recent approaches employed for the
extraction of representative primitives of choreographic sequences, the recognition of choreographic pose
and dance movements, as well as for the analysis and semantic representation of choreographic patterns
[14].

Works focusing on choreographic acquisition and modelling can be distinguished into those that
deal with 3D digitization and capturing and those that mainly focus on the analysis and processing of
dances. Regarding 3D digitization, the work of [33] is considered as one of the first approaches in the
field. In particular, this work introduces a 3D archive system for Japanese traditional performing arts. The
graph-cuts algorithm is used to reconstruct the 3D model of the scene from multi-view videos. In the same
context, the [34] digitizes Cypriot dances using the Phasespace Impulse X2 motion capture system. In the
same work, a video game is developed for making the teaching of Cypriot dances more attractive. In [26],
the capturing architecture of the i-Treasure European Union funded project is described, mainly focusing
on 3D digitization and analysis of rare European folkloric choreographies. A digitization framework
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suitable for tele-immersive applications of a dance is proposed in [35]. The purpose of this research is to
design a creativity framework for dance choreography based on LMA [30]. Advanced motion captured
architectures for digitizing folklore performing arts presented in [36]. In this work, motion analysis
algorithms are investigated with the main aim to transform the captured motion trajectories of the dancers
into meaningful and semantically enriched LMA features.

Although 3D digitization technologies provide an efficient framework for documentation and preser-
vation of the ICH artifacts of folklore dances, it has the limitation that the delivered 3D data are too
large for processing, storing and archiving. For this reason, skeletonization is first performed, which is a
process that emphasizes the geometrical and topological properties of the motion trajectories, extracting
the medial axis. In this context, Kinect depth senors [37], Phasespace capturing [36] or Vicon [38] motion
interface has been exploited.

Regarding choreographic analysis approaches, classification algorithms have been proposed on data
expressing the human body movements. In this context, the work of [39] proposes a real-time classification
system in detecting choreographed gesture classes. The input data have been acquired using the Kinect
depth sensor [40], extracting a 3D wireframe skeleton of the dancers. Another dance classification
approach is proposed in [41] using again data capturing from the Kinect sensor. In particular, the authors
of [41] combine a PCA , acting as a feature selection process, with two classifiers; a Gaussian mixture
and a hidden Markov model. A combination of principal component and Fisher’s linear discriminant
analysis, which is called fisherdance, is proposed in [42], for classifying Korean pop dances. The inputs
are again from the Kinect sensor.

A dance recognition system is introduced in [43]. The platform compares an unknown move with a
specified start and stop against known dance moves. The recognition method consists of a classification
algorithm and a template matching using a database of model moves. Similarly, in the works of [44],
[37] a markerless tracking system, exploiting the principles of the Kinect sensor, is presented for motion
trajectory interpretation and folklore dance pattern recognition.

Recently, video summarization algorithms have been proposed for choreographic motion trajectories
[8]. This scheme exploits input data from a Vicon motion capturing interface and then applies a k-means
classification algorithm to find out key frame representatives that abstractly model the choreography. In
the broad research area of dance summarization, algorithms focusing on extracting key frames of human
actions can be also considered. More specifically, the works of [45] and [46] introduce a classification
framework for retrieving representative human actions, while the work of [47] proposes a hierarchical
union of sub-spaces for human activity abstraction under a semi-supervised framework. In addition, the
work of [48] proposes Histograms of Grassmannian Points for classifying multidimensional time-evolving
data in dynamic scenes. A stylistic analysis of the variations of dance movements has been recently
proposed in [49]. In addition, in the works of [50] and [51] emotional analysis and characterization of
dance sequences are discussed.
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2.2 Previous Work

2.2.1 Choreographic Summarization

Content summarization is very useful application domain in the multimedia research community in
general. Focusing on choreographic sequences, the automatic extraction of the choreographic elements
is of significant interest, since such elements provide an abstract and compact representation of the
semantic information encoded in the overall dance storyline. A large number of sensors capture the
kinesiology of the dancers around the clock producing huge video sequences. Processing these videos is
a time, energy, hardware and man power consuming progress. Due to the aforementioned parameters
video summarization has an important role in this field enhancing the storage, browsing and retrieval
of large collection of video data without losing important details of the captured subject. One of the
first approaches for extracting the most representative key frames from video programs introduced in
[52]. After that, many approaches used kinesiological features for extraction the most representative
frames. The approach in [53] focuses on the decomposition of the dance movements into elementary
motions. Placing this problem into a probabilistic framework, we propose to exploit Gaussian processes
to accurately model the different components of the decomposition [54]. The proposed framework relies
on Gaussian processes allowing for a flexible representation, from extremely coarse to detailed, capturing
the periodicities of the dance movement.

In [1], the authors focus on segmentation and classification algorithms using depth images and videos
of folkloric dances in order to identify key movements and gestures, compare them against database
instances and determine the dance genres they represent, as well as to provide helpful metadata. A
set of six traditional Greek dances consists the investigated data. A two-step process was adopted. At
first, the most descriptive skeleton data were selected using a combination of density based and sparse
modelling algorithms. Then, the representative data served as training set for a variety of classifiers.
In [55], a segmentation method that can separate cyclic activities and their transitions for a number
of data modalities is presented. This approach tackles the segmentation problem on a general level in
terms of the choice of crucial parameters, e.g. the search radius and the feature offsets for stacking. The
proposed feature bundling is a novel contribution and proves to be especially helpful for processing noisy
data modalities such as EMG, accelerometer and Kinect motion capture. The authors used a five-point
derivation to estimate the direction of movement in the bundling, but when faced with severe noise,
one will need more robust methods. This will further reduce variance in the feature space, with few
implications, as long as one does not try to synthesize new sequences from the feature space.

Furthermore, the spatio-temporal summarization algorithm proposed in [56] considers 3D motion
captured data, instead of RGB information, represented by 3D joints that model human skeleton is
introduced. In particular, the proposed approach, 3D joints are derived from the Vicon motion capture
system. The advantage of directly handling 3D human skeleton points instead of raw depth data is that
few data samples are involved in the processing of the dance sequences, making summarization far more
efficient. The authors describe an hierarchical framework taking into consideration the Sparse Modeling
Representative Selection algorithm [57]. The basic idea behind this approach is that every image frame
of the choreographic sequence can be expressed as a linear combination of one or more representative
samples. A dynamic hierarchical layered structure to represent human anatomy is the core of the method
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proposed in [58], which uses low-level motion parameters to characterize motion in the various layers
of this hierarchy, which correspond to different segments of the human body. This characterization is
used with a naive Bayesian classifier to derive choreographer profiles from empirical data that are used
to predict how particular choreographers segment gestures in other motion sequences. In contrast, the
works of [59], [60] propose two summarization approaches: a “time-independent” method based on
k-means++ clustering algorithm for the extraction of prominent representative instances of a dance, and
a physics-based technique that creates temporal summaries of the sequence at different levels of detail
are presented. The main scope of the proposed framework is to extract the most representative instances
of the dance, its key postures, or, differently put, its basic primitives, regardless of their order in the
sequence. The authors define the selection of the most representative frames as an unsupervised clustering
problem. Since a feature vector is assigned for each frame of a dance frame sequence, the vectors of all
frames form a trajectory in a high dimensional feature space, which expresses their temporal variation. In
the pro-posed work, the authors denote the magnitude of the second derivative of feature vectors for all
frames within a sequence with respect to time as a curvature measure. The second derivative expresses
the degree of acceleration or deceleration of an object that traces out the feature trajectory.

Summarization can also be useful in the context of fast searching of content in large motion databases,
and for efficient motion analysis and synthesis. In [61], the authors demonstrate that identifying locally
similar regions in human motion data can be practical even for huge databases, if medium-dimensional
feature sets are used for kd-tree-based nearest-neighbor searches. Moreover, efficient approaches for
local and global motion matching, which are applicable even to huge databases, have been presented.
Moreover, the authors of [62] present a framework that encompasses a connected set of avatar behaviors
that can be created from extended, free form sequences of motion, automatically organized for efficient
search, and exploited for real-time avatar control using a variety of interface techniques. The motion
is pre-processed to add variety and flexibility by creating connecting transitions where good matches
in poses, velocities, and contact state of the character exist. An approach for performance animation
that employs video cameras and a small set of retro-reflective markers to create a low-cost, easy-to-use
system that might someday be practical for home use is introduced in [63]. The low-dimensional control
signals from the user’s performance are supplemented by a database of pre-recorded human motion.
The system automatically learns a series of local models from a set of motion capture examples that are
a close match to the marker locations captured by the cameras. A framework for synthesizing dance
performance matched to input music, based on the emotional aspects of dance performance is proposed in
[64]. This framework consists of a motion analysis, a music analysis, and a motion synthesis component
based on the extracted features. In the analysis steps, motion and music feature vectors are acquired.
Motion vectors are derived from motion rhythm and in-tensity, while music vectors are derived from
musical rhythm, structure, and intensity. On a different note, the work of [65] focuses on the use of game
design elements for the transmission of ICH knowledge and, especially, for the learning of traditional
dances. More specifically, the authors present a 3D game environment that employs an enjoyable natural
human computer interface, which is based on the fusion of multiple depth sensors data in order to capture
the body movements of the user/learner. Moreover, the proposed framework automatically assesses the
users’ performance by using a combination of DTW with FIS approach providing feedback in a form of a
score as well as instructions from a virtual tutor in order to promote self-learning. Finally, the authors of
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[66] propose ways of comparing two similar dance performances, using the DTW algorithm. The DTW
method is validated for use with dance performance motion tracking data by comparing its results with
‘ground truth’ results obtained from a comparison between videos of two motion tracked performances.
The technique was extended to investigate two processes that affect movement timing-scaling (a fixed
ratio alteration) and lapsing (caused by insertion or deletion of movement material). The authors applied
the method to a comparison of dances performed with a musical soundtrack and without a musical
soundtrack.

2.2.2 Pose Recognition and Dance Movement Classification

The particularities of dance motion make the already challenging computer vision problems of pose
and action recognition even more interesting when explored in a choreographic context. In [27], the
authors scrutinized the effectiveness of a series of well-known classifiers (k Nearest Neighbors, Naïve
Bayes, Discriminant Analysis, Classification Trees and Support Vector Machines) in dance recognition
from skeleton data. In particular, the goal was to identify poses which are characteristic for each dance
performed, based on information on body joints, acquired by a Kinect sensor. The datasets used include
sequences from six folk dances and their variations. Multiple pose identification schemes are applied
using temporal constraints, spatial information, and feature space distributions for the creation of an
adequate training dataset. A similar approach for defining choreographic postures from data sequences is
introduced in [67]. The selected classifiers are either probabilistic, linear or non-linear kernels.

A framework for body motion analysis in dance using multiple Kinect sensors is presented in [68].
The proposed method applies fusion to combine the skeletal tracking data of multiple sensors in order to
solve occlusion and self-occlusion tracking problems and increase the robustness of skeletal tracking.
Finally, body part postures are combined into body posture sequences and Hidden Conditional Random
Fields (HCRF) classifier is used to recognize motion patterns. Furthermore, a Convolutional Neural
Network-based approach for 3D human body pose estimation from single RGB images is presented
in [69], addressing the issue of limited generalizability of models trained solely on the starkly limited
publicly available 3D pose data is proposed. Using only the existing 3D pose data and 2D pose data,
the authors show state-of-the-art performance on established benchmarks through transfer of learned
features, while also generalizing to in-the-wild scenes.

A combined approach, involving 3D spatial datasets, noise removal prepossessing and deep learning
regression is presented in [70] aiming at the estimation of rough skeleton data. The application scenario
involved data sequences from Greek traditional dances. In particular, a visualization application interface
was developed allowing the user to load the C3D sequences, edit the data and remove possible noise. The
3D points are selected on the use of a Convolutional Neural Network (CNN) model. Experimental results
on real-life dances being captured by the Vicon motion capturing system are presented to show the great
performance of the proposed scheme.

In [71], the authors introduce a deep machine learning framework that exploits CNN representational
capabilities to identify choreographic postures captured through the RGB channel of a Kinect II capturing
device. To increase the performance, a background subtraction algorithm is utilized for pre-processing,
so as to minimize the captured noise and only consider the motion data. To enhance the classification
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performance, a background subtraction framework was utilized, while the CNN architecture was adapted
to simulate a moving average behavior. The overall system can be used as an AI module for assessing the
performance of users in a serious game for learning traditional dance choreographies. The main scope of
the proposed architecture is to develop a pose identification tool for choreographic educational purposes
in order to define automatically the appropriate dance postures from a video sequence.

A method for classifying 3D dance motions especially selected from Korean POP (K-POP) dance
performance is proposed in [72]. Compared to actions addressed in daily life and existing games, K-POP
dance motions are much more dynamic and vary substantially according to the performers. To cope with
the variation of the amplitude of pose, a practical pose descriptor based on relative rotations between two
body joints in the spherical coordinate system is presented. As a method to measure similarity between
two incomplete motion sequences, subsequence DTW algorithm is explored that supports partial matches.

On a different note, the authors of [73] present an algorithm for real-time body motion analysis
for dance pattern recognition using a dynamic stereo vision sensor. Dynamic stereo vision sensors
asynchronously generate events upon scene dynamics, so that motion activities are on-chip segmented by
the sensor. Using this sensor body motion analysis and tracking can be efficiently performed. For dance
pattern recognition, a machine learning method based on the Hidden Markov Model is used. On the other
hand, in [74], a music-oriented dance choreography synthesis method using a long short-term memory
(LSTM)-autoencoder model to extract a mapping between acoustic and motion features is proposed.
Moreover, the authors improve the proposed model with temporal indexes and a masking method to
achieve better performance.

A novel Spatio-Temporal Laban Feature descriptor (STLF) for dance style recognition based on
Laban theory is proposed in [73]. A novel feature descriptor for dance style recognition and test it on
Indian Classical Dance (ICD) is presented. Using inspirations from Laban theory, the authors formulate
its major entities and model seemingly trivial biological and psychological kinematics of body-motion
into features. At another level, the authors of [75] introduce a Bayesian Optimized Bi-directional Long
Short Term Memory (LSTM) model, called BOBi-LSTM, that automatically estimates dancers’ poses
through 3D skeleton data processing. Bi-directionality models non-causal relationships occurred in a
dance performance, in the sense that future dancer’s steps depend on previous/current steps. Additionally,
long-range dependence correlates choreographic primitives on a long time (memory) window. To model
the aforementioned principles, the authors modify the conventional LSTM networks under a Bayesian
Optimized framework in order to define the best network structure.

Chor-RNN [72] is a recurrent neural network that is trained using a corpus of motion captured
contemporary dance. The system can produce novel choreographic sequences in the choreographic style
represented in the corpus. Using a deep recur-rent neural network, it is capable of understanding and
generating choreography style, syntax and to some extent semantics. Although it is currently limited
to generating choreographies for a solo dancer there are a number of interesting paths to explore for
future work. This includes the possibility of tracking multiple dancers and experimenting with variational
autoencoders that would allow the automatic construction of a symbolic language for movement that goes
beyond simple syntax. A multimodal approach to recognize isolated complex human body movements,
i.e. Salsa dance steps is proposed in [76]. The proposed framework exploits motion features extracted
from 3D sub-trajectories of dancers’ body-joints (deduced from Kinect depth-map sequences) using
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principal component analysis (PCA). These sub-trajectories are obtained thanks to a footstep impact
detection module (from recordings of piezoelectric sensors installed on the dance floor). Two alternative
classifiers are tested with the resulting PCA features, namely Gaussian mixture models and hidden
Markov models (HMM).

Another interesting application is the transfer of motion between human subjects in different dance
videos [53]. Given a video of a source person and another of a target person, the main goal of this
work is to generate a new video of the target person enacting the same choreography as the source. To
address this task, the authors divide the proposed framework into three stages – pose detection, global
pose normalization, and mapping from normalized pose stick figures to the target subject. In the pose
detection stage the authors use a pretrained state of the art pose detector to create pose stick figures given
frames from the source video. The global pose normalization stage accounts for differences between
the source and target body shapes and locations within frame. Finally, the authors design a system to
learn the mapping from the normalized pose stick figures to images of the target person with adversarial
training. In order to extract pose keypoints for the body the authors adopt Open-Pose [71]. For the image
translation stage, a framework proposed in the pix2pixHD [75] is provided. Additionally the authors
adopt a single 70x70 Patch Generative Adversarial Networks (GAN) for the face discriminator [77].

The work of [78] presents a method for action recognition using depth sensors and representing the
skeleton time series sequences as higher-order sparse structure tensors to exploit the dependencies among
skeleton joints and to overcome the limitations of methods that use joint coordinates as input signals.
Moreover, the authors estimate their decompositions based on randomized subspace iteration that enables
the computation of singular values and vectors of large sparse matrices with high accuracy. Specifically,
the authors attempt to extract different feature representations containing spatio-temporal complementary
information and extracting the mode-n singular values with regards to the correlations of skeleton joints.
Then, the extracted features are combined using discriminant correlation analysis, and a neural network
is used to recognize the action patterns. The experimental results presented use three widely used action
datasets and confirm the great potential of the proposed action learning and recognition method.

2.2.3 Laban Movement Analysis

Human movement analysis and recognition is an important field in computer vision area, and is of
particular interest in the choreographic domain. Due to the fact that choreographic performances use
complex kinesiology movements is necessary to define the notation of the body joints variations. Laban
Movement Analysis (LMA) or Kinetography [32] encodes the choreographic sequences of the body
joints into dance notations. The Labanotation system encompasses symbols in order to recognize and to
encode the human body movements defining a dance score as a music score respectively. Dance notation
includes a set of scores, symbols and rules for encoding dance (or movement in general), in a similar
way that music notation records music. Labanotation is recognized as one of the most widely used and
accurate notation systems for recording dance highlights.

In [51], the authors present a framework based on the principles of LMA that aims to identify style
qualities in dance motions. The pro-posed algorithm uses a feature space that aims to capture the four
LMA components (Body, Effort, Shape, Space), and can be subsequently used for motion comparison
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and evaluation. The proposed framework is designed and implemented using a virtual reality simulator
for teaching folk dances in which users can preview dance segments performed by a 3D avatar and repeat
them.

A mathematical framework that can automatically extract motion qualities, in terms of LMA entities,
is presented in [79]. The aforementioned approach aims to distinguish motions with different emotional
states. The authors aim to appraise the significance of the proposed features in motion classification
using PCA, where the weight of each feature in separating the performer’s feeling is presented. A new
classification space is introduced based, not only on the basic description of motion such as the posture,
but on the motion qualitative and quantitative characteristics. PCA has been also used for dimensionality
reduction, resulting in a less complex system; the reduced segments (principal components) are used as
input to a SVM classifier, which decides about the segment with respect to emotion.

Moreover, in [80], LabanDance, a serious game for Labanotation is presented. The LabanDance is a
real-time game using the Kinect sensor. The user is asked to perform a sequence of moves at a specific
time as they are recorded in a score displayed on the screen. The game has two modes of operation. The
first is addressed to users with little familiarity with Labanotation and is accompanied by a virtual trainer.
In the second, the user is only required to perform the moves based on the score. The game includes four
levels with hand, foot, jump, and a level with a combination of all moves. A different aspect of the use
of LMA is presented in [81], where the authors describe a framework in order to extract characteristic
poses as well as high-light parts from data of dancing movement obtained by motion capturing technique.
For this, the theory of LMA has been applied, and the physical feature values corresponding to the LMA
components are defined. By observing the change over time of these feature values, body movements
corresponding to the LMA components are extracted. In this approach, the authors focus on effort and
shape components of LMA.

The similarities between various emotional states with regards to the arousal and valence of the
Russell’s circumplex model have also been investigated [51]. A variety of features that encode, in
addition to the raw geometry, stylistic characteristics of motion based on LMA is presented. Motion
capture data from acted dance performances were used for training and classification purposes. The
experimental results show that the proposed features can partially extract the LMA components, providing
a representative space for indexing and classification of dance movements with regards to the emotion. In
[82], an automatic motion capture segmentation method based on movement qualities derived from LMA
is presented. LMA provides a good compromise between high-level semantic features, which are difficult
to extract for general motions, and low-level kinematic features which, often yield unsophisticated
segmentations. The LMA features are computed using a collection of neural networks trained with
temporal variance in order to create a classifier that is more robust with regard to input boundaries.

Another work [83] proposes a set of body motion features, based on the Effort component of LMA,
that are used to provide sets of classifiers for emotion recognition in a game scenario for four emotional
states: concentration, meditation, excitement and frustration. Experimental results show that, the system
is capable of successfully recognizing the four different emotional states at a very high rate. From the
results achieved the authors conclude that Laban Movement Analysis is a valid and promising approach
for emotion recognition from body movements due to the abstract level of Laban technique. Specifically
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this framework describes that two of Effort’s component motion factors, Time and Space can result to
high emotion recognition rates.

In the context of educational frameworks, a proposal for analysis and visualization of dance kinesiol-
ogy based on Labanotation and embodied learning concepts is presented in [84]. The low-cost Kinect
sensor is employed to extract skeletal data which are then processed and transformed geometrically.
In the sequel, they are analyzed based on the Labanotation system to characterize the posture of the
human limbs. Two modules have been developed. The first module serves for recording, analyzing
and visualizing body movements. The second module is an application in which the user is required to
perform with his upper limbs, a sequence of gestures given by the system in the form of Labanotation
symbols. Dance notation consists of a set of symbols and rules for recording dance (or movement in
general), in a similar way that music notation records music.

Lastly, a motion analysis framework based on LMA is described in [85], which also accounts for
stylistic variations of the movement is presented. Implemented in the context of Motion Graphs, it is used
to eliminate potentially problematic transitions and synthesize style-coherent animation, without requiring
prior labeling of the data. The effectiveness of the proposed method is demonstrated by synthesizing
contemporary dance performances that include a variety of different emotional states. The constructed
LMA-based Motion Graph (MG) by default satisfies posture correlation; in the proposed implementation,
the authors select the transition with the highest LMA correlation. Although the MG algorithm may
encourage transition to frames of other motions where body posture is highly similar, in contrast LMA
MG selects those transitions that motion style is more coherent, despite body posture being less similar.

Kinesiology modelling are distinguished into methods that exploit supervised learning and those
algorithms of using an unsupervised paradigm. In the literature, the works proposed cover human activity
indexing [86], pose identification [87], action prediction [88], emotion recognition [89] and background
subtraction [90]. In [91], an unsupervised approach is proposed for modelling human activities, while in
[7], summarization of folklore dances have been introduced using an hierarchical SMRS algorithm. In this
context, the work of [92] has introduced an action recognition framework exploiting dense trajectories.
Finally, in [93] HMM has proposed for human activity recognition.

Recently deep machine learning methods have been introduced for analysis of folklore sequences. A
brief review of deep learning for computer vision applications one can be found at [94]. In [95], a CNN
neural network model have been introduced for human activity analysis, while the work of [96] uses
RGB-D and skeleton data for activity analysis. In [97], the authors introduce a two-stream convolutional
neural network structure for action recognition in videos. In this context, the work of [98] introduces a
three-stream CNN for action recognition modelling, while the work of [99] proposes CNNs structures
on depth maps and postures for human action recognition. Finally, Makantasis el al. [100] introduces a
behavioural understanding approach for industrial environments, while in [101], the authors introduces a
flexible Deep CNN for detecting spatio-temporal relationships in videos.

Another area of research related with this paper is background modeling and consequently foreground
extraction. Towards this direction salient maps have been proposed in [102] exploiting concepts of visual
attention algorithms. In this context, the work of [103] introduces a background modeling algorithm
using CNN structures. Similarly, in [104], the authors introduce methods of Mixture of Gaussians to face
background dynamics. In [105], the authors proposed a neural network implementation of the ARMA



2.2 Previous Work 18

filter with a recursive and distributed formulation, obtaining a convolutional layer that is efficient to
train, localized in the node space, and can be transferred to new graphs unseen during training. In [106]
the authors are interested in generalizing CNN from low-dimensional regular grids to high-dimensional
irregular domains, such as social networks, brain connections or words’ embedding, represented by
graphs.

2.2.4 Discussion

The rapid developments in machine learning and computer vision technologies have enabled a variety
of interesting applications in a vast range of domains, including human motion understanding. In this
context, several steps have been made by the research community towards a multifaceted analysis of
dance. The use of appropriately designed and fine-tuned machine learning models on data acquired by
both visual sensors and motion capture devices has led to significant progress in the fields of choreography
summarization, dance pose recognition, as well as further analysis of style and emotion, often using
Laban Movement Analysis notation (a concise list of important milestones attained is given in Table 2.1).
Despite the significant steps already made and, further research is needed towards a deeper understanding
and analysis of dance and related elements, such as style, tradition and affect. The advancements of deep
learning as well as the increasing accuracy and cost-effectiveness of visual and motion capture sensors
are bound to play an important role to this direction in the following years
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Table 2.1 Important milestones in the history of the choreographic analysis

Milestones/Contribution Motion Capturing
Systems

Contributor, Year

Graphical editor for dance notation Kinect [31], 2002
Real-time control of three-dimensional avatars VICON [62], 2002
Performance Animation Pulnix video cam-

eras
[63], 2005

Dancing-to-Music Character Animation VICON [64], 2006
Real-time body motion analysis for dance pattern
recognition (Hidden Markov Model)

Kinect [73], 2012

Analysis of dance movements using gaussian pro-
cesses

Kinect [107], 2012

Multimodal classification of dance movements using
motion trajectories and sound

Kinect [76], 2013

Hierarchical aligned cluster analysis (HACA) for tem-
poral segmentation

VICON [84], 2013

Motion indexing of different emotional states using
LMA components

n/a [79], 2013

Dance analysis using multiple Kinect sensors Kinect [108], 2014
Dynamic dance warping VICON [66], 2014
Emotion Analysis and Classification VICON [13], 2015
Classification of Dance Motions with Depth Cameras
Using Subsequence Dynamic Time Warping

Kinect [109], 2015

A Game-like Application for Dance Learning Using a
Natural Human Computer Interface

Kinect [65], 2015

Folk Dance Evaluation Using Laban Movement Anal-
ysis

VICON [13], 2015

Unsupervised Temporal Segmentation of Motion Data Kinect [55], 2017
Key postures identification VICON [110], 2017
CNN-based approach for 3D human body pose estima-
tion

Monocular cam-
era

[69], 2017

Hierarchical Sparse Modeling Representative Selec-
tion

VICON [111], 2018

Physics-based keyframe selection for human motion
summarization

VICON [112], 2018

Style-based motion analysis for dance composition VICON [85], 2018
An LSTM-autoencoder Approach to Music-oriented
Dance Synthesis

VICON [74], 2018

Spatio-Temporal Laban Feature descriptor (STLF) for
dance style recognition

n/a [113], 2018

Everybody Dance Now n/a [53], 2018
Human action recognition through third-order tensor
representation and spatio-temporal analysis

n/a [78], 2019

Learning to Generate Diverse Dance Motions with
Transformer

n/a [114], 2020

AI Choreographer: Music Conditioned 3D Dance Gen-
eration with AIST++

n/a [115], 2021



Chapter 3

Motion Digitization and Kinesiology
Modelling

3.1 Introduction

The exploration of the digitization technology , regarding folklore performances, constitutes a significant
aim at an European level. On the one hand, the multi-cultural intangible/tangible heritage of Europe
gets documented, preserved, and accessible. During the 20th century there have been several attempts to
model human creativity in performing arts. Rudolf Laban developed a system of movement notation,
that eventually evolved into modern-day Laban Movement Analysis (LMA) [30], which provides a
language for describing, visualizing, interpreting, and documenting all varieties of human movement,
in an attempt to preserve classic choreographies. More specifically, LMA has been extensively used
for analyzing dance performances and creating digital archives of dancing, in the area of education and
research. Currently, digital technology has been widely adopted, which greatly accelerates efforts and
efficiency of CH preservation and protection. At the same time, it enhances the assimilation of the ICH
in the digital era, creating enriched virtual representations. Although, the aforementioned significant
achievements for improving the digitization technology towards a more cost-effective automated and
semantically enriched representation, protection, presentation and re-use of the CH via the European
Digital Library EUROPEANA 1, very few efforts exist in creating breakthrough digitization technology
(i.e. audio, visual and stereoscopic recordings). The core subject of the approaches above, focuses on
improving the e-documentation (3D modelling enriched with multimedia metadata and ontologies), the
e-preservation (standards) and the reuse of ICH traditional artefacts. These efforts are limited to the
following well documented technologies:

• Visual Stereoscopic Recordings have been usually utilized for digitizing choreographic perfor-
mances. It is imperative to declare that the digitization technology through AV recordings is not
spatio-temporaly defined adequately, in the sense that there is no possibility for important symbolic
characteristics, representing human creativity to be extracted. For this reason, it is difficult for the
way (styling) of a dance, the way of expression and the human emotions [116] to be preserved
sufficiently. In addition, 2D AV recordings do not allow the implementation of 3D/4D modelling

1https://www.europeana.eu
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and rendering technologies that result in enriched virtual environments, which enhance physical
objects with virtual ones. This enhancement is critical for the preservation of the intangible cultural
content and its integration with additional information. The tremendous advance in hardware engi-
neering, has boosted stereoscopic digitization technologies allowing stereo video data in real-time
to be captured [29].

• Digitization and preservation of folklore performances using RGB/point clouds sequences. The
developed datasets aim to define and exploit new interoperable and compatible to Europeana and
UNESCO MoW Library metadata formats, that permit repositoring, archiving and harvesting ICH
assets to support new forms of representations. This is a very critical perspective for the protection,
preservation and re-use of the CH metadata, since it formulates the framework for archiving the
digitized folklore performances.

• The re-use of the e-Folklore Digital libraries contain large amounts of tangible CH content.
Nevertheless, the corresponding amounts of digitized ICH content lags significantly. This thesis
aims to fill this gap, by providing an open-access and integrated digital CH repository which
includes intangible CH content, in arrange to extend the research impact, the re-use of data and
boost sustainable industrial growth. This holistic digital repository can be a useful tool in the hands
of stakeholders that utilize ML techniques in the domain of ICH.

3.2 The Adopted Motion Capturing Systems

Section 3.2 presents the sensors network that is adopted to obtain the choreographic data and metadata.
Within our research, two of the most popular motion capture systems; Kinect II and Vicon are adopted.
Furthermore, this chapter describes the motion capture workstations, the cameras and each component
for the capturing and the calibration process.

3.2.1 VICON motion capturing system

Motion capturing systems are widely used in biomechanics sports, computer graphics and computer
animation. The effectiveness of motion capturing systems depending on their system setup and are
sensitive against variations. Marker properties, optical projections, video-digital conversion, camera
configuration, lens distortion, calibration procedures. A set of spherical reflective markers are attached
to the research object, in our case is the dancer. The reflective markers are tracked by a number of
grayscale cameras which are placed around the research area and via the Vicon software is calculating
and calibrating the 3D position for each reflective marker. The Vicon system consists both hardware and
software components. The hardware includes 10 high precision and sampling camcorders (Fig 3.1) to

Table 3.1 Comparison of the VICON and Kinect motion capturing systems

Motion Capture System Cost Accuracy Calibration Camera Resolution
Kinect Low Low Simple Low
VICON High High Difficult High
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Figure 3.1 Vicon cameras

record human motion, and an analog data acquisition module. The software includes Vicon Workstation
that collects and processes the motion and analog data.

A Vicon motion capture area consists of a space surrounded by high resolution Vicon cameras. Each
Vicon camera has a ring of LED strobe lights around the Vicon camera lens. The recorded subject
has a number of reflective markers to their body. The cameras are recording the subject as it moves in
the motion capture space. The Vicon Datastation controls the Vicon cameras and collects the signals,
passing them to the host computer on which the Vicon software suite is installed. Vicon workstation
is the main application of the Vicon software used to collect, filter and process the raw data. This
module processes the 2D data from each Vicon camera, consolidate them reconstruct the 3D motion.
This process is depicted in Vicon Workstation as a virtual 3D motion subject. After the aforementioned
process the extracted data can be passed to other Vicon applications for further analysis. Our Vicon
System consists of the Vicon Datastation, Vicon Workstation, the Vicon Cameras and the Vicon Software
Suite. Specifically, the Vicon cameras and the strobes are collecting the light from the reflective markers.
The strobe send out light at the same time with the Vicon camera, illuminating the reflective markers.
Then, the reflective markers send straight back the light to the Vicon camera. Furthermore, the Vicon
Datastation controls the Vicon cameras and every device is used to capture data. In addition, the Vicon
Workstation is an application software for controlling the Vicon Data station and the motion capturing
process. The heart of the acquisition component adopted for modelling the dancer motion trajectories
in 3D space is based on the VICON Motion System 2, which is a motion capturing framework used in
several application domains, ranging from gaming, film production, clinical research and entertainment.
In our implementation, ten Bonita B3 cameras are included, running the Nexus1.8.5.61009h software.
The movement area is a 6.75 meters square. The origin of the VICON coordinate system is the centre of
the square surface. A calibration wand with markers is used to calibrate the ten cameras. The user’s body
is measured by attaching 35 markers at fixed positions on the body. After sticking all the markers, the
height, the weight and other specific anthropometric characteristics of the user are measured.

The motion capture area of VICON is surrounded by a number of high resolution cameras with LED
strobe light rings (see Fig. 3.1). A setup of VICON workstation is illustrated in Fig.3.2. Reflective
markers facilitate the recording of the moving subject by the cameras, while signal collection is controlled

2https://www.vicon.com/
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Figure 3.2 (a) VICON body joints capturing capabilities. (b) Placement of the passive markers to the
dancers’ body.

Figure 3.3 Vicon workstation
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Figure 3.4 A snapshot from the experiments conducted at the Aristotle University of Thessaloniki for
capturing the folklore dances.

by Data station controls (see Fig.3.3). Signals are then passed to the VICON workstation, equipped with
a specialized software for collection, filtering and processing of raw data. Two-dimensional data from
cameras are processed and combined in order for the three-dimensional motion to be reconstructed. Fig
3.2 presents the topology of the markers used for capturing the motion properties of the dancer.In this
figure, we depict a dancer, participating in the experiment. The markers are exploited by the VICON
component for modelling the 3D dancer attributes and to extract the joints.

3.2.2 Kinect-II motion capturing system

The Microsoft KinectTM SDK sensor has a great potential to be adopted for motion capturing system as
a low-cost motion analysis tool. It allows to capture 3D objects and human movements and export them
to disk for use in 3D packages.In particular, the method applies fusion to combine the skeletal tracking
data of multiple sensors in order to solve occlusion and self-occlusion tracking problems and increase the
robustness of skeletal tracking. The Microsoft KinectTM SDK sensor contains: (a) a depth sensor, (b) a
color camera and (c) a four-microphone array that provide a full body 3D motion capture [117]. More
specifically, the depth sensor consists of the infrared projector with the infrared camera. Moreover, the

Figure 3.5 A list of body joints captured by Kinect. For each joint, position and rotation values are stored
in XML format (source: https://vvvv.org/documentation/kinect).
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Figure 3.6 Kinect-II workstation

infrared projector is an infrared laser that passes through a diffraction grating and set of infrared dots.
Kinect sensor has been discontinued and replaced by Azure Kinect DK with AI capabilities.

In our research, a Microsoft Kinect sensor II is deployed for 3D skeletonization of a dancer. Microsoft
Kinect sensor II is a markerless motion capturing framework of low-cost [40]. The extracted skeleton is
consisted of twenty joints, each including the 3D coordinates, the rotation parameters and a tracking state
property. The topology of the 3D skeleton joints is depicted in Fig. 3.5. The skeleton tracking exploits
the human variations, generated by the Kinect sensors.

The Kinect innovation depends on the advantages in human tracking. The skeletal tracking is defined
by a number of human joints i.e., head, neck, shoulders and arms. Each identified skeletal joint is
represented by a 3D coordinate system. Kinect determines all the 3D joint variations in real-time allowing
the interactivity between the tracked subject and the Kinect software [118] [37]. Fig. 3.6 shows a snapshot
of the proposed Kinect-II architecture. The tracked skeleton distinguish into twenty five joints with
each one to include the 3D position coordinates, its rotation and a tracking state property: “Tracked”,
“Inferred”, and “UnTracked” [14]. Furthermore, the sensor work in dark and bright environments and
the capture frame rate is 30fps. In parallel, there are some limitations that should be considered: it is
designed to track the front side of the user and as a result the front and back side of the user cannot be
discerned, and that the movement area is limited (approximately 0.7–6 m)[118].
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3.3 3D Captured Datasets

3.3.1 Single Dancer Dataset

Figure 3.7 An indicative sequence of 10 image frames of “Syrtos” dance by Dancer C, along with the
respective skeleton data.

Figure 3.8 Enteka dance performed by dancer I (female) [3].

The first choreographic data set is distinguished into six dances, additionally their execution was in
straight and in circle way. Table 3.5, depicts the investigated dances with a description of the cultural
information and the main choreographic steps. Each dance is described by a set of RGB images. Every
frame (Ii = 1, ...,n), has a corresponding extensible mark-up language (.XML), (.C3D) and (.CSV) files
with positions, rotations and confidence scores for N joints on the body, in addition to timestamps (see
Chapter 3.7). The dances in Kinect are described by a matrix, Di, of size b×m×n, where b is the number
of body joints (i.e. 25), m is the number of feature vectors (i.e. 3 coordinates and 4 rotations, plus 2
more binary indicators, explaining if values are measured or estimated), and n is the duration of the
dance. On the other hand, Vicon capturing described by a matrix with 35 passive markers extracted by the
Vicon architecture. Ji=1, . . . ,k. Subsequently, it is described the six dances with the most representative
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Figure 3.9 Illustration of Syrtos at 2 beat dance [3].

key frames summarizing the choreography pattern. For the teaching/understanding of Greek traditional
dances is important to exercise in special preparatory rhythmical steps which characterize a variety of
dances such as: (a) Gait in three, (b) Gait in both, (c) Crosswise, (d) Hops, (e) Simple-complex steps.
The first folklore dataset encompass the Greek traditional dances performed by 3 dancers. Therefore,
six dances containing these steps were selected for this research, (these steps are included in many
Greek traditional dances). The dances which are proposed to this research are the following: (i) Enteka
(liftings-hops), (ii) Syrtos at two beat (see Fig. 3.9), (iii) Syrtos at three beat, (iv) Makedonikos, (v)
Kalamatianos, (vi) Trehatos (Simple-complex steps / liftings-hops). Fig. 3.8 depicts Enteka folklore
dance performed by dancer I. Table 3.2 presents the list of the redorded dances and their variations as
well as their duration recorded from the Kinectt-II sensor.

Table 3.2 The folklore dances recorded from the Kinect-II sensor [1]

Dance Variation Duration (frames)
Dancer1 Dancer2 Dancer3

Enteka Straight 749 807 858
Kalamatianos Circular 655 593 561

Straight 304 378 455
Makedonikos Circular 424 582 409

Straight 283 367 418
Syrtos 2 beat Circular 608 543 352

Straight 623 639 334
Syrtos 3 beat Circular 608 964 947

Straight 1366 678 511
Trehatos Circular 991 723 443

Straight 315 295 355
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Table 3.3 The folklore dances recorded from the Vicon motion capturing system. Those recordings refer
to the first Terpischore dataset.

Dance Variation Duration (frames)
Dancer1 Dancer2 Dancer3

Enteka Straight 3457 4116 1897
Kalamatianos Circular 1423 2449 1943

Straight 844 1256 1542
Makedonikos Circular 2160 1980 1529

Straight 856 1458 1789
Syrtos 2 beat Circular 2045 1727 1701

Straight 1458 1481 1495
Syrtos 3 beat Circular 4856 5754 3449

Straight 2241 2812 1698
Trehatos Circular 1972 2788 1832

Straight 1329 1542 1052

(a) Initial Posture (IP) (b) Cross Legs (CL)

(c) Right Leg Up (RLU) (d) Left Leg Up (LLU)

Figure 3.10 These representation illustrate Syrtos at 3 beat visualized using SMPL aglorithm [4].
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3.3.2 Two Dancers Dataset

The second recording process took place at the School of Physical Education and Sport Science of the
University of Thessaly in Trikala Greece in January 2019. All sequences are Greek traditional folkloric
dances, the selection of which was made by dance experts of traditional dances of the Schools of Sport
Science of the Universities of Thessaloniki and Thessaly in Greece. The second dataset includes the
aforementioned folklore dances performed by two dancers simultaneously. Figure 3.11 and 3.12 illustrate
an example of the geometric challenges that the presence of two dancers causes to our analysis (see
Section 6.2.2). As we observe, the passive markers of the dancers are very close. In this second dataset
VICON and Kinect II motion capturing systems are utilized. In this dataset we face the occlusion
limitation as explained in Section 6.2.2. The right hand of the left dancer is overlapped with the left hand
of the right dancer.

Figure 3.11 The motion capturing process takes into account the variations of the dancers’ joints
simultaneously [5].

Table 3.4 The folklore dances recorded from the Vicon motion capturing system. Those recordings refer
to the second Terpischore dataset.

Dance Variation Duration (frames)
Makedonikos Circular 5430
Syrtos 2 beat Circular 3466
Syrtos 3 beat Circular 4835

Three dance sequences have been recorded using the VICON motion capturing platform [119]. These
dance sequences refer to three different performances (dances), each executed simultaneously by two
dancers (one male and one female). The selection fulfils (i) different types of complexities in the dance
main patterns, (ii) circular performances of the dance, (iii) different styles and (iv) different rhythmical
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Figure 3.12 Syrtos at 3 beat performed by two dancers simultaneously

(a) (b)

Figure 3.13 Syrtos at 2 beat performed by two dancers.

Cross Legs (CL) Left Leg UP (LLU) Right Leg UP (RLU)Initial Posture (IP) Initial Posture (IP)

Figure 3.14 The main choreographic steps of Syrtos (3-beat) dance.

tempos. All dancers are professional actors and each dance was executed twice per actor so as to record
different paths of the same choreography.

3.4 Annotation of the Datasets

The recorded dance sequences refer to five different choreographic sequences (dances), each executed
twice by three dancers (two male and one female). The recording processes took place at the School
of Physical Education and Sport Science of the Aristotle University of Thessaloniki and at the School
of Physical Education and Sport Science of the University of Thessaly in Trikala. All sequences are
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Table 3.5 A brief description of the dances recorded from Vicon.

Type of Dance Description Main Choreographic
Steps

Sirtos (3-Beat) A Greek folklore dance in a
slow three-beat rhythm per-
formed by both women and
men.

1) Initial Posture (IP); 2)
Cross Leg (CL); 3) Ini-
tial Posture (IP); 4) Left
Leg Up (LLU); 5) Initial
Posture (IP); 6) Right
Leg Up (RLU)

Sirtos (5-Beat) A Greek folkloric circular
dance performed by both
women and men, with a 7/8
musical beat.

1) Initial Posture (IP); 2)
Left Leg Back (LLB);
3) Cross Legs (CL); 4)
Cross Legs (CL); 5)
Cross Legs (CL); 6)
Initial Posture (IP); 7)
Right Leg Back (RLB);

Kalamatianos A very popular Greek folk-
dance through Peloponnese
and the Greek Islands. The
tempo is at 7/8 beat.

1) Initial Posture (IP);
2) Cross Legs (CL); 3)
Cross Legs (CL); 4)
Cross Legs (CL); 5)
Cross Legs (CL); 6)
Initial Posture (IP); 7)
Cross Legs Backwards
(CLB)

Trehatos A circle dance, performed by
both women and men.

1) Initial Posture (IP);
2) Cross Legs (CL); 3)
Cross Legs (CL); 4)
Cross Legs (CL); 5) Ini-
tial Posture (IP); 6) Left
Leg Up (LLU); 7) Right
Leg Up (RLU); 8) Left
Leg Up (LLU); 9) Cross
Legs Backwards (CLB)

Enteka A folkloric dance performed
by women and men by at a
line.

1)Initial Posture (IP); 2)
Right Leg Up (RLU);
3) Dancer’s Right Turn
(DRT); 4) Initial Posture
(IP) 5) Dancer’s Left
Turn (DLT)

Makedonikos A Greek folkloric circular
dance performed by both
women and men, with a 9/8
musical beat.

1) Initial Posture (IP); 2)
Cross Legs Backwards
(CLB); 3) Cross Legs
(CL); 4) Left Leg Front
(LLF); 5) Right Leg
Back (RLB)
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Greek traditional folkloric dances, the selection of which was made by dance experts from the Aristotle
University of Thessaloniki to fulfill (i) different types of complexities in the dance main patterns, (ii)
linear and circular performances of the dance, (iii) different styles the choreography and (iv) different
rhythmical tempos. The selection of different human sexes is due to the fact that the main steps of the
dances are slightly different between men and women. For men, the dancing style is proud and imperious
while for women modest and humble. All dancers are professional actors and each dance was executed
twice per actor so as to record different paths of the same choreography. Fig. 3.7 presents a photo of the
environment used for the acquisition of the dance sequences using the Vicon motion interface. In Table
3.5, we show the five choregraphies recorded. In this table, we also present a brief description of the
dance along with its main steps. These steps have been defined by the dance experts who have designed
the whole choreography and refer to the main variations of the dance as acquired through the VICON
and Kinect-II capturing modules. Thus, the main steps of the dance (see Table 3.5) do not refer to the
steps of the choreography as being taught to a dancer trainee but to the main "activities" of the dance as
being captured by the digitization unit. For instance, the first recorded dance, Sirtos at 3-beat, consists,
in its digital space, of six main choreographic units; 1) Initial Posture (IP)-the dancer faces a forward
position; 2) Cross Leg (CL)- the dancer crosses the legs as she/he is moving, the left leg is in front of
the right; 3) Initial Posture (IP)- again the dancer faces a forward position; 4) Left Leg Up (LLU)- the
dancer rises her/his left leg up; 5) Initial Posture (IP)- after lowering her/his leg, the dancer is again in an
in front position; 6) Right Leg Up (RLU)- the dancer rises her/his right leg up. Then, the main patterns
of the dance stop and the choreography starts from scratch. Different steps are recorded for the other
types of dances. For example, in Sirtos at 5-beat, except for the initial posture (IP) and cross legs (CL)
patterns we also have some leg movements backwards, named as Left Leg Back (LLB). In addition, the
cross legs patterns (CL) are sequentially repeated three times. Thus, each of the three CL pattern should
be considered as a different choreographic element. Similarly, in Kalamatianos and Trehatos dance,
there exists CL patterns repeated sequentially along with cross legs backwards movements. These two
dances have totally different rhythmical tempos. Finally, the Enteka dance includes dancer’s about-face
positions; the dancer is turning around and facing the other position. The proposed methods have been
validated in the context of Terpsichore [29], a European research project that aims to create affordable
tools for the digitization, modeling, analysis, archiving and promotion of ICH content and, in particular,
European folk dances. Fig. 3.7 depicts an example (10 indicative frames along with the respective joints)
of a sequence choreography captured for the Syrtos dance.

3.5 Choreographic Benchmarked Datasets

Over the past decades, researchers in the domain of Computer Graphics, Computer Vision, Robotics and
ICH have worked with large collection of motion sequences to encode human motion applications. The
study and analysis of human body movements and gestures is a core issue in various domains including
sports and performing arts. Although humans can inherently perceive and decipher such human body
signals in an intuitive way, this is a challenging process for artificial computer-based systems. Focusing on
the domain of dance, an important aspect is the automatic extraction of the choreographic patterns, which
can provide a compact, "bird’s eye" representation of the semantic information encoded in the overall
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Figure 3.15 Carnegie Mellon Motion Capture Database

dance storyline [120]. Such a compact content representation may be useful in a variety of applications
ranging from multimedia systems (e.g., indexing, browsing, content-based search and retrieval) [121]
to education (e.g., teaching/learning of a dance choreography) [122], as well as documentation and
preservation of the Intangible Cultural Heritage (ICH) assets [123], [124], among which dance holds a
prominent spot.

Most of the benchmarked datasets are created taking into consideration specific real-life applications.
Some databases such as NTU RGB+D, Berkley MHAD and KIT 3 4 created for kinessiological analysis
of the human movements focus on every-day activities. Databases such as Dance Motion Capture
Database of University of Cyprus, Carnegie Mellon Motion (CMU), ACCAD 5, Let’s Dance6 [125] and
HDM05 7 encompass motion capture data in the context of theatro/choreographic expressions. Table 3.6
encompasses the majority of the benchmarked motion databases. Most of the databases provide the raw
marker data in C3D, BVH, Autodesk FBX and AMC format. Multi-modal datasets (e.g., IEMOCAP 8)
provide also video, audio, RGB images, labels and physiological recordings describing the choreographic
sequences.

3https://motion-database.humanoids.kit.edu/list/motions/
4https://tele-immersion.citris-uc.org/berkeleymhad
5https://accad.osu.edu/research/motion-lab
6https://www.cc.gatech.edu/cpl/projects/dance/
7http://resources.mpi-inf.mpg.de/HDM05/
8https://sail.usc.edu/iemocap/
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Figure 3.16 The Dance Motion Capture Database was created by the Graphics and Virtual RealityLab of
Cyprus [6]. http://www.dancedb.eu/

(a) (b)

(c) (d)

(e) (f)

Figure 3.17 This figure illustrates ballet dance stored in CMU database. This choreographic sequence
consists of three representative postures; (i) quasi-cou-de-pied, (ii) raised leg above hip-height and (iii)
jete en tourant.
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Table 3.6 A brief review of the motion capturing databases. This work is an extended version of the [2]

Databases Scope and Content Brief Description Capturing System

Ohio Dataset (ACCAD) [126] Video Games and Animation 300 sequences Vicon
Motion Capture Production -Locomotion
Intermedia -Martial arts

AffectMe [127] Study of body Collection of datasets: n/a
(UCL Interaction Centre) posture as an -Acted emotions

indicator of human affective -Non-acted affective states

Carnegie Mellon Dataset [128] General Research -Human Interactions Vicon
Human real-life activities -Interaction with Environment

-Locomotion
-Physical Activities
-Situations and Scenarios
-Test Motions

MoCap Database Unspecified Arm Gestures Markers
of TH Köln [129] Locomotion

Dance Motion Capture Digital Repository Digitization of Phasespace
Database (CY) of Folklore Dances Cypriot Folk Dances Impulse X2
[34] with 38 markers

HDM05 [130] General Research 3 hours of motion captures Vicon
70 different classes
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Table 3.6 continued from previous page

Databases Scope and Content Brief Description Capturing System

- Locomotion
- Grabbing and Depositing
- Sports
- Sitting and Lying Down
- Dance

HumanEva-I
Human movement and pose
estimation from video data

- Walking - ViconPeak

[131] - Jogging
- Throw/Catch
- Combinations of the above

IEMOCAP [132]
-Recognition and Analysis
of Emotional Expression

- Facial expression Vicon

-Analysis of Human Dyadic
Interactions

- Head and hand movements

-Sensitive Human
Computer Interfaces and
Virtual Agents

Audio
recordings of the conversations

National University Unspecified - Locomotion Vicon
of Singapore - Interaction with Obstacles
(NUS) Capture Database [133] - Martial Arts
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Table 3.6 continued from previous page

Databases Scope and Content Brief Description Capturing System

- Dance
- Yoga

UPenn Database [134] - Multi-Actor behaviours Collection of multimodal datasets Unspecified
- Diverse personalities - Walking
- The effects of posture and
dynamics on the perception
of emotion

- Emotional Actions

- Study human fatigue - Emotional Body Language

NTU RGB+D [135], [136]
RGB+D human action
recognition

60 action classes Kinect V2 devices

within daily
actions, health-related actions, and
inter-personal actions

Berkeley Multimodal
RGB+D human action
recognition

11 actions - Impulse

Human Action All the subjects performed
- Video: 12
Dragonfly2 cameras

Database (MHAD) 5 repetitions of each action, -Depth: 2
yielding about Microsoft Kinect V2
660 action sequences - Acceleration: 6

three-axis wireless
accelerometers
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Table 3.6 continued from previous page

Databases Scope and Content Brief Description Capturing System

KIT [137],[138] Human pose estimation
15 actions within upper body
movement,

- Mocap: Vicom
T40

full-body upright
variations, walking variations,
sitting on the floor, and
miscellaneous movements

- TOF: Mesa
SR4000
- Video: Basler
piA1000
- Body Scan: Vitus
Smart LC3

Perception Action Human behaviour and brain -Ballet n/a
and Cognition (PACO) activity across a variety of -Indian dances
[139] research domains

Terpsichore Project [29] Digitization of -Greek Folklore Dances Vicon and Kinect
Intangible Cultural Heritage Multiple Subjects

AMASS [4] 4D Scan Transformation from OptiTrak
converting mocap data 4D to Mocap coordinates
into realistic
3D human meshes 40 hours of motion data,

300 subjects,
more than 11000 motions
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Figure 3.18 Transformation of the VICON global coordination system to a local one, the center of which
coincides with the center of mass of the dancer. This is an important aspect of analysing the captured
moving trajectory of the dance, since dancer spatial positioning is compensated.

3.6 Human Body Modelling

In the following, let us denote as J⃗G
k = (xG

k ,y
G
k ,z

G
k ) the k-th joint out of the M extracted by the aforemen-

tioned motion capturing systems. Variables xG
i , yG

i and zG
i indicate the coordinates of the respective i-th

joint with respect to a reference point setting by the motion capturing architecture (in our case the center
of the square surface). These joints have been obtained after the application of a density-based filtering
on all the detected joints to remove noise from the acquisition process.

The main problem in directly processing the extracted joints J⃗G
k , k=1,2,...,M is that they refer to the

Vicon/Kinect coordination system which do not reflect the dancer’s position in 3D space and thus the
actual choreography. Thus, we need to transform the J⃗G

k = (xG
k ,y

G
k ,z

G
k ) from the Vicon/Kinect coordinate

system to a local coordinate system, the center of which coincides with the center of mass of the dancer.
This is obtained through the application of Eq. (7.5) on the joints coordinates J⃗G

k ,

J⃗L
k = J⃗G

k −C⃗cm (3.1)

where C⃗cm denotes the center of mass of the dancer with respect to the Vicon/Kinect coordination system
expressed as

C⃗cm =
M

∑
k=1

J⃗L
k

M
(3.2)

and we recall that M refers to the total number of joints extracted by the Vicon.
Fig. 3.18 presents the approach adopted in this paper to transform the global Vicon coordinates of the

joints J⃗G
k into a local coordinate system ( J⃗L

k ). The adopted local coordinate system coincides with the
center of mass of the dancer. Therefore, the captured skeleton coordinates is transformed with respect to
the dancer movement, making them independent from the spatial location of the dancer. It should be
mentioned that the local coordinate system is dynamically updated as the dancer is moving in the space
throughout the capturing experiment.
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3.7 Kinematic Representation

In order to model the motion of a dancer, we exploit principles from the theory of rigid body dynamics
[140]. In particular, let us denote as J⃗L

k (t) the coordinates of the k-th joint at time t. Then, the function
u⃗k(t) = dJ⃗L

k (t)/dt expresses the velocity of the k-th joint at time t. It is clear that the velocity u⃗k(t) is a
vector of three elements, u⃗k(t) = (ux

k,u
y
k,u

z
k), where variables ux

k,u
y
k,u

z
k refer to the x, y, z coordinates of

the velocity of the k-th joint.
Similarly, the derivative of the velocity expresses the acceleration of a dancer’s joint. Therefore, we

have that γ⃗k(t) = du⃗k(t)/dt. Again, the acceleration is a vector of three elements, expressing the x, y, z
coordinates of the γ⃗k(t). The acceleration γ⃗k(t) actually models the force imposed on the k-th joint at
time t. In particular, assuming that each joint has a mass m=1, the force F⃗k(t) acting on it at time t equals
the acceleration γ⃗k(t). That is, we have that F⃗k(t) = γ⃗k(t). In this way, a state vector Sk(t) is constructed
modelling both the joint’s position, velocity and acceleration (i.e., the force) concerning the k-th joint.
Therefore, we have that

Sk(t) =

 j⃗L
k (t)

u⃗L
k (t)

γ⃗L
k (t)

=

 xL
k (t) yL

k (t) zL
k (t)

ux
k(t) uy

k(t) uz
k(t)

γx
k (t) γ

y
k (t) γ

z
k(t)

 (3.3)

where again variables γx
k ,γ

y
k ,γ

z
k express the x, y, z coordinates of the acceleration of the k-th joint. It is

clear that Sk(t) is a matrix of 3x3 elements.
In order to represent the kinematics of the whole dancer, we take the contribution of all the M available

joints. Therefore, a 3 ·M×3 state matrix is constructed, expressing the kinematics of the dancer at time t.

S(t) =

 S1(t)
...

SM(t)

 (3.4)

3.7.1 Training/Test and Validation DataSet Construction

The study and development of algorithms that can learn from and make predictions on data is a popular
task in machine learning [94]. The data used to create the final model usually comes from multiple
datasets. More specifically, the model is first fitted on a training dataset, which is a subset of data used
to suit the model’s parameters (for example, the weights of connections between neurons in artificial
neural networks). A supervised learning approach is used to train the model (e.g., a neural net or a naive
Bayes classifier) on the training dataset, for example, using optimization methods like gradient descent or
stochastic gradient descent. The training dataset is typically made up of pairs of input vectors (or scalars)
and output vectors (or scalars), with the response key being usually denoised.

• Training set is a collection of data used in the learning process to train the parameters (i.e., weights)
of a machine learning algorithm. A supervised learning algorithm for classification tasks examines
the training dataset to assess, or learn, the best combinations of variables that will produce a
successful predictive model. The aim of the training dataset is to create a trained (fitted) model that
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Figure 3.19 Training, Test and Validation datasets. Training dataset consists of sample data (RGB/point
clouds) to fit the model. Validation dataset encompasses sample of data while defining models’ hyper-
parameters. Test dataset used to determine an unbiased evaluation of a final model fit on the training
dataset.

accurate estimate unknown data. The fitted model’s accuracy in classifying new data is estimated
using new examples from the held-out datasets (validation and test datasets). The examples in the
validation and test datasets should not be used to train the model to avoid issues like overfitting.

• Validation dataset is a collection of examples used to fine-tune a classifier’s hyperparameters (or
architecture). The number of hidden units in each layer is an example of a hyperparameter for
neural networks. Validation set should have the same probability distribution as the training dataset,
as should the testing set (as discussed above). When any classification parameter needs to be
modified, a validation dataset, in addition to the training and test datasets, is needed to prevent
overfitting. For example, if the most appropriate classifier for the problem is demanded, the training
dataset is used to train the various candidate classifiers, the validation dataset is used to compare
their outputs and choose which one to use, and the test dataset is used to obtain performance
characteristics such as precision, recall and F1-score.

• Test set is a dataset that is unrelated to the training dataset but has the same probability distribution.
If a model that fits the training dataset accurate also fits the test dataset, there has been limited
overfitting. Overfitting is normally indicated by a better fit of the training dataset compared to the
test dataset.



Part II

Content-based Sampling of Dance Sequences:
Semantic Compression and Summarization



Chapter 4

Hierarchical Sparse Modelling Representation
for Dance sequences Summarization

4.1 Introduction

In performing arts, such as choreography, dance and theatrical kinesiology, movements of human body
signals and gestures are essential elements used to describe a storyline in an aesthetic and symbolic
way. Although, we, as humans, can inherently perceive and decipher such human body signals in a
natural way, this process is challenging for a computer system. One important aspect in the analysis of a
performing dance is the automatic extraction of the choreographic patterns/elements since these elements
provide an abstract and compact representation of the semantic information encoded in the overall dance
storyline [120]. Such an abstract content representation is useful in many applications ranging from
multimedia systems (e.g., indexing, browsing, content-based search and retrieval) [121] and education
(e.g., teaching/learning of a dance choreography) [122], [141] to documentation and preservation of the
ICH assets [123], [124].

Extraction of representative key frames, for an abstract description of a video sequence, is an important
topic in multimedia research [52], [142], [143]. Actually, video summarization algorithms are content-
based sampling procedures that reduce semantically unimportant or redundant content [144]. One of the
first approaches towards video summarization is the extraction of scene (or shot) video segments within
a video [145], [146]. In the following years, many other sophisticated algorithms have been proposed
aiming at finding representative key frames to efficiently model the content of a video, usually through
the application of clustering methods [52], [142], [147], [148], [149], [150] and [151]. These algorithms
take visual data in the RGB or HSV color space and appropriately process them to extract feature-related
transformations.

However, the recent advantages in software and especially hardware engineering have emerged several
devices for capturing, storing and acquiring video content. The innovation of all these acquisition systems
is that they capture, apart from the color, the depth information providing, therefore, new ways for
modelling human body movements and gestures. Examples include Vicon [152], Kinect [40], PhaseSpace
[153] and Xsens [154] architectures which have been used in many diverse application scenarios ranging
from gaming, film, animation and the sports industry [155], [156]. Such devices detect and track in space
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and time a set of key points in order to form a three-dimensional (3D) representation of the human body
motion. Exploiting the capabilities of the aforementioned devices, one could improve the performance
and efficiency of video summarization, especially when it targets to the detection of choreographic
patterns or the analysis of human motion trajectories.

4.1.1 Related Works

Works focusing on choreographic acquisition and modelling can be distinguished into those that deal
with 3D digitization and capturing and those that mainly focus on the analysis and processing of dances.

Regarding 3D digitization, the work of [33] is considered as one of the first approaches in the field.
In particular, this work introduces a 3D archive system for Japanese traditional performing arts. The
graph-cuts algorithm is used to reconstruct the 3D model of the scene from multi-view videos. In the
same context, the [34] digitizes Cypriot dances using the Phasespace Impulse X2 motion capture system.
The architectures uses 8-cameras that are able to capture the 3D motion on modulated LEDs. In the same
work, a video game is developed for making the teaching of Cypriot dances more attractive. In [38], the
capturing architecture of the i-Treasure European Union funded project is described, mainly focusing
on 3D digitization and analysis of rare European folkloric choreographies. A digitization framework
suitable for tele-immersive applications of a dance is proposed in [35]. The purpose of this research is
to design a creativity framework for dance choreography based on LMA (Laban Movement Analysis)
[30]. Advanced motion captured architectures for digitizing folklore performing arts is presented in [36].
In this work, motion analysis algorithms are investigated with the main aim to transform the captured
motion trajectories of the dancers into meaningful and semantically enriched LMA features.

Although 3D digitization technologies provide an efficient framework for documentation and preser-
vation of the ICH artifacts of folklore dances, it has the limitation that the delivered 3D data are too
large for processing, storing and archiving. For this reason, skeletonization is first performed, which is a
process that emphasizes the geometrical and topological properties of the motion trajectories, extracting
the medial axis. In this context, Kinect depth senors [37], Phasespace capturing [36] or Vicon [38] motion
interface has been exploited.

Regarding choreographic analysis approaches, classification algorithms have been proposed on
data expressing the human body movements. In this context, the work of [39] proposes a real-time
classification system in detecting choreographed gesture classes. The input data have been acquired
using the Kinect depth sensor [40], extracting a 3D wireframe skeleton of the dancers. Another dance
classification approach is proposed in [41] using again data capturing from the Kinect sensor. In particular,
the authors of [41] combine a Principal Component Analysis (PCA), acting as a feature selection process,
with two classifiers; a Gaussian mixture and a hidden Markov model. A combination of principal
component and Fisher’s linear discriminant analysis, which is called fisherdance, is proposed in [42], for
classifying Korean pop dances. The inputs are again from the Kinect sensor.

A dance recognition system is introduced in [43]. The platform compares an unknown move with a
specified start and stop against known dance moves. The recognition method consists of a classification
algorithm and a template matching using a database of model moves. Similarly, in the works of [44],



4.1 Introduction 45

[37] a markerless tracking system, exploiting the principles of the Kinect sensor, is presented for motion
trajectory interpretation and folklore dance pattern recognition.

Recently, video summarization algorithms have been proposed for choreographic motion trajectories
[120]. These scheme exploits input data from a Vicon motion capturing interface and then applies a k-
means classification algorithm to find out key frame representatives that abstractly model the choreography.
In the broad research area of dance summarization, algorithms focusing on extracting key frames of human
actions can be also considered. More specifically, the works of [45] and [46] introduce a classification
framework for retrieving representative human actions, while the work of [47] proposes a hierarchical
union of sub-spaces for human activity abstraction under a semi-supervised framework. In addition, the
work of [48] proposes Histograms of Grassmannian Points for classifying multidimensional time-evolving
data in dynamic scenes. A stylistic analysis of the variations of dance movements has been recently
proposed in [49]. In addition, in the works of [50] and [157] emotional analysis and characterization of
dance sequences are discussed.

4.1.2 Innovation and Originality

Video summarization algorithms are distinguished into two main categories. The first groups together
video frames according to their similarity in feature space regardless of their temporal interrelations.
Therefore, the extracted key representatives are estimated using only spatial properties of the content by
globally processing a video sequence. Examples of such methods are the works of [52], [147], [151], [57],
[158]. Instead, the second group of algorithms performs the key frame extraction process on the temporal
fluctuations of the frame features focusing more on local, instead of global, properties of the visual
content. An example of this category is the work of [159] that extracts the key frame representatives
exploiting a curvature metric on the time trajectory of the features or the work of [160] that proposes
spatial-temporal activity features or even the [47] that introduces a hierarchical sparse subspace clustering
(HSSC) for human activity summarization. The last method captures the variations or movements of each
human action in different subspaces, which allow them to be represented as sequences of transitions from
one subspace to another.

It is clear that the first group of algorithms is not suitable for a dance analysis since a choreography
involves temporal variations and frame inter-relationships which are lost from a spatial-global processing.
On the other hand, video synopsis focusing only on temporal feature fluctuations makes the derived
summaries highly sensitive to noise and the micro-variations of dancer’s steps. This leads to an over-
representation modelling of the content, that is, to a large number of key frames. To overcome this
problem, temporal-based summarization schemes use low-pass filters to smooth the feature trajectory and
thus rejecting noisy key-frames [159]. However, the bandwidth of the low-pass filter significantly affects
summarization performance and defining its proper value highly depends on the specific properties of the
choreography, the tempo and the dancer’s style.

For this reason, we introduced a spatio-temporal video summarization implemented under a hierarchi-
cal framework. More specifically, for a given dance video segment, initially global holistic descriptors are
extracted to localize the key choreographic steps of the dance. Then, each segment is further decomposed
into more detailed video sub-segments, refining the extracted initial (coarse) key representatives. In this
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way, we combine global features of the choreography with local-based descriptors that better capture
the temporal attributes of a dance. This hierarchical video dance decomposition results in extracting a
pyramid of key frames that provides a complete overview of a choreography, from a coarse to a fine
description. Therefore, the proposed spatio-temporal hierarchical summarization scheme can be useful
for various multimedia and computer graphics applications [28], such as fast browsing, storytelling,
indexing and content-based retrieval.

Our analysis relies on 3D human skeleton points derived from the Vicon motion capturing interface.
The advantage of directly handling 3D human skeleton points instead of raw depth data is that few
data samples are involved in the processing of the dance sequences, making summarization much more
efficient.

4.2 Choreographic Representation

First we extract kinematics attributes representing human body movements. This is performed by
processing the 3D coordinates of the skeleton joints of the dancers. As we have described in Section 3
after the digitization process the RGB visual information has been transformed into discrete skeleton joints
of (x,y,z). These joints are processed using the methodology described in Section 3.6. In particular, for a
joint the velocity, the acceleration are computed for a kinematics modelling of human body movements.
More details about this process are described in Section 3.7. After this transformation, every skeleton
joint is represented by the following attributes:
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where again variables γx
k ,γ

y
k ,γ

z
k express the x, y, z coordinates of the acceleration of the k-th joint. It is

clear that Sk(t) is a matrix of 3x3 elements.
In order to represent the kinematics of the whole dancer, we take the contribution of all the M available

joints. Therefore, a 3 ·M×3 state matrix is constructed, expressing the kinematics of the dancer at time t.

S(t) =

 S1(t)
...

SM(t)

 (4.2)

4.3 Problem Formulation and Notation

The proposed hierarchical decomposition is graphically shown in Fig. 4.1. In this figure, we have
illustrated the hierarchies of the first three layers. In a similar way, one can extend the decomposition to
the next layers.

First, let us consider a choreographic video sequence consisting of K image frames. Variable t0
coincides with first choreographic frame, while variable tK with the last one. The choreographic video
sequence is divided into sub-sequences (sub-segments) formed by the key frames. In this way, hierarchies
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Figure 4.1 An example of the proposed hierarchical decomposition scheme.

of video sub-sequences are derived. Let us denote as ∆τ(l, i) the i-th video sub-sequence at the l-th
decomposition layer. Actually, each video sub-sequence ∆τ(l, i) is a time interval defined as

∆τ(l, i) =
[
t(l)i,s t(l)i,e

]
(4.3)

where variable t(l)i,s expresses the time instance of the first frame of the sub-sequence, while t(l)i,e the time

instance of the last frame. In case that l = 0 layer only one video segment exits and the t(l=0)
i,s ≡ t0 and

t(l=0)
i,e ≡ tK . Therefore, in this case, we have that ∆τ(0,0) = [t0 tK].

For each sub-sequence ∆τ(l, i) a set of N(l)
i key representatives are extracted. We denote these

representatives as r(l)i, j , j = 1,2, · · · ,N(l)
i where we recall that index l refers to the l-th layer, i to the i-th

segment of this layer and j to the j-th key representative within this segment. Therefore, the r(l)i, j refers

to the j-th representative of ∆τ(l, i). Each representative r(l)i, j is actually referring to a time instance t(l)i, j .

Let us consider a set T
(l)

i that includes all the time instances t(l)i, j of the representatives r(l)i, j . Let us also

denote as T̃
(l)

i an augmented set that also includes the time instances of t(l)i,s and t(l)i,e that defines the
sub-sequence ∆τ(l, i). Therefore, we have that

T
(l)

i =
{
· · · t(l)i, j · · ·

}
j = 1,2, . . . ,N(l)

i (4.4)

and
T̃

(l)
i = T

(l)
i ∪{t(l)i,s , t(l)i,e } (4.5)
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Using these time instances, the video sub-sequence ∆τ(l, i) can be further decomposed into N(l)
i +1

non-overlapping sub-segments, since the cardinality of the set ∥T̃ (l)
i ∥= N(l)

i +2 [see Eq. (4.5)]. Without
loss of generality, we assume that the extracted representatives r(l)i, j are sorted with respect to the time

instances they refer to. That is, we have that t(l)i, j < t(l)i, j+1, ∀ j. This way, an ascending order set is defined
as

B
(l)
i = {t(l)i,s ≤ t(l)i,1 ≤ ·· · ≤ t(l)

i,N(l)
i

≤ t(l)i,e }=

= {· · · ≤ t(l)i, j ≤ ·· ·}, j = 0,1,2, . . . ,N(l)
i +1

(4.6)

4.3.1 Hierarchical Video Decomposition

Then, the N(l)
i +1 video sub-segments are defined as follows:

∆τ(l +1,mi) =
[
t(l)mi t(l)mi+1,

]
mi = 0,1,2, . . . ,N(l)

i (4.7)

In Eq.(4.7), notation ∆τ(l +1,mi) refers to the mi-th video sub-segment of the l +1 layer that the i-th
video segment at the l-th layer, i.e., the ∆τ(l, i), is further decomposed into. Variables t(l)mi ≡ t(l)i,mi

and

t(l)mi+1 ≡ t(l)i,mi+1, with t(l)i,mi
, t(l)i,mi+1 ∈ B

(l)
i .

Eq.(4.7) defines a set of N(l)
i +1 video sub-spaces over which the interval ∆τ(l, i) is further decom-

posed into. In the following, we denote as ∆D(l, i) a set that contains all video sub-segments ∆τ(l+1,mi)

that the segment ∆τ(l, i) is decomposed into. Therefore, we have that

∆D(l, i) = Decomposed {∆τ(l, i)}
or

∆D(l, i) = {· · ·∆τ(l +1,mi) · · ·} , mi = 0,1,2, . . . ,N(l)
i

(4.8)

It is clear that the decomposed video segments are mutually exclusive sets and their union equals the
initial video segment ∆τ(l, i).

∆τ(l +1,mi)∩∆τ(l +1,m j) = /0,∀mi ̸= m j

and⋃N(l)
i

i=0 ∆τ(l +1,mi) = ∆τ(l, i)

(4.9)

Example: Fig 4.1 presents an example of the proposed video decomposition framework. At the first
layer three representatives are extracted to model the whole video sequence (marked in blue). Therefore,
the initial video sequence is segmented into four further segments, since the first and the last frame are
also considered as representatives. Then, we assume that the third out of the fourth video sub-sequences,
that is the interval ∆τ(1,2), is further decomposed. For this reason, the SMRS algorithm is applied within
the interval ∆τ(1,2) for extracting representatives that best fit the frames of this interval. In this example,
two representatives are identified, again marked in blue color at l = 1. Therefore, the video segment of
∆τ(1,2) is further decomposed into three more sub-segments (see Fig. 4.1). This procedure is iteratively
applied until the decomposition criterion identifies that no further decomposition is required.
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4.3.2 Hierarchical Sparse Modelling Representation

In this section, we describe the algorithm for the estimation of the key representatives within a video
segment ∆τ(l, i). Our approach is based on a sparse representation modeling and it is based on the
principles of the SMRS algorithm. The SMRS algorithm actually extracts a set of representative frames
that can describe well the whole dance sequence. The approach tries to make the coefficient matrix
as sparse as possible so as to achieve reconstruction of the whole dance sequence only from few data
samples (key frames).

4.3.3 Sparse Modelling Representation Selection (SMRS)

In this section we describe how the representative frames r(l)i, j are estimated using the SMRS algorithm.
The basic idea behind this algorithm is that every image frame of the choreography can be expressed as a
linear combination of one or more representative samples. In the following notation, we have removed
the dependencies on variable l since we refer to a given layer and a given time interval, that is, a video
sub-sequence (sub-segment). Let us first assume that each image frame of the choreography, that is a
posture of the dancer movement, is represented by a feature vector f(t), where t = 1,2, · · ·K indicates
the frame index of the choreography. In this paper, the feature vector f(t) expresses the position and
kinematic properties as describe in Section 3.7 of every joint of the dancer. According to the statements
of this Section, we have that

f(t) = vec{S(t)} (4.10)

where the operator vec(·) transforms matrix S(t) into a vector by stacking up all the matrix rows. Recalling
that S(t) is a 3 ·M×3 matrix (variable M stands for the number of detected joints), and vector f(t) has
size of 9 ·M×1.

The purpose of the key frame extraction algorithm is to estimate N ≪ K representatives that best
reconstruct all the K image frames of the choreography. For this reason, let us denote as ci, i=1,2,. . . ,K
coefficient vectors that approximate the features of the K image frames. Coefficients ci are of K × 1
size. The elements of the coefficient vectors ci are estimated through the minimization of the following
equation.

K

∑
i=1

∥ f(ti)−F · ci ∥= ∥F−F ·C∥ (4.11)

where matrix F contains all the feature of the K choreographic frames, that is F = [f(t1) · · · f(tK)].
Additionally, matrix C = [c1 · · ·cK] includes all the coefficient vectors ci , i = 1,2, . . . , K in a matrix form.
Matrix F is of size 9 ·M×1, while C of K ×K. Each row of matrix C expresses how the features of the
representative corresponding to this row contribute to reconstruct the features of all the K-th frames as a
linear combination. Usually, the Frobenius norm is considered to model ∥ · ∥. The Frobenius norm is
defined as the square root of the sum of the absolute squares of the matrix elements.

Eq.(4.11) implies a linear relationship between each image frame and all the others. To choose N ≪ K
representatives that best reconstruct the choreographic data, we enforce the following constraint for the
matrix C.

∥C∥0,q ≤ N (4.12)
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where the norm ∥ · ∥0,q is defined as follows, ∥C∥0,q = ∑
K
i=1 I(∥ci∥> 0), where ci refers to the i-th row

of matrix C. The I(·) denotes an indicator function which returns 1 if the condition ∥ci∥> 0 is true and
otherwise it returns 0. In other words ∥C∥0,q counts the number of nonzero rows of C. The indices of the
nonzero rows of C corresponds to the N out of K representatives. The constraint of Eq.(4.12) implies that
matrix C is block-sparse, having only N out of K rows nonzero.

To make the selection of representatives invariant with respect to a global translation of the data, we
set an additional constraint regarding matrix C.

1T ·C = 1T (4.13)

Therefore, we have the following optimization problem,

minC ∥F−F ·C∥F

s.t.
∥C∥0,q ≤ N and 1T ·C = 1T

(4.14)

Minimization of Eq.(4.14) is a NP-hard problem [57]. For this reason, one way to estimate matrix C
is to relax the constraint of ∥C∥0,q to ℓ1-norm. Therefore, Eq.(4.14) is written as

minC ∥F−F ·C∥F

s.t.
∥C∥1,q ≤ τ and 1T ·C = 1T

(4.15)

where ∥C∥1,q ≡ ∑
K
i−1 ∥ci∥q. This means that the norm ∥ · ∥1,q expresses the sum of the ℓq norms of the

rows of matrix C, while scalar τ > 0 is an appropriately chosen parameter. In this case, we have selected
τ instead of N since for the N-th optimal representatives the norm ∥ · ∥1,q is not necessarily bounded by
N. in this paper, we have selected q = 2.

The optimization of Eq.(4.15) is performed using the Alternating Direction Method of Multipliers
(ADMM) of [161]. Actually, this method comprises of iterative steps, taking into consideration the
Lagrange multipliers of Eq.(4.15).

4.3.4 Key Frames Estimation

The main difficulty of applying the optimization strategy of the relaxed constraint problem of Eq.(4.15)
instead of Eq.(4.14), is that the estimated matrix C, as derived from the ADMM algorithm [161], has
not only N non-zeros rows out of the K available. This is mainly due to the fact that the constraint
∥C0,q∥ ≤ N of Eq.(4.15) has been relaxed to ∥C1,q∥ ≤ τ , that is the ℓ0/ℓq norm has been substituted to
ℓ1/ℓq norm. One way to estimate the most representative key frames is based on the values of the norm
∥ · ∥q for every row of C. Particularly, the most important key frame is the one that has larger ℓq-norm
values of the respective row of the matrix C than the less important representatives. Therefore, the N
representatives are selected as the ones that satisfy the

∥ci1∥q ≥ ∥ci2∥q ≥ ·· · ≥ ∥ciN∥q (4.16)
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where indices i1, i2, · · · , iN corresponds to those rows of matrix C referring to the N representatives.

4.3.5 Representative Error Modeling

In this section, we discuss the representativity capabilities of the extracted key-frames. As we have
previously stated, each image frame I(t) with a video segment ∆τ(l, i) is represented by the feature vector
f(t), ∀t ∈ ∆τ(l, i) [see Eq.(4.9)]. First, the minimum distance of any image frame within ∆τ(l, i), that is
∀I(t) : t ∈ ∆τ(l, i), with respect to the features of the representatives r(l)i, j ∈ T l

i is computed. Then, the
error modeling is defined as follows

E
(l)
i = min

∀t(l)i, j ∈T
(l)

i

∥f(t)− f(t(l)i, j )∥2, ∀t ∈ ∆τ(l, i) (4.17)

where we recall that ∥ · ∥2 is the ℓ2-norm and t(l)i, j is j-th representative of the i-th segment at l-th layer.
Based on Eq.(4.17), the average minimum representative error over all image frames within ∆τ(l, i) is
obtained as

E
(l)
i = ∑

t
E
(l)
i /∥∆τ(l, i)∥, ∀t ∈ ∆τ(l, i) (4.18)

where the operator ∥ · ∥ denotes the cardinality of the video segment ∆τ(l, i), that is the number of
frames it has. Actually, Eq.(4.18) expresses a representation metric; the minimum possible error that the
representatives can reconstruct the video segment of ∆τ(l, i).

Algorithm 1 shows the main steps of the proposed spatio-temporal hierarchical summarization
algorithm used to model the choreographic attributes of a dance.

4.4 Experimental Results

In this subsection, we define some objective metrics through which the evaluation of the proposed
hierarchical algorithm was performed and compared against other techniques. We also present the way
used to form the ground truth dataset.

4.4.1 Description of the adopted Dance sequences

As we have described in Section 3.5, under the framework of TERPSICHORE project [29], thirty (30)
dance sequences was recorded using the Vicon motion capturing platform [152]. These dance sequences
refer to five different choreographies (dances), each executed twice by three dancers (two male and one
female). The recording process took place at the School of Physical Education and Sport Science of the
Aristotle University of Thessaloniki. All sequences are Greek traditional folkloric dances, the selection
of which was made by dance experts from the Aristotle University of Thessaloniki to fulfill (i) different
types of complexities in the dance main patterns, (ii) linear and circular performances of the dance, (iii)
different styles the choreography and (iv) different rhythmical tempos. The selection of different human
sexes is due to the fact that the main steps of the dances are slightly different between men and women.
For men, the dancing style is proud and imperious while for women modest and humble. All dancers are
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Initialization
Set l → 0; i → 0;
Set ∆τ(l, i)→ [t0 tK];
Set Segment → /0

⋃
∆τ(l, i);

while Segment ̸= /0 do
while l ≤ MaxLayers do

i → 0
/* Take a video segment from Segment */
V G(l, i)→ Retrieveasegment(Segment, l, i);
while V G(l, i) ̸= /0 do

/* Apply the SMRS algorithm to extract key frames */
T (l, i)→ SMRS(V G(l, i)); -see Section 4.3.3
T̃ (l, i)→ Augment(T (l, i),V G(l, i)); -see Eq.(4.5)
/* Order the extracted key representatives */
B(l, i)→ Order(T̃ (l, i)); -see Eq.(4.6)
/* Create Sub-segments of VG */
∆D(l +1)→ Decomposed(V G(l, i));
/* Include ∆D into Segment*/
Segment → IncludeSet(∆D(l +1),Segment);
/* Take the next segment at layer l */
i → i+1;
V G(l, i)→ Retrieveasegment(Segment, l, i);

end
l → l +1;

end
end

Algorithm 1: The pseudocode of the proposed spatio-temporal hierarchical decomposition scheme

professional actors and each dance was executed twice per actor so as to record different paths of the
same choreography.

The evaluation was also performed on three sequences recorded from Carnegie Mellon university
and are available for free (at http://mocap.cs.cmu.edu/search.php?subjectnumber=%&motion=%). The
sequences include 3D joint points of a human who performs (i) a long time theatrical kinesiology and (ii)
two characteristic short-time dance pirouettes. The first dataset is adopted to evaluate the performance
of our scheme to different types of movements as the theatrical ones. In this example, the actor is first
walking across the scene. She/he then ascends a ladder, sits on the last ladder rung and performs a
short-term acting on it by moving her/his head and standing up. She/he then descends the ladder and
moving again on the scene. She/he then bends to go beneath an obstacle (e.g., a beam), after passing
the obstacle she/he bends again. Then, she/he makes an about-face, moving below the obstacle and then
walks on the scene again to ascend the ladder for a second time.

The other two datasets from Carnegie Mellow describes an actor performing dance pirouettes. The
first is a dance choreography in which the actor performs a short-time dance including some pirouettes
while the second includes at least three about-faces and rotations across the actor’s axis.

http://mocap.cs.cmu.edu/search.php?subjectnumber=%&motion=%
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4.4.2 Evaluation Metrics

The precision and recall metric is used to objectively assess the performance of all the evaluated algorithms.
Precision measures the ratio of all relevant retrieved key frames over the total number of retrieved key
frames by the use of an algorithm. Recall measures the ratio of all all relevant retrieved key frames over
the total number of relevant frames in ground truth set. The main challenge in defining the precision and
recall metrics in our cases is that key frames from a dance sequence should be ordered. This is due to the
fact that the patterns composed of the main steps of a choreography should be specific for a given time
internal depending on the music tempo and the type of the dance. In addition, the steps are ordered so that
after the execution of a certain pattern (step) another specific step should be followed. For this reason,
we define an ordered ground truth set, say Sgt = {· · ·∆τ

gt
i · · ·} that contains the L ordered time internals

within which the i-th representative frame should be in. For example, the set Sgt contains time intervals
with starts and ends points that model the main steps of a choreography such as the ones of Table 3.5. We
assume that N key frames have been retrieved by the application of a summarization algorithm, denoting
as r j. Each representative r j corresponds to a time instance t j. We have removed variables l and i for
simplicity since we are referring to a given video segment ∆τ(l, i). It is clear that N ̸= L meaning that the
number of extracted frames do not coincide with the number of the ground truth choreographic elements.

Then, we define an operator that returns for a given ground truth time interval, say ∆τ
gt
k 0 if no

retrieved key frame falls within this time interval and 1 if one or more key frames falls within this interval.

Irel(∆τ
gt
k ) =


0 if ∄ t j ∈ ∆τ

gt
k ∀ j

1 if ∃ t j ∈ ∆τ
gt
k ∀ j

 (4.19)

Eq. (4.19) means that if two or more key frames fall within the same ground truth time interval,
only the first is counted as relevant whereas the rest ones are considered as irrelevant. This is due to
the ordered nature of a dance sequence. In other words, many key frames depicting the same step of a
choreography are erroneous since they do not contribute to the overall choreography. In case that some
key frames do not correspond to any time interval, these are also ignore and are not counted as relevant.
Thus, precision is defined as

Pr =
∑

L
k=1 Irel(∆τ

gt
k )

N
(4.20)

and recall as

Re =
∑

L
k=1 Irel(∆τ

gt
k )

L
(4.21)

where variable N refers to the number of key frames and L to the number of ground truth choreographic
elements.

Ideally, Pr and Re should be 1 for an excellent retrieval. By combining both criteria, we can derived
the F1-score as

F1 = 2∗ Pr∗Re
Pr+Re

(4.22)
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Figure 4.2 Thirty images of the video sequence of the dance Sirtos 3-Beat at constant time intervals.
Images with a color frame correspond to the key frames extracted at the initial (coarse) layer using the
proposed hierarchical summarization algorithm. We have used different colors for the image frames to
better distinguish the video sub-segments on which decomposition takes place.

Values of F1-score close to one yields good retrieval performance, whereas low values indicate a
performance which is not satisfactory.

4.4.3 Ground Truth Dataset

Regarding the Vicon dataset recorded at University of Thessaloniki, ground truth data was created by the
respective dance experts. The ground truth includes the set of desired key frames as being specified by the
experts and time instances of the choreography within which a key frame can be considered as relevant.
The choreographic elements coincides with those of Table 3.5. Regarding the three examined datasets
from Carnegie-Mellon University, we define some characteristic time intervals so as to describe the
kinesiology and the dance patterns. Based on these ground truth time intervals, the objective evaluation
of the proposed hierarchical scheme is carried out through measuring the precision, recall and F1-score.
The same ground truth dataset was used for comparing the proposed algorithm with others proposed in
the literature.

4.4.4 Experiments

Fig. 4.2 depicts thirty images of the dance video sequence of Sirtos 3-Beat from C-Dancer. Each image
corresponds to a constant time interval. In this figure, we have also depicted the respective annotations
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Figure 4.3 The key frames extracted for the first video sub-segment of the dance of Fig. 4.2. In this case,
two key frames are extracted regarding the second layer of representation.

Figure 4.4 The key frames extracted for the second video sub-segment of the dance of Fig. 4.2. In this
case, five key frames are extracted regarding the second layer of representation.

of the dance, followed the description of Table 3.5. As is observed, the depicted images refer to three
repeated choreography patterns of Sirtos 3-beat dance. Each pattern is composed of six main steps namely:
(1) Initial Posture (IP); (2) Cross Leg (CL); 3) Initial Posture (IP); 4) Left Leg Up (LLU); 5) Initial
Posture (IP); 6) Right Leg Up (RLU) (see Table 3.5). In this figure, we have also illustrated the extracted
key frames at the first (initial-coarse) layer of the proposed hierarchical summarization algorithm. These
key frames are shown with a color frame around each selected image. We have used different colors for
the key frames to better distinguish the video sub-segments created on which decomposition takes place.
In this particular example, six video sub-segments have been created. Figures 4.3 and 4.4 presents the
representative key frames at the second layer of decomposition for the first two video sub-segments. As
is observed, the second layer of representation better models the temporal choreography of the dance.
Instead in the first decomposition layer some choreographic attributes are missing.

To better understand the way that our algorithm works regarding summarization of a dance, let
us focus in the following on the specific choreographic patterns of the dance of Fig. 4.2 as being
executed by Christos. These patterns can be represented in a symbolic form using the same notation
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Figure 4.5 Skeleton data for Sirtos at 3-beat dance executed by dancer Ioanna. Images with a color
frame correspond to the key frames extracted at the initial (coarse) layer using the proposed hierarchical
algorithm. We have used different colors for the image frames to better distinguish the video sub-segments
on which decomposition takes place.

as in Table 3.5: IP1(1), CL(1), IP2(1), LLU(1), IP3(1), RLU(1) (first choreographic pattern); IP1(2),
CL(2), IP2(2), LLU(2), IP3(2), RLU(2) (second choreographic pattern); IP1(3), CL(3), IP2(3), LLU(3),
IP3(3), RLU(3) (third choreographic pattern). In this notation, numbering in parentheses refers to the
index of the choreographic pattern (in our case 1-to-3, see also Fig. 4.2). Additionally, subscripts indicate
the first, second and third IP position of the dancer within each choreographic pattern.

At the first layer, the extracted key frames model the following choreography: IP1(1), CL(1),
CL(2), IP3(2), CL(3), LLU(3), and RLU(3). Therefore, some important choreographic elements are
missing. On the contrary, at the second layer the extracted key frames model the following choreography:
IP1(1), CL(1), IP2(1), LLU(1), RLU(1), (first choreographic pattern), IP1(2), CL(2), IP2(2), LLU(2),
IP3(2), RLU(2), RLU(2) (second choreographic pattern); IP1(3), CL(3), IP2(3), LLU(3), IP3(3), IP3(3),
RLU(3) (third choreographic pattern). As is observed, almost all elements of the choreography have been
identified (apart from the IP3(1)), increasing recall close to unity. However, few additional choreographic
elements have been retrieved (e.g. twice the RLU(2) and RLU(3)), slightly decreasing the precision
value. These statements are also verified in Table 4.1.

Fig. 4.5 presents the the choreographic patterns of the same dance (Sirtos at 3-beat) executed by
a women dancer, Ioanna. In this particular example, instead of depicting the RGB images as we have
done previously, we have illustrated the 3D point joints derived from the Vicon motion capturing system.
This way, one can understand the geometry of the dance and how the extracted features are fluctuated
in time and in 3D geometric space. In this figure, the annotation of the dance is also depicted followed
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Figure 4.6 The key frames extracted for the fourth video sub-segment of the dance of Fig. 4.2. In this
case, eight key frames are extracted regarding the second layer of representation.

the notation of Table 3.5. The extracted key frames at the first layer of hierarchy are marked with a
color frame around them. As previously, we have assigned different colors to the key frames to better
distinguish the video sub-segments over which the decomposition takes place. We can see that using only
the key frames from the first layer of hierarchy, several choreographic patterns are missing. Instead, at
the second decomposed level almost all dance elements are retrieved increasing a lot recall while at the
same time keeping precision as high as possible. This is verified in Fig. 4.6 where the key frames of the
fourth video sub-segment are depicted.

4.4.5 Comparisons with other methods

In Table 4.1, we present the precision, recall and F1-score values for all the recorded dances from the
Vicon motion capturing system at Aristotle University of Thessaloniki under the activities of Terpsichore
project [29]. The results have been obtained by averaging on the three dancers. In the same table, we
also show comparisons against four other summarization methods proposed in the literature; the k-means
clustering as proposed in [120], the conventional SMRS [57], a temporal-based video summarization
scheme as presented in [159] and an hierarchical implementation of the k-means approach of [120].

We observe that the proposed hierarchical approach significantly increases the F1-score compared to
all the other methods. This is due to the fact that recall values reach almost to unity while simultaneously
keeping precision as high as possible. On the contrary, the approach in [120] seems to yield very high
precision values but recall is significantly low meaning that many elements of the choreography cannot
be retrieved. This is mainly due to the fact that temporal choreographic attributes are lost. We also
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Table 4.1 Precision, recall values and F1 score for different summarization methods that use spatial,
temporal or spatio-temporal attributes for the dance sequences recorded at University of Thessaloniki

Type of
Dance

Spatial-Driven Summa-
rization

Temporal-Drive Sum-
marization

Spatio-Temporal Driven Summa-
rization

k-means
[120]

SMRS [57] Temporal Variations
of Feature Vector [159]

Hierarchical
k-means

The proposed
Method

Average over three Dancers
Sirtos (3-
Beat)

Pr=1.0
Re=0.22
F1=0.36

Pr=0.88
Re=0.39
F1=0.54

Pr=0.67
Re=0.44
F1=0.53

Pr=0.36
Re=0.89
F1=0.52

Pr=0.89
Re=0.94
F1=0.92

Sirtos (5-
Beat)

Pr=1.0
Re=0.21
F1=0.35

Pr=0.63
Re=0.36
F1=0.45

Pr=0.48
Re=0.71
F1=0.57

Pr=0.30
Re=0.86
F1=0.44

Pr=0.52
Re=0.93
F1=0.67

Kalamatianos Pr=0.63
Re=0.88
F1=0.73

Pr=0.60
Re=0.88
F1=0.71

Pr=0.63
Re=0.75
F1=0.68

Pr=0.47
Re=1
F1=0.64

Pr=0.65
Re=0.88
F1=0.75

Trehatos Pr=0.33
Re=0.17
F1=0.22

Pr=0.67
Re=0.67
F1=0.67

Pr=0.5
Re=0.28
F1=0.36

Pr=0.30
Re=0.56
F1=0.39

Pr=0.74
Re=0.89
F1=0.81

Enteka Pr=0.8
Re=0.16
F1=0.27

Pr=0.89
Re=0.32
F1=0.47

Pr=0.75
Re=0.36
F1=0.49

Pr=0.80
Re=0.16
F1=0.27

Pr=0.87
Re=0.84
F1=0.85

notice that for more complicated dances like Trehatos or Kalamatianos, the F1-score takes the lowest
values compared to the simplest dances. This is quite justified since in these dances 3D geometry is very
complicated in space and time, deteriorating summarization performance.

In Table 4.2, we illustrate the average error modelling of the thirty dance sequences captured at
university of Thessaloniki, as obtained using the key frames of the first and of the second layer of
hierarchy (see Section 4.3.5). This error is expressed as the norm of the features of the frames of the
video sequence with the best assigned key frame. The results have been expressed in db while they have
been averaged over all the three dancers. We notice that at the second layer of hierarchy a decrease in the
error values is encountered indicating that the proposed hierarchical summarization better models the
choreography. We also notice that for more complicated dances such as Trehatos and kalamatianos the
error is higher due to the complexity of these dances.

In the following, we present the results for the Carnegie-Mellon university dataset. In particular,
Fig. 4.7 illustrates the skeleton data of a theatrical kinesiology so as to provide an overview of this
sequence. In this figure, we have depicted the results of the key frame extraction process at the first layer
of hierarchy along with the respective annotation of the content. As is observed, the key frames of the
first hierarchy provide a reliable representation of the choreography, though some elements are missing.
These missing elements are detected on the second decomposition layer. Table 4.3 shows the average
precision, recall and F1-score values for the three examined datasets of the Carnegie-Mellon university. In
this table, we have also compared the results against the approach in [120], the conventional SMRS [57],
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Table 4.2 Error modelling (expressed in db) for the thirty dance video sequences obtained using the key
frames of the first and of the second layer of processing

Type of Dance One Level of Hierarchy(in db) Two Levels of Hierarchy(in db)
Sirtos (3-Beat) 28.72 25.17
Sirtos (5-Beat) 30.51 26.47
kalamatianos 31.58 27.45

Trehatos 33.42 30.81
Enteka 31.00 9.831

Table 4.3 Precision, recall values and F1 score for different summarization methods that use spatial,
temporal or spatio-temporal attributes for the dance sequences of Carnegie Mellon University.

Type of
Dance

Spatial-Driven Summa-
rization

Time-Drive Summariza-
tion

Spatial-Time Driven Summa-
rization

k-means
[120]

SMRS [57] Temporal Variations
of Feature Vector [159]

Hierarchical
k-means

The proposed
Method

Theatrical
Kinesiology

Pr=0.6
Re=0.22
F1=0.33

Pr=1.0
Re=0.37
F1=0.54

Pr=0.8
Re=0.51
F1=0.62

Pr=0.73
Re=0.60
F1=0.66

Pr=0.87
Re=0.94
F1=0.90

Dance Pirou-
ette 1

Pr=0.78
Re=0.84
F1=0.81

Pr=1.0
Re=0.84
F1=0.91

Pr=0.75
Re=0.53
F1=0.62

Pr=0.53
Re=0.53
F1=0.53

Pr=0.83
Re=1
F1=0.90

Dance Pirou-
ette 2

Pr=0.77
Re=0.77
F1=0.77

Pr=1.0
Re=0.30
F1=0.47

Pr=0.70
Re=0.61
F1=0.65

Pr=0.23
Re=0.69
F1=0.34

Pr=0.80
Re=0.69
F1=0.74

a temporal-based video summarization scheme as presented in [159] and an hierarchical implementation
of the approach of the [120]. Again, the proposed hierarchical algorithm yields the highest F1-score
meaning that it can effectively model the choreographic patterns of the datasets.

4.5 Discussion

Automatic extraction of a dance main choreographic patterns and steps are very important in performing
arts since they can elicit the main structural components of a dance, identifying its style, assisting trainees
towards a proper learning, and improving dance experts in their work for documenting the dance and
relating it with the intangible components of the culture of a place. These choreographic patterns are
in fact the semantics of a dance. Only the use of RGB color space for describing a dance choreography
cannot properly represent the complicated 3D geometry of a dance. Inevitably, other capturing devices
have been adopted such as Kinect or the Vicon motion system to capture the 3D points of the human
joints forming human skeletons. In this paper, eight choreographies have been exploited. The first five
refer to traditional Greek folkloric dances recorded in the premises of Aristotle University of Thessaloniki
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Figure 4.7 Skeleton data of a theatrical kinesiology of the Carnegie-Mellon University dataset, along with
the estimated key frames at the first layer of hierarchy.

under the aegis of Terpsichore project. The other three are freely available 3D joints datasets from
Carnegie-Mellon University referring to choro-theater performances.

Traditional video summarization algorithms cannot retrieve the choreographic patterns of a dance.
This is due to the fact that these algorithms either spatially cluster together image content [120] or
exploit the temporal fluctuation of the trajectory of the features [159]. Thus, the first category ignores the
ordered sequence of the content while the second is trapped on micro-variations of the choreography. For
this reason, in this paper a spatio-temporal decomposition of dance sequences is proposed based on a
modification of the SMRS algorithm implemented under a hierarchical decomposition framework. The
scheme initially extract global holistic descriptors that give a coarse representation of the choreography.
Then, each video sub-segment is further decomposed to get a finer representation of the content. This
hierarchical video dance decomposition results in pyramid of key frames that provide a complete overview
of the choreography.

Experimental results and comparisons with other traditional summarization approaches indicate that
our proposed hierarchical scheme reaches very high recall values close to one, meaning that almost all
the main choreographic patterns are detected. Similarly, precision is kept as high as possible minimizing
the number of noisy key frames being extracted. The results remain robust even for complicated dances
and theatrical kinesiology performances.



Chapter 5

Physics-based key-frame selection for human
motion summarization

5.1 Introduction

Due to the significance of Intangible Cultural Heritage (ICH) and its preservation, many international
organizations (such as UNESCO) have focused on promoting research to encode, store, analyze and
disseminate related content. Choreographic and kinesiology content holds a substantial position within
ICH. The cultural significance of performing arts, and especially dance, along with the interdisciplinary
interest in the study of ICH makes dance analysis a focal point of research. Several technological
achievements, including pervasive video capturing devices and software, increased camera and display
resolutions, cloud storage solutions, and motion capture technologies have generated advancements in
capturing, documenting and storing ICH content with more efficiency and accuracy. In order to utilize the
full potential of multimodal (text, image, video, 3D, MoCap) ICH data that are becoming increasingly
available, the adaptation of the state-of-the-art technologies is needed to build new ones in the fields of
the artificial intelligence (AI), computer vision, and image processing and connect the aforementioned
scientific fields with the ICH. The adaptation of recent advancements for ICH content and specifically
performing arts provides the opportunity for effective and efficient organization and management, fast
indexing, retrieval and browsing but also automatic recognition and classification.

5.1.1 Related Work

The field of motion analysis has attracted the interest of several researchers. Part of the existing
work focuses on the subfield of dance motion analysis, studying different facets of choreographic
digitization and performing arts analysis. The US National Science Foundation has supported a program
for developing a human/computer environment for tele-immersive dance [162], aiming at designing a
creativity framework for choreography based on Laban Movement Analysis (LMA). In [33], a 3D archive
system for Japanese dances is proposed based on multi-view videos and the graph-cut algorithm. In [163],
motion analysis algorithms are investigated with a view to transforming captured motion trajectories
of dancers into meaningful and semantically enriched LMA features. The skeletonization capability
offered by motion capturing depth sensors (e.g. Microsoft Kinect and Asus Xtion), allows for methods
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that emphasize the geometrical and topological properties of motion trajectories. In [6] a dance motion
analysis and synthesis framework is presented. In [68] a methodology for dance learning and evaluation
using multi-sensors is proposed, where the robustness of skeletal tracking is improved through a fusion
algorithm that splits the skeletal data into different body parts so as to allow view-invariant posture
recognition. In [164], a technique for unexpected impacts into a motion capture driven animation system
through the combination of a physical simulation is introduced, which responds to contact forces and a
specialized routines determining the best plausible re-entry into motion library playback following the
impact.

Regarding pose features, in [165], automated methods for extracting logically related motions from
a data set are introduced converting them into an intuitively parameterized space of motions, whereas
a pose distance metric on 3D motion data is proposed in [166]. In [167], a search algorithm for use
with sampled motion data is proposed; additionally, a representation for motion data using a meaningful
distance metric for poses is introduced. In [168], an approach to performance animation that employs
video cameras and a small set of retro-reflective markers is introduced, in order to create a low-cost,
easy-to-use system to learn pose distance metrics. In [169], efficient approaches for local and global
motion matching, which are applicable even to very large databases, are presented. However, pose feature
estimation, although closely related, cannot provide per se a summarization of choreographic sequences.
In [8] an attempt for extracting representative frames from dance motion is made but the method does not
take into consideration temporal interdependencies, whereas in [170] a comparison of classifiers for pose
identification is performed.

In [171], automated methods for efficient indexing and content-based retrieval of motion capture
data is presented. In [172], new methods for automatic classification and retrieval of motion capture
data are presented facilitating the identification of logically related motions, whereas in [173], [174]
methods for motion pattern classification based on hidden Markov models are proposed. In [175], a
flexible, efficient method for searching arbitrarily complex motions in large motion databases is proposed.
Again, the aforementioned approaches mainly focus on dynamic features and motion content-based
retrieval/indexing, and therefore not on the extraction of key patterns of a choreographic sequence.

In this context, there are works in the literature exploiting motion features for content-based indexing
and retrieval. In particular, in [176], a content-based 3D motion retrieval algorithm is proposed. In
[177], an automatic segmentation of human motion data based on statistical properties of the motion
is proposed as an efficient and robust alternative to hand segmentation. Additionally, in [178], an
efficient method for fully automatic temporal segmentation of human motion sequences and similar time
series is introduced, whereas in [179], a method based on dynamic time alignment of Gaussian mixture
model clusters for matching actions in an unsupervised temporal segmentation is presented. In [180], a
technique for multidimensional trajectory similarity estimation is proposed. Again, the main focus of the
aforementioned works is on motion indexing, retrieval and segmentation, instead of dance summarization.
The problem of learning motion primitives is addressed in [181] as a temporal clustering problem. In
particular, an unsupervised hierarchical bottom-up framework called hierarchical aligned cluster analysis
is presented. However, such an approach is mainly based on the statistical similarities of extracted features
through the application of hierarchical clustering. Instead, in this paper, we consider kinematics-based
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variations of the choreographic trajectories, which take into account the physical attributes of the motion,
e.g., by extracting key elements at key change points of joint velocity, acceleration, etc.

Recently, in the context of dance analysis a series of works have been presented regarding emotion and
style modeling, as well as organization and annotation of motion data collections. In [51], an investigation
through similarity between various emotional states with regard to the arousal and valence of the Russel’s
circumplex model is introduced, whereas a motion stylization technique for expressive mocap data, such
as contemporary dances, is proposed in [182]. In terms of organization of large motion data collections,
in [183], a system for automatically and efficiently annotating large unstructured collections of mocap
data is proposed. In [184], a MotionExplorer was developed as an exploratory search system for large
data collections of motion capture data. Finally, in [185], a scalable method for organizing the collection
of motion capture data for overview and exploration is introduced.

5.1.2 Innovation and Originality

In this context, content summarization is an important and very useful application domain in the mul-
timedia research community. As regards choreographic sequences, the automatic extraction of the
choreographic elements is of significant interest, since such elements provide an abstract and compact
representation of the semantic information encoded in the overall dance storyline.

In the literature, there is a large number of video summarization techniques focusing on extracting
representative keyframes to summarize video segments depicting human activity, e.g. [186], [187], [188].
However, video synopsis focusing only on RGB information and temporal feature fluctuations makes
the derived summaries highly sensitive to noise and to micro-variations of dancer steps, which makes
them difficult to apply effectively to dance sequences. This can often lead to an over-representational
modelling of the content, namely to a very large number of keyframes.

This chapter’s contribution lies in the proposal of a framework for the selection of keyframes in 3D
human motion data from real-world folklore choreographic sequences. Folklore dance summarization is
a challenging problem mainly due to the application domain’s particularities. This work is part of the
European initiative “Terpsichore” 1, which aims to implement an innovative framework for the affordable
digitization, modeling, analysis, archiving, e-preservation and presentation of ICH content related to
European folk dances. The impact of an effective method for dance summarization is underscore when
one conjunctly considers: the massive amounts of RGB-D and 3D skeleton data produced by video and
motion capture devices; the huge number of different types of existing dances and variations thereof;
the need for organizing, indexing, archiving, retrieving and analyzing dance-related cultural content in a
tractable fashion and with lower computational and storage resource requirements, as well as the need for
flexible and accessible tools for ICH dissemination and education.

In this chapter, we present two basic approaches which rest on different assumptions. The first
approach is “time-independent” and simply extracts the key postures of which a given type of dance
is composed, regardless of time and order of appearance in the dance. This clustering-based approach
determines the salient “primitives” of a dance and helps reveal the basic characteristics of the nature and
physiognomy of the dance. The second “time-involving” approach extracts representative summarized

1www.terpsichore-project.eu
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sequences from long choreographic frame series through the calculation of the local extrema of kinematics-
based feature trajectories. Such summaries can be used in more thorough analyses of dances in a variety
of contexts (e.g. cultural, technical, academic, choreographic, spatial, commercial, educational). As a
rough analogy to the film domain, the first approach would result in acquiring movie production stills, i.e.
photographs that depict characteristic instances of the film, whereas the second approach would generate
a short video with a plot summary, in other words a brief storytelling trailer. Both approaches are based
on skeleton data and their dynamics and kinematics, but can be otherwise employed independently from
each other according to the scope, goal and context at hand.

5.2 Physics-based Choreographic Movement Representation

The core of the acquisition framework designed for modeling the dancer motion trajectories in 3D space
is Vicon, a motion capturing system used in several application domains, ranging from gaming, film
production, clinical research and entertainment. In our implementation, ten Bonita B3 cameras are
included, running the Nexus1.8.5.61009h software. The movement area is a 6.75 sq.m. More details
about the Vicon system used is presented in Section 3.2.1.

In the following, let us denote as JG
k = (xG

i ,y
G
i ,z

G
i ) the k-th joint out of the N=35 extracted by the

Vicon architecture. Variables xG
i ,yG

i and zG
i indicate the coordinates of the respective joint with respect to

the Vicon’s reference coordination system. We assume that these joints have been obtained after density
based filtering of the detected joints to remove possible noise from the acquisition process.

Our approach is defined as the study of the properties of the kinematics of the performers, consequently
it is necessary to determine the basic modeling concepts and vectors to be used in the sequel. Considering
the motion of each JG

k , k=1,2,...N skeleton joint as the motion of a particle, and based on rigid body
physically based modeling theory [189] we let function

sk(t) = JL
k (t) (5.1)

sk(t) = JL
k (t) denote the particle’s location in local space at any time instance (frame). The function gives

the velocity of the particle at time.

vk(t) = sk(t)
′
=

d
dt

sk(t) (5.2)

Then,

ak(t) = vk(t)
′
=

d
dt

vk(t) =
Fk(t)
mk

(5.3)

provides the acceleration of the particle at time t, Fk(t) is the is the force acting on the particle and is the
particle’s mass. For a system (dancer skeleton) with N particles, we define the skeleton’s location S(t),
velocity V(t) and acceleration A(t) vectors respectively as:

S(t) =
[
s1(t) · · ·sN(t)

]T
(5.4)
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V(t) =
d
dt

S(t) =
[
v1(t) · · ·vN(t)

]T
(5.5)

A(t) =
d
dt

V(t) =
[
a1(t) · · ·aN(t)

]T
(5.6)

In the following we will use the above defined physically based vectors for the two types of summa-
rization approaches.

5.3 Clustering-based time-independent representative selection

The main objective is to extract the most representative instances of the dance, its key postures, or,
differently put, its basic primitives, regardless of their order in the sequence. We define our approach
as an unsupervised clustering problem. Initially, we should mention that, depending on the type of
dance to be summarized, it is possible that only a subset of the N joints forming the location vector
S(t) in Eq.(5.1) has to be considered as significant for the particular dance’s moves. For example, in a
choreography sequence where only the motion of the lower limbs is important (there are several such
cases in Greek traditional folk dances, for instance), we will only take into consideration the respective
joints in forming the feature location vector and consequently the velocity and acceleration vectors to
follow. Let q=1,2,...,M denote the joints which are significant for a particular dance (M ≤ N). Then, the
feature vector that represents the dancer motion at time t is given by:

f(t) =
[

f1(t) · · · fM(t)
]T

=
[
s1(t) · · ·sM(t)

]T
(5.7)

Let us now consider a set S containing similar dancing postures. Since a dance posture is represented
by the feature vector f (ti), two dancing trajectories at two different captured time instances

[
ti, t j

]
, will

belong to the same set S only if:

[ti, t j] ∈ S if D( f (ti), f (t j))≤ D( f (ti), f (t j))

∀[ti, t j] ∈ S ∀[ti, t j /∈ S].
(5.8)

where D(·) is a distance metric. In our case the Euclidean distance is used. Eq. 5.8 states that two
points ti, t j on the dancer motion trajectory will belong to the same cluster only if the distance of the
respective features vectors fi(t) and f j(t) is smaller than in the case of the two points belonging to a
different cluster. Grouping the points of the dancing moment into L different clusters, we identify the
most salient "primitives", i.e. time instances ti, i = 1,2, ...,L that best represent the choreography.

The aforementioned problem is actually an unsupervised clustering problem and can be approached
through various clustering algorithms. Here, we have adopted the k-means++ algorithm [190], as
it specifies a procedure to initialize the cluster centers before proceeding with the standard k-means
optimization iterations, thus improving the clustering performance. Let us now consider as f i

c the centroid
of the i-th formed cluster, that is:
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f i
c =

∑k∈Si f (tk)
∥ Si ∥

(5.9)

where the operator ∥ · ∥ denotes the cardinality of the generated set/cluster Si by the unsupervised
clustering algorithm. Then, we select as the most representative instance tsi among the samples of cluster
the one that has a feature vector of minimum distance from the cluster centroid. Therefore, we have that:

tsi = argminD( f (ti), f i
c),∀ti ∈ Si (5.10)

From the above, it becomes clear that we now have L clusters of frames. For each of these groups, a
representative frame (or time instance) is selected, say tsi. Thus, we have eventually extracted L different
frames (or time instances), i.e C = [ts1, ts2, ..., tsL], which represent suitably the dance sequence. In other
words, C includes the basic primitives of the sequence, or, using the film analogy mentioned earlier, the
characteristic “movie production stills” of the dance.

5.4 Summarization of motion capture sequences based on skeleton
kinematics

We hereby focus on creating a summarized sequence of a dance, i.e. on briefly “telling its story”. Since
a feature vector is assigned for each frame of a dance frame sequence, the vectors of all frames form a
trajectory in a high dimensional feature space, which expresses their temporal variation. Thus, selecting
the most representative frames within a sequence is equivalent to selecting appropriate curve points, able
to represent the corresponding trajectory. Ideally, the selected curve points (summary) should provide
sufficient information about the trajectory, so that it can be reproduced using some kind of interpolation.
This can be achieved by extracting the time instances, i.e., the frame numbers, which reside in extreme
locations of this trajectory. In our case, the magnitude of the second derivative of feature vectors for all
frames within a sequence with respect to time is used as a curvature measure. The second derivative
expresses the degree of acceleration or deceleration of an object that traces out the feature trajectory.
Local maxima correspond to time instances of peak variation of the velocity, i.e., large acceleration or
deceleration.

Eq.(5.5) and Eq.(5.6) define the velocity and acceleration vectors of the dancer skeleton. Since, how-
ever, time t is discrete (frame numbers), the first derivative (velocity) for joint q=1,2,...M is approximated
as the difference of feature vectors between two successive frames:

vq(t) = f
′
q(t) = fq(t +1)− fq(t) (5.11)

Similarly, the 2nd derivative (acceleration) is approximated as:

aq(t) = v
′
q(t) = vq(t +1)−vq(t) (5.12)

Further, we define the measure to be investigated for local maxima as:
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Figure 5.1 Average acceleration magnitude over time (frame number) for LPF cut-off frequency values
fLPF=0.01, 0.05, and 0.1. As the cut-off frequency increases, the number of local maxima also increases,
leading to longer, more informative summaries. .

Γ(t) = ∑
q
| aq(t)| (5.13)

The local maxima of Γ(t) are considered as appropriate curve points, i.e. as the representative key
frames that will constitute the summarized sequence of the dance. To obtain a smoother curve and
remove noise, a LPF can be applied to Γ(t).The appropriate value of the LPF’s cut-off frequency varies
according to the dynamics of each type of dance; e.g., a dance with abrupt and large variations in velocity
of the body parts is bound to require a higher cut-off frequency, since these changes are represented in
spectral content of higher frequencies in the frequency domain. Fig. 5.1 shows the diagram of the average
acceleration measure Γ(t). over time for different values of LPF cut-off frequency. As we can see, as the
cut-off frequency increases, the number of local maxima (and therefore of salient frames selected) also
increases, thus leading to longer, more inclusive summaries.
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5.5 Performance Evaluation

5.5.1 Evaluation of the clustering-based time-independent keyframe selection-
method

The acquisition of image and skeleton data is followed by a pre-processing step which removes noisy
joint detections via a modified DBSCAN algorithm [191]. The filtered joints are transformed to a local
coordinate system, and features are extracted representing the motion properties of the dance at each
frame, i.e. time instance. In this particular choreography and without loss of generality, only the legs’
joints are considered. This is due to the fact that in the examined Greek folk dances the arms tend to
remain still with respect to the dancer’s hip joint and are thus not an important attribute of this dance.

The optimal number of clusters for each instance of dance depends on the specific moves and postures
and their variability and cannot be known with certainty in advance, although estimations can be made,
especially by domain experts. Therefore, we have experimented with different numbers of clusters using
the k-means++ method described in Section 4 and have evaluated the acquired results in terms of the
clusters’ consistency to deduce the optimal number of clusters in each case. For this, we have used two
indices: Silhouette [192] and Davies-Bouldin index (DBI) [193]. The Silhouette index measures how
similar an object (in our case, frame, i.e. posture) is to its own cluster (cohesion) compared to other
clusters (separation). Here we calculate the average Silhouette value over all frames. The DBI is another
measure of how well clustering has been done and is based on inherent features of the dataset. Good
clustering solutions are denoted by high Silhouette values and low DBI values.

Fig. 5.2 shows the Silhouette and DBI values for Dancers F, C, and I for two different dances:
Syrtos and Kalamatianos. Regarding Syrtos dance, we can see that both the Silhouette index and the
Davies-Bouldin index indicate that the optimal number of clusters appears to be 4. This result is in
agreement with the estimation of dance experts that the key postures that dominate the particular dance
sequence are indeed four: (1) Left and right feet are opposite; (2) Left and right feet are crossed; (3)
Left foot is raised; (4) Right foot is raised. Naturally, such results are dance-specific and heavily depend
on the complexity and variance of each dance. As can be seen in the bottom of Fig. 5.2, the Silhouette
and Davies-Bouldin indices for Kalamatianos dance indicate that a higher number of clusters, eight (8)
in particular, is optimal in grouping the input data, which corresponds to a respective number of key
postures in the dance.

5.5.2 Evaluation of the summarization of motion capture sequences method

For the evaluation of the kinematics-based summarization method, we have experimented with different
dance sequences, also applying different cutoff frequencies to the employed LPFs. As Fig. 5.1 shows, the
higher the cutoff frequency, the greater the number of key frames extracted and the longer the derived
summary. It is important to note however, that the local maxima obtained for low cutoff frequencies, i.e.
the most salient, important frames, also appear (in some cases with minimal deviations) as local maxima
at higher cutoff frequencies. This allows deriving valid summaries of increasing lengths, by essentially
following a hierarchical decomposition type of paradigm (see Fig. 7).
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Figure 5.2 Evaluation of the clustering-based approach for different numbers of clusters based on the
Silhouette and Davies-Bouldin indices. Top: Syrtos dance. Bottom: Kalamatianos dance.

Moreover, to objectively evaluate the summarization results, we use a ground truth dataset which
consists of a set of characteristic key frames assessed by domain expert users. These target-key frames are
compared against the ones derived by the proposed framework. Then, we calculate, as objective criteria,
the precision and recall values. Since the estimated key frames differ in time w.r.t. the target ones, in this
paper precision and recall are calculated as follows: Each estimated key frame by the summarization
scheme is compared against the targets and the closest in time target is selected as the most suitable.
Then, we evaluate the absolute error of the dance figure between the estimated key frame and the closest
target frame for all joints. This indicates how close (in 3D space) the dance silhouette depicted in the
estimated key frame is to the target frame. If this error is smaller than a threshold, the respective keyframe
is considered as relevant. Otherwise it is considered as irrelevant. So precision is estimated as the ratio
of relevant retrieved keyframes over the total number of retrievals, while recall over the total number
of ground truth data. In our case, the threshold is adaptively estimated taking into account as reference
point the mean square error (MSE) of all estimated key frames with respect to the target ones. More
specifically, the threshold is set to be at 10% of the MSE values so that only truly relevant key frames
in terms of the position of the dancer’s silhouette are retained. Finally, F1-score is calculated as the
harmonic mean of precision (Pr) and recall (Re), i.e. F1 = (2*Pr*Re)/(Pr+Re).

Table 5.1 presents the average precision and recall values for different frequency cut off values. We
should state that higher frequency cut off values correspond to an extraction of a higher number of key
frames. As is observed, recall slightly increases as the frequency cut off values increases, that is, for
a higher number of estimated key frames since it is more probable for some of these key frames to be
among the target ones. However, this increase is saturated, meaning that beyond a certain limit the
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Figure 5.3 Example results of the kinematics-based summarization approach (top: 3D skeleton data –
bottom: image data). Each line is part of a summary of different level of detail, acquired by applying
different cutoff frequency values to the LPF, thus obtaining different numbers of local maxima. A frame
can be hierarchically further decomposed to a larger number of frames, thus creating a longer, more
informative summary.

improvement is actually negligible. On the other hand, precision increases up to a frequency cut off value
of about 0.05 and then it decreases again since extraction of a higher number of key frames also increases
the noise. In the sequel, we have compared the performance of the proposed kinematics-based method
with two techniques in the literature: (i) a hierarchical k-means summarization technique [194], and (ii)
SMRS technique [57]. Table 5.2 presents those results in comparison to the precision, recall and F1-score
[195] of our proposed method (for the cutoff frequency yielding the best results) for three types of dances
of the Terpsichore dataset: Syrtos, Kalamatianos and Trehatos, as well as for four sequences recorded
from Carnegie Mellon University 2. We observe that the proposed method yields a higher F1-score [195]
in almost all cases, remaining satisfactorily robust even in the cases of complex choreographic sequences.

5.6 Discussion

Summarization of choreographic sequences is a little explored research topic, albeit a very challenging
and potentially impactful one in the context of ICH intelligent e-preservation and promotion. Leveraging
the capabilities of state-of-the-art motion capture technologies as well as physically based modeling

2publicly available at http://mocap.cs.cmu.edu
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Table 5.1 Summarization performance metrics for different summarization methods (Terpsichore and
CMU datasets). Precision (Pr) is estimated as the ratio of relevant retrieved keyframes over the total
number of retrievals, while Recall (Re) over the total number of ground truth data. F1-score is the
harmonic means of Precision and Recall.

Sequences Proposed
Method

Hierarchical k-
means [194]

SMRS [186]

Kalamatianos Pr=0.63
Re=0.75
F1=0.68

Pr=0.47
Re=0.92
F1=0.62

Pr=0.59
Re=0.79
F1=0.67

Syrtos Pr=0.59
Re=0.65
F1=0.62

Pr=0.36
Re=0.88
F1=0.52

Pr=0.88
Re=0.39
F1=0.54

Trehatos Pr=0.69
Re=0.71
F1=0.70

Pr=0.30
Re=0.56
F1=0.39

Pr=0.67
Re=0.67
F1=0.67

Dance Pirouette 1 (CMU) Pr=0.75
Re= 0.53
F1=0.62

Pr=0.51
Re=0.51
F1=0.51

Pr=0.82
Re=0.54
F1=0.64

Dance Pirouette 2 (CMU) Pr=0.70
Re=0.61
F1=0.65

Pr=0.23
Re=0.69
F1=0.34

Pr=0.98
Re=0.32
F1=0.47

Dance Pirouette 3 (CMU) Pr=0.77
Re= 0.67
F1=0.72

Pr=0.52
Re=0.47
F1=0.49

Pr=0.89
Re=0.41
F1=0.56

Dance Pirouette 4 (CMU) Pr=0.71
Re= 0.63
F1=0.67

Pr=0.59
Re=0.48
F1=0.53

Pr=0.62
Re=0.58
F1=0.60

Table 5.2 Summarization performance metrics for different values of the LPF cutoff frequency.

Filter Cutoff Frequency
Performance metrics 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08

Precision 28.1% 45.3% 58.9% 64.4% 58.8% 47.1% 33.2% 22.3 %
Recall 11.2% 30.1% 48.8% 59% 65.4% 69.6% 74.8% 77.6%

F1-score 16.01% 36.2% 53.4% 61.6% 61.9% 56.2% 46.0% 34.6%
Compression Rate 0.4% 0.5% 0.8% 1.0% 1.6% 1.8% 2.2% 2.5%

MSE 30.3db 29.8db 19.1db 25.9db 26.0db 26.3db 26.62db 26.9db

principles, we have designed, implemented and validated two approaches: a clustering-based method for
the selection of the basic primitives of a choreography, and a kinematics-based approach that generates
meaningful summaries at hierarchical levels of granularity. Future directions of this work include the
extension of the kinematics model used to account for rotational motion, thus including angular velocity
and acceleration, as well as exploring kinematics-based hierarchical sparse modelling approaches.



Chapter 6

Unsupervised 3D Motion Summarization
Using Stacked Auto-Encoders

6.1 Introduction

One interesting procedure for video visual analysis is video content summarization, a technique which
has received wide research interest in recent years due to its wide application spectrum. The scope of
a video summarization algorithm is to find out a set of the most representative key-frames of a video
sequence, taking into consideration salient events and actions on video content so as to form a short but
meaningful synopsis [196]. The existing video summarization techniques abstract the input data using
three different approaches [197]. The first is the so-called representative key-frame selection that creates
video summaries through a collection of representative key frames [198]. The key subshot-oriented
approach selects the representative subshots of key-frames to form the video synopsis [199]. Finally,
the key object detection method decomposes the whole video sequence into several single frames, each
revealing representative objects in a given video sequence [200].

In the context of performing arts, such as dance sequences, variations of human body signals
and gestures are essential elements describing a storyline or choreography in a symbolic way [7].
One important aspect in the analysis is the extraction of the choreographic motifs since these elements
provide a fine summarization of the semantic information encoded the overall storyline [201],[202],[203].

Automatic summarization of choreographic sequences is an important issue in computer graphics
research due to the following reasons. First, labelling procedures are time-consuming and occasionally
require feedback from experts since motion capturing data are often unlabelled. Second, spatio-temporal
analysis demands the reduction of 3D motion data and thus the automatic definition of all important
features in a dance sequence. Third, implementation of advanced classification algorithms, based for
example on deep learning neural network structures [94] require a large amount of labelled training
data. Therefore, unsupervised summarization methods are necessary of producing representative training
samples especially when large amount of video content is available.
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6.1.1 Related Work

The recent achievements of deep machine learning [94] have been proven to be very effective for
visual recognition especially in the context of motion primitive identification or for object detection and
recognition on benchmarked datasets [204]. The main advance of deep learning compared to traditional
shallow learning approaches is that the former can automatically extract a set of optimal features for
classification (pre-training) by deeply process raw visual content and analyse it on a discriminatory basis.
Instead, the traditional shallow learning methods exploit hand-crafted image descriptors in their analysis
which is application sensitive.

However, few works can be found dealing with the identification of 3D moving subjects and extracting
motion primitives from dance sequences, creating a summarized representation of a choreography. In
general, video summarization within motion content exploits methods that receive as inputs 3D skeleton
data, captured by motion capturing systems (i.e., Kinect, OptiTrak, VICON) representing choreographic
primitives of a dancer’s performance. In particular, the capturing system extracts 3D coordinates of
salient humans’ joints measured them in a global coordination system and then video summarization is
carried out by processing these (x,y,z) data instead of the raw image pixels. Usually, representational
models have been applied for performing the summarization of a dance such as the SMRS algorithm
[186] or its hierarchical implementation [7]. However, since there is a great redundancy both in space and
time (many frames represent similar characteristics), these methods fail to effectively represent dance
video sequences, especially when multiple actors (dancers) are performing.

To address the aforementioned difficulties, we introduce a novel unsupervised-driven summarization
scheme for dance sequences. Our method first exploits a SAE mechanism followed by representational
algorithms for key frame extraction. The purpose of SAE is to compress the raw captured inputs
(containing a significant amount of redundant information both in space and time) in a way that an optimal
reconstruction is achieved from the compressed data. That is, the encoded data (e.g., the compressed
ones) are reconstructed in a way to optimally represent the raw input signals [205]. Data compression can
be achieved using other approaches, apart from SAE. The wavelet transform is one of these approaches
[206]. It can be applied to identify the salient features and reduce the redundancy/irrelevancy in a
deterministic process using a time-frequency decomposition. This yields sufficient results, depending on
the selection of the mother wavelet. However, highly non-linear schemes, like neural networks can be
more effective especially when the statistical properties of the signal are dynamically changed [207, 198].
Yet, SAEs is a deep example of a highly non-linear compression scheme which, through an unsupervised
training phase, can learn all important properties of the dance, handling efficiently variations in spatial
and temporal redundancy.

The 3D skeletal coordinates are used for data sequence representation obtained using the VICON
motion capturing interface. The 3D motion coordinates are propagated into a stacked encoder with the
main purpose to produce a compressed input signal of low redundancy that can optimally characterize the
dance sequence. Then, representational algorithms, such as the hierarchical SMRS, are implemented to
perform the final summarization. This way, the performance is maximized since summaries are extracted
on a compressed input signal instead of the redundant high-dimension input signal data.

Previous works [7, 8, 202] implemented summarization techniques to extract the synopsis of choreo-
graphic sequences. Our work exploits the reduction of the redundant raw input-data to create a fine-grained
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Figure 6.1 An example of geometric challenges due to the presence of multiple dancers.

Figure 6.2 This visual sequences depict the motion capturing process. 3D skeletal data are obtained by
the VICON motion capturing system (second and fourth row) and the respective RGB content (first and
third row). This figure refers to Makedonikos dance sequence, executed by two dancers simultaneously.

representation. This is achieved by refining the input data using SAEs, so that any redundant information
is discarded. Such an approach is very important especially when multiple dancers are present in the
dance sequences, unlike to the previous works, which focus on the performance of a single dancer.
The presence of multiple dancers make the analysis much more complicated due to (i) humans’ joint
occlusions (some joints of one dancer are not visible since they are occluded by the other dancers in
the 3D space) and (ii) merging of some joints of the dancers together. Although, the VICON motion
capturing system can extract the labels of the passive markers with respect to the dancers, in our setup,
we have not considered these labels, making the problem more challenging.

Figure 6.1 shows an example of the geometric challenges that the presence of two dancers causes to
our analysis. Looking these two dancers, the right hand of the left dancer is overlapped with the left hand
of the right dancer. Another example is depicted in Figure 6.2. By looking at the fifth and sixth frame of
the sequence, one can notice that only one dense body (dancer) executes the choreography (fourth row)
while as it can be observed from the RGB content the dancers are two (third row). Thus, the application
of conventional video summarization algorithms will yield to a failure. All these bottlenecks, that is, (i)
overlapping of the skeletal joints and (ii) redundancy of the raw input data are addressed in this paper
through the use of a combined SAE scheme followed by a hierarchical implementation of a SMRS.
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Figure 6.3 The proposed architecture for video dance summarization using stacked auto-encoders and
representative algorithms.

6.1.2 Innovation and Originality

As we have previously stated, the main limitation of the aforementioned methods is that they apply
the representational algorithms for dance summarization directly on the raw captured data, containing
a significant amount of redundancy. Therefore, their performance is deteriorated, especially for long-
dance video sequences. The redundancy problem is even more evident when multiple dancers are
presence in a choreography, since the interactions among them may lead to a high confusion, as far as,
the extracted key-frames are concerned. To address these issues, we introduce an SAE scheme prior
to the representational sampling algorithms to reduce redundancy and, therefore, increase the dance
summarization performance.

This chapter compares the summarization performance using four sampling algorithms all applied
over the SAE scheme’s projected data. The results on real-world dance sequences, captured using two
dancers performing, indicate that the proposed SAE-based redundancy reduction scheme can yield an
effective repsentation of the dances sequences which on average deviates less than 0.30 s from the
key-frames selected by dance experts (ground truth data) and with a standard deviation of about 0.18 s.

6.2 The proposed summarization workflow

Figure 6.3 presents the main architecture of the proposed unsupervised approach for dance summarization.
Initially, from each (x,y,z) coordinates of a skeletal dancer’s joint, kinematics attributes are extracted
such as velocity and acceleration [202]. Then, the enhanced 3D motion primitives are forwarded into
a stacked auto-encoder with the main purpose of compressing (encoding) the raw motion captured
attributes into low dimensional representations. Encoding is performed in a way that the decoder is
able to optimally reconstruct the raw input signals from the compressed ones, significantly reducing
spatio-temporal redundancy [94, 205]. The final module of the proposed architecture is the unsupervised
representational algorithm for extracting the most importance key-frames of the dance sequence. The
representational algorithm receives the low dimensional compressed data as inputs instead of the high
redundant (both in space and time) raw signals, improving the overall summarization performance.

6.2.1 Physics-Based Attributes of 3D Motion Primitives

In the following, let us denote as J⃗G
k (t) = (xG

k (t),y
G
k (t),z

G
k (t)) the k-th joint out of the M extracted by the

Vicon architecture for each dancer for the t-th frame of the dance sequence. In our case M = 40, that is,
40 joints are extracted per human dancer. Variables xG

k (t), yG
k (t) and zG

k (t) indicate the coordinates of the
k-th joint with respect to a reference point setting by the VICON architecture (in our case the center of the
square surface) for the t-th frame. These joints have been obtained after the application of a density-based
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filtering on all the detected joints to remove noise from the acquisition process (see the third paragraph of
Section 9.3). This noise becomes apparent when multiple dancers are performing in the choreography.

The main problem in directly processing the extracted joints J⃗G
k (t) is that they refer to the VICON

coordination system which do not reflect the dancer’s position in 3D space. For this reason, we first
compute the center of the mass for each dancer and then the coordinates of J⃗G

k (t) is transformed to
a local coordinate system, the origin of which coincides with the center of mass of a dancer, that is
J⃗L

k (t) = J⃗G
k (t)−C⃗cm(t), where C⃗cm(t) denotes the center of mass of a dancer. As far as the kinematics

attributes is concerned, the velocity and the acceleration are taken into account. In particular, the velocity
is given as u⃗k(t) = dJ⃗L

k (t)/dt, while the acceleration as γ⃗k(t) = du⃗k(t)/dt for each detected human joint.
Since velocity and acceleration are given through a derivative formula, their calculation is independent
from local/global coordination system and thus they are independent of a global translation. Alternative,
we could use global dancers’ velocity along with small local velocities of the joints to improve the feature
analysis. But in this paper, we prefer to concentrate on simpler features. Gathering all these features
together a vector is constructed as (J⃗L

k (t), u⃗k(t), γ⃗k(t)). In the aforementioned notation, we focus only on
one dancer and thus we omit indices describing the dancers for clarity purposes.

Figure 6.2 show the humans’ joints extracted both on RGB content (the first and the third row of
Figure 6.2) and on a plane depicting the movement of the dancers in the space (second and fourth row of
Figure 6.2). Since we have two dancers executing the choreography, it is clear that severe occlusions and
merges are encountered, mainly due to the 3D geometry of the dancers. This is the case, for example, of
the fifth and sixth frame of Figure 6.2 where one can notice, by observing the frame content, that only
one dancer appears to perform.

6.2.2 The Proposed Stacked Auto-Encoder (SAE) Module for Dimensionality
Reduction

The core idea of our SAE representation is to capture a meaningful content of the main patterns of the raw
data inputs by discarding any redundant information, that is, any outlier in data samples which will not
be justified well using that representation. The learning process is described simply as minimizing a loss
function over a training set. But since no desired outputs are required, the whole process is unsupervised.
That is, the desired outputs are the same with the inputs. The final results will be a representation of
low dimensionality of the input data. Thus, an SAE works similar to a Principal Component Analysis
(PCA) but under a non-linear framework. Figure 6.4 depicts the proposed SAE approach for input data
dimensionality reduction. In the following Section 6.3, we analyze with more details the SAE structure
adopted in this article.

6.2.3 Unsupervised Representational Sampling Algorithms

The last step of the proposed unsupervised video summarization algorithm employs traditional represen-
tational methods, such as the hierarchical SMRS [7], SMRS [186], K-OPTICS and Kennard Stone [208]
for performing the final dance sequence summarization. K-OPTICS combines density-based and centroid
based approaches [8, 118]. The idea is implemented in a two step process. Start by clustering the
available data using a centroid based approach, for example, k-means. Then, in each cluster run a density
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Figure 6.4 The structure of the proposed auto-encoder used for dimensionality reduction of the raw input
signals.

based approach, that is, OPTICS. The Kennard Stone (KenStone) algorithm applied in order to generate a
training set when no standard experimental design can be implemented. All samples are considered as
candidates for the training set. The selected candidates are chosen sequentially.

Sparse Modelling for Representative Selection (SMRS) estimates correlations among different frames
to extract the key ones. The principle of this scheme is to make the coefficient matrix as sparse as
possible so as to achieve reconstruction of the whole dance sequence only from few data samples, that
is the representative ones. In our recent work [7], a hierarchical implementation of the SMRS, called
H-SMRS has been introduced. This hierarchical approach extracts a set of representative frames using
the compressed input data under a hierarchical manner to take into account dance content complexity and
fluctuations.

6.3 The Proposed SAE Scheme for Dance Sequence Summariza-
tion

The structure of the proposed SAE is depicted in Figure 6.4. As is observed, an SAE includes two modes
of operations; the encoding and decoding mode. The goal of training is to minimize a loss function, say
L(·) over a mean square error criterion. In particular, if x are the input data, then the loss function is
expressed as L(x,g(β (x))). In this notation β (·) is the overall non-linear function of the SAE encoder,
whereas g(·) denotes the non-linear function of the decoder. Therefore the relationship g(β (x))) denotes
the operation of the encoding followed by the decoding.

In our particular implementation, three hidden layers are used for encoding phase. As we are moving
deeper and deeper in the encoding hidden layers, the number of neurons that a hidden layer consists of
is reduced. This forces the encoder to compress the input signals into a lower transformed versions of
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them. The input signal x⃗k ∈ Rn of the encoder are the kinematic driven attributes of 3D skeletal human’s
joint points (see Section 6.2.1). Variable n denotes the dimension of the input signal, that is, it is equal to
the number of frames of the dance sequence N, by the number of joints per dance M, by the number of
dancers D. That is, n = N ∗M ∗D. In our case, we focus on two dancers and on 40 humans’ joints thus,
M = 40 and D = 2. In addition, number N depends on the length of the dance sequence. In the current
notation, we have omitted the dependence of the feature vector x⃗k on time t just for simplicity purposes.

The x⃗k triggers the first hidden layer to generate a transformed version of it of lower dimension. In
particular, the output of the first hidden layer h⃗(1)k ∈ Rm(1)

is given by

h⃗1
k = f (W T

1 ∗ x⃗k + b⃗1), (6.1)

where W1 is the encoding weight matrix, b⃗1 is the corresponding bias vector and f (·) the sigmoid vector-
valued function. Variable m(1) denotes the dimension of the first hidden layer output signal. It is held that
m(1) << n in order to yield a compressed version of the input signal x⃗k.

In a similar way, the output of the second hidden layer transforms the hidden signals of the first layer
(that is the h⃗(1)k ∈ Rm(1)

) into a further dimensionality reduced representation h⃗2
k ∈ Rm(2)

. Then, the ne
woutput will be given as h⃗2

k = f (W T
2 ∗ h⃗(1)k + b⃗2),

where W2 is the respective weight matrix of the second hidden layer, b⃗2 the respective bias and again
f (·) the sigmoid vector-valued function. It is held that m(2) << m(1), so that a further compression is
carried out. With the same way, the output of the second hidden layer h⃗2

k is propagated to the third hidden
layer to produce a new reduced version h⃗3

k ∈ Rm(3)
of the input signal with a much lower dimension

m(3) << m(2).
The parameters of the SAE, that is, the matrices W T

i as well as the bias b⃗i, are given through a training
procedure minimizing a least square loss function L(·). The unsupervised operation of SAE is to generate
as outputs, signals which are as close as possible to the input signals x⃗k. This is achieved through
minimization of the following loss function.

min
Q

∑
i = 1

L(⃗xk, ˆ⃗xk), (6.2)

where ˆ⃗xk denotes the approximate version of the input signal x⃗i as generated by the encoder-decoder. This
means that ˆ⃗xk = g(β (⃗xk)).

Training is performed over a set of Q samples of the same form of x⃗k. Dropout is used to reduce
overfitting in the training process of neural networks. The overfitting problem is faced when the training
dataset is small, which would result in a low accuracy on the test dataset. Dropout can randomly affect
the neurons of the hidden layer to lose power in the training process. Technically, dropout is able to be
achieved by setting the output date of some hidden neurons to 0 and then these neurons cannot be related
to the forward-propagation algorithm.
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Figure 6.5 The architecture of the H-SMRS algorithm [7].

6.3.1 The Hierarchical-Sparse Modelling Representative Selection

A hierarchical implementation of the Sparse Modelling Representative Selection (SMRS) algorithm,
say H-SMRS [7], is adopted in this paper for key-frame extraction. The H-SMRS is applied on the
compressed transformed signals, h⃗(n)k of the encoding mode of SAEs instead of our previous works where
this algorithm has been applied directly on the 3D attributes. This way, we discard redundant information
existing in the data samples, a process which is very important especially in case where multiple humans
are dancing in a sequence.

The proposed hierarchical scheme is based on the Sparse Modelling for Representative Selection
(SMRS) algorithm [186] which reconstructs the N total frames of the dance sequence from K repre-
sentatives. The optimization of the algorithm is achieved using the Alternative Direction Method of
Multipliers (ADMM) [161]. Actually, this method comprises of iterative steps, taking into considera-
tion the Lagrange multipliers. The traditional SMRS algorithm is sensitive to temporal redundancies.
Therefore, it fails to model the temporal dependencies of a choreography. To overcome this difficulty, we
have introduced in [7] a hierarchical decomposition scheme of the SMRS algorithm which first detects
time intervals on which further decomposition takes place so as to create hierarchies of the key frame
representatives. Thus, hierarchical SMRS segments the initial feature space into suitable sub-spaces that
better model the choreography. The proposed H-SMRS is able to efficiently describe more complicated
choreographic patterns, since the feature fluctuation within a sub-time interval (sub-space) is less than the
fluctuation of the entire feature space of the sequence. Figure 6.5 presents an example of the hierarchical
decomposition framework (H-SMRS). At the first layer, three representatives are extracted to model the
whole video sequence (marked in green). Therefore, the initial video sequence is decomposed into four
further sub-sequences (intervals), since the first and the last frame are also considered as representatives.
Then, we assume that the third out of the fourth video sub-sequences. that is the interval ∆τ(1,2), is
further decomposed. ∆τ(1,2) expresses the first layer at the second sub-sequence (interval). For this
reason, the SMRS algorithm is applied within the interval ∆τ(1,2) for extracting representatives that
best fit the frames of this interval. In this example, two representatives are identified, again marked in
blue color at layer 1. Therefore, the video segment of ∆τ(1,2) is further decomposed into three more
sub-segments. This procedure is iteratively applied until the decomposition criterion identifies that no
further decomposition is required.
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6.4 Experimental results

In this section, we present several experiments to demonstrate the performance of the proposed unsuper-
vised 3D motion summarization framework based on a stacked auto-encoder used to reduce the redundant
information. The proposed stacked auto-encoder scheme is evaluated over three different dance sequences
(see Section 3.3.2). Each choreographic sequence is executed by two humans, dancing simultaneously.
We present several experiments to demonstrate (i) the encoding capabilities and (ii) the similarity of the
automatically selected frames against the ground-truth.

As input data we use the ones presented in Section 6.2.1. That is, we extract for each human joint
the relative coordinates and its kinematics, that is 5 elements (3 for the joint coordinates and two for the
velocity and acceleration). We recall that we have 40 joints per human dancer. Thus, the total feature
space is of dimension 400 (40 joints by 2 dancers by 3 coordinates per joint plus velocity and acceleration).

Due to the presence of two dancers in the sequences, a severe noise exists. To remove it, we first pre-
process the data to exclude some frames which seem to be noisily represented. This is accomplished by
just thresholding the differences of the joint coordinates among few consecutive frames. If this difference
is greater than a threshold, this implies that a severe difference is noticed among the successive frames
revealing an erroneous performance in 3D data encoding. A dancer (and thus his/her joint coordinates)
cannot be moved long within the grid space during a choreographic performance. Having refined the
captured data from potential noisy inputs, then we feed the features into the proposed SAE scheme to get
a compressed input signal where all redundant information will be discarded.

Once, the stacked auto-encoder (see Equation (6.3)) is trained, we maintain the encoder part and
project the feature values onto a latent space of lower dimension. In our experiments, we keep only
48, out of 400, feature element dimensions. This number has been selected after several experiments
since it gives an acceptable performance while retaining the dimension as low as possible. A set of
summarization approaches are applied, including the adopted unsupervised representational algorithms,
along with other prominent methods such as k-OPTICS and Kennard Stone [208]. The last step of the
analysis involves the calculation of similarity scores and the time divergence between the summarized
frames and a set of selected key-frames by expert users in traditional dances (ground truth data sets). The
former is calculated by the correlation scores between each frame of the original dance sequence to all
the frames, provided by the sampling method. A higher score indicates a better match. Time divergence
is simply calculated by the difference in frames, which is the same as the difference in times (seconds).
In this case, the lower the difference is, the better the summarization performs.

6.4.1 Evaluation Metrics

As we have stated above (see Sections 3.5, 3.3.2), ground truth data have been created by experts of
Greek traditional dances. These experts are affiliated with the schools of sport science of the University
of Thessaloniki and University of Thessaly in Greece. The ground truth data include a set of desired
key frames, as being specified by the experts. Let us denote as g⃗l the selected key frames by the experts,
with l = 1,2, ...,L where L is the number of representative frames as being indicated by the experts.
We also symbolize as G the set containing all these selected frames, that is, G = {⃗g1, · · · , g⃗L}. Let us also
denote as r⃗k,k = 1,2, ..,K the extracted representative frames by any summarization algorithm and as
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R = {⃗r1, · · · ,⃗rK} the respective set containing all K representatives extracted. Indices l,k are actually the
frame instances of the ground truth key frames and the ones extracted by a summarization algorithm
respectively. Thus, one objective criterion for evaluating the performance of a summarization scheme is
to find, for each of the K extracted frames by an algorithm, the time instance (i.e., the frame index) of the
experts’ selected frame which is closest to the first one and then take the frame index difference of the
ideal (experts’ selected frame) and the extracted one. In other words,

l̂(k) = arg min
f or all l∈G

|l − k| ∀⃗rk ∈ R, (6.3)

where l̂(k) is the optimal frame index returned over all L selected frames in G for an examined
extracted frame in R, say the k-th. We should notice that different extracted key frames r⃗k1,⃗rk2 with
k1 ̸= k2 may yield the same selected frame g⃗l̂(k) meaning that some of the L selected frames may not
correspond to any of the K extracted key frames. Then, the absolute difference |l̂(k)− k| describes how
close is the k-th representative frame (by a summarization algorithm) to the closest ground truth one. In
particular,

µ =
1
K

k=K

∑
k=1

|l̂(k)− k|

µmax = max
∀k∈R

|l̂(k)− k|,
(6.4)

where µ is the average time instance deviation among all K extracted representatives and µmax the
maximum deviation (worst case) among all K extracted frames.

Another criterion is to estimate how well all frames of a dance sequence can be reconstructed
(represented) by the key frames. This is performed in our case by calculating the correlation coefficient
of the feature vector for each frame of the dance sequence x⃗i, i = 1, ...,N against all representative frames
r⃗k,k = 1, ...,K.

ρ
max
i = max

∀⃗rk∈R
ρ (⃗xi ,⃗rk) ∀⃗xi, (6.5)

where ρ(·) refers to the correlation coefficient of two vectors. The maximum the value ρ is the better
the matching of that particular feature to a key frame. Thus, by taking the maximum value over all
representative frames r⃗k as being set by a summarization algorithm, we estimate the best relation of any
frame of the dance sequence to the extracted representatives. If this correlation is high, then the extracted
key frames can well represent all frame sequences. Instead a small maximum correlation for some frames
means that these cannot be reliably reconstructed by the key representatives.

6.5 Choreographic Summarization Experiments

In this section, we present some results of different summarization algorithms on the above-mentioned
dance sequences. In particular, Figure 6.6 demonstrates the results obtained on Syrtos (2 beat) dance
sequence, consisting of more than 5000 frames, using as summarization algorithm the K-OPTICS. More
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Figure 6.6 The maximum correlation scores ρmax
i for each frame of the original Syrtos at 2 beat dance

sequence compared to the summarized one using K-OPTICS.

specifically, we extract 32 key-representatives using the K-OPTICS algorithm and then we calculate the
maximum correlation score ρmax

i for each frame of Syrtos (2 beat) dance sequence against the 32 key
frames extracted [see Equation (6.5)]. As shown in Figure 6.6, the average ρmax

i for all 5,000 frames
(that is for all i ∈ N) is 0.5 with a variance of 0.25, which is a relatively low score. However, as we have
stated previously, some frames of the dance sequence have been erroneously encoded mainly due to the
simultaneous presence of two dancers in the choreography and the dense occlusions this causes. Thus, if
we refine the frames of the dance sequence by excluding the ones whose the joint coordinates between
two consecutive frames present high differences, greater than a threshold (in our case the threshold is set
to 20% rate of change in joint’s coordinates, for more than 20% of joints), then the correlation score is
significantly improved. In particular, in this case the average ρmax

i for all 5000 frames becomes more than
0.6, indicating a good summarization ability. Additionally, the majority of excluded frames, shown as
purple crosses in Figure 6.6 can be found bellow the average similarity score. Such an outcome suggests
that the applied rules for corrupted frames removal are adequate for the problem at hand.

Figure 6.7 illustrates the summarization performance when the Kennard Stone sampling algorithm is
applied over Syrtos (3 beat) dance sequence. Again, as in Figure 6.6, the non-corrupted frames achieve
a high average similarity score, close to 0.67, indicating that the summarized sequence can adequate
describe (correlate) most of the originally captured frames. The fluctuations are also limited, and appear
around frame 1500.

Table 6.1 summarizes the maximum correlation coefficients scores before and after the exclusion of
the corrupted frames for all the three dances and the four examined sampling algorithms. It can be seen
that the correlation scores obtained is about 0.6 revealing a satisfactory performance of the key frames
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Figure 6.7 The maximum correlation scores ρmax
i for each frame of the original Syrtos at 3 beat dance

sequence compared to the summarized one using Kennard Stone.

as representatives of the whole dance sequence variation. In this table, we have presented as bold the
highest correlation values.

Figure 6.8 demonstrates the average differences in frames (time instances) between a frame selected
using a specific sampling approach (i.e., a summarization algorithm) and the experts’ selected frames
(ground truth), for a particular dance. Since the frame rate of the system is 120 fps, a value of 50
indicate that the sampling approach generates frames less than half-a-second earlier/latter compared to
the experts’ selection. The impact of using raw against encoded data is, also, assessed. Results indicate
that SMRS based approaches perform better to the other summarization schemes, for both raw and
encoded data, when we have a single dancer sequence. In this figure, we also compare the performance
derived against the four summarization methods; that is, K-OPTICS, Kennard Stone, SMRS, and the
proposed hierarchical SMRS, H-SMRS. As we can observe from Figure 6.8, the H-SMRS gives the
best performance for all dances with a deviation around 50 frames (or, approximately, 0.41 s), when
encoded frames are used as inputs. The H-SMRS scheme also provides much better performance for the
Syrtos(3b) dance, which seems to be more complicated than the other two dances, resulting in higher
time deviations for the rest of the samplers. It is also worth mentioning the complex effect of coupling
different features and samplers. For example, Syrtos(2b) input type does not affect significantly the
performance for all four samplers.

Table 6.2 shows the average time deviation of key frames extracted by the four summarization
algorithms and the ground truth data, that is, the value µ , measured, however, in seconds and not in frame
index differences just for clarity. As is observed, the best performance is given for the the H-SMRS
algorithm when the SAE scheme is used. In particular, the highest deviation of the H-SMRS is achieved
for the Syrtos (3b) equal to 0.26 s deviation on average which is in fact a very small deviation value.
Similar performances of 0.23 and 0.24 sec deviations is also noticed for the other two dances. In the same
table, we also present the standard deviation of the time shift to the ground truth data to show how these
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Table 6.1 Maximum correlation coefficient scores (ρmax
i ) for different sampling algorithms and dance se-

quences.

Dance
Sequence

Max
Correlation

Without
Corrupted

Frames

Max
Correlation
with
Corrupted
Frames

Sampling
Summarization
Algorithm

Makedonikos 0.64 0.52 KenStone
0.61 0.47 K-OPTICS
0.65 0.53 SMRS
0.65 0.53 H-SMRS

Syrtos (2-beats) 0.30 0.29 KenStone
0.64 0.51 K-OPTICS
0.57 0.43 SMRS
0.57 0.43 H-SMRS

Syrtos (3-beats) 0.63 0.50 KenStone
0.60 0.48 K-OPTICS
0.57 0.43 SMRS
0.57 0.43 H-SMRS
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Figure 6.8 Data input type summarization impact when two dancers performed simultaneously for all the
examined dance sequences.
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values vary. Again, H-SMRS yields the smallest standard deviation values which is about 0.18 s using
the SAE, revealing its robustness against the other compared summarization algorithms.

Table 6.2 Average time shift among the summarization outcomes and the experts’ annotations with and
without the Stacked Auto-Encoder (SAE)-based data compression scheme.

Summarization
Algorithm

Dance

Aver.
Shift
With
SAE

Average
Shift
without
SAE

Standard
Deviation
with SAE

Standard
Deviation
without
SAE

Makedonikos 0.46 0.38 0.78 0.64
KenStone Syrtos (2b) 0.27 0.19 0.17 0.12

Syrtos (3b) 0.84 1.67 1.4 2.41
Makedonikos 0.25 0.59 0.17 1.21

K- OPTICS Syrtos (2b) 0.19 0.23 0.17 0.12
Syrtos (3b) 1.03 1.73 2.74 2.35
Makedonikos 0.53 0.65 0.96 1

SMRS Syrtos (2b) 0.34 0.36 0.23 0.23
Syrtos (3b) 1.28 2.29 2.31 3.91
Makedonikos 0.24 0.54 0.18 1.06

H-SMRS Syrtos (2b) 0.23 0.24 0.18 0.12
Syrtos (3b) 0.26 1.44 0.19 2.14

In the same table, we illustrate the results without using the SAE scheme. All summarization ap-
proaches, except KenStone algorithm, provide better results when the SAE-based compression framework
is adopted. We get better scores in both average time shift and standard deviation, compared to the expert’s
annotated frames. For the Kenstone algorithm and only for two out of three dances, the performance
remains, approximately the same, regardless of using or not the SAE.

Table 6.3 shows how much the average time shift of the four examined summarization algorithms and
the ground truth data is improved when the SAE-based compressed scheme is applied on the raw 3D
data in case of Syrtos (3b) dance sequence. The results have been depicted for two different executions
of the dance, one with a single dancer and one with two dancers. It is observed that in case of a two
dancers’ performance the improvement ratio is much greater than the single dancer performance execution.
Moreover, the adoption of the H-SMRS combined with SAE schema exhibits great improvement which
reaches 81.80%.
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Table 6.3 The improvement ratio among the adopted summarization algorithms with and without the
SAE framework for Syrtos (3b) dance sequence. Two different performances of the dance are assumed;
one for a single dancer and one for two dancers.

Summarization
Algorithm

Aver.
Shift
Without
SAE
(Single
Dancer)

Aver.
Shift
With
SAE
(Single
Dancer)

Improvement
Ratio
(Single
Dancer)

Aver.
Shift
Without
SAE
(Two
Dancers)

Aver.
Shift
With
SAE
(Two
Dancers)

Improvement
Ratio
(Two
Dancers)

KenStone 0.51 0.47 6.96% 1.67 0.84 49.79%
K- OPTICS 0.51 0.51 0.67% 1.28 2.29 79.15%
SMRS 0.47 0.41 11.41% 1.73 1.03 40.55%
H-SMRS 0.45 0.31 31.15% 1.44 0.26 81.80%

Figure 6.9 provides further insights on the similarity among extracted key frames, using summarization
algorithms, and some user annotated (selected) key frames. This allows us to visually judge on the
similarity between the key frames extracted by the summarization algorithms and the ground truth
ones. The results demonstrate five basic postures from Makedonikos dance. Then, for each the four
summarization approaches, we select the closest frame to the user annotated posture of reference. As is
observed, H-SRMS selections are closer to the experts’ defined key frames, compared to K-OPTICS,
SMRS, and KenStone approaches. Figure 6.10 demonstrates the encoding capabilities for the adopted
SAE scheme. Recall that 400 values have been reduced to 48 and then reconstructed back using SAEs.
As shown, the representation of the decompressed data (see Figure 6.10a) are close to the original
skeletal data (see Figure 6.10b) and maintain the two body postures and the general body form while
the great compression (we retain only 48 joints than the 400 total ones). However, upper limps’ joints
positions have been gathered towards the body core. However, a better representation could be feasible
by increasing the training epochs, which due to the limited training samples, that is, dance frames, does
not affect significantly the training times.

Another important criterion is how results vary (fluctuate) from the average values, as depicted in
Figure 6.8. This is also illustrated in Table 6.2 where the standard deviation of the average time shift is
given. But in Table 6.4 we also present the minimum (best) and the maximum (worst) performance (that
is, µmax of Equation 6.4) for all the three dances. As we can see, µmax reaches 0.72 s for the most difficult
Makedonikos dance in case of H-SMRS. For the other two dances the worst (maximum) deviation
is of about 0.5 s for the H-SMRS indicating an excellent summarization performance which is much
smaller than the other summarization schemes. Regarding the minimum difference, all the summarization
schemes yields excellent performance. This means that the best results obtained are very satisfactory.
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Figure 6.9 A visual representation of the key frames extracted by the four summarization algorithms than
the ground truth ones in case of Makedonikos dance.

(a)

(b)

Figure 6.10 A representation of the decompressed data (a) relative to the original skeletal data (b), for the
same time frame as for Syrtos (2b) dance sequence.
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Table 6.4 The minimum (best) and maximum (worst) time deviation (µmax) among the key frames
extracted using a summarization algorithm and the ground truth data. The comparison is carried out
using four summarization algorithms, K-OPTICS, Kennard Stone, SMRS and H-SMRS and for the three
dances. The values are in seconds.

Dance
Minimum
Difference

Maximum
Difference

Sampling
Summarization
Algorithm

Makedonikos 0.06 s 5.20 s KenStone
0.04 s 6.71 s K-OPTICS
0.04 s 6.66 s SMRS
0 s 0.72 s H-SMRS

Syrtos (2-beats) 0.008 s 4.45 s KenStone
0.016 s 3.88 s K-OPTICS
0.016 s 0.5 s SMRS
0 s 0.74 s H-SMRS

Syrtos (3-beats) 0.041 s 0.54 s KenStone
0.116 s 0.808 s K-OPTICS
0.033 s 0.541 s SMRS
0 s 0.55 s H-SMRS

6.6 Discussion

In this chapter, we proposed a deep stacked auto-encoder scheme followed by a hierarchical Sparse
Modelling for Representative Selection (H-SMRS) summarization algorithm for performing accurate
synopses of dance sequences. The sequences have been recorded through a motion capturing framework
such as of VICON which produces 3D point joint of the dancers. The originality of this approach lies
in the fact that our recorded dance sequences consist of two dancers performing simultaneously. This
causes severe and intense errors in capturing the humans’ joints in 3D coordination space. Thus, we
adopt a stacked auto-encoder (SAE) scheme to reduce the redundant information of the 3D point joints
and thus improve the performance of the summarization than applying the summary algorithms directly
on the raw captured data. Regarding summarization, this approach compares the results using four key
frame extraction algorithms. The K-OPTICS scheme, the Kennard Stone, the conventional SMRS and its
hierarchical representation called H-SMRS. Our approach has been evaluated over three real-world dance
sequences, each executing by two dancers. The results achieved show that the H-SMRS outperforms
the other three algorithms for all the examined dance sequences. More specifically, the average time
deviation is less than 0.3 s compared to ground truth selected frames being annotated by dance experts.
Even in its worst performance, H-SMRS yields at least 0.72 s time deviations which is an excellent result.
The proposed SAE approach also reduces the time required for executing the summarization algorithms
than applying the summarization schemes directly on the raw data. This way, summarization become
applicable to many engineering scenarios.
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Modelling and Analysis of Dance Sequences



Chapter 7

Choreographic Analysis using Dynamic Time
Warping

7.1 Introduction

Intangible Cultural Heritage (ICH) is a prominent element of people’s cultural identity as well as a
significant aspect for growth and sustainability [38]. The expression of identity through Intangible
Cultural Heritage takes many forms, among which folkloric dances hold a central position [209]. It is
reasonable to consider that analyzing choreographic sequences is essentially a multidimensional modeling
problem, given that both temporal and spatial factors should be taken into account. Research has been
published in the literature pertaining to ICH preservation which focuses on the time element [210], [211],
[212], [22]. Typical preservation acts include digitization, modelling and documentation.

Another important factor in preserving any type of performing arts, would be the development of
an interactive framework that enhances the learning procedure of folklore dances. The recent advances
in depth sensors, which have concluded to the development of low-cost 3D capturing systems, such as
Microsoft Kinect [40] or Intel RealSense [213], permit easy capturing of human skeleton joints, in 3D
space, which are then properly analyzed to extract dance kinematics [112]. The preservation of folk
dances can be facilitated by modern Information and Communication Technologies by levarging recent
developments in a variety of areas, such as storage, image and video processing, machine learning, cloud
computing, crowdsourcing and automatic semantic annotation, to name a few [214].

Nevertheless, the digitization and the modelling of the information remains the most valuable task.
Due to the tremendous growth of the motion capturing systems, depth cameras are a popular solution
employed in many cases, because of their reliability, cost-effectiveness and usability and despite their
limited range. Kinect is one of the most recognizable sensors in this category and in the choreography
context can be used for recording sequences of points in 3D space for body joints at certain moments
in time. Several recent research papers in the literature make use of such sensors for dance analysis,
for example educational dance applications using sensors and gaming technologies [215], trajectory
interpretation [216], advanced skeletal joints tracking [68], action or activity recognition [59, 56, 217–
220, 94], key pose identification [221] and key pose analysis [1]. Apart from Kinect, another popular
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alternative motion capture system is VICON which is significantly more sophisticated and accurate [7],
[112], [54].

7.1.1 Related Work

In [222], a comparison between abilities of the Kinect and VICON for gait analysis is introduced in
the orthopaedic and neurologic field. In [223], the authors focus on the precision of the Kinect and the
VICON motion capturing systems creating an application for rehabilitation treatments. In [224], the
authors propose that the Kinect was able to accurately measure timing of clinically relevant movements
in people with Parkinson disease. Contrary to the linear regression based approaches that have been
carried out in the bio-medical field [223], [222], [224] regarding the similarities/dissimilarities and the
precision of the adopted motion capturing system, in this work we follow a Dynamic Time Warping
(DTW) approach in the kinesiology field. Moreover, the aforementioned approaches pertain to simple
movement sequences i.e., knee flexion and extension, hip flexion and extension instead of our proposed
choreographic dataset which includes more complex movements that combine several joints variations
(see Table 3.5).

In [225], the authors introduce a motion classification framework using DTW. The aforementioned
work utilizes DTW algorithm in order to classify motion sequences using the minimum set of bones (7
body joints). On contrary, our proposed framework uses 25 body joints analyzing the motion sequences
using the DTW and Move-Split-Merge algorithms respectively. In [226], the authors propose an algorithm
for 3D motion recognition which allows extensions of DTW with multiple sensors (view-point-weighted,
fully weighted and motion-weighted) and can be employed in a variety of settings. DTW algorithm has
also adopted in order to extract the kinessiology details from video sequences. In [227], the authors
propose a video human motion recognition approach, which uses DTW to match motion projections
in non-linear manifold space. In [228], the authors present a technique for motion pattern and action
recognition, which employs DTW to match motion projections in Isomap non-linear manifold space.

Our proposed framework focuses on the similarity assessment of folkloric dances, using data from
heterogeneous sources;i.e. data from high-cost devices like VICON and low-cost devices like Kinect II
using predefined choreographic sequences. Research outcomes target on the underlying relationships
among dances captured using the VICON and Kinect systems (see table 3.1).

VICON is a high-cost, motion capturing system, which exploits markers attached on dancers’ joints
to extract motion variations and the trajectory of a choreography. The VICON motion capturing system
requires i) a properly equipped room of cameras and trackers, ii) experienced staff to manage the VICON
devices, iii) a pre-capturing procedure, which is obligatory to calibrate the whole system. On the
other hand, Kinect II is a low cost depth sensor, which requires no markers to extract the depth and
humans’ skeleton joints. This makes Kinect II applicable to non-professional users (everybody) from any
environment (everywhere) and at any time. However, the captured trajectories are not as accurate as the
ones extracted by the VICON system.

Consequently, the Kinect II device can be used as an in-home learning tool for most of dance chore-
ographies by simple (non-experienced) users. This papers relates dance motion trajectories captured by
the accurate VICON and the non accurate Kinect II system. A Dynamic Time Warping (DTW) methodol-
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ogy is adopted in order to find out similarities/dissimilarities between the two devices, considering as
accurate reference dance motion trajectory the one derived from the VICON system. DTW algorithm can
localize dance steps patterns which can not be accurately represented by the Kinect system and patterns
that Kinect can be sufficiently described.

7.1.2 Contribution and Originality

The contribution of this work can be summarized in the following: Firstly, we present a comparative
study on trajectory similarity estimation approaches, on data obtained by two types of sensors, using a
complex dataset with challenging choreographic sequences, where joint movements are often varied and
unstructured. Furthermore, the conducted experiments indicate that if significant levels of precision are
ensured during initial data collection, design, development and fine-tuning of the system, then low-cost
and widely popular motion capturing sensors, such as Kinect-II, suffice to provide a smooth and integrated
experience on the user end, which would allow for relevant educational or entertainment applications to
be adopted at scale.

7.2 The Proposed Methodology

In this work we investigate the possibility of utilizing skeleton data points as reference points, for the
identification of dance choreographs. Data originates from professional motion capture equipment. These
instances are used against corresponding skeletal data, recorded using low cost sensors.The proposed
approach consists of the following steps: a)data capturing using high-end motion capture system, b)
feature extraction, c) descriptive frames selection, for the database creation, d) data capturing using
low-cost sensors, e) extraction of corresponding body joints and f) similarity assessment among the dance
patterns between high-end and low-cost sensors.

The idea of spatial-temporal information management [229], [54] is applied, so that recorded dance
sequences are summarized to a sequence of keyframes. This is achieved by employing an iterative
clustering scheme, imposing time constraints. The proposed data managing scheme reduces the dance
sequence to few keyframes, which are selected using density based clustering, in predefined time related
subsets. It is important to note that noise or tempo variations do not affect the proposed approach.
Given as set of keyframe sequences, for different dances, a comparison is performed among them. The
sequences are signals containing information over dancer’s joints’ position and rotation. Signal similarity,
employing the correlation measure is performed. Consequently, variations of the same dance should
be easily identified, due to high similarity scores. Fig 8.1 depicts a block diagram of the proposed
methodology.
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Figure 7.1 A block diagram of our proposed methodology.

7.3 Dynamic Time Warping for Dance Sequences Modelling

7.3.1 Dynamic Time Warping

Dynamic Time Warping [230] calculates an optimal match between two temporal sequences. DTW
generated matching path is based on linear matching, but has specific conditions that need to be satisfied,
in particular the conditions pertaining to continuity, boundary condition, and monotonicity. In the
following a brief description on matching between curve points is provided. If N1and N2 are the number
of points in two curves, then i-th point of curve 1 and the j-th point of curve 2 match if:

i−1
N1

∗N2 ≤ j ≤ i
N1

∗N2 (7.1)

It should be mentioned that each point can match with maximum one point of the other curve. The
boundary condition forces a match between the first points of the curve and a match between the last
points of the curve. The continuity condition decides how much the matching can differ from the
linear matching. The aforementioned condition is the heart of DTW. We formulate the aforementioned
assumption as follows:

N2

N1
∗ i− c∗N2 ≤ j ≤ N2

N1
∗ i+ c∗N2 (7.2)

In the case that during the process of matching it is concluded that the i-th point of the first curve
should match with the j-th point of the second curve, it is not possible: (i) that any point of the former
with an index greater than i matches with a point of the latter with an index smaller than j, and (ii) that
any point of the former with an index smaller than i matches with a point on the latter with index greater
than j.

7.3.2 Kinect-II Evaluation using DTW

In our proposed methodology, we denote as reference sequences those are derived by the VICON
motion capturing system. In addition, each choreographic sequence obtained by the low-cost sensor
Kinect-II is contrasted to the VICON sequence. Our scope is to define the similarities/dissimilarities
comparing the choreographic sequence for each dance using the DTW algorithm [230]. Furthermore, each
choreographic sequence is depicted as a curve with different characteristics (e.g., duration, length). Our
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Sequence	X
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Time	(t)

Figure 7.2 Time alignment of two choreographic sequences. Aligned points are depicted by the arrows.

proposed framework is to define the similarities/dissimilarities between the curves of the heterogeneous
motion capturing systems. Every index of the choreographic sequence is matched with one (or more)
indices of the other sequence for each dance. Fig. 7.2 depicts time alignment between two independent
signals, in our framework the signals are obtained by the motion capturing systems. Let us denote, as
X⃗ the sequences of the Kinect sensor and Y⃗ the sequences of the VICON accordingly. The X⃗ and Y⃗
enclosure the kinessiology features (body joints variations) for each dancer creating a motion database
for the heterogeneous capturing system. In order to compare each feature, we define a local cost measure
describing the similarity/dissimilarity of each feature. The cost matrix is defined as P ∈ RNxM

P(n,m)=p(xn,ym). An (N,M) dynamic warping path p= (p1,· · · ,ps) determines an alignment between
the X⃗ and Y⃗ vectors by assigning the element xns of X⃗ to the element yms of Y⃗ . The vectors X⃗ and Y⃗ are
denoted as follows:

X⃗ = (x1, . . . ,xN) (7.3)

Y⃗ = (x1, . . . ,xM), M ∈ N. (7.4)

In the following, we create a space defined by F . Then xn, ym ∈ F for n ∈ [1:N] and m ∈ [1:M]. In
our framework, we define as X⃗ and Y⃗ the features which are obtained by the motion capturing system
indicating every joint of the dancers body. Due to the heterogeneous motion capturing system, we should
define the local coordination system. Fig. 7.3 depicts the transformation from the global coordination
system to a local system for each motion capturing system, which is simultaneously a type of range fix
that takes into consideration body parameters such as limb length. Inevitably, for the aforementioned
constraints we denote as C⃗G

k = (xG
k ,y

G
k ,z

G
k ) the k-th joint out of the M=35 acquired by VICON system

and I⃗G
l = (xG

l ,y
G
l ,z

G
l ) the l-th out of the L=25 obtained by the Kinect-II sensor respectively. Variables

xG
i , yG

i and zG
i indicate the coordinates of the respective i-th joint with regard to a reference point setting

VICON architecture (in our case the center of the square surface). We have acquired the aforementioned
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Figure 7.3 VICON global coordination system being transformed to a local coordination system. Its center
is the center of mass of the dancer [8]. This allows for compensation of the dancer spatial positioning.

joints after applying a density-based filtering on the entirety of the detected joints so as to eliminate noise
introduced during the acquisition procedure. The main difficulty in directly processing the extracted
joints C⃗G

k , k=1,2,...,M is the coordinates system. Thus, we need to transform the C⃗G
k = (xG

k ,y
G
k ,z

G
k ) from

the VICON coordinate system to a local coordinate system, the center of which is the center of mass of
the dancer. We follow the same procedure for the Kinect-II architecture. This is obtained through the
application of Eq. (7.5) on the joints coordinates J⃗G

k ,

C⃗L
k = C⃗G

k −C⃗cm (7.5)

I⃗L
l = I⃗G

l − I⃗cm (7.6)

where H⃗cm denotes the dancer’s center of mass with regard to the coordination system expressed as:

C⃗cm =
M

∑
k=1

C⃗L
k

M
(7.7)

I⃗cm =
L

∑
l=1

C⃗L
l

L
(7.8)

and we recall that M, L refers to the total number of joints extracted by the VICON and Kinect capturing
system respectively.

Let us denote as cost matrix p(X⃗ ,Y⃗ )=p(C⃗L
k , I⃗

L
l ) the total cost of a warping path p between C⃗L

k and I⃗L
l .

p⃗(X⃗ ,Y⃗ ) =
s

∑
l=1

(p(xn,ym)) (7.9)

The DTW distance between the C⃗L
k and I⃗L

l is defined ad follows:
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⃗DTW (X⃗ ,Y⃗ ) = min p(C⃗L
k , I⃗

L
l ) (7.10)

7.3.3 Kinect-II Evaluation using Move-Split-Merge.

Motivated by the superiority of DTW for motion analysis shown in previous works e.g. against SVM
[227], or approaches based on Locally Linear Embedding (LLE), Locality Preserving Projections (LPP)
and LLP-HMM [228] we adopt DTW as our main reference algorithm. Moreover, we conduct further
comparative experiments to also evaluate against a recent technique called Move-Split-Merge [231]. The
Move-Split-Merge distance algorithm provides a means of measurement that resembles other distance-
based approaches, where similarities/dissimilarities are computed by employing a series of operations
for the transformation of a series "source" into a series "target". Move-Split-Merge algorithm utilizes
as building blocks three fundamental operators. The Move operation is equivalent with a replacement
operation, in which one value substitutes another. Split inserts an identical copy of a value immediately
after its first instance, while Merge erases a value if it directly follows an identical value. Let us assume
Xi=(xi, ...,xm) as a finite motion sequence of real numbers xi. The move operation and the cost operation
are defined as follows:

Movei,u(X) = (x1, ...,xi−1,xi +u,xi+1, ...,xm) (7.11)

Cost(Movei,u) = |u| (7.12)

Spliti(X) = (x1, ...,xi−1,xi,xi,xi+1, ...,xm) (7.13)

Cost(Spliti) = c (7.14)

Mergei(X) = (x1, ...,xi−1,xi+1, ...,xm) (7.15)

Cost(Mergei) = c (7.16)

C(xi,xi−1,y j) =

c if xi−1 ≤ xi ≤ y j or xi−1 ≥ xi ≥ y j

c+min(|xi − xi−1|, |xi − y j|) otherwise
(7.17)

7.4 Experimental Results

In our study, for capturing of the dancers’ movement variations, we employ a multi-faceted motion
capture system including one Kinect II depth sensor, the i-Treasures Game Design module (ITGD)
module created in the context of i-Treasures project [38] and VICON motion capturing system. The
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Table 7.1 The considered dances and their variations along with the length of each sequence for each of
the three dancers. These dances were recorded using Kinect-II.

Dance Variation Short Name Duration
Dancer 1 Dancer 2 Dancer 3

Enteka Straight Syrt11Str8 749 807 858
Kalamatianos Circle KalCirc 655 593 561

Straight KalStr8 304 378 455
Makedonikos Circle MakCirc 424 582 409

Straight MakStr8 283 367 418
Syrtos 2 beat Circle Syrt2Circ 608 543 352

Straight Syrt2Str8 623 639 334
Syrtos 3 beat Circle Syrt3Circ 608 964 947

Straight Syrt3Str8 1366 678 511
Trehatos Circle TrehCirc 991 723 443

Straight TrehStr8 315 295 355

Figure 7.4 The coordinates of the trajectory of the left foot joint, which shows the rhythm of the dance
performed by dancer 1.

ITGD module gives the possibility of recording and annotating mocap data acquired by a Kinect sensor.
The employed algorithms were implemented in MATLAB. A variety of Greek folk dances with varying
levels of complexity have been obtained. Three dancers (two men and one woman) each performed every
dance twice: Once in a straight line and once in a semi-circular curved line. Fig. 7.6 and Fig. 7.7 depict
the most representative postures of the Syrtos at 2 beats and Enteka dance respectively. Fig. 7.8 of Syrtos
dance at 3 beats. Each choreographic posture indicates representative frames that summarizing the whole
choreographic sequence providing the kinessiology patterns. Table 7.1 depicts the different duration of
these dances across three different dancers.
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Figure 7.5 The coordinates of the trajectory of the left foot joint, which shows the rhythm of the dance
performed by dancer 2.

Figure 7.6 Illustration of Syrtos dance (2 beats, circular trajectory).

Figure 7.7 Illustration of Enteka dance performed by dancer 3.



7.4 Experimental Results 99

Figure 7.8 An instance that illustrates seven frames from the Syrtos at 3 beats dance.
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7.4.1 Dataset Description

The dataset comprises six different folklore dances. For the Kinect capturing process, we use a single
Kinect-II sensors placed in the front. Every dance is described by a set of consecutive image frames.
Every frame Il , i = 1, . . . , l has a corresponding extensible mark-up language (XML) file with positions,
rotations and confidence scores for 25 joints on the body (see Fig. 3.5) addition to timestamps. In Table
3.5, a brief description of the dances is provided [54]. After a series of processing steps, a skeleton
from the VICON system is represented. In the discussed setting, ten Bonita B3 cameras were used. The
capturing space was a square of 6.75 meters width, and the square’s center constitutes the origin of the
VICON coordinate system. We used a calibration wand with markers in order to optimize the calibration
procedure. The dancers’ movements were captured through the use of 35 markers at fixed positions on
their bodies.

7.4.2 Similarity Analysis

Similarity analysis entails to a dance matching problem. Specifically, given a set of frames, from multiple
body joints, captured using the Kinect, we try to identify the most closely related trajectories from the
choreographic database. Assume that we have n experienced dancers in the database. Then each time
a new user performs a dance, the algorithm calculate the similarity scores among the newly recorded
dance and the existing dances in the DB. Then, for each of the n experienced dancers, we get the top 3
closest trajectories, given a distance metric. Thus, we have a total of n times 3 dance suggestions. In this
study we have 3 experienced dancers. Thus we had 9 dance suggestions every time. The similarity score
(i.e. DTW or MSM) is then used to rank the results. Performance analysis focuses on how accurate the
system is in matching correctly the recorded dance.

At first, we asked the dancer to execute a specific choreography. Since, VICON’s frame rate is 4 times
greater than Kinect, we have consider a sub-sample approach in a ratio 1 to 4; that way the frame rate
matches the Kinect. Then, we exploit the similarity tests with existing entries in the database. Despite the
variations in the trajectories, we expect that the movement itself will be similar among dancers. Thus, the
similarity analysis has a solid base. Fig. 7.5 and 7.4 illustrate the left foot joint movement on the floor for
two different dancers. As we observe, the choreographic pattern of each dance is extracted indicating
not only the kinessiology variation of the dancers’ joints but also the music tempo. The main patterns
appears the same, despite the variations in descriptive characteristics (e.g. length and height).

Proposed approach’s matching performance is displayed in fig. 7.9. Results illustrate the number of
matches, for a specific recorded dance, to the existing dances in data base. There are three performance
classes, denoted as Top3, Top6 and Top 9. Numbers 3, 6, and 9 indicate the number of the closest matched
dances (from the database to the one currently performed). Recall that we have three professional dancers
and each of them performed the same six dances. Thus, the highest possible score in category TopX
is 3. Results indicate that the suggested methodology managed to match correctly at least once all the
investigated dances, despite their complexity, as explained in [232].

Fig. 7.9 provides further insights to the similarity between the VICON and the Kinect-II sensors. The x
axis depicts the name of each the dance (see Table 7.1) and the y axis the number of the matches according
to the choreographic database. For example, Makedonikos in circular trajectory (MakCirc) Top9 score
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indicates that among the nine closest trajectory patterns, we have 3 matches with the Makedonikos dance
captured by Kinect-II, one per dancer in the choreographic database. Consequently, Makedonikos dance
captured by VICON system was matched to Makedonikos dance captured by Kinect-II; to an extent,
most of the choreographies were successfully matched, by defining a score using the DTW or MSM
algorithms, despite the differences in employed motion capture technologies.

Figure 7.9 Performance illustration for the matching process.

7.5 Discussion

In this chapter, we explored the feasibility of pattern matching between heterogeneous motion capturing
systems. The case study emphasizes on northern Greek folklore dances, which although complex and
with several variations and particularities in their pattern, are characterized by elements of structure,
contrary to chaotic versions of movement trajectories (e.g. [233]) in which similar explorations are far
more difficult to perform. In this work, a two step process is adopted. The first step utilizes Kinect-II
sensors, which provide dancer’s skeleton feature values and a database is created. The second step
involves the comparison of the trajectories in the database with a second database, created using VICON.
The employed algorithms calculate similarity scores. According to these scores the algorithm provides a
similar dance suggestion, for each of the dancers, in the choreographic database. The obtained results
suggest that low-cost sensors such as Kinect-II can be utilized in the context of dance-related educational
or entertainment applications, at least as part of the end-user side. Such a setup would however require the
employment of a detailed and highly accurate dataset for training and development of the system, captured
by a high precision system such as VICON. The conducted experiments indicate that if significant levels
of precision are ensured during initial data collection, design, development and fine-tuning of the system,
then low-cost and widely popular motion capturing sensors suffice to provide a smooth and integrated
experience on the user end, which would allow for relevant educational or entertainment applications to
be adopted at scale. Nevertheless, the proposed approach would not be appropriate for tasks that require
great precision and accuracy in measurement of movement and positioning of individual joints, such as
medical or rehabilitation applications.



Chapter 8

Bidirectional Long Short Term Memory for
Dance Sequences Analysis

8.1 Introduction

One important element in preserving folklore performing arts is, apart from digitization, modelling and
documentation, the development of an interactive framework that enhances the learning procedure of
folklore dances. The recent advances in depth sensors which have concluded to the development of
low-cost 3D capturing systems, such as Microsoft Kinect [40] or Intel RealSense [213], have permitted
easy capturing of human skeleton joints in 3D space which are then properly analyzed to extract dance
kinematics [112]. Using the aforementioned low-cost capturing interfaces, we can build interactive
serious-game platforms to allow for the users to achieve a rich learning experience [234], [235]. ML
algorithms are necessary elements in this direction since they offer the technological tools for evaluating
and comparing users’ movement with predefined choreographic structures (patterns). The purpose of an
ML tool is to spatio-temporally analyze the captured 3D human joints (and the respective kinematics
features of them) in order to identify the main choreographic patterns which are then compared against
targeted dance motives. These ML tools can provide robust systems that can identify primitive choreo-
graphic postures and be coupled with serious games platforms as monitoring mechanisms that ensure the
achievement of the serious games’ learning goals.

Towards this context in this chapter, an educational game platform has been deployed where, in real-
time constraints, a Kinect sensor recognizes the dance movements and correlates them to a Labanotation
system. Labanotation is a framework that translates the spatial and temporal fluctuation of 3D human
joints (i.e., 4D dimension, 3D geometry plus time) into predefined signs [30]. Although Laban interactive
platforms have been studied in the literature, the main drawback of them is that they focused on a
dance representation and visualization, failing in providing methods for evaluating a dance performance.
Examples of such Laban-based tools include the LabanEditor [236] that gives the opportunity to non-
experienced users to understand their movements or the [56] where an embodied learning interface
is introduced interweaving Kinect sensing and Labanotation. However, the main limitations of such
methods is that they do not incorporate machine learning tools in order to extract the main choreographic
patterns useful for dance evaluation. In this paper, a deep learning algorithm has been adopted to evaluate
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the performance of a dance in an interactive Laban-based game platform so as to provide to end-users
capabilities of assessing their dance steps (motives) against predefined structures (patterns).

8.1.1 Related Work

The use of computer technology for model and digitization of folklore performing arts has been recently
studied in scientific literature. The works can be distinguished into the ones dealing with 3D digitization,
choreographic analysis, and Labanotation.

Regarding 3D digitization of performing arts, one of the first approaches is presented in [33]. Specifi-
cally, this work introduces a 3D archive system for Japanese traditional dances. In [34], a digitization
approach for Cypriot dances using the Phasespace Impulse X2 motion capture system is proposed. The
architectures utilizes 8-cameras that are able to capture 3D motion on modulated LEDs. In [38], the
capturing architecture schema of the i-Treasure European Union funded project is analyzed targeting on
3D digitization and analysis of rare European folkloric dances. The main limitation of the aforementioned
approaches is that they require a marker capturing framework and the capturing process fails to include
choreographic metadata. The first limitation is addressed in [40], where 3D wireframe skeleton structures
are extracted based on a markerless interface, reducing, however, the overall digitization accuracy. The
second limitation is addressed in [35] and [36] where the captured motion trajectories are transformed
into meaningful and semantically enriched LMA features.

As far as choreographic analysis is concerned, classification algorithms have been proposed in order
to analyze the captured digitized 3D data and then to identify the human body kinessiology entities. More
specifically, the work of [41] combines Principal Component Analysis (PCA) and two classification
schemes (specifically a Gaussian mixture and a hidden Markov model) for dance movement classification.
Additionally, a combination of PCA and Fischer’s linear discriminant analysis, for classifying Korean
pop dances is introduced in [42]. In this context, style analysis algorithms have been proposed in
[237], exploiting principles drawn from Labanotation. The method leverages knowledge from anatomy,
kinesiology and psychology as that is incorporated in the Laban Movement Analysis. Finally, the works
of [44], [37] introduce a markerless tracking system for motion trajectory identification and folklore dance
pattern interpretation, while the [39] proposes a real-time classification system in detecting choreographed
gesture classes.

Recently, summarization methods have been introduced for a more precise and representative chore-
ographic analysis. These methods are capable of abstractly modelling a folklore dance and they are
distinguished into two main categories. The first group spatially analyses motion captured features,
while the second group relies on temporal fluctuations of the descriptors in order to extract the key
choreographic postures. As far as the first group is concerned, the work of [8] introduces a key posture
extraction framework exploiting spatial classification algorithms, such as the k-means. Instead, the
works of [178] and [59] performs selection of the main dancer’s postures using temporal segmentation
algorithms. Particularly, the work of [178] relies on a neighborhood graph to partition a dance sequence
into distinct activities and motion primitives according to self-similar structures, while the work of
[59] detects variations of the kinematic-based motion characteristics. The main limitation of a spatially
based summarization algorithm is that temporal inter-relationships of a dance are lost. On the contrary,
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temporally analysis algorithms are highly sensitive to noise and dancer’s micro-movement variations.
The aforementioned drawbacks are addressed in [7] where a spatio-temporally enriched summarization
algorithm is considered. Spatio-temporal decomposition of a dance improves precision of extracting the
main choreographic primitives since one the one hand spatial clustering identifies major choreographic
postures, while one the other hand, temporal analysis identifies micro choreographic dancer’s movements.
Spatio-temporal hierarchical algorithms are also considered in [181].

Regarding Labanotation, several methods have been proposed in the literature for transforming the
captured 3D motion into Laban scores [238], [236], [239], [56]. The work of [238] can be considered
as one of the first approaches for automatic Labanotation. Improvements in terms of performance and
accuracy have been considered in the works of [236], [239]. Recently, serious game platforms [240],
[56] have been proposed for providing a friendly interface for educational purposes. These interactive
platforms have two forms of operations; to make the user familiar to the Laban scores and to provide an
educational framework of folklore dances.

8.1.2 Innovation and Originality

In this chapter we enhance the learning experience of folklore dances by introducing machine learning
tools with the capability of providing a scalable quantifiable assessment of a choreography at different
level of hierarchies; yielding a from coarse to fine evaluation. For this reason, initially the choreography
is analyzed into representative 3D skeleton joints and then kinematics features are estimated to efficiently
model these choreographic patterns. Then, pose identification and summarization methods are imple-
mented with the main purpose of categorizing each dance sequence into choreographic primitives or
extracting the main (key) choreographic pattern. Pose identification provides a detailed (fine) assessment
of a dance, which, in the sequel, stimulates an assessment of a dance performance against ground truth
data. On the other hand, summarization creates a coarse representation (and thus assessment) of the
choreography.

Pose identification is implemented using a deep learning Long-Short Term Memory (LSTM) network
with bi-directional functionalities. The objective is to use depth data to create a robust automatic posture
identification system. To this end, only depth information was used, so as to ensure that the classification
performance is only affected by the exprert dancers kinesiological capturing and not by miscellaneous
information such as picture color and texture. Existing methods in modelling a choreography assume
causal signal dependencies. A system is called causal when its outputs depend only on the past and the
current input samples but not on future inputs. It is clear that a choreographic posture depends not only
on the past and current dancers actions (steps) but also on future kinematic activities. For this reason,
bi-directional forms of LSTM networks are adopted allowing both past (backwards) and future (forward)
states to interact with the pose identification outputs.

As far as the choreographic summarization is concerned, the SMRS method is used, appropriately
modified to support a hierarchical modelling of the dance sequence. in this way, the system is capable
to assess the performance of a dancer at different levels of hierarchies. The proposed serious game
platform supports Labanotation. This allows for dance professionals to qualitative evaluate a performance,
to document the whole choreography and finally to recommend correction actions. It is clear that
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Figure 8.1 The proposed system architecture for the interactive serious game platform incorporating
machine learning for educational purposes.

these recommendations take into consideration the scalable quantitative metrics of the machine learning
module. Finally, visualization tools are discussed with the capability of depicting dance performance in
3D skeleton joints and of encoding the dancer movements into Laban scores.

8.2 Educational System Architecture with ML cababilities

Fig.8.1 illustrates the main components of the proposed educational interactive serious game platform that
incorporates machine learning techniques for choreographic postures identification and summarization.
As is observed, the architecture is composed into the following subsystems.

1. Feature Extraction: The purpose of this module is to encode the captured 3D skeleton points
into kinematics descriptors for efficient representation of the choreography. In this approach the
velocity and the acceleration of the dancers’ skeleton joints are taken into account [112].

2. Machine Learning: The use of this subsystem is to analyze the choreographic features, as derived
from the feature extraction module, in order to provide a semantic encoding of the dance sequence.
This module is discerned into two processes; pose identification and choreographic summarization.
Pose identification incorporates deep learning classifiers [94], [219] and particularly bidirectional
LSTM networks in order to classify each choreographic frame into distinct pose entities. The
LSTM classifier feeds as inputs the kinematics features of 3D skeleton joints over a window of p
frames. On the other hand, the choreographic summarization module aims at processing the whole
choreographic sequence and extract the key postures, that abstractly encode the dance. Dance
summarization is performed using the SMRS on the kinematics features of the 3D skeleton joints.
The aforementioned two ML components provide a scale-based representation of the choreography.
In particular, pose identification provides a fine encoding of each choreographic frame instead sum-
marization derives a rough representation of the dance sequence. This scale-based representation is
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very important for educational purposes. Specifically, rough representation (through choreographic
summarization) is actually an indicator of the overall users’ performance to a given (ground truth)
choreography. On the contrary, fine representation (through pose identification) actually provides a
detailed evaluation, depicting additionally micro errors.

3. Evaluation: The main purpose of this module is to incorporate objective metrics for comparing
the test choreographic sequence against the ground truth one. Evaluation is performed over the
classified postures (provided by pose identification), and the summarized choreographic entities
(provided through choreographic summarization). Inevitably, ML techniques provide a high-
level semantic representation of the choreographic sequence eliminating noisy effects in directly
processing 3D skeleton data.

4. Labanotation (Visualization Interface): The final stage of the proposed interactive serious game
platform is a Laban visualization engine with a main objective to transforming the detected
choreographic entities into Laban scores [30]. Labanotation allows documentation and evaluation
the of the whole procedure by the dance experts. Thus, it enables appropriate recommendation
strategies.

8.3 Pose Identification

8.3.1 Feature extraction

Principles from the theory of rigid body dynamics [140] are exploited as far as the feature extraction
process is concerned. In particular, the xyz coordinates of each skeleton joint are transformed into the
respective joint velocity and acceleration. More specifically, we have that u⃗k(t) = d⃗sL

k (t)/dt as regards
the velocity vector and γ⃗k(t) = du⃗k(t)/dt as regards the acceleration vector for the k-th joint. In this
way, each choreographic frame t is represented by M feature vectors each of the form f⃗k(t) = [⃗sL

k u⃗L
k γ⃗L

k ]
T

[112]. Therefore, the kinematics of the whole choreographic video sequence is given by a matrix
F⃗(t) = [ f⃗ L

1 (t) · · · f⃗ L
M(t)].

8.3.2 Pose identification using Long-Short Term Memory (LSTM) Networks

Let us assume that we have L available choreographic poses. Then, each frame t is categorized to one, out
of L available, class according to the probabilities values pi(t), with i = 1, . . . ,L. Actually pi(t) expresses
the probability that frame t belongs to the i-th class. Particularly, we have that

ĉ(t) = arg max
i∈1,...,L

pi(t) (8.1)

where ĉ(t) expresses the class (i.e., the specific pose) that the t frame belongs to. In the following, we
denote as p⃗(t) = [p1(t) . . . pL(t)]T a probability vector including all pi(t) at a image frame t.

Pose ĉ(t) is a non-linear relationship of the 3D skeleton joints as the well as of the respective kinematic
features F⃗(t). However, for noise removal purposes and for the making pose identification process robust
and stable with respect to time fluctuations, a non-linear moving average model is adopted. In statistics, a
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Figure 8.2 A feedforward neural network for modelling the unknown relationship of Eq. (8.2).

Moving Average (MA) filter predicts the value of a time series by taking into consideration responses
over a time window 2 · p+1, expressing the order of the model. It is clear that the choreographic posture
at an image frame t depends not only on the dancer movements at this and past frames but also on
future samples. This means that the future dancer movements affects the current choreographic postures
classification. Therefore, we have that

p⃗(t) = g⃗
(

F⃗(t), . . . , F⃗(t − p), F⃗(t +1), · · · , F⃗(t + p)
)

(8.2)

The main difficulty in implementing Eq. (8.2) is that the non-linear vector valued function g⃗()̇ is
actually unknown. It has been proven, however, that a feedforward neural network with a Tapped Delay
Line (TDL) input filter is able to approximate the model of Eq. (8.2) with any arbitrarily accuracy [241].
Fig. 8.2 presents the architecture of a feedforward neural netowrk for modelling the unknown relationship
of Eq. (8.2). Mathematically speaking, the network models the probability vector p⃗(t) as a relationship
of L hidden (latent) state units ui.

p⃗(t) = u⃗T (t) · v⃗

u⃗(t) =

u1(t)
...

uL(t)

=

tanh(w⃗T
1 · x⃗(t))
...

tanh(w⃗T
L · x⃗(t))

 (8.3)

In Eq. 8.3, vector x⃗(t) denotes the input vector generated from the matrices F⃗(t) after being vectorized.
The outputs of the hidden neurons ui refers to a state, hidden vector regarding pose identification.
Variables w⃗i are appropriate weight vectors derived from the training phase. These vectors regulates the
importance of each input element x⃗(t). Function tanh(·) denotes the hyperbolic tangent function. This
means that each hidden state ui takes value between [−1 +1]; values +1 indicates that the respective
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Figure 8.3 A bi-directional recurrent architecture unfolded through time to reveal the backward and
forward passes.

hidden state contributes to the pose identification output, while values of -1 refers to no contribution.
Finally, the identification outcome is a linear relationship of the hidden state vector u⃗ weighted by v⃗.

An alternative approach to model the non-linear relationship of Eq. (8.2) is to allow the hidden state
variables to depend on either previous and future state values. In this way, we re-formulate the Eq. (8.3)
in a way

ui(t) = tanh(w⃗T
i · x⃗(t)+ r⃗T

i,b · u⃗i(t −1)+ r⃗T
i,a · u⃗i(t +1)) (8.4)

where variables r⃗i,b refers to the weights regulate the backward pass of the network and r⃗i,a the forward
pass.

Fig. 8.3 depicts the structure of a bi-directional recurrent neural network model [242]. In this figure,
we have unfolded the network to reveal the backward and forward passes. It is clear that this type of
network implements the relationship of Eq. (8.4).

8.3.3 Modelling the Long-range dependencies using LSTM architectures

The main limitation of the aforementioned modelling framework is that it fails to represent long-range
dependencies. However, a choreography usually follows repeated patterns spanning over long-time
periods. For this reason, bi-directional LSTM network is adopted for modelling the pose identification
module. LSTMs are of similar structure to the bi-directional recurrent regression models but each node in
the hidden layer is replaced by a memory cell, instead of a single neuron [243]. The structure of a single
memory cell is depicted in Fig. 8.4 .

The memory cell contains the following different components (see Fig. 8.4): i) the input node, ii) the
input gate, iii) the forget gate and v) the output gate. Each component applies a non-linear relationship
on the inner product between the input vectors and respective weights (estimated through the training
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process). Some of the components have the sigmoid function, expressed as σ in Fig. 8.4 and some other
the tanh.

The forget gate: The purpose of this component is to decide what information is throw out of the
memory cell. The output ranges between 0 and 1, due to the sigmoid activation function. Values close
to 0 means to dispose the incoming information while values close to 1 indicates that this information
should be taken into consideration by the current memory cell.

The input node: The input node performs the same operation as a hidden neuron of a conventional
recurrent regression model does. It appropriately combines (through a set of weights) the current input
data and the previous vector states in order to decide whether the respective hidden state (latent variable)
contributes or not (true or false) to the respective choreographic posture estimate.

The input gate: This gate regulates whether the respective hidden state is significant enough for the
accurate estimation of current choreographic pose. It has the sigmoid function, meaning that its response
range between 0 and 1. Values close to zero mean that this state is not significant at the respective time
interval. The opposite happens for values close to one. This gates actually addresses problem related to
the vanishing of the gradient slope of a tanh operator [243].

The output gate: This regulates whether the response of the current memory cell is “significant
enough” to contribute to the next cell.

Fig. 8.5 illustrates the architecture of the proposed bi-directional LSTM for dance pose identification.
The network includes backward and forward time instances to categorize the poses.

8.3.4 Extraction of dance sequences key-frames

The Sparse Modelling Representative Selection (SMRS) algorithm [57] extended in a way to support hi-
erarchical implementation is adopted for choreographic summarization. The hierarchical implementation
allows for a spatio-temporal extraction of key choreographic postures in contrast with the conventional
SMRS algorithm where only spatial selection is considered. The spatial based modelling algorithms fail
to index the temporal variations and the frame inter-relationships of the dance.

8.3.4.1 The Sparse Modelling Representative Selection

In this section, we briefly describe the SMRS algorithm used as a baseline for key choreographic
postures selection. First, we vectorize the features F⃗(t) by stacking up all rows. Therefore, we have that
d⃗(t) = vec( F⃗(t)). Let us now denote as D⃗ = [· · · d⃗(t) · · · ] a matrix that includes all vectorized features
elements d⃗(t) of the whole choreography (i.e., ∀t). The purpose of a summarization algorithm is to select
a set of N ≪ Q representatives that best reconstruct the whole choreography (variable Q refers to the
total number of frames and N to the extracted key postures). This is accomplished using the following
equation.

Q

∑
i=1

∥ d(ti)−D · i ∥= ∥D−D ·C∥ (8.5)

In Eq. (8.5), c⃗i is a coefficient vector regulates the similarity for every feature vector d⃗(t) [57]. In
order to estimate the best N choreographic postures, we enforce the following constraint of the matrix
C⃗, that is, ∥C⃗∥0 ≤ N. Norm ∥ · ∥0 counts the number of non-zero rows of matrix C⃗. Minimization of
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 Figure 8.7 The three main categories used by the Labanotation interface to model a dancer’s movement
in vertical axis.

Eq. (8.5) subject to the constraint of ∥C⃗∥0 ≤ N is a NP-hard problem [57]. For this reason, we relax the
hard constraint into an ℓ1-norm, that is ∥C⃗∥1 ≤ τ . In this case, we select τ instead of N, since ℓ1-norm is
not necessarily bounded by N. The Alternating Direction Method of Multipliers (ADMM) of [161] is
adopted for solving Eq. (8.5) subject to constraint ∥C⃗∥1 ≤ τ .

8.3.4.2 Hierarchical sparse modelling

A hierarchical implementation of the SMRS algorithm is adopted for key choreographic postures extrac-
tion. In particular, first the SMRS algorithm is applied on the whole choreographic data. In this way,
a set of key representative frames is extracted, expressing specific time instances of the choreography.
Then, the detected time intervals are further decomposed to create hierarchies of key postures. This is
accomplished by applying the SMRS algorithm on the created sub-time intervals (expressed by the key
postures of the previous layer of processing). This results in a spatio-temporal summarization scheme.
More specifically, the first layers of key postures show a coarse (not accurate) representation of the
choreography. Instead, the last layers provide a more detailed (fine) representation [7].

8.4 The Labanotation Interface

8.4.1 A dancer’s movement representation

The Labanotation visualizes the kinessiology variations of a dance. It is like a music score that describes a
song. Laban motion analysis uses pre-determined symbols that model the motion attributes of a dancer. In
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Figure 8.8 The adopted Laban codes combining both the horizontal and vertical axis (3D space). In
particular, this example combines the signs of both Figs. 8.6 and 8.7 respectively [9].

Figure 8.9 The six different signs adopted for modelling the bending angles of a dancer’s joint.

the proposed Labanotation interface, basic Laban symbols have been created including points of direction
as well as the respective bending (systole) degrees. The symbols of Laban have been created using the
software platform of Inkscape. We have created eleven different positions as far as the horizontal axis is
concerned and regarding a specific human joint out of M available. These positions are depicted in Fig.
8.6. We denote these symbols as follows: the Left (L), Left Diagonal Front (LDF), Left Diagonal Back
(LDB) and the Left Front/Back (LF/LB) positions. In the same manner, we have the Right Front (RF),
the Right Diagonal Front (RDF), the Right (R), the Right Diagonal Back (RDB) and the Right Back (RB)
codes. Apart from the horizontal representation, a dancer’s movement is modelled as far as the vertical
axis is concerned (see Fig. 8.7). We have used three main categories for such vertical modelling. Fig. 8.8
illustrates the Laban symbols in 3D space, by combining both the horizontal and vertical axis.

8.4.2 A dancer’s bending (systole) angles representation

Apart from the representation of a dancer’s movements, we need to model the systole angle. The adopted
encoding framework is depicted in Fig. 8.9. In particular, the whole bendable territory, is divided into
equal-sized spaces corresponding to the bending degrees. The first symbols defines zero degree of
bending while the last one 180 degrees. Fig. 8.9 clarifies the bending degrees symbols according to the
humans’ joint systole.

8.5 The Evaluation Interface

As far as the assessment of the choreography is concerned, initially a professional dancer is recorded by
the interactive serious game platform. The extracted 3D skeleton joints as well as the respective features
are fed into the pose identification deep learning module. This way, each image frame is categorized into
one into of the L available postures, cp(t). In the next step, a non-professional user is recorded. Again 3D
skeleton joints are extracted along with the respective features. This information is then fed into the same
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pose identification architecture for assessing the choreography of the non-experienced user. In particular,
let us denote as cu(t) the estimated postures of the user sequence t (test sequence) for every frame t.

In this chapter, a scalable evaluation framework for choreography assessment is adopted. In partic-
ular, the output of the summarization module provides an overall (coarse) evaluation of the dancer’s
performance. On the other hand, the pose identification module is responsible for a more detailed dance
assessment. Regarding, the fine assessment process each frame of the test dance sequence is compared
against the professional dance sequence. Therefore, an detailed performance error Ed is defined as
follows:

Ed = ∥cp(t)− cu(t)∥2 (8.6)

In this same context, we define the coarse performance error from the summarized choreographic
elements. More specifically, the test sequence is fed to the summarization module. This module is
responsible for extracting a set of key postures, cu(t l

i ). In this notation, variable ti refers to the time
instance of the i-th key postures at the l hierarchy. It should be mentioned that the higher a hierarchy is
the more choreographic postures are extracted and therefore a more detailed assessment is considered. In
this case, the coarse performance error is defined as:

E l
c = ∥cp(t l

i )− cu(t l
i )∥2 (8.7)

where t l
i refers to time instances where the extracted key postures are identified at layer l. We recall that

as we increase the level of hierarchy l a more detailed choreography assessment is built (i.e., for large l
the error E l

c is close to the Ed). Therefore, we result to a scalable assessment framework.

8.6 Experiments

In this section, we present the evaluation test-bed used for assessing the proposed interactive serious
game platform for dance learning.

8.6.1 Dataset description

We use data sets of TERPSICHORE project [29]. The data sets contain recordings from Greek traditional
folklore dances, performed by professionals. Five different folklore choreographies have been recorded
each is performed by three experts (two male and one female). We chose male and female expert-dancers
since for those particular dances, the choreographic performance between men and women is different.
Specifically, men dance proud and imperious, while women modest and humble. On the contrary, dance
style differences among professionals of the same gender are slight and mainly due to the personality
of the dancer and how she/he executes the predefined choreographic performance. In all recording a
Kinect-II sensor has been exploited for creating 3D skeleton joints. In Section 3.5, we presented a detailed
description of the recorded dances.
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8.6.2 Performance Evaluation Metrics

To objectively evaluate dance performance, we adopt four different metrics such as the Accuracy,
Precision, Recall and the combination of Precision and Recall criteria as a single metric, the F1-Score.
Precision measures the ratio of all relevant retrieved key frames over the total number of retrieved key
frames by the use of an algorithm. Recall measures the ratio of all all relevant retrieved key frames over
the total number of relevant frames in ground truth set. The main challenge in defining the precision and
recall metrics in our cases is that key frames from a dance sequence should be ordered. This is due to the
fact that the patterns composed of the main steps of a choreography should be specific for a given time
internal depending on the music tempo and the type of the dance.

Precision =
True Positive

True Positive + False Positive
(8.8)

and recall as

Recall =
True Positive

True Positive + False Negative
(8.9)

where variable N refers to the number of key frames and L to the number of ground truth choreographic
elements. Ideally, Pr and Re should be 1 for an excellent retrieval. By combining both criteria, we can
derived the F1-score as

F1 = 2∗ Precision∗Recall
Precision+Recall

(8.10)

Similarly, Accuracy is defined as the ratio

Accuracy =
TP+TN

TP + FP + TN + FN
(8.11)

8.6.3 Training/Testing Evaluation Methodology

In this section, we present the methodology adopted in this paper to construct the training and the testing
datasets through which the classifiers of section are assessed. The initial dataset consists of 8149 frames
of expert dancers performing the choreographies described in Table 1. This includes all the joints captured
by the Kinect sensor. The Spine Base joint is used to transform of all other body joints from a global
system to a local one, beginning in the Spine Based joint. Thus the position of the joints is not sensitive to
the dancer’s position in respect with the Kinect sensor. To simulate non-expert performances, the dataset
was augmented by adding noise both to the axial and lateral measurements. In particular, the existing data
set was used as base for the creation of an additonal observations by adding random noise. The upper
bound of the noisy data was set as 10 and 20% of the original values respectively. Thus we create a new
syntehtic dataset of both expert and non-expert performances consisting of 24447 frames of Kinect data.
This dataset is broken down in training and test datasets following the 80-20 rule. 20% of each "noisy"
capturing is used for testing while the remaining dataset is used for training. 10% of the training dataset
is used for cross validation purposes. The initial groundtruth dataset includes performance by both men
and women professional dancers. This is due to the fact that the kinesiological capturing of choreography
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Table 8.1 Performance evaluation of the proposed LSTM model for pose identification compared with
other learning methods.In this table, we have provided the effect of memory, that is number of dance
frames feeding the network.

Algorithms Method Metrics
Accuracy Precision Recall F1-score

SVM No Memory
5 Frames
10 Frames

41,34%
50,19%
69,15%

31,04%
39,77%
59,03%

36,33%
46,98%
62,71%

33,48%
43,08%
60,82%

kNN No Memory
5 Frames
10 Frames

21,46%
31,96%
34,57%

13,26%
24,94%
26,63%

16,23%
32,78%
34,12%

14,60%
28,33%
29,92%

Neural 1 No Memory
5 Frames
10 Frames

57,14%
55,66%
59,68%

46,32%
45,44%
49,08%

51,96%
58,14%
64,67%

48,98%
51,01%
55,81%

Neural 2 No Memory
5 Frames
10 Frames

60.56%
59,09%
62,36%

49,83%
48,53%
51,47%

59,79%
62,26%
63,92%

54,36%
54,55%
57,03%

CNN No Memory
5 Frames
10 Frames

57,27%
69,99%
74,47%

49,43%
65,15%
72,65%

60,88%
65,05%
65,96%

54,56%
65,10%
69,14%

LSTM No Memory
5 Frames
10 Frames

59,35%
76,20%
81,06%

48,62%
66,98%
74,22%

66,45%
69,74%
71,20%

53,46%
71,30%
77,49%

slightly changes (position of hands, horizontal movement in comparison to the Kinect sensor) based on
the gender of the performer.

Regarding the performance of the proposed interactive serious game platform in assessing the
choreography of a non-expert user. For this reason, initially a annotated choreography is loaded by
the system. This choreography has been performed by a professional dancer. Moreover, the main
choreographic elements are available such as the ones depicted in Table 3.5. We assume that each
choreography is associated with a given tempo to avoid synchronization issues. In the following,
evaluation test-bed is performed either for pose identification or for choreographic summarization,
providing, therefore, a scalable assessment framework.

8.6.4 Pose identification

First, a Long Short Term Memory Network (LSTM) is trained to learn a specific choreographic pattern.
In particular, the input of the network is the kinematics features extracted from the 3D-skeleton joints
of Kinect-II. Table 8.1 depicts the performance of the proposed LSTM model for estimating the main
choreographic primitives of a dance. In this table, we have used as evaluation metrics the Precision,
Recall and F1-score used in information retrieval [244]. A comparison with different shallow learning
paradigms is also presented. Particularly, we have compared the proposed bi-directional LSTM with a) a
Support Vector Machine (SVM), b) k-Nearest Neighbor (kNN), c) two feedforward neural networks (of
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Table 8.2 The effect of the proposed pose identification for performing a detailed assessment score on a
choreography against a target.

Algorithms Method Metrics
Accuracy Precision Recall F1-score

SVM No Noise
10% Noise
20% Noise

69,15%
55,18%
25,87%

59,03%
65,52%
25,84%

62,71%
38,85%
18,65%

60,82%
48,78%
21,67%

kNN No Noise
10% Noise
20% Noise

34,57%
23,33%
8,01%

26,63%
24,86%
7,80%

34,12%
19,52%
6,23%

29,92%
21,87%
6,93%

Neural 1 No Noise
10% Noise
20% Noise

59,68%
52,21%
32,53%

49,08%
58,40%
34,87%

64,67%
45,24%
26,23%

55,81%
50,99%
29,95%

Neural 2 No Noise
10% Noise
20% Noise

62,36%
57,03%
40,64%

51,47%
65,18%
44,53%

63,92%
46,72%
32,70%

57,03%
54,43%
37,72%

CNN No Noise
10% Noise
20% Noise

74,47%
60,34%
54,28%

72,65%
54,34%
46,50%

65,96%
61,51%
59,60%

69,14%
57,70%
52,24%

LSTM No Noise
10% Noise
20% Noise

81,06%
75,30%
56,15%

74,22%
66,53%
65,61%

71,20%
54,31%
42,37%

72,69%
59,81%
51,49%

two configurations- one with a single hidden layer of 10 neurons/layer and one with two hidden layers,
each with 10 neurons/layer) and d) on Convolutional Neural Network (CNN) (with 1 convolutional and
one fully connected layer).

As is observed, the proposed bi-directional LSTM model for pose identification outperforms the
compared shallow learning paradigms. In this table, we have also presented the effect of memory in
terms of the number of dance frames that feed the learning model, i.e., the effect of the tapped delay
line filter, on classification performance. As is observed, the tapped delay line filter increases pose
identification performance. It should be mentioned that for the evaluation test-bed framework, we have
used professional dancers. The model has been trained using data from a given dance realization and it
is tested using data from other realizations of the same dancer. It is worth noting that the performance
for the medium memory window (5 frames) slightly decreases for the case of the Feedforward Neural
Networks 1 and 2. These two networks have a rather simple structure therefore this slight degradation
in performance could be put down to their tendency to overfit and their limited ability to generalize as
opposed to the more complex architectures (including deep ones) examined.

Then, a non-expert user performs the given choreographic sequence. Again, the kinematics features,
extracted from the 3D skeleton joints, and their descriptors are the inputs to the LSTM model. The
purpose of the network is to categorize the choreography of a simple user into choreographic basic units
defined by the experts, i.e., the annotated choreography. In order to set-up this experiment, a noise is
added to the 3D skeleton joints of the ground truth data. Specifically, the additive noise models the errors
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Figure 8.10 A schematic representation of the hierarchical summarization approach adopted. As the level
of summarization increases the number of extracted key frames that provides an abstract representation
of the choreography also increases. Thus, a more detailed representation of the dance is derived.

done by the non-expert user as far as the given choreography is concerned. It is clear that the more noise
we add the worse a choreography is. Table 8.2 presents the performance of the pose identification module
versus different levels of noise. As is observed, the more the noise we add, we worse the classification
accuracy is. However, the performance is better for the LSTM model in the sense that it retains a robust
behavior against the noise added. Therefore, it is better for assessing a choreography of non-expert user
against a target choreography of an expert dancer. The bi-directional LSTM model retains a more robust
behavior against noise. Therefore, it better models the mistakes happened in a choreography by non
expert dancers. We also observe better generalization performance over noise compared to other shallow
learning networks. This is an important aspect in evaluating a choreography mainly due to the fact that
the shallow learning modules fails to provide a proportional evaluation score of the choreographic errors.

8.6.5 Comparative results against different feature selections

Three different sets of features were used to evaluate the performance of the proposed classifier. Firstly,
the classifier was tested using only the axial data of the depth sensor. Secondly, only the rotation data
were used, and finally all the features were used. Figure 8.11 depicts the results of such feature selection.
It is clear that selecting both axial and rotation data from the depth sensor is better than using only one of
the depth parameters.

8.6.6 Choreographic Main Primitives Estimation

The aforementioned assessment provides a detailed evaluation of the choreography of a non-expert user
compared to a ground truth dataset, providing an evaluation score per dance frame. However, usually,
a generic assessment is necessary for learning purposes. This way, the system provides an abstract
recommendation of the performance of a sequence. In order to do this generic evaluation, we exploit
results of the choreographic summarization module. This module is able to extract a set of key (main)
choreographic patterns (motives) that best model the whole choreography. The assessment in this case is
performed as follows. First, a non-expert user performs the dance given a choreography. In our evaluation
test-bed, the expert results are corrupted by noise added on the extracted 3D skeleton joints. Then, the
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Figure 8.11 Accuracy of different learning models versus the different feature selection methodologies.

algorithm of Section 8.3.4.2 is applied to detect a set of key frames organized in an hierarchical manner.
These frames are compared against the ones provided by the CNN pose identification module and the
error of Eq.(8.7) is estimated. Fig. 8.10 shows a schematic representation of the proposed hierarchical
dance summarization approach. At level 1, only the most salient dance poses are selected as key frames
to abstractly model the whole choreography. At higher summarization levels, more key dance poses are
selected to refine the choreographic representation through key frame extraction. Table 8.3 depicts the
error achieved, as far as dance assessment is concerned, for different summarization levels. Initially,
only seven frames have been extracted to represent the choreography. The assessment error over all
these seven frames is 100% meaning that the non-professional user has carried out correctly the main
steps of the choreography. At higher levels (level 2, and 3), more key frames are detected, (35 and 70
respectively). In this case, we observe that the performance error is reduced meaning that the non-expert
user makes some mistakes in executing the choreography. Therefore, the summarization module provides
to the interactive serious game platform a coarse to fine assessment useful for learning purposes. This
fine to coarse assessment framework is depicted in Fig. 8.10. Particularly, in this figure, we depict the
extracted key frames along with the pose identification performance. Green cells indicate that the detected
pose is in accordance to the ground truth choreography (no error is accomplished). Instead, red cells
indicates the time instances where mistakes in the choreography are encountered. Using these red cells,
the performance error is computed.

8.7 Visualization interface

The visualization system is responsible for creating a LABAN modelling of a choreography. This is
important for delivering the performance of the simple user to dance experts for further recommendation,
suggestions and corrections. Fig. 8.12 shows the main menu developed for this particular educational
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Table 8.3 Caption Performance error with respect to the number of hierarchical levels used for the
summarization.

Level of Detail Number of
Frames

Correctly
Classified

Performance
(%)

Level 1 7 7 100%
Level 2 35 28 80%
Level 3 70 50 71,43%

game. The visualization system depicts the skeleton and the joints in the 3D space as well as a vector
showing the direction that the user is looking at. The kinetic coordinate system is used in the three-
dimensional Kinect system and the resulting calculated directional vector is placed in the center of the
chest. The axes of the diagram are calculated in meters. This visualization enables 3D viewing, so that
the user can view and comprehend the recorded posture and the form that is visualized into the symbolic
representation of Labanotation.

Fig. 8.13(a) presents the interface regarding the RGB captured image and the respective skeleton as
obtained by the Kinect depth sensor. In this particular scenario, the user raises up his arms. Another
example is depicted in Fig. 8.13(b). In this figure, the user makes another movement, raising his right leg.
It is clear that the Kinect sensor captures the respective movement and encodes it into skeleton data.

The visualization interface provides the capability of viewing the human movement at different views.
This is depicted in Fig. 8.15, where the recorded skeleton is shown in front, side, and top view. In this
visualization, each joint is depicted in a different shade, as defined by the Labanotation. A snapshot of
the proposed interactive serious game platform is presented in Fig. 8.14. In this figure, we illustrate the
captured 3D skeleton joints as well as the Laban symbols as presented in Section 8.4.

Figure 8.12 The main menu of the proposed embodied educational serious game incorporating Kinect-II
sensor and Laban movement analysis for dance training [10].
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(a)

(b)

Figure 8.13 Two snapshots of the visualization interface depicting human skeleton overlaid on RGB data
for different human postures [10].

Figure 8.14 A snapshot of the interactive serious game interface [10].

Figure 8.15 The multiple view interface of the proposed serious game platform, allowing users to depict
the 3D captures human skeletons [10].
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8.8 Discussion

In this chapter we have incorporated Artificial Intelligence (AI) in an interactive serious game platform
for learning choreographies. Specifically, our proposed framework enhances cognitive and kinesthetic
functions through Computer-supported collaborative learning. Additionally, the proposed framework is
useful for simple users who want to enter the kinesiology and choreographic segment. AI is capable of
providing an assessment interface of a performing choreography by being trained in ground truth data.
Two AI modules have been implemented; pose identification and summarization. Pose identification
exploits a bi-directional LSTM model with input data 3D kinematics descriptors (e.g., velocity and
acceleration) of a dancer’s skeleton joints in order to estimate the main choreographic primitives of a
dance. On the other hand, the summarization module is based on the Sparse Modelling Representative
Selection (SMRS) algorithm implemented under a hierarchical framework. The summarization interface
provides a coarse to fine assessment which is important for dance learning. This way, we can assess
a choreography at different representational levels. The coarse levels show the main steps of a dance
while the detailed levels provide an assessment per dance frame. Experimental results indicate that the
proposed LSTM model for pose identification is robust against other shallow learning techniques. In
addition, a visualization interface that supports Laban movements analysis is also adopted to enhance the
interactive communication between the game-like platform and, experienced or not, users.



Chapter 9

Adaptable deep non-linear Autoregressive
Moving Average Filters (ARMA) filter for
choreographic modelling

9.1 Introduction

The domain of Intangible Cultural Heritage (ICH) comprises a vast range of non-material elements,
such as performing arts (e.g., folklore dances), music and oral cultural traditions [245]. It is clear that
ICH elements are of great importance and therefore, these assets have been identified by UNESCO to
ensure an efficient protection and preservation. As far as preservation of performing arts is concerned,
kinesiology analysis and choreographic modeling constitute a very important aspect of folklore dance
modelling. One of the most important elements of choreographic analysis is the identification of the
dancer’s movements and poses (i.e., dancer’s postures). Recently motion capturing digitization systems
are capable of providing 3D measurements of the body parts of a dancer [7]. Then, we can proceed to the
identification of key primitives of a dance.

In general, deep learning models receives as inputs either raw visual signals of a choreographic
sequence or transformed data, that is, 3D features, and then they generate labelled classes corresponding
to dance choreographic primitives. Recently, Long Short Term Memory (LSTM) has proven especially
useful in choreographic modeling [246]. The LSTM networks usually operates on 3D skeleton data
of a dancer, instead of RGB content. This way the complexity of the input data is reduced, increasing
choreographic classification performance. Actually, the main advantage of an LSTM network is its
recurrent characteristics, implemented also in a bi-directional way (e.g., non causal modelling). Non-
causality is necessary since modeling and identification of choreographic primitives depends on both
backward and forward dancer’s steps.

The main drawback of using 3D skeleton data sequences through an LSTM network is that the
choreographic modeling performance is highly sensitive to skeleton signal errors. Missing skeleton
points, as a result of errors of the motion capturing devices, significantly affect the performance of
choreographic primitives classification. Another limitation is the assumption of stationarity between the
input-output data. This means that the network weights of the LSTM model remains constant during
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choreographic modeling. However, a dance sequence presents several dynamics and dancer’s attributes
such as gender, age and personalized style, significantly affect the overall dance performance.

Instead, using RGB content as input to a deep learning network, we face the aforementioned skeleton
error issues. Convolutional Neural Network (CNNs) have proven, recently, to be robust classifiers,
especially of processing high-dimensional RGB visual data [247], [248]. Therefore, CNN networks have
been used for human action recognition [249], [250].

However, issues related with the dynamic nature of a choreographic can not be addressed using
conventional CNN models since model parameters (i.e., network weights) remains constant during the
operation of the model. Additionally, the RGB data alone deteriorate the overall choreographic modeling
performance due to the existence of enormous spatial-temporal information, confusing the classification
due to the following reasons: First, the purpose of the convolutional layer of a CNN is to transform the
raw RGB visual data into low-forms of representations, through the "deep convolutions". In this case, the
convolutional layer transforms the whole input image frame, including the irrelevant visual background
content to the choreographic modeling, into low dimensional forms of representation, which are then
fed to a fully connected neural network. Second, a conventional CNN structure has not the recurrent
characteristics inherently existing in a LSTM model let alone its main bi-directional capabilities. Finally,
network weights are assumed to be constant throughout network operation, failing, therefore, to address
the dynamic characteristics of a dance.

9.1.1 Related Work

Kinesiology modelling are distinguished into methods that exploit supervised learning and those algo-
rithms of using an unsupervised paradigm. In the literature, the works proposed cover human activity
indexing [86], pose identification [87], action prediction [88], emotion recognition [89] and background
subtraction [90]. In [91], an unsupervised approach is proposed for modelling human activities, while in
[7], summarization of folklore dances have been introduced using an hierarchical SMRS algorithm. In this
context, the work of [92] has introduced an action recognition framework exploiting dense trajectories.
Finally, in [93] hidden Markov models (HMM) has proposed for human activity recognition.

Recently deep machine learning methods have been introduced for analysis of folklore sequences. A
brief review of deep learning for computer vision applications one can be found at [94]. In [95], a CNN
neural network model have been introduced for human activity analysis, while the work of [96] uses
RGB-D and skeleton data for activity analysis. In [97], the authors introduce a two-stream convolutional
neural network structure for action recognition in videos. In this context, the work of [98] introduces a
three-stream CNN for action recognition modelling, while the work of [99] proposes CNNs structures
on depth maps and postures for human action recognition. Finally, Makantasis el al. [100] introduces a
behavioural understanding approach for industrial environments, while in [101], the authors introduces a
flexible Deep CNN for detecting spatio-temporal relationships in videos.

Another area of research related with this paper is background modeling and consequently foreground
extraction. Towards this direction salient maps have been proposed in [102] exploiting concepts of visual
attention algorithms. In this context, the work of [103] introduces a background modeling algorithm
using CNN structures. Similarly, in [104], the authors introduce methods of Mixture of Gaussians to face
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background dynamics. In [105], the authors proposed a neural network implementation of the ARMA
filter with a recursive and distributed formulation, obtaining a convolutional layer that is efficient to
train, localized in the node space, and can be transferred to new graphs unseen during training. In [106]
the authors are interested in generalizing CNN from low-dimensional regular grids to high-dimensional
irregular domains, such as social networks, brain connectomes or words’ embedding, represented by
graphs.

9.1.2 Innovation and Originality

To face the aforementioned limitations, in this paper, we introduce a novel CNN model with Autore-
gressive Moving Average (ARMA) capabilities. In addition, we introduce adaptive capabilities into the
proposed non-linear ARMA model in a way that the network weights are dynamically adapted to face
the current choreographic dynamics. We call this model adaptable ARMA-based CNN filer due to its
adaptive and Autoregressive-Moving Average capabilities.

In particular, the proposed network filter feeds back its classification output to the input layer,
implementing an autoregressive triggering mechanism; the output variable depends on its own previous
values. In addition, we introduce a Tapped Delay Line (TDL) input to the CNN model in order to capture
the temporal dependencies of a choreography. The TDL filter implements a moving average [241].

Finally, we introduce a computationally efficient and adaptive algorithm for dynamically modifying
the network weights of the fully connected layer of the CNN model to fit the dynamic nature of a
choreography. The proposed way of adaptation allows to the new ARMA-enriched CNN to automatically
adapt its behavior to the current conditions while simultaneously respecting the already accumulated
knowledge as much as possible. This way, the new model is able to capture the non-stationary behaviors
of a choreography.

In addition, to face the first limitation of using a conventional CNN model for choreographic mod-
eling, we prior to the classification stage. In this context, the irrelevant to the choreographic modeling
background content is isolated, creating an RGB mask of dancers’ postures. In this way, the hierarchies
of convolutions of the CNN transforms the RGB dancers’ postures into low forms of representations,
e.g., kinesiology dancers’ features, which are then used for choreographic modeling. Therefore, the
proposed approach faces the skeleton error sensitive issues of the current LSTM filters and simultaneously
addresses the previous discussed limitations of using conventional CNN models on the raw RGB data
(that is dynamic training and adaptive since the output of a dance pose estimator should affect its own
previous value).

9.2 An Auto Regressive Moving Average-Enriched CNN for Chore-
ography Modeling

Fig. 9.1 indicates our proposed overall architecture for choreographic modeling. As is observed, our
proposed framework encompasses the following components. The first is responsible for the data
acquisition (the motion capturing sensors) that is used to obtain the RGB images of a choreographic
sequence as well as the skeleton data. The second component is related with the background subtraction
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Figure 9.1 The overall proposed architecture adopted in this paper for choreographic modeling.

for reducing the irrelevant to choreographic modeling content. This information is fed as input to the
proposed adaptive ARMA-enriched CNN model (the third component). The adaptive ARMA-enriched
CNN filter is a conventional CNN enriched with an ARMA Filter as well as with adaptive network
weight strategies for dynamically adjust model response to fit dance dynamics. The MA component is
responsible for delaying the input signals into several taps. In addition, the AR filter is responsible to
feed back the classification output to the input in a way that the current choreographic modeling is related
with its own previous values. Finally, the adaptive algorithm is responsible for dynamically modifying
the weights of the fully connected layer of the CNN to face the dynamic nature of a choreography.

9.2.1 The Autoregressive Moving Average Convolutional Neural Network

In the following we assume a non-linear relationship, denoted as g(·). This relationship relates the output
of the neural network model y(n) with input sensorial signals x(n) at a time instance n. Actually, the
purpose of g(·)) is to transform the raw RGB input signals x(n) into labeled choreographic primitives
classes. Therefore, we have that

y(n) = g(x(n),x(n−1), · · · ,x(n−q),
y(n−1), · · · ,y(n− p))+ e(n)

(9.1)

where q expresses a time window of previous observations affecting the choreographic classification of the
current image frame n, while p the order of the previous classification outputs affecting the choreographic
modeling. Error e(n) is an independent and identically distributed (i.i.d) process. In order to approximate
the non-linear function of g(·), we use machine learning methods. The machine learning algorithms
minimizes the error e(n) through training. In particular, it has been proven that a Tapped Delay Line
(TDL) input filter can approximate the non-linear function of (9.1) with any degree of accuracy [241].

The main limitation of using a simple fully connected neural network (e.g., a feedforward one) is the
training procedure are unstable especially in cases where large amount of multi-dimensional data are
used as input signals, such as series of RGB image content. To face these difficulties, CNN models have
been proposed as an alternative classification mechanism for processing RGB input signals compared to
conventional feedforward structures [247]. A CNN model includes a pre-training layer, the convolutional
layer, with the purpose of transforming the high-dimensional RGB data into low forms of representations.
This means that the convolutional layer extracts from the raw visual inputs appropriate features for
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maximizing the overall classification performance. A CNN model have been shown very promising
results in effective feature selection in a high dimensional space for choreographic modeling [251].

However, conventional CNN structures have not designed to approximate a non-linear ARMA filter
as the one of Eq. (9.1). For this reason, in this paper, we extent the conventional CNN models to have
ARMA characteristics.

9.2.2 The Moving Average behavior

A folklore video sequence depends on several previous frames. Therefore, choreographic modeling is
not relationship of only a single folklore input frame. Instead, several dance sequence frames contribute
to the video modeling. For this reason, a moving average operator is adopted to model this temporal
relationship.

To model a MA property into a CNN filter, we include a TDL layer to the network. This is illustrated
in Fig. 9.2. The TDL layer is responsible for delaying the input signal for q discrete time instances.
Therefore, it is responsible for implementing the x(n),x(n−1), · · · ,x(n−q) relationship of (9.1). MA
behavior means that identification of a choreographic primitive at a time instance n should not limited to
a single image frame, but rather to a set of q frames. That is, vector y(n) depends on q previous samples
x(n− j), j = 0, · · · ,q−1.

9.2.3 The AutoRegressive behavior

On the other hand, the output of the pose estimator should not only depend on external, even cumulative,
input but also on its classification output history, so as to eliminate abrupt spikes in the recognition output.
Therefore, including an additional time window of previous classification outputs in the input of the
model can effect the consideration of previous identification behavior and ensure smoother output. This
is also illustrated in Fig. 9.2, where the classification output feeds back to the input layer. Actually, the
AR behavior implements the second part of (9.1), that is the non linear function of y(n) is related with its
own previous values y(n−1), · · · ,y(n− p).

9.2.4 The Convolutional Layer

The purpose of this layer is extract descriptors from the sensorial input signals with a latent way. In the
following, the outputs of the convolutional layer of the CNN is denoted as f1, f2, · · · , fL. These outputs
are fed as inputs to the classification layer which is resposible for choreographic modeling. The structure
of the convolutions layer adopted in this paper are the following: It consists of convolutions and RELU ,
max pooling filters. The first layer of convolutions consists of 32 filters of a size of 5x5x3. ON the other
hand, the second layer composes of 64 convolutional filters of a size of 5x5x32. The classification layer
uses the descriptors of the convolutional layer, that is the f1, f2, . . . , fL, to provide the final choreographic
modeling. Fig.9.2 depicts the structure of the proposed deep learning model for choreographic modeling.

Therefore, our proposed ARMA-enriched CNN architecture supports both input- and output memory
to the model, thus approximating a Non-linear NARMA filter, functioned with the power of a CNN.
We call this model Autoregressive Moving Average Convolutional Neural Network , named in short
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Figure 9.2 The architecture of the proposed ARMA-CNN used for choreographic modeling in this paper

ARMA-CNN model. Fig. 9.2 presents the proposed ARMA-CNN architecture adopted for choreographic
modeling.

9.2.5 The Adaptive Behavior of the ARMA-Enriched CNN

The main limitation of the aforementioned architecture is that it is assume a stationary input-output
relationship. However, this is not valid in a choreographic modeling since many dynamics are involved.
Therefore, adaptable strategies are required to update the model response in a highly dynamic way.

Let us now denote as wb the parameters of the fully connected neural layer, that is the network weights,
before the network adaptation. Let us also assume that wa is the network weights are the adaptation. We
assume that these weights are related as follows

wa = wb +dw (9.2)

In Eq.(9.2) dw refers to a small perturbation of the network weights. Eq. (9.2) means that we only need to
compute the small perturbation of the network weights dw in order to estimate the new network weights
(that is after the adaptation) from the previous ones, wb. Usually, a choreography consists of a constant
main choreographic pattern. For example, the main choreographic pattern of two different choreographies
are depicted in Fig. 9.3. A frequency domain approach is adopted for estimating the main choreographic
pattern as in [252]. Let us denote that using the method of [252], the main choreographic pattern have
been estimated as

γ = {c1(ns), · · · ,cL(ne)} (9.3)

In Eq. 9.3 ci(t) expresses the choreographic primitive that the image frame at time instance t belongs to.
This means that ns and ne refers to the start and end time instance of the main choreographic pattern. In
case that a misclassification occurs within the a choreographic pattern group, network weight adaptation
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is needed. Therefore, the new network weights are estimated in a way that the network response, after the
weight adaption, approximates the main choreographic pattern group sequence.

ywa(n)≈ ci(n) ∀ci(n) ∈ γ (9.4)

In Eq. (9.4), ywa(n) denotes the response of the network at the time instance n of using the new adapted
weights wa. Eq. (9.4) means that the network response should respect the main choreographic pattern
sequence.

Using the assumption of Eq. (9.2), one can apply first-order Taylor series expansion for estimating
the small weight perturbation dw. In this way, a system of linear equations are derived as follows

ei(n) = Ai ·dw (9.5)

In Eq. (9.5) matrix Ai expresses a matrix that it is derived from the previous network weights, that is wb,
while ei(n) is a scalar expresses the difference of the network response before and after the adaptation.
Therefore,

ei(n) = ywa(n)− ywb(n) (9.6)

Solving Eq. (9.5) one can estimate the the small weight perturbation dw and thus the new weights
wa. The new ways are estimated in a way that the previous behavior of the network is optimized (see Eq.
(9.4)).

9.2.6 The Optimization Procedure

The main problem of solving Eq.(9.5) is that we have only one equation whereas the number of weights
are many. This means that dw is a multi-dimensional vector of size equal to the number of network
weights of the fully connected layer of the network (see Fig.9.2). Therefore, there is no a unique solution
of solving Eq. (9.5).

To address this limitation, an additional constraint is introduced in this paper. Particularly, we select
among all possible solutions that satisfy Eq. (9.5), the one that yields a minimum modification of the
small perturbations dw. This means that we have the following constraint optimisation framework

min ∥dw∥
subject to

ci(n+1) = Ai ·dw
(9.7)

Solving Eq. (9.7), we can estimate the small perturbation of dw. An alternative framework is not to
modify the weights in a way to have the minimum possible norm of dw subject to constraint of (9.5).
Instead, the previous network knowledge should be modified as discusses in [241].
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9.2.7 Variational Inference of Gaussian Modeling for Background Subtraction

As far as background modeling is concerned, a a variational inference approach of Gaussian Mixtures
is adopted [253]. The advantages of this algorithm compared to the usage of traditional mixture of
Gaussians schemes is that it substitute scalar parameters with probability distributions. Therefore, more
accurate background modeling is performed. In addition, this approach is less computationally complex
compared to traditional mixture of Gaussians schemes which is an important aspect for folklore analysis.
Initially, every pixel is divided by its intensity in RGB colour space. Each pixel is computed expressing
its probability whether it is included in the Foreground or Background with the following equation:

P(Xt) =
K

∑
i=1

ωi,t ∗η(Xt ,µi,t ,Σi,t) (9.8)

Actually, in a variational inference approach, variable ωi,t is a probability density function, say
P(Xt |ω), instead of a scalar value as in a conventional Gaussian Mixture Model. However, in Eq. (9.8),
we have denoted as scalar for simplicity purposes (More information can be found at [253]). In addition,
in Eq. (9.8), Xt expresses the current pixel in frame t and K the number of the distributions of the mixture.
The weight of the i-th distribution in frame t is expressed as ωi,t . Additionally, the mean of the i-th
distribution in frame t is expressed as µi,t and the standard deviation of the i-th distribution in frame t is
expressed as Σi,t . Moreover, the η(Xt ,µi,t ,Σi,t) declares the probability density function and is defined as
following as a Gaussian distribution.

The difference between a Gaussian mixture and a variational inference is that the weights ωi,t of
Eq. (9.8) are probability distributions instead of scalar. Therefore, better function approximations are
achieved, improving background/foreground separation performance as it is discussed in [253].

9.3 Experimental Evaluation

9.3.1 Description of the dataset used

For evaluating and comparing the proposed algorithm against state-of-the-art methods folklore video
sequences are used as presented in Table 3.5. A Kinect-II is exploited for the capturing process. it
should be mentioned that in the presented approach the skeleton data of the Kinect-II sensor have been
disregarded. The motion capturing procedure carried out at the School of Physical Education and Sport
Science of the Aristotle University of Thessaloniki. All video sequences are Greek traditional folkloric
dances, the selection of which was made by dance experts from the Aristotle University of Thessaloniki to
achieve variability in terms of styling, rhythm and gender. The selection of different human sexes is due
to the fact that men and women follow different style in their dance performance. Table 3.5 describes the
folklore dance sequences used in this experiment. For every dance video sequence a small description is
provided for clarification purposes. The adopted frame rate is of about 30 fps. This results in an estimate
of a time window of about 15 to 30 frames, meaning of about 0.5 to 1 sec delay. In this table, we depict
the main choreographic primitives of each dance. It should be mentioned that these primitives does not
refer to the steps of the choreography as being taught to a dancer trainer but to the main ”activities” of the
dance in the digitized manner. Fig. 9.3 visually depicts the main choreographic primitives of two dance
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Figure 9.3 Choreographic primitives of two dance sequences.

sequences. As is observed, the choreographic primitives same similarities with each other, imposing
difficulties in the recognition process.

9.3.2 Choreographic Identification Performance

The proposed approach was compared with traditional adopted classifiers such as k-Nearest-Neighbor
(kNN), kernel-based SVM structures, Feedforward Neural Network (FNN1) with 1 hidden layer of 10
neurons, and another FNN2 with 2 hidden layers of 10 neurons/layer. Finally, the CNN classifier was
tested with a normal input layer as well as an input layer with autoregressive moving average behavior as
proposed in this paper. For comparison, we include metrics from information retrieval such as precision
and recall, accuracy and F1-score. During the experiments the dataset was split into a training set and a
test set following an 90 to 10 ratio. Fig. 9.4 presents the aforementioned metrics for different machine
learning configuration networks. As is observed, the proposed method, that is of using Autoregressive
and Moving Average (ARMA), through an adaptive implementation, outperforms the compared machine
learning network structures in terms of choreographic modeling. The effect of background modeling and
therefore foreground separation is depicted in Table 9.1. It is clear that background modeling improves
the overall classification performance. This is mainly due to the fact that irrelevant visual information
(that is the background content) is isolated from the classification process. It should be mentioned that in
Fig. 9.4 the results are obtained using the background separation algorithm.

The effect of the background modeling and therefore, the foreground estimation is depicted in Fig.9.5.
Background removal is very important for choreographic modeling, since irrelevant to the choreography
content is discarded. Fig. 9.6 indicates the effect of the size of a window (e.g., memory of window) as far
as classification performance is concerned. As it is observed the implementation of the Memory Window
in the classification procedure increases the total accuracy in each algorithm (SVM, kNN, FNN1, FNN2,
CNN).
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Figure 9.4 Performance Evaluation of different machine learning network set-ups for choreographic
primitive classification

Figure 9.5 Simulation results regarding background/foreground estimation.

Table 9.1 Performance evaluation of the proposed model for pose identification compared with other
learning methods. In this table, we have provided the effect of background subtraction as a pre-processing
method

Algorithms Method Metrics
Accuracy Precision Recall F1-score

SVM No BS 46,10% 37,85% 45,14% 41,17%
BS 63,51% 57,05% 58,94% 57.98%

kNN No BS 29,38% 23,46% 32,23% 27,15%
BS 31,76% 25,07% 33,38% 28,63%

Neural 1 No BS 51,13% 43,44% 55,81% 48,85%
BS 54,83% 47,07% 61,94% 53,48%

Neural 2 No BS 54,28% 46,50% 59,60% 52,24%
BS 57,27% 49,43% 60,88% 54,56%

CNN No BS 69,99% 65,15% 65,05% 65,10%
BS 74,47% 72,65% 65,96% 69,14%

ARMA-CNN No BS 71,44% 66,06% 67,31% 66,68%
BS 76,82% 73,26% 70,39% 71,80%
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9.4 Discussion

This chapter presents an adaptable autogressive and moving average layer (R-ARMA) into a conventional
CNN filter to model the dynamic behavior of a choreography. The proposed architecture improves the
performance of LSTM networks which is currently used for a choreography modeling, receiving as input
3D skeleton points of the dancers. The main issues of using 3D skeleton features is that the classification
performance is quite sensitive to errors of the skeleton. For this reason, an alternative approach is adopted
in this paper based on the capabilities of CNN models.

In particular, we use RGB input data towards choreographic modeling. RGB inputs are less sensitive
to skeleton errors. However, the main drawback of this approach is that a) they can not have the recurrent
characteristics of the LSTM structures, failing, therefore to handle the dynamics inherently presenting
in a choreography, b) the background visual content confuses the classification accuracy since it is
irrelevant to the choreography and c) they assume stationarity between the input-output data which is
contradictory with the dynamic nature of a choreography. To address the aforementioned issues, we
introduce, in this paper, a novel AutoRegressive, Moving Average (ARMA) filter to a CNN model in
order to stimulate recurrent network characteristics. In addition, to face the choreography dynamics, we
introduce an adaptation mechanisms in a way that the network weights of the fully connected hidden
layer is dynamically updated to fit current environmental characteristics. Experimental results on real-life
sequences illustrate the efficiency of the proposed model against conventional deep machine learning
filters.



Part IV

Conclusions and Future Work



Chapter 10

Conclusions of the Thesis

10.1 Summary

This thesis was concerned with the development of (a) new methods for improving the extraction of
choreographic primitives taking into account time series analysis, (b) identification algorithms for
extraction representative postures from choreographic sequences and (c) semantic representation and
notation techniques.

• Part I presented the theoretical background regarding ICH and the principles with respect to the
mathematical modelling of folklore choreographic sequences. Moreover, in Chapters 1, 2, 3 the
recent trends on choreographic representation in terms of machine learning, video summariza-
tion, pose identification and dance annotation are described. Additionally, this part presents the
adopted sensors network (Vicon/Kinect motion capturing systems), the technical specifications,
the kinessiological modelling and the annotation of the Greek folklore dances. It is important
to mention, that our approach encompasses more than thirty folkloric dance sequences recorded
at the Aristotle University of Thessaloniki and at the School of Physical Education and Sport
Science of the University of Thessaly in Trikala under the TERPSICHORE project (see Chapter
3.4). These choreographic datasets encompass more than 83662 RGB images and point clouds
records compatible with various databases.

• Part II presents the adopted techniques for content-based sampling of the selected folklore choreo-
graphic sequences. This part is oriented on the semantic compression and the video summarization
taking into consideration the complexity of the spatio-temporal sequences. In particular, Chapter 4
exploited a hierarchical scheme that implements spatio-temporal variations of the dance features.
Firstly, global holistic descriptors are defined to localize the key choreographic steps of a dance (a
coarse representation). Secondly, each segment is further decomposed into finer sub-segments to
improve dance representativity (fine representation). Chapter 5 describes an abstract representation
of the semantic details of choreographic sequences taking into consideration a key-frame selection
algorithm. Chapter 6 compares the summarization performances taking into account four sampling
algorithms all implemented under a SAE scheme’s projected data. Specifically, a SAE framework
followed by a hierarchical SMRS algorithm implemented to summarize choreographic sequences.
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• Part III (Chapters 7, 8, 9) focused on modelling and analysis of folklore choreographic sequences.
Chapter 7 explored the feasibility of pattern matching between heterogeneous motion capturing
systems. In this chapter, a trajectory interpretation in folklore sequences is described. The
conducted experiments indicate that if significant levels of precision are ensured during initial
data collection, design, development and fine-tuning of the system, then low-cost and widely
popular motion capturing sensors suffice to provide a smooth and integrated experience on the
user end, which would allow for relevant educational or entertainment applications to be adopted
at scale. Nevertheless, the proposed approach would not be appropriate for tasks that require
great precision and accuracy in measurement of movement and positioning of individual joints.
Chapter 8 focuses on the enhancement of the learning experience of folklore dances by introducing
machine learning tools with the capability of providing a scalable quantifiable assessment of a
choreography at different level of hierarchies; yielding a from coarse to fine evaluation. For this
reason, initially the choreography is analyzed into representative 3D skeleton joints and then
kinematics features are estimated to efficiently model these choreographic patterns. Then, pose
identification and summarization methods are implemented with the main purpose of categorizing
each dance sequence into choreographic primitives or extracting the main (key) choreographic
pattern. Pose identification provides a detailed (fine) assessment of a dance, which, in the sequel,
stimulates an assessment of a dance performance against ground truth data. On the other hand,
summarization creates a coarse representation (and thus assessment) of the choreography. Chapter
9 describes an adaptable autogressive and moving average layer (R-ARMA) into a conventional
CNN filter to model the dynamic behavior of a choreography. In addition, to face the choreography
dynamics, we introduced an adaptation mechanisms in a way that the network weights of the
fully connected hidden layer is dynamically updated to fit current environmental characteristics.
Experimental results on real-life sequences indicated the efficiency of the proposed model against
conventional deep machine learning filters.

10.1.1 Innovation and Originality

The work presented in the previous Chapters was achieved with the ultimate goal of highlighting the em-
blematic role of ICH, the effective use of emerging machine learning techniques and the implementation
of image processing algorithms. The main contributions of this thesis are listed below.

1. Development of two folklore choreographic datasets (see Sections 3.3.1, 3.3.2, 3.5). Our ap-
proach included thirty folkloric dance sequences recorded at the Aristotle University of Thessaloniki
under the framework of TERPSICHORE project representing five different choreographies.

2. A method that matches trajectories’ patterns, existing in a choreographic database, to new
ones originating from different sensor types such as VICON and Kinect II. The main objective
of this approach is to evaluate the performance between heterogeneous motion capturing systems
(see Section 7).

3. A key frame extraction framework that implements a hierarchical scheme exploiting spatio-
temporal variations of the dance features is introduced. In Section 4 we introduced a spatio-
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temporal video summarization implemented under a hierarchical framework. This hierarchical
video dance decomposition results in extracting a pyramid of key frames that provides a complete
overview of a choreography, from a coarse to a fine description. The advantage of directly
processing 3D human skeleton points instead of raw depth data is that few data samples are
involved in the processing of the dance sequences, making summarization much more efficient.

4. A machine learning method exploiting deep learning paradigms is proposed (see Section 8).
This proposed framework proposes a choreographic summarization architecture based on SMRS in
order to abstractly represent the performing choreography through a set of key choreographic prim-
itives. We have modified the SMRS algorithm in a way to extract hierarchies of key representatives.
Choreographic summarization provides an efficient tool for a coarse quantitative evaluation of a
dance. Moreover, hierarchical representation scheme allows for a scalable assessment of a choreog-
raphy. The serious game platform supports advanced visualization toolkits using Labanotation in
order to deliver the performing sequence in a formal documentation.

5. Development of a method to address dynamic limitations of choreogpahic sequences (see
Section). We introduced an AutoRegressive Moving Average (ARMA) filter into a conventional
CNN model; this means that the classification output feeds back to the input layer, improving
overall classification accuracy. In addition, an adaptive implementation algorithm is introduced,
exploiting a first-order Taylor series expansion, to update network response in order to fit dance
dynamic characteristics. This way, the network parameters (e.g., weights) are dynamically modified
improving overall classification accuracy. Experimental results on real-life dance sequences
indicate the out-performance of the proposed approach with respect to conventional deep learning
mechanisms.

6. Development of a deep stacked auto-encoder (SAE) scheme followed by a H-SMRS algo-
rithm proposed to summarize dance video sequences (see Section 9). SAE’s main task is to
reduce the redundant information embedding in the raw data and, thus, to improve summarization
performance. This becomes apparent when two dancers are performing simultaneously and severe
errors are encountered in the humans’ point joints, due to dancers’ occlusions in the 3D space.
Four summarization algorithms are applied to extract the key frames; density based, Kennard
Stone, conventional SMRS and its hierarchical scheme called H-SMRS. The results on real-world
dance sequences, captured using two dancers performing, indicate that the proposed SAE-based
redundancy reduction scheme can yield an effective representation of the dances sequences which
on average deviates less than 0.30 s from the key-frames selected by dance experts (ground truth
data) and with a standard deviation of about 0.18 s.

10.1.2 Future Prospects

Although, during this dissertation, many approaches carried out in the areas of digitization, recording
and modeling of ICH. During the completion period of this dissertation, more scientific approaches, new
algorithms and topics of interest for further research have emerged.

Adaptation of Generative Adversarial Networks to create choreographic sequences
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Since the introduction of deep learning, researchers have proposed content generation systems
using deep learning and proved that they are competent to generate convincing motion content and
kinesiological output, including music, rhythm and choreographic patterns [254]. These deep learning-
based algorithms imitate and reproduce patterns with same statistics with the training set [255]. The
framework of Generative Adversarial Networks (GAN) can generate choreographic patterns that imitate
choreographic sequences but do not belong to motion training dataset [53], [256], [257], [258] [259].
Further research on this will facilitate the generation of choreographic sequences of less noisy point
clouds/RGB images.

Emotional style dancers representation and modelling
The dancers’ expressions, the emotions and the style of the performers are crucial to categorize the

choreographic patterns. The research of human behaviour under different emotional states is important to
define different personalities, moods or emotion variations [260].

Implementation of U-Net on choreographic data for classification purposes.
There’s a huge assent that deep networks requires many thousand annotated training samples. Partic-

ularly, within the substance of ICH, folklore choreographic sequences are usually not annotated. The
finding that pre-training a network on a rich source set can offer better performance once fine-tuned on a
usually much smaller target set, has been instrumental to numerous applications [261], [262]. Nowadays,
very little is known about its usefulness in 3D point cloud understanding. I observe this as an opportunity
considering the effort required for annotating data in 3D. At this direction, i aim at facilitating research
on 3D representation learning. Different from previous works focusing on high-level scene understanding
tasks.
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