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ABSTRACT

Abstract

Towards realizing the fifth generation (5G) of wireless networks, the Internet of
Things (IoT), and the Tactile Internet, intelligent communications and computing is key
part of the technological stack. The next generation of wireless networks are expected to
be characterized by limited availability of resources, thus, in this dissertation, we tackle
the problem of efficient allocation of several types of communications and computing
resources, while achieving high quality of service and experience for the devices or
the users. Considering the interdependence of the devices while trying to access and
share common resources as well as their increasing intelligence which enables them to
make choices on supporting self-beneficial properties, it seems natural to adopt more
user-centric approaches leading to decentralized solutions. In this PhD dissertation, we
considered designing decision making frameworks where devices take advantage of the
network’s capabilities in order to reduce their resource consumption and more effectively
perform their assigned tasks.

First, the prolongation of battery life of mobile machine-to-machine (M2M) devices
is considered, in order to guarantee and sustain the operation of the IoT system for
a longer period of time, while taking into account the management of information of
the same nature in a more efficient way, by focusing on the use of social properties and
characteristics of the devices. For that reason, a joint interest, physical and energy-
aware cluster formation mechanism is proposed so that devices are effectively grouped
and a high energy clusterhead can be assigned for each cluster. The clusterhead is
then responsible to provide to the rest of the devices enough power to send their data
via wireless energy transfer (WET), collect all the information from the devices on its
cluster and forward the information to the eNB for further processing.

Then, a setting of Multi-access Edge Computing (MEC) is discussed, where servers
offer computing resources at the edge of the network to mobile end-users. A multi user
- multi MEC server environment is considered where users are willing to offload some of
their computational tasks and the MEC servers are setting a price in order to process
them. The user is able to chose the server to offload the data to, as well as determine
the portion of the task that will be offloaded, while the server will set the price it
will charge for each task. In order to achieve the best server selection, a reinforcement
learning framework based on stochastic learning automata is adopted, while the amount
of data offloading is determined via a non-cooperative game among users, and the
optimal announced prices are determined via an optimization problem. The information
exchange between the users and the MEC servers until the final offloading decision, is
handled and realized by a Software Defined Network (SDN) controller.
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In the rest of the dissertation, we introduced the concept of users’ behavioural
characteristics in order to capture and reflect the fact that users do not act as neutral
maximizers but instead exhibit risk-aware behaviour. A MEC setting is considered as
well, where multiple user devices are willing to offload their tasks to a MEC server
responsible for handling them. Under this setting, the MEC server is considered as
a Fragile Common Pool Resource (CPR), meaning that the more the server is used,
the higher the probability of failure to execute its assigned tasks, resulting in losses
for the users. The problem is modeled as a non-cooperative game between the users,
where each user should choose the portion of the tasks to be offloaded to the server
by selecting the amount of data to send. Towards capturing the users’ behavioral
characteristics in the data offloading decision-making process, we adopt the principles
of Prospect Theory in order to model the users’ decisions under risk and uncertainty of
outcome. Additionally, a usage based pricing policy is considered to balance the usage
of the MEC server by the users, since the additional cost prohibits users to over-exploit
the servers’ resources and thus reduces the Probability of Failure (PoF) of the server.

Finally, we extended the aforementioned concept on a multi-user multi-server en-
vironment where the additional problems of users’ server selection and MEC servers’
price selection arise. In order to more holistically address the users’ decision-making
process, we considered the server selection and the amount of offloading data selec-
tion as a joint optimization problem, allowing users to choose the combination that
maximizes their perceived utility. In order to tackle the MEC servers’ price selection
problem we proposed two different approaches, a game-theoretic approach and a rein-
forcement learning one, considering different information availability scenarios on the
system. The overall framework is modeled as a Stackelberg game where the servers
are considered leaders, making their pricing decisions based on one of the proposed ap-
proaches, and the users are considered followers, making their data offloading decisions

based on the prospect theoretic principles.

Keywords: Resource allocation, Distributed decision-making, Internet of Things (IoT),
Machine-to-Machine (M2M) communication, Clustering, Power Management, Multi-
access edge computing, Game Theory, Prospect Theory, Data offloading, Common

Pool of Resources, Risk awareness, Reinforcement Learning, Multi-armed Bandit.



IIEPIAHYH

Ilepiinym

SNV TPooTAdeLa VAOTTOINoN G TG TEWTTNG YeVIAS (5G) aoupudtov SIKTVWYV, Tov ALa-
duktvov Twv Hpayudtwv (Internet of Things) ko Tov Artto Avadiktiov (Tactile Internet), 1
avaITTUEN EEVTTVOV HEBOSMV EMLKOLVWVIGG KOl VITOALOYLOWOU elval KouBlkng onuactoag. H
emOUEVT YEVIA aoUppatoy SIKTOmv Ba xopaktpiletal amd Teploplouévn diadeotudTnta
TOPWV, KOL ETOL OTNV TAPOVOA SLATPLPY] TPOOTAOOVIE VO AVTIUETMITLOOUUE TO TPOPANUOL
NG ATOTELEOUATLKTG SLAOEONG AUTMV TV VTOLOYLOTIKMDV KOIL ETLKOLVWOVIGK DY TOPWV, ETTL-
TUYYAVOVTOG TOPAINAC VYNAT| TTOLOTNTO VIANPECLOV KOL EWITELPLOG VL0 TG CUOKEVEG KOl
TOUG X PNOTEC. AOUBAVOVTUG VTTOYLY TV GAANAEEGPTNON TWV CUOKEVMV, KAOMG EXOVV TPO-
opaon Kot LotpAfovTol Kowoig TOpous, oA ko AOym Thg cvEavOUEVNG VoNHooUvNG TTov
SLoOETOVY, 1) OTTOLOL TOVG ETTLTPETEL VO KAVOUV OL 1OLEG ETMAOYEG e OTOYO TO TPOOMITLKO
TOUG OPEAOG, (PALVETAL PUOLKT] 1] VLOBETNON WAG TTLO TOUOKEVTIPLKTG TPOTEYYLONG, 1) OTTOLC
0dMNYEL 0€ TTLO ATOKEVIPWUEVEG AOOELG. TNV TTapooo, SidakTopikn diatppr eEetdoaue ™
SNUWLOVPYLA TTAALOLOV AYNG ATTOPACEMV, OTTOV 0L CUOKEVEG EKUETUAAEDOVTOL TIG SUVATOTN-
TEG TOU SIKTVOV TTPOKELUEVOU VAL LELDTOVY TV KATAVAAMON TOPMV TOUG KOl VO EKTEAEGOUV
ATOTELEOUATIKOTEPXL TIG EPYOOLEG TOVG,

Apykd, eEetaoape TV XEKTAO TG SLAPKELOG TONG TNG IWTOTOPLOG KLV TOY CUOKEVHDV
o€ TEPLBAANOVTA ETLKOLVMVICG LYV LLE WY CVT], TTPOKELUEVOU VOL SLOOPAALOTEL 1) AELTOUpP-
yia Tov ovotuatog Awadiktiov twv Hpayudtwv (IoT) yio ueyeiitepo xpovikd didotnua,
ropBavovtag VoYY TN SLOYELPLOT TTANPOPOPLDY TOPOUOLOV TTEPLEXOUEVOD KOl E0TLALO-
VIOG 0TI YP101 KOLVWVIKMV LOLOTHTMV KoL YAPAKTNPLOTIKOY TV ovokevdv. T 1o Aoyo
QUTO, TTPOTELVALE EVAY UNYOVIOUO OVOTASOTOINONG TTOU AAUBAVEL VTTOYT) TOGO TNV (PUOLKT
aTTOOTAON KOL TNV EVEPYELAKT] SLBECLUOTNTO, 000 KAl TO TEPLEXOUEVO TWV OESOUEVMV TOU
SLoBETOVY, £T0L HOTE VAL TETVYOVUE AITOSOTLKT] OUASOTOINOT TWV CUOKEVMYV, KaBMG Kol
VL OPLOOVUE EVOV VYNNG EVEPYELEKNG SLOOECIOTNTAG EKTTPOOMITO VL0, KGOE oudda. O gk-
TPOCWITOG AVTOG £ivar VITEDOUVOG VLo VO TTAPEXEL OTIG VITONOLTEG GUOKEVEG OPKETH LOYY
VL0 TNV QUTOOTOAT] TV OESOUEVWV TOUG LECW CLOVPUATNG UETAPOPAG evepyelag (Wireless
Energy Transfer), 1 oulAoy1 OA®V TOV TANPOPOPLOV GTTO TLG FUOKEVEG THG OUASAG TOV KOl
™V TPOHONOT) TOUG 0TOV OTUOUO BAONG YL0 TEPAUTEP®M TEEEPYATLAL.

21 ouvéxela emkvpwdnKape ota mepdiiovio Yrohoywopot oto Akpa TToAhaming
[MpodoBaong (Multi-access Edge Computing), 6tov oL SLOKOULOTEG TPOCPEPOUV VTOAOYLOTL-
KoUg TOPOUG 0TOVG TEAMKOUG KIVITOUG YpN0TEG. MeAeTONKE £VOL GEVAPLO TTOAMATADY Y P1)-
OTMV KO TOAMOTADY SLOKOULOTMV GTO OTTOLO OL XPNOTES EMLOVUOVY VO ATTOQPOPTIOOUY UEPOG
TWV VTOMOYLOTLK®DY TOUG EPYAOLDV KOL OL SLOKOULOTEG OPLLOUY [LLOL TUW] YLOL TNV TTAPOYY] TNG
vinpeotog tovg. O ypNog elvan og O£om vo emhEEEL TOV SLAKOULOTT 0TOV 071010 B0, OTEIAEL
T0 5edoUEVO TOV, KaOMG KoL ToV 0YKO TmV dedopévmv tov Ba otethel, evd o Stakomotg Oa



HEPIAHVH

eTAEEEL TNV TLN TToV O Y pedoEL YL KaOE epyaoia. Lo vo meTiyoupe TV BEATLOTY EmLAOYT
SLakomoty, Viofetolue £va TAULOLO EVIOYVTIKNG WAONONG PACLOUEVO OTO OTOYAOTIKG. OL-
TOUATA, EVA 0 OYKOG TOV SeSOUEVMY KABOPILETAL LECM EVOG UT)-OUVEPYOTLKOD TTOLYVIOU 1e-
TOED TV XPNOTHOV, Ko 1) BEATLOTH TYOAdYN 0T KafoplleTon uEow evog TpofAnuatog BehtL-
otomoinong. H avraihoyn mAnpopopLdv LETOED XpNoThY Kol SLaKomoTdY dlevkoAhvetal
amd evav eleykTn Atktowong Kabopropgvng amd Aoyiouko (Software Defined Networking).

SV vTOLOLTY SLATPLPY], ELCAYOUE TNV EVVOLE TWV CUUTEPLPOPLKDV Y OPOKTIPLOTLKDV
TWV YPNOTMV, TPOKELUEVOL VO OITTOTUTMOOVUE TO YEYOVOG OTL OL YPNOTEG OE LELTOUPYOUV
WG OUSETEPOL UEYLOTOTTOMNTEG, GALG AVTLOETO EMLOELKVVOUY TTLO TTEPLTAOKT] CUUITEPLPOPC. OF
ouvvonkeg afefardotnrog. Mehetaue eva meptBariov Tmoroyiopoy ota Axpo [orhaming
[podoPaong pe TOMOUG YXPNOTEG KAl EVOV SLOKOULOTH, 0 0Ttolog Bewpeital wg evBpavot
YN KOWVOYPNOTWV TOPWV, Kat £€T0L Pe BAOT TN PN 0T TOU 0pLLeToL Kot 1 OavOThTa. aito-
TUYLOG EKTEAEONG TMV EPYAOLDYV TTOU £XEL AVOLAPEL, IE AVTLOTOLXEG OITMAELEG VLA TOVG YPT)-
o1eg. To TPOPANUO SLOUOPPAOVETAL MG EVO. UN-CUVEPYOTIKO TTOLYVIO UETAED TV XpNOThV,
LLE TO OTTOLO OL XPNOTEG EMAEYOUV TOV OYKO SESOUEVOIV TTOV B0 CUTOPOPTDTOUV OTOV dLat-
Kowot. [pokeluévou va, LovteAommoin 0oy cuTd To CUUTEPLPOPLKS. Y CPOKTIPLOTIKC, VLO-
Oetnoaue TG apyeg g Oewplog IMPoomTIKNG KoL eAEYONKE WLa TTOMTIKT TLWOAOYNONG
7OV BACLTETOL 0T YPNOT] TOU SLOKOWULOTY] ATTO TOUG YPNOTEG, UE OKOTO VO, ATTOTPETETAL 1)
AAGYLOTH XPNOT) TOV KO VoL LELwBEL 1] TLOAVOTNTO ATTOTUYLOG TOU.

TEhog emEKTELVAE TV TOPATAVD LOEX OE EVa TEPLBAMAOY TOAMATAMY XPNOTMOV KoL
TOMATADY SLOKOULOTOV, OTTOU EUPOVIEOVTAL SVO ETLTAEOV TPOPANUATA, TO TPOPANUA TNG
ETAOYNG SLOKOWLOTY] OTTO TOVG YPNOTEG KOL TNV ETLAOYY TLUMV 0Ttd Toug dtakouotég. [lpo-
KEWWEVOU VO, OVTLUETMITLOTEL TTLO OAMOTLKG, TO TTPOPANUCL, OPLOGLE TV ETTAOYT] SLAKOWLOTY
KO TV €TLAOYY] OYKOU EKQOPTMONG WG £Va KOO TPORANUO BEATLOTOTONONG, ETLITPETO-
VIOG 0TOUG YPNOTEG VO EMALEEOUV TOV GUVOVOOUO TTOU UEYLOTOTOLEL TV OVTILAUBOVOUEVY
WOPEMPOTNTA TOVG. T'L0L VO OVTLUETOTLOTEL TO TPOPANUOL TG ETUAOYNG TUHOAOYTONG TWV VTN
PECLOV, TPOTELVAE SVO SLOPOPETIKEG TPOOEYYLOELS, WLa Bactopuévn ot Oewpla Mowyviwy,
KOl [LLOL 0TIV EVLOYUTLKT WGON o1, avaioyo te T SLodeotudTnTa. TANpoqopla.g 0To GUOTIUA.
To ovvolkd mpofAnua diopopendnke wg £va matyvio Stackelberg 6mov oL dLakoMOTEG
£YOUV TOV POLO TOV NYETY], TTOLPVOVTAG OITTOPAOELG YL TV TLWOAOYON, KOl oL XpNoTeG Oew-
POVVTOL G AKOLOVOOL, AOUBAVOVTOG TIG ATOPAOELG EKPOPTMONG TWV SESOUEVMV TOUG [IE

Bdon t Ocwplo [poomTIKNG,.

AéEerg Kiedra: Kotovoun mopmv, Kataveunuevo cuotnuata amdpaons, AladikTuo Twv
[Mpayudtmv, Exkowvovia Miyoavig pue Mnyovi, Zvotadomoinomn, dtayeipion woyvog, Ymo-
LoyLopog ota dxpa, Oswpla Moryvimv, Oswpla [poortikng, Exgpoptwon Aedouévawv, In-
vég Kowoypnotwv Iopwv, Tpaywdia Twv Kooy Ayadmv, Extyvwon Piokov, Evioyutikn
MdaOnon, Hpopinua Molamidv Kovhoygpndwv
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Structure

The thesis is structured as follows.

In Chapter m we make a general introduction on the topics that concern our thesis, set the
specific environment we consider and which motivated our work, and exhibit the contributions
that we made.

In Chapter E, some basic mathematical background that is deemed necessary to understand
the methods used in our approaches to tackle the proposed problems are introduced. Additional
information are provided in the main part of the thesis whenever required.

The following chapters are the main chapters of the thesis. Each chapter presents a specific
problem that we consider important and we tackled in this thesis. First the general setting specific
to the problem and the related work on the topic is provided, then our proposed framework is
discussed by presenting the system model and the mathematical formulation of the problem and
of our solution, and finally a thorough evaluation of the proposed framework is presented.

In particular, in Chapter E we introduce and discuss a joint interest, physical and energy-aware
communication and cluster formation mechanism whose role is to manage the energy consumption
of an IoT system in a more efficient way. The power needed for the operation of the cluster is
provided by a more energy capable device via wireless energy transfer (WET) approach.

In Chapter @ a Multi-access Edge Computing setting is discussed where servers offer computing
resources at the edge of the network to less potent end-users. The users are incentivized to offload
their tasks to the servers instead of locally executing them in order to achieve better Quality of
Experience, while the servers compete price-wise until an equilibrium is reached.

In Chapter B we consider a similar Multi-access Edge Computing setting where a UAV assisted
MEC server exists, but users are exhibiting risk-aware behavior. In this work, users do not act as
neutral maximizers of their expected utility function, but instead they exhibit risk seeking and loss
averse behavior. In order to capture and reflect their preferences, we incorporate the principles of
Prospect Theory in their decision making process.

In Chapter E we extend the previous risk-aware framework to a multi-server environment where
the additional problems of the users’ server selection and the MEC servers’ price selection arise. In
order to more holistically address the users’ decision-making process, the amount of offloading data
and the server selection processes are handled as a single optimization problem, while the price
selection problem is tackled either through a game theoretic approach or through a reinforcement
learning approach.

Finally in Chapter H we present the conclusions to which we arrived based on our observations
from our aforementioned research endeavors, as well as some propositions for future extensions of
our work and future directions of the related research.

The thesis ends with Appendices containing some of the proofs of the theorems expressed
throughout our thesis, that - due to their length - would otherwise break the flow of the main text.

Whenever this is the case, the keen reader is referred to the relevant appendix.

13
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Chapter 1

Introduction

The Internet has gone through several phases from its inception to the present, from a peer to
peer network and mobile Internet, to Internet of Things (IoT) and the Tactile Internet (Fig. @)
During every transition phase, multiple new problems arise, demanding innovative solutions and
different architectural decisions [EI,E]

LiBE, pesaflA

Figure 1.1: History of the Internet; image credit: Porambage et al. [EI]

The IoT phase allows a heterogeneous and massive collection of devices to access and commu-
nicate through the Internet. According to Ericsson Mobility Report in 2018 [E], the worldwide
mobile subscriptions will reach 8.9 billion, mobile broadband subscriptions will exceed 8.4 billion
and there will be 6.2 billion unique mobile subscribers by 2024. The total mobile data traffic is
expected to increase by five times, while cellular IoT connections are expected to reach 4.1 billion,
with 27% annual growth rate. According to CISCO’s prediction [H], the monthly global mobile
data traffic will be 49 exabytes by 2021, and the annual mobile data traffic will exceed half a
zettabyte. Other statistics anticipate as many as 101 billion connected IoT devices and a global
economic impact of more than $12 trillion by 2025 [B] stressing its large economic impact. The

future phase of Tactile Internet is expected to focus on advanced and more complex use cases

15
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of human-to-machine and machine-to-machine interaction where even more reliability, ultra low
latency times, extremely high availability and more security are required.

The idea behind IoT is to connect anything, anyone, anytime and anyplace, and the fifth
generation (5G) technology standard is trying to address the arising issues. Specifically, 5G enabled
networks are expected to feature high bandwidth (e.g., 10Gbps), very low latency (e.g., 1ms), and
low operational costs, improving the Quality of Service (QoS) and Quality of Experience (QoE) of
users. The above requirements stress the need for major rethinking of the design and operation of
wireless and fixed access networks.

By leveraging on the Radio Access Networks (RANSs), with antenna improvements, the use of
higher frequencies, the separation of user plane from the control plane and a general rearchitecture
of the networks, there will be huge improvements on latency and bandwidth utilization [E] Due to
the emerging use cases on 5G enabled IoT and the difference in needs of each such use case, 5G is
expected to provide enhanced mobile broadband, greater reliability, lower latency communications,

and allow massive machine type communications as seen in Fig. @
Enhanced Mobile Broadband

Gigabytes in a second

Smart Home/Building

3D video, UHD screens

Work and play in the cloud

@ Augmented reality
- Industry automation
Voi o 2
olce Self Driving Car
Smart City o Future IMT E Mission critical

application

@ e.g. e-health
Massive Machine Type Ulfra-reliable and Low Latency
Communications Communications

Figure 1.2: 5G technology standard requirements; image credit: ETSI

Apart from the need for faster and more reliable communication, there is also great need for
energy efficiency and better power management on the IoT devices. Due to their small size and
mobility, devices require low energy consumption and long battery life while being able to perform
difficult computational tasks and retaining wide coverage of connectivity. The above requirements
cannot be achieved with the existing technologies such as Low energy Bluetooth (BLE), WiFi,
Zigbee and 2G/3G/4G. For that reason, multiple new technologies have been developed, such as
LPWA, NB-IoT, longrange (LoRa), SigFox, Long Term Evolution category M1 (LTE-M), etc. [H}

New protocols, architectures, and algorithms are being developed in order to achieve better

bandwidth exploitation and better spectrum efficiency. On the communication side, the traditional
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Orthogonal Multiple Access (OMA) scheme, where only one user can be active on a particular
resource in order to avoid interference [B], is replaced by Non-Orthogonal Multiple Access (NOMA),

where more than one user transmits on a specific resource by assigning each one of them to different

Time/Frequency
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decoding

User 2
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power levels [H], as seen in Fig. @

Power

Figure 1.3: NOMA in Downlink

Another interesting technology that has gained traction in IoT environments is Wireless Pow-
ered Communication (WPC) that has emerged as a promising alternative to the conventional
battery-powered operation and the energy harvesting technique based on natural energy sources
such as solar or wind. In this scenario, the devices, whether battery-free or not, can benefit from
adopting the WPC technique, due to the fact that they can harvest and store energy in a stable
manner from the Radio Frequency (RF) signals during a so called Wireless Energy Transfer (WET)
phase. Then, the saved energy can be used to transmit their information signals to a proxy device
or evolved NB (eNB) during the Wireless Information Transmission (WIT) phase [@]

On the networking side, various technologies have been proposed to make networking more
flexible, scalable and effective. Software Defined Networking (SDN) [@] wants to decouple the
control plane from the data plane, thus enabling usage of virtualization for controlling the flow
of data while low cost switches are responsible just for the actual exchange of the data. This
provides a better fit in situations where there is an ever-changing network of users, devices, ser-
vices and resources (such as data centers or IoT environments). The traditional hardware-based
networks impose great complexity and effort, resulting in time consuming and difficult to scale
infrastructures.

Complementary to SDN, Network Function Virtualization (NFV) is proposed to replace ded-
icated hardware, that provides specific network services, with virtualized software [@] In that
sense, software running on virtual machines can replace services such as routers, firewalls, encryp-
tion, load balancers and DNS. The need for proprietary and specific hardware for each different

network service becomes obsolete and there is only need for inexpensive switches, storage and
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servers to run the virtual machines. NFV gives network administrators the capability to manage
the network from a centralized point and add network functions at will. Virtualized network func-
tions are thus under the control of a hypervisor, which is the role that SDN can fulfil in such a

scenario.

As for the need to augment the capabilities of low energy and less computationally effective
devices, one of the most prominent candidates proposed was Mobile Edge Computing which was
introduced by the European Telecommunications Standards Institute (ETSI) Industry Specifica-
tion Group (ISG) [13]. The idea was to have the same capabilities as the cloud but at the edge of
the network, in order to take advantage of the proximity and exploit higher processing and storage
capabilities. From 2017, the ETSI Industry group renamed it to Multi-Access Edge Computing,
while keeping the already established MEC acronym, since the benefits from the proposed tech-
nology were not restricted to mobile networks but extended to Wi-Fi and fixed access technologies

as well.

Cloud computing allows the outsourcing of processing and storage functionalities to other more
powerful devices, so that the device does not have to handle the computation and management
of the data itself. However, cloud computing suffers from a few disadvantages. Its centralized
nature means there is a single point of failure and there can be reachability and latency issues.
What’s more, lots of IoT applications would favor a more distributed system to promote location
awareness, easier scalability, lower latency and mobility management (e.g., factories or agricultural
IoT automations). Additionally, the massive volume on devices in the IoT environment could

result in large traffic on telecommunication networks due to the bandwidth usage needed.

The ‘raison d’étre’ of MEC is thus to minimize network congestion and improve resource opti-
mization, user experience and overall performance of the network, helping the individual devices
achieve their assigned tasks. According to the ETSI, MEC allows the deployment of versatile and
uninterrupted services on IoT applications and it creates new possibilities to services and content
providers.

The combination of MEC and IoT provides mutual advantages. The IoT environment gives
MEC a vast amount and a wider variety of devices as a playground for more sophisticated services,
while MEC gives the ability to smaller IoT devices to perform complex jobs, by providing compu-
tational capabilities through computation offloading, and to communicate more freely and more
energy efficiently, by acting as gateway to the rest of the Internet. According to Teleb et al. [14],
the combination of MEC and IoT would lead to lower traffic passing through the infrastructure,
would allow faster speeds and lower latency for applications due to proximity, and allow faster
scaling of network services.

There are numerous scenarios of combined IoT and MEC applications including smart home and
smart cities, healthcare, autonomous vehicles, augmented reality and virtual reality applications,
retail, wearable IoT, IoT in mechanized agriculture, smart energy and industrial Internet of Things
[]. The major technical aspects of MEC enabled IoT are:

Scalability. IoT environments consist of billions of devices interconnected in a huge network
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of cyber-physical systems and thus scalability is of utter importance for efficiency and reliability.

Communication. Since all the aforementioned devices need to communicate, and since of-
floading data to a MEC server is a common task for using its computational resources, effective
usage of bandwidth and spectrum is necessary.

Computation Offloading and Resource Allocation. In order to empower low powered
and resource constrained IoT devices with augmented capabilities, a core component of the new
architecture includes the decision making process of devices to partially or fully offload their com-
putational tasks to a third party, and the management of the resources by the latter.

Mobility management. Since devices are no longer considered static but instead are moving
inside the service provider’s coverage area, a way to seamlessly handle that movement and avoid
latency or reliability problems is needed in order to maintain a high Quality of Experience (QoE).

Security. Due to the amount of devices and the novel emerging architectures and communi-
cation protocols, new possible security attacks and exploits are emerging as well, that need to be
mitigated.

Privacy. Many of the proposed applications (e.g. healthcare, industry etc.) have multiple
rules and regulations as to the privacy of the data exchanged, while personal data protection and
confidentiality of communication also dictate for stronger privacy standardization. Due to the
above and since in the arising settings there is more than one data handler devices, the necessity
for extended care on privacy issues is undeniable.

Trust management. Many services such as autonomous vehicles or remote surgeries need
more than security and privacy, but reliability, efficiency and precision as well. That’s why a wider
sense of trustworthiness is to be reached in the new frameworks proposed.

Our thesis will mainly focus on the areas of communications and computation offloading and
resource allocation tasks, while extending to some of the rest of the aspects as well.

To tackle the above problems, various approaches have been considered. Due to the need
for more efficient and less energy consuming communication, the settings are often modeled as
optimization problems, where an offline and centralized minimization or maximization algorithm is
considered (linear programming, geometric programming). Often, more than one feature is being
optimized (jointly optimizing energy consumption, execution time, pricing etc.), and numerous
different parameters are taken into account (transmission time, transmission power, spectrum
utilization, device reputation etc.) [15].

Another way to handle optimization problems in a more decentralized manner is by making
use of Game Theory [16]. In this setting, the problem is formulated as a non-cooperative (or
cooperative depending on the use case) game, and each user is considered as a greedy individual
that independently wants to maximize his perceived utility. This approach does not necessarily
lead to the best possible outcome but instead reaches a stable outcome known as Nash Equilibrium,
where each user is satisfied with his own decisions and does not want to unilaterally change them.
Adding an extra layer of complexity, and considering behavioral characteristics on devices in order

to exhibit more realistic decision-making under risk, Prospect Theory is used. Prospect Theory is
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a commonly used tool in economics and social sciences, but which is not yet widely researched in
the topic of IoT and 5G.

Due to the large variety of problems, lots of different mathematical techniques are explored,
specifically tweaked for the peculiarities of each specific scenario. In order to create consistent
clusters and make communications more efficient, algorithms such as k-means and hierarchical
clustering are considered in the literature, while when there is need for task scheduling on a
common resource (e.g. when talking on the same channel), dynamic programming seems more
appropriate. The nature of the networks also allows the usage of network specific algorithms taken
from complex network theory, where centralities (e.g. closeness centrality, betweenness centrality
etc.) could be exploited to find important devices within a network, and graph theory algorithms
(e.g. BFS, Dijkstra etc.) to handle the exchange of information.

Finally, due to the ever-changing environment and the necessity to periodically adapt to the
new resulting setting, as well as to handle scenarios with incomplete information, techniques such
as machine learning and reinforcement learning are considered. The complexity of the networks
and the vast amount of data that need to be processed, make conventional algorithms unusable in

some settings and thus new probabilistic or approximation algorithms are needed.

1.1 Motivation

Based on the above discussion, the necessity for solutions to the arising problems in the emerging
ToT environments and the urgency for innovative research are evident. Technology has evolved in
such a way that we now have multiple tools which enable us to come up with nifty solutions that
were not feasible in the -not so distant- past. In our thesis, we wanted to take this opportunity and
propose solutions in some modern and interesting problems by taking into account the following
subjects:

User centric networks. In the IoT environments, devices are considered smart and their
decision-making plays a big role in the performance of the network. For that reason, throughout our
work, we consider users to be the core of the network, where their strategies and their interactions
heavily affect the system which needs to dynamically adapt to their various needs.

Quality of Experience and Satisfaction of users. As already mentioned, in the Multi-
access Edge Computing paradigm, user devices are willing to offload their corresponding tasks to a
more potent server and thus a decision-making framework that takes advantage of the infrastructure
of the network is needed. Generating value for the users and maintaining a high Quality of Service
(QoS) provided by the servers is of utter importance and both those features are treated as core
features in our proposed frameworks.

Behavioral characteristics of devices. In the majority of the literature, the user devices are
considered as neutral utility maximizers, ignoring decision-making under probabilistic outcomes
and risky environments. Taking into account behaviour influenced by risk and uncertainty leads

to more realistic decision-making strategies and thus would allow for better real-life applicable
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frameworks.

Distributed decision making. The heterogeneity on the behavior and the subjectivity on
the perception of the Quality of Experience by the users, as well as the need for flexible and scalable
solutions, highlight the importance of a more distributed decision-making approach. The existence
of omnipotent central entities that orchestrate the entire procedure is unrealistic in various modern
scenarios and approaches where devices act on self interest lead to more interesting and viable
solutions.

Holistic frameworks. With the introduction of the next generation networks and the drastic
change in the volume of connected devices and exchanged information, major rework needs to be
done in the whole process of data exchange and optimizing on a single component of older solutions
is inefficient. Throughout our thesis we tried to propose cohesive procedures, where both users
and servers jointly participate in the decision-making process exploiting various mechanisms and
thus following a more holistic approach where various interconnected components are utilized to
handle the use case scenarios.

Incomplete information. It is common in literature for all information to be considered
accessible by the participants of the network - especially in cases where a central decision-making
entity is considered - where knowledge of the perception, the decisions and the achieved rewards
of the rest of the individuals is available. Since this is not always feasible, we wanted to ex-
plore situations where individuals have limited or incomplete information and are restricted to the

information of their own decisions and to the observation of the environment.

1.2 Our Contributions

In our thesis we tried to tackle some of the aforementioned problems that arise in the emerging 5G
architectures by proposing realistic solutions to several use case scenarios. Our main focus lied on
the decision-making process of the participants, where individual devices and servers need to make
their choices in a distributed manner, regarding the allocation and exploitation of the resources

inside their environment. The primary contributions of our thesis can be summarized as follows:

1. A joint interest, physical and energy-aware clustering formation mechanism for
efficient M2M device communication: In order to remove unnecessary communications
and to minimize the energy consumption of the devices, we propose a clustering formation
mechanism that takes into consideration the distance between devices, their power and the
relevance of the information they are willing to share. The majority of the literature does
not take into consideration the relevance of information which in IoT environments could be

of major importance in order to minimize information exchanges.

2. Usage of WPC technique to enable communication of less energy potent devices:
Since not all devices in the IoT environment have abundance of electric power (battery-

free sensors, devices in remote locations etc.), and because energy harvesting techniques that
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opportunistically harvest renewable energy such as solar or wind power are not consistent, we
believe the Wireless Powered Communication (WPC) technique can be of vital importance
for the communication in several scenarios. In our thesis we propose a selection mechanism
for the device that will power the rest of the cluster based on its proximity and its power

capabilities.

. Optimization on power efficient transmission: In the Wireless Information Trans-

mission (WIT) phase, the devices are responsible to exchange their information within the
network. Due to the high number of devices that simultaneously want to transmit, there
exists strong interference and noise in their communication channel. To solve this problem,
we propose the appointment of a representative device for each cluster who is responsible of
collecting the information of the rest of the devices and communicating them to the rest of
the network as needed. The mechanism proposed, modeled as a non-cooperative game, aims
at lowering the transmission power, avoiding high interference and achieving a high Quality

of Experience (QoE) for the devices.

. Optimization on data offloading in a MEC environment: In a MEC environment

where the operator of the MEC server is different from the end-user, both sides want to
maximize their perceived welfare with conflicting interests. For that reason we tackled the
problem as a two-layer optimization problem, where in the first layer the users compete in
a non-cooperative game in order to maximize their personal well-being by offloading part or
all of their computing tasks, while in the second layer the MEC servers, given the offloaded

data, try to maximize their achieved profits.

. Selection of MEC server in a multi-server competitive computing market using

stochastic learning automata: Since in a multi-server market, end-users do not have
prior information on the quality of the server with whom they are about to interact, we
propose a reinforcement learning mechanism based on stochastic automata that takes into
account previous actions and reactions of the MEC environment, pricing and possible discount
offerings, congestion problems and market penetration. By assigning a reputation score to

each server, users probabilistically select the one with whom they want to associate.

. Risk-aware decision-making process: Since MEC servers are not as potent as the cloud,

we model their available resources as Common Pool Resources (CPR) and associate a prob-
ability of failure to their operations based on the usage. That incorporates risk for the users
associated to the MEC server and in order to realistically model their decision-making pro-
cess one needs to be aware of the users’ risk-based behavior. In our work we proposed the
usage of the principles of Prospect Theory, a behavioral economic theory that models users’

decisions under uncertainty.

. Multi-leader multi-follower Stackelberg game: In order to jointly solve the offload-

ing problem and price selection, we formulated a Stackelberg game among the MEC servers
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(leaders) and the users (followers) to determine the MEC servers’ optimal computing service
pricing policies and the users’ optimal data offloading strategies. The users’ data offloading
decision-making is formulated as a non-cooperative subgame among them and an equilib-
rium point is determined while the servers’ price selection is formulated as a separate non-
cooperative subgame with its own equilibrium. The overall Stackelberg game converges to

an equilibrium as well.

8. Price selection in a multi-server competitive computing market using reinforce-
ment learning: In order to handle the exploration-exploitation tradeoff dilemma in a setting
where MEC servers do not a priori know the price that leads to the most profitable outcome,
we proposed the modeling of the problem as a Multi-Armed Bandit problem. The benefits of
the proposed solution lie in the fact that no complex calculations nor specific knowledge of
the actions of the rest of the actors are needed and the decisions are made based on simple

observations from the environment.

9. Evaluation of proposed frameworks with numerical results through simulations:
In order to test the effectiveness and the efficiency of our proposed frameworks, as well as
to test the influence that each parameter has on the corresponding model, we performed

thorough evaluation via realistic use case simulations.
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Chapter 2

Background

2.1 Game Theory

Game Theory is the study of mathematical models of strategic interaction among rational decision-
makers [[17]. Modern game theory began with the work of John von Neumann, who together with
Oscar Morgenstern published his Games and Economic Behavior [18], thus founding not only
game theory but also utility theory and microeconomics. The theory was further enriched by John
Nash who developed a criterion for mutual consistency of players’ strategies known as the Nash
equilibrium, applicable to a wider variety of games than the criterion proposed by von Neumann
and Morgenstern [[19]. Nash proved that every finite n-player, non-zero-sum (not just two-player
zero-sum) non-cooperative game has what is now known as a Nash equilibrium in mixed strategies.
There are lots of applications of Game Theory in many sciences, including economics [20], computer
science, security [21], sociology and biology [22].

In Game Theory, a game is considered as the interaction between different parties with their
own interests. The parties participating in the game are the players and each one of them has a
set of choices called strategies on how to play or behave. The combined behavior of the players
results in payoffs for each player which represent their satisfaction level. The function that gives
the value of the payoff is the payoff function or utility function.

In formal notation we define a game G as
G= (N7 {Ai}7{Ui}) (2‘1)

where N is the set of players, A; is the strategy set of each player i and U; is the utility /payoff
function of each player.

The Nash Equilibrium is a solution concept of a game involving two or more players, where
no player has anything to gain by changing only his own strategy, meaning he cannot achieve a
higher payoff by changing his strategy while the other players keep theirs unchanged. The solution

state can be either pure, meaning only one strategy is selected at all times, or mired, meaning that
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multiple strategies are considered based on a probability distribution.

The best-response is the strategy which produces the most favorable immediate outcome for
the current player, meaning the strategy that maximizes his payoff, taking other players’ strategies
as given. The Nash Equilibrium can be thus be expressed as the set of strategies such that each
player is playing a best-response to the other players’ strategies.

A commonly used example to explain the concept of a game and its equilibrium strategy is the
Prisoner’s Dilemma game. The game consists of two prisoners that are arrested for a crime. The
police has insufficient evidence for a conviction and having separated both prisoners, an officer
offers them the same deal: if one testifies for the prosecution against the other and the other
remains silent, the betrayer goes free and the accomplice receives the full 10 year sentence. If both
choose to stay silent, the police can sentence both prisoners only 6 months for a minor charge.
If both choose to betray the other, the will each receive 5 years of sentence. Each prisoner must
choose whether to betray the other or stay silent without knowing what choice the other prisoner
will make.

The game can be visualized with a payoff matriz as shown in Table EI, where the first number
on the cell corresponds to the payoff of the first prisoner on the specified state and the second
number the payoff of the second prisoner. It should be noted that the higher the payoff, the more
value the player gains and thus a full 10 year sentence results in a payoff p = 0, a 5 year sentence
results in a payoff p = 1, a 6 months sentence results in a payoff p = 3 and leaving without any

charges results in a payoff p = 5.

Table 2.1: Prisoner’s Dilemma

Player B .
Player A Silent | Betray
Silent 3,3 0,5
Betray 5,0 1,1

From the table we can see that the most favorable outcome for both players would be to both
stay silent since the payoff for both would be 3. But based on the above definitions, this is not
a Nash Equilibrium since if both remain silent, then one player would want to deviate from this
strategy and betray in order to achieve a payoff of 5. The pure Nash Equilibrium state of the game
is thus that both betray each other and get a payoff of 1, since in that case, if the other player
chooses to change his strategy and remain silent he can only worsen his position and achieve payoff
0. The state (1,1) is the set of strategies such that each player is playing a best-response to the
other player strategies. The above example states that the Nash Equilibrium is not always the
optimal solution for the players, even though it is the only stable state.

Another example game is the Matching Penny game. In this game we have two players that
can choose either heads or tails on a coin toss. Player A wins a dollar from player B if their choices

match and looses a dollar to player B if they don’t. The game can be visualized as shown in Table

x|
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Table 2.2: Matching Penny

Player B .
Player A Heads | Tails
Heads 1,-1 -1,1
Tails —-1,1 1,—-1

In this game there is no pure Nash Equilibrium since playing consistently one strategy by a

player, would allow the other player to choose the strategy that maximizes his payoff at the first

player’s expense. The game has a unique mixed Nash Equilibrium that requires each player to

choose each action with probability one-half. One feature of a mixed strategy equilibrium is that

given the strategies chosen by the other player, each player is indifferent among all the actions that

he or she selects with positive probability. Hence, here, given that player B chooses each action

with one-half, player A is indifferent among choosing Heads, choosing Tails and randomizing in

any way between the two. Same goes vice versa and thus both players should choose their actions

with probability one-half to stay on the Nash Equilibrium.

The different types of games can be roughly categorized in the following classes in order to give

an idea of the main features which can distinguish games [23].

Static and Dynamic games: In static games the players have certain knowledge (information
assumptions, behavior assumptions) which doesn’t change, while dynamic games assume that
players can extract some information from past moves, observations and chosen strategies
and take them into account to adjust current and future actions.

Non-Stochastic and Stochastic games: In stochastic games, a state in the game evolves over
time and according to a certain stochastic rule, as opposed to non-stochastic games.
Non-Cooperative and Cooperative games: In Cooperative games, players can form alliances
in order to achieve their goals and compete against other players or coalitions, while in Non-
Cooperative games each player acts egoistically. In Non-Cooperative games, the individual
goals and strategies can be distinguished, whereas in Cooperative games this is not always
possible.

Complete information and Incomplete information games: In games with Complete infor-
mation, it is assumed that the data of the game is common knowledge, meaning that every
player knows the data of the game, that the other players know the data of the game, that
every player knows that every player knows the data of the game and so on. In games with
Incomplete information (Bayesian games) players have only partial information about the
game.

Perfect information and Imperfect information games: In Perfect information games, all the
players know the history of the game perfectly, while in Imperfect information games, players
miss information on what each player chose on previous steps of the game.

Zero-sum and Non Zero-sum games: Zero-sum games are those where the sum of utilities is

zero (or a constant). The idea is that if someone wins something, someone else necessarily
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has to lose.
More explanations on game theory concepts will be provided when necessary in the main

sections of the thesis.

2.2 Prospect Theory

Prospect theory was introduced by Daniel Kahneman and Amos Tversky in 1979 [24] (awarding
Kahneman the Nobel price in 2002), as a more descriptive alternative to the Expected Utility Theory
that dominated the analysis of decision making under risk. In Expected Utility Theory, users are
considered as neutral utility maximizers ignoring decision making under probabilistic outcomes,
whereas Prospect Theory takes into account behaviour influenced by risk, matching a more real-life
decision-making scenario.

There are five main phenomena addressed by the proposed model that the standard model
violates [25]:

e Framing effects: While a rational choice theory assumes that different formulations of the
same choice problem would result in the same choices, there is evidence suggesting that
individuals have different preferences when the way that the choices are presented varies
(e.g. in terms of gains or losses).

e Nonlinear preferences: The standard model assumes the utility of a risky prospect is linear
in outcome probabilities, while there is evidence that this is not a case.

o Source dependence: The source of the event (and not just the degree of uncertainty) also
affects the choices of the individual (e.g. people are more willing to bet on an event in their
area of expertise).

o Risk seeking: The standard model assumes a risk averse behaviour under uncertainty. This
is not the always the case as in some settings people tend to adopt risk seeking behaviours.
More specifically a) people tend to overvalue small probabilities of wining large prices over the
expected value of that prospect and b) people tend to disfavor a sure loss over a substantial
probability of a larger loss.

e Loss aversion: Individuals tend to be loss averse, meaning that under risk and uncertainty,
they are more concerned about loses than gains. This asymmetry is not captured by the
standard model.

The model that we will be using throughout our thesis corresponds to the model used by Hota
et al. [26]. It tries to address the above phenomena in such a way that it is easier to formulate the
model in a mathematical way.

The features of the model that match the proposed model by Kahneman and Tversky are:

e Reference dependence: In order to capture the difference in behaviour in case of gains or

losses, a reference point is considered based on which which gains and losses are measured.

e Loss aversion: Gains and losses of equal magnitude are treated differently in the proposed

model since participants exhibit greater dissatisfaction in a loss compared to a gain of the
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same amount.

e Diminishing sensitivity: The perceived utility function should be a concave function for
positive outcomes and a convex one for negative outcomes, meaning that the participants
exhibit risk averse behavior in gains and risk seeking behavior in losses.

o Probability weighting: Probabilities are not treated equally across all the probability spectrum
and participants tend to overestimate low probabilities and underestimate high probabilities.

In order to formalized the above features in a mathematical form, concerning the perceived

utility function of the participants, we define the following equation:

z— zp)%, when z > z
u(z) = ( 0) 0 (2.2)
—k(z9 — 2)P, otherwise

where zq is the reference point from where the losses and gains are defined, « € (0,1] and 8 € (0, 1]

are sensitivity parameters and k € [0, 00) is the index of loss aversion. An indicative representation

of the function u(z) can be seen in Fig..

-
o

) o 0
3 g
I} .
> 0 5
= =
o =]
i) =4
3-10 @
2 k2
2 5
3] k<l
5,-20
12}
=%

-30

0.0 0.2 0.4 0.6 0.8 1.0
—200  -100 0 100 200 actual probability

value

(b) Decision weighting function. The weighting
is concave for low probabilities and convex for
high probabilities.

(a) Value function. Sensitivity is different to
losses and gains, in respect to a reference point.

Figure 2.1: Prospect Theory functions

From eq. @ we can see that the higher the value of « (respectively ), the greater the sensitivity
towards gains (respectively losses) of higher magnitude compared to those of smaller magnitude,
while the larger the value of k, the greater the degree of loss aversion. What’s more, considering
«a = [ for simplicity, when k& > 1, the individual weights losses more than gains, exhibiting a loss
averse behaviour, while when 0 < k < 1, the individual weights gains more than losses, exhibiting
a gain seeking behaviour. If « = g = k = 1, the players are simply risk neutral, rendering the
prospect theoretic model a generalization over the original expected utility maximizer model.

Concerning the inconsistency in probability weighting, where individuals overestimate lower

probabilities and underestimate higher probabilities, Tversky and Kahneman in [25] proposed
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the computation of decision weights by weighting cumulative probabilities. More specifically, the
function proposed denotes the weight of the probability p of gaining at least (respectively at most)

a certain amount greater (respectively less) than the reference point:

_ P’
YO = A 23

where v € (0,1) is the only parameter used to encompass the function with a concave region on
lower probabilities and a convex region in higher probabilities as seen in Fig.. It can also be
noted that the smaller the v the steepest the curves and thus the larger the difference between the
decision weight and the actual probability of the event.

Another interesting function with similar characteristics to the one proposed by Tversky and

Kahneman was proposed by Prelec in [27] and is defined as follows:

w(p) = e~ (=M@’ (2.4)

where v € (0, 1) denotes the distortion parameter and has similar behaviour as in Fig..
More explanations on prospect theory concepts will also be provided in our thesis whenever

needed.
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Chapter 3

Interest-aware Energy Collection & Resource
Management in Machine to Machine

Communication

3.1 General Setting

As mentioned in chapter ﬂ wireless communication systems and networks have grown explosively
in recent years and Machine to Machine (M2M)-driven IoT differs fundamentally from the classic
internet that focused on human to human communications. M2M features orders of magnitude
more nodes, most of which are extremely low-powered or self-powered devices.

Among the key concerns related to the IoT applications is the prolongation of the M2M devices’
battery life, towards guaranteeing the operation of the IoT system for a longer time period [2§].
In the vast majority of the IoT applications, the energy efficient communication and the stable
energy supply to them have become among the primary objectives in resource allocation. The
latter becomes even more critical due to the growing proliferation of M2M devices, which are often
deployed in areas where frequent human access or battery replacement is not always feasible [29].

In this chapter, we consider low powered IoT devices that are performing certain tasks and
wish to share their information to the rest of the network. In order to avoid congestion on the
network, the devices choose to send their information to another intermediate device, responsible
of transmitting it to the rest of the network. Since devices are smart and their information have a
particular context, we believe that taking into account the type of the content is of utter importance
in order to make communications and transmission more efficient. The selection of the intermediate
device is not a trivial task since devices may have different proximities and different interest in
each type of data. The communication phase poses some non-trivial challenges as well since low
powered devices need to seek energy efficient methods to communicate while maintaining a high
Quality of Service (QoS). In the rest of the chapter we will walk through the way we attempted to

tackle some of the aforementioned challenges.
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3.2 Related Work

Aiming at improving the energy efficient communication among the M2M devices, and in parallel
overcoming the wireless access congestion problem, the joint clustering of devices and resource
management arises as a promising solution. Various M2M device clustering methods have been
proposed in the recent literature based on different criteria, such as M2M devices’ achievable signal
to interference plus noise ratio [B0], transmission delay [B1], etc. The induced hierarchy for man-
agement and control via the clustering methods provide an immediate and intuitive benefit [32-34].
Furthermore, the concept of data priority has been adopted towards devising energy efficient and
congestion mitigated clustering algorithms thus improving the energy efficient transmission of the
M2M devices for the IoT applications. The authors in [35] proposed a data-centric clustering al-
gorithm of the M2M devices in a resource constrained M2M network by prioritizing the quality
of the overall data transmitted by the individual devices. Following the concept of data priority,
a healthcare IoT application was studied in [36], where the criterion of health-based priority of
the transmitted data was utilized towards performing M2M devices’ clustering. In [37] the prob-
lem of energy-efficient clustering was studied by jointly considering cluster formation, transmission
scheduling and power control while the problem of energy efficient transmissions of M2M devices
has been studied in [38] considering an existing clustering in the M2M network. More specifically,
the authors allowed the cluster-head to coordinate the congestion within the existing cluster via
assigning weights to the M2M devices based on various criteria, such as data priority, energy avail-
ability, and M2M devices’ mobility. In [39], a primitive joint interest, energy and physical-aware
framework for coalitions’ formation among the wireless IoT devices and an energy-efficient resource
allocation in M2M communication networks was introduced. Finally, in [40], a coalition formation
method among devices is proposed, where the operation mode correlation between multipurpose
devices expressing social metrics is considered in addition to the devices spacial proximity and
their energy availability.

In parallel of devising clustering algorithms to improve the energy efficiency, the stable energy
supply to the M2M devices is of great importance to prolong their battery life, as well as the opera-
tional life of the overall IoT network. Towards this direction, the Wireless Powered Communication
(WPC) technique has emerged as a promising alternative to the conventional battery-powered op-
eration or the energy harvesting technique based on natural energy sources such as solar or wind.
The M2M devices participating in an IoT application, whether battery-free or not, can benefit
by adopting the WPC technique, due to the fact that they can harvest and store energy in a
stable manner from the Radio Frequency (RF) signals via dedicated neighbour devices, during
the wireless energy transfer (WET) phase. Then, the saved energy can be further exploited via
adopting energy efficient transmission techniques and transmit their information signals to the
cluster-head or evolved NB (eNB) during the wireless information transmission (WIT) phase [10].
Several research works have been proposed in the literature dealing with the energy utilization
efficiency via adopting the wireless powered communication technique and devising intelligent re-

source management frameworks. In [41], a joint time allocation and power control framework was
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proposed towards maximizing network’s energy efficiency under different conditions, such as the
initial battery energy of each mobile device and the minimum system throughput constraints. The
maximization problem of the uplink sum-rate network’s performance was studied in [42], while
adopting the WPC technique and via jointly determining the optimal energy and time resource
allocation for the multiple mobile devices. This work has been extended in [43] considering ad-
ditional constraints, such as infinite or finite capacity energy storage. Furthermore, the problem
of joint subcarrier scheduling and power allocation via jointly adopting the orthogonal frequency
division multiplexing (OFDM) and WPC techniques has been studied in [44] towards maximizing
system’s sum-rate. Finally, in [45], an efficient energy management in WPC is proposed in order
to ensure a high Quality of Experience for the users of the network.

Game Theory has been widely used in various settings in order to determine the optimal resource
management in a distributed way. In [46], the problem of joint users’ uplink transmission power
and rate allocation in NOMA wireless networks is studied and formulated as a non-cooperative
game, while in [47], a dual transmission interface is introduced in 5G networks, where the users can
simultaneously exploit the OFDMA and NOMA technique and a user-centric distributed power
control problem is formulated. In [48] the efficient Resource Block allocation to the users and
the transmission power allocation in a network with cellular users and machine to machine users
is handled via a bilateral symmetric interaction game and in [49] the simultaneous allocation of
users’ uplink transmission power and rate in multi-service two-tier open-access femtocell networks is
treated. The problem of efficient distributed power control via convex pricing of users’ transmission
power in the uplink of CDMA wireless networks supporting multiple services is addressed in [50]
with a Multiservice Uplink Power Control game, and the problem of joint users’ uplink transmission
power and data rate allocation in multi-service two-tier femtocell networks is tackled in [51] as a
two-variable optimization problem and formulated as a non-cooperative game, while in [52], the
problem of uplink power allocation in a 5G environment is formulated as a contract between each

BS and its corresponding users following the principles of Contract Theory.

3.3 Proposed Framework

3.3.1 System Model

We consider the uplink of an LTE/LTE-Advanced Machine-to-Machine (M2M) communication
type network consisting of an evolved NB (eNB) and multiple LTE based M2M devices (e.g., actu-
ators, sensors). Within the IoT era and its corresponding smart applications, the majority of M2M
communications traffic is in the uplink direction, due to the periodic transmission of sensing and
measurement data to a central controller for further exploitation. The set of energy-collecting M2M
devices is denoted by M, where M = {1,...,m,...,|M|}. Sensors are typically used to collect
data as per their functionality and forward them to the central application controller through the
eNB. Considering sensors’ data collection, two types of communication are possible: (a) eNB-M2M

communication, i.e., each device communicates through the eNB and (b) direct M2M communi-
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cation, i.e., direct communication among energy-collecting M2M devices. In our work, owing to
its energy-efficiency superiority [29], we focus on direct M2M communication, while proposing an
interest and energy-aware cluster formation mechanism. The data from the M2M devices are col-
lected to a selected cluster-head, which further forwards the aggregated and processed information
to the eNB. M2M devices are organized in |C| clusters, where C' = {1,...,¢,...,|C|} denotes the
corresponding set of clusters. The idea of clustering M2M devices based on sophisticated criteria
stems from the need of manageability and scalability of the extremely crowded M2M networks.
Through the proposed cluster formation we will discuss in section ) and energy-collection and
resource allocation mechanisms we will discuss in section )7 each M2M device is associated
with a cluster-head for communication to and from the eNB. The cluster-head is appropriately
selected among the set of M2M devices, i.e. ch., € M , where ¢ € C, and is in charge of more
functionalities and responsibilities compared to the rest of M2M devices, e.g., perform traffic ag-
gregation or data compression before relay. Each M2M device m belongs exclusively to a cluster ¢
with cluster-head ch.. The number of the devices belonging to the cluster ¢ with cluster-head ch,
is denoted by |M,|, while their corresponding set is M, = {1,...,|M,|}.

3.3.2 Interest and Energy Aware Clustering

In this section, we describe an admission control policy based on Chinese Restaurant Process (CRP)
in order to create clusters among numerous M2M devices. Suppose that we have a collection of
entities — in our case the M2M devices — and we want to cluster them into groups. In Chinese
Restaurant metaphor, each group corresponds to a table and each entity to a customer entering the
Chinese Restaurant. The Chinese Restaurant is assumed to have countably infinitely many tables,
labeled 1,2,.... In our case, the tables correspond to the clusters. The customers walk in and sit
down at some table. The customers are assumed to prefer sitting at popular tables, however there
is always a non-zero probability that a new customer will sit at a currently unoccupied table. The
tables are chosen according to the following random process: (a) the first customer always chooses

the first table and (b) the m!" customer chooses an occupied table with probability (where

c
m—1+ta
¢ is the number of customers already sitting at that table) and the first unoccupied ‘:able with
probability m%m’ where a is called the “concentration parameter” of the CRP, indicating the
willingness of each customer to stay alone and create a new cluster.

In the following analysis, the concept of CRP is adopted towards clustering M2M devices
into groups. However, in order to make the clustering results more practical, we will extend CRP
towards considering several M2M related factors, including interest of M2M devices to communicate

with each other, physical proximity, as well as their energy availability.

Cluster Formation

The CRP approach can correlate interest similarity and physical proximity among M2M devices

to group them into clusters. The proposed Interest and Physical-aware CRP (IP-CRP) approach
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will exploit the interest based and distance based graphs to form the clusters in an intelligent
manner. Moreover, the energy availability of the M2M devices will be further exploited to select
the cluster-head ch, of each cluster ¢,c € C, as it will be explained in the next subsection.

Based on the system model introduced in section , we define the interest based graph
G! = {v, €'} and the physical based graph G¥ = {v, €I’}, where the set of M2M devices v represents
Vm,m' € v} and e = {

edges set. The edges on the first set eﬁl,m/ = p(m, m’), p(m, m’) € [0,1] denote the level of interest

the vertex set and the edges ¢/ = {e!, VYm,m’ € v} represent the

,m’ ,m’>

for communication among m and m’, while the edges on the second one denote the normalized
(as explained later) distance weights ei’m, =d(m,m’), d(m,m’) € [0,1]. The probability of M2M

device m to select device m’ as its partner to form a cluster can be calculated as follows:

FADD(m,m") : ,
S~ FIDD (e T
P(m,m/) = ™™ (3.1)
[e] : _ /
S~ 7DD e’ 1= M
m#m/

where « is the parameter of IP-CRP showing the willingness of each M2M device to stay alone and
create a new cluster, as explained before. The function f(IDD(m,m’)) is the interest and distance
based function defined as:

f(IDD(m,m")) = + weD(m, m’) (3.2)

D (m, m)
where w; and wsy are weights showing the importance of interest and distance factor in M2M
devices’ decision influence for clustering, respectively. It is noted that w; + we = 1. Furthermore,
the factor IDD(m,m’) shows the M2M devices’ decision relation with respect to both individual
influential factors, i.e., the interest distance ID(m,m’) and the physical proximity D(m,m’). The
interest distance ID(m,m’) between the M2M devices is formulated in order to evaluate the effect
of their mutual interest to communicate and exchange information. Thus, we calculate the interest

distance based on the level of interest p(m,m’) as:

ID(m, m') = — log,(p(m, m')) (3.3)

where as explained before p(m,m’) € [0,1] is the level of interest between M2M devices m and
m’. Note that larger value of p(m,m’) concludes to smaller ID(m,m’), which is interpreted as
follows: the shorter the interest distance between two M2M devices is, the larger the probability
of willingness to communicate with each other, thus larger is their intention to belong to the same
cluster. The above formulation stems from the observation that the M2M devices have different
interests to interact with each other in order to achieve a common goal. For example, in a smart
home application there are included several M2M devices, e.g. smart thermostats, connected
lights, smart fridge sensors, smart door lock sensors, etc. The smart thermostats and the sensors

measuring the temperature have greater interest to communicate with each other, form a coalition
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and transmit their data to the coalition-head, which further transmits all the collected data to
the eNB for further exploitation and decision making. The same holds true for the set of sensors
participating in the smart lighting system or smart fridge application and so on and so forth.

In addition, the physical proximity or physical distance function D(m,m’) is defined as:

D(m,m’) = —logy(d(m,m’)) (3.4)

where d(m,m’) is the normalized (with reference to the maximum distance) physical distance
among M2M devices m and m’ such that d(m,m’) € [0, 1].

Based on eq. @, we can calculate the probabilities of M2M device m to select other devices in
order to form a cluster. Thus, M2M device m determines the probability of joining cluster ¢ with
the set of M2M devices M. as follows:

B f(IDD(m,m’))
P = 2 = DD, )+ a 39

m#m/

Following this methodology both the physical and interest distance among the M2M devices
are jointly taken into consideration for the cluster formation mechanism. It is noted that by jointly
considering the interest and physical distance to form the clusters, our proposed IP-CRP methodol-
ogy can boost the benefits from both the interest-based and physical-based information of the M2M
devices. Specifically, in the proposed IP-CRP scheme, M2M devices belonging to the same cluster
have high interest to exchange information while they are in relevantly close physical proximity,
thus the system performance can be enhanced in terms of both decreased energy-consumption and

increased system throughput by involving IP-CRP M2M devices clustering.

Clusterhead selection

Given the cluster formation as presented in the previous section, the next step is to appropriately
select the cluster-head among the members of each cluster. The cluster-head is selected based on
the following factors: (a) interest ties among M2M devices, (b) physical proximity and (c) energy
availability. Recalling the aforementioned interest based graph G and physical based graph G,

we introduce the interest and physical-based graph G = {v, /T'},

where v = M, denotes the set

of M2M devices belonging to the same cluster ¢ and €/F denotes the edge among the two M2M

devices. The weight of each edge is a composite distance that consists of the interest distance and

the physical distance of the potentially connected M2M devices and is defined as follows:
ID(m,m’) Dy

w(m,m') = wj———>+wp

IDg D(m,m’) (3.6)

where wy, wp are the corresponding weights for different indexes, i.e., interest and distance, respec-
tively. The parameters IDy and Dy are assumed to be the maximum values of the corresponding

indexes of M2M devices belonging to the same cluster.
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Towards selecting the cluster-head ch, of cluster ¢, we propose the concept of closeness centrality
considering the factors of interest and physical distance (CC-IP). Given the graph G'¥| the metric
CC-IP(m) for each M2M device m is formulated as follows:

CCIP(m) = Y [W]_ (3.7)

where sp(m,m’) is the overall cost/weight of the shortest path between M2M devices m and m/'.
The final score of each device, which is the one that defines which one M2M device we choose as

a cluster-head is calculated as follows.

Ey

score(m) = wecCC-IP(m) + wg (3.8)

where FEj is the maximum value of the available energy values of the devices and wcc and wg are
the weights of closeness centrality and energy availability, respectively. The M2M device with the

largest value of score(m) is selected as the cluster-head ch, of the cluster ¢, ¢ € C,

ch. = arg max{score(m)} (3.9

meM,.
Based on equation @, we observe that the cluster-head ch. has a balance between having
increased available energy, being closest to the rest of the M2M devices organized in the same

cluster ¢ and its neighbour devices having high interest to communicate with it.

3.3.3 Energy Collection & Resource Management

As already mentioned, energy-efficient uplink transmission power and long-lasting system lifetime
are among the major concerns of various IoT applications adopting M2M communication. In this
section, we formulate the process of energy collection of M2M devices, as well as the problem of
resource management, which is solved in a distributed manner. The “harvest and then transmit”
protocol is considered, adopting the WPC technique, where the M2M devices in each cluster
harvest energy from the broadcasted RF signals by the cluster-head (downlink communication)
during the wireless energy transfer (WET) phase and then transmit their information signals
(uplink communication) during the wireless information transmission (WIT) phase. The proposed
energy collection and resource management approach aims at determining the optimal transmission
power of each M2M device towards fulfilling its QoS prerequisites and maximizing its perceived
satisfaction from its operation within the M2M network, as well as at ensuring the optimal charging
transmission power of each cluster-head in order to guarantee the smooth operation of the overall
system.

The thermal noise components and the M2M devices’ control signals can be regarded together
as an Additive White Gaussian Noise (AWGN) process, with constant power spectral density Ij.

Therefore, the overall sensed interference by an M2M device m € M can be formulated as follows:
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Iy =Y G P+ Io (3.10)
m#m/

where m’ € M, P, is the transmission power of the M2M device m’' and Gy, is the channel
gain from the transmitter m’ to the receiver m. We assume that each M2M device is aware of its
location (i.e., its coordinates) and the eNB can send via a broadcast message the locations and
the uplink transmission powers of all connected M2M devices. From this information, each M2M
device can calculate in a distributed manner its sensed interference, as described in equation .
The corresponding received signal-to-interference-plus-noise-ratio (SINR) 7, of M2M device m at

its corresponding cluster-head ch. belonging to cluster ¢, ¢ € C' is given by [b3]:
Gm,chCP’m

Ich
where I, is the sensed interference of the cluster-head as defined in equation .

Furthermore, each M2M device m adopts a utility function towards expressing its QoS prereq-

Vim = (3.11)

uisites, which are differentiated per type of IoT application that the M2M device participates. The
adopted utility function is a continuous, C'™ differentiable function with respect to M2M device’s
transmission power P, and is given as follows:

_ W fm (’Ym)

Unn(Pony Pom) = = (3.12)

where W is the system’s bandwidth and f,(7.,) is M2M device’s efficiency function representing
the successful transmission probability of M2M device m belonging to cluster ¢ to its cluster-
head ch.. The efficiency function fi,(vm) is a continuous, differentiable and increasing function
of v, and has a sigmoidal shape such that there exists !2"8°* below which f,,(vm) is convex
and above which f,(7,,) is concave. For presentation purposes and without loss of generality, we
adopt fo(7m) = (1 — e *m)#, where A, u are real valued parameters controlling the slope of the
sigmoidal-like function. It is noted that for different IoT application, different v:2*8°* are requested
by the M2M devices. These differentiated M2M devices’ QoS prerequisites can be captured by the
adopted efficiency function via the control parameters A and p.

The cluster-head ch,, as it was determined in the previous section (based on equation @),
has better energy availability compared to the rest of the M2M devices in the same cluster c. We
consider that the latter collect energy from the cluster-head ch. for time 77, while they transmit
their data for time 79 and 7 + 7o = t, where t is the duration of each timeslot. Let us assume that
the timeslot is split as 77 = 7 -t and 70 = (1 — 7) - t, where 7 is the control parameter of energy

collection. The received energy of M2M device m belonging to cluster ¢ by the cluster-head ch, is

E;jc = nTlpchCGchc,m (313)

where n € (0,1] is the energy conversion efficiency factor, depending on the type of the receivers.

The average uplink transmission power of the m** M2M device during 7 is:
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Eree P Geh,om P Geheom
p, = —m _ MMtchetichem _ NTHchHche, (3.14)
Ty Ty 1—17

The goal of each M2M device is to maximize its utility, as it has been introduced in equation
, via selecting an appropriate strategy of the uplink transmission power. Therefore, for each

M2M device the following distributed utility maximization problem is formulated:

max Uy (P, P—m)
Fm € (3.15)
s.t. 0 < P, < PM%

where A, = (0, P2¥] is the strategy space of the m*"* M2M device, P is its maximum available
power and P_,,, is the uplink transmission power vector of all the M2M devices except for the m**
device.

The above presented distributed utility maximization problem is confronted as a non-cooperative
game G = (M,{A.},{Un}). The solution of the non-cooperative game G should determine
the optimal equilibrium for the system, concluded by the individual decisions of each M2M de-
vice, given the decisions made by the rest of the devices. A Nash equilibrium point of the
game G = (M,{An,},{Un}) is a vector of M2M devices’ uplink transmission powers P* =
[Pf,..., P!

may e

’PIM]T €A where A=Ay X+ X Ay X -+ X A‘M| and T denotes the transpose

operation of a vector. The Nash equilibrium point of the game G can be defined as follows:
Definition 1. A power vector P* = [Pf,... Pk, .. .,P‘*;V”]T in the strategy set A = A; x -+ X
Ay X oo X Apg) 18 @ Nash equilibrium of the game G = (M, { Ay}, {Un}) if for every M2M device
m the following condition holds true:

Un(Prs P—m) 2 Un (P, P—r) , VPm € A,

Towards showing the existence of the Nash equilibrium point, we study the properties of M2M

device’s utility function.

Theorem 1. The non-cooperative power control game G = (M,{An},{Un}) has a unique Nash

equilibrium point P* = [Pf,..., Pk, ..., Pl*J‘W]T, where
P* = mi ’ﬁnIm max
m — min m,Pm ,Vm,mEM, (316)
m,ch.
where 7}, is the unique positive solution of the equation %Wym — fm(Ym) =0

Proof of Theorem 1. The proof of the above theorem can be concluded following similar steps as
in [B2,54]. O

The interpretation of the Nash equilibrium point, as determined by equation , is that no

M2M device has the incentive to change its strategy, due to the fact that it cannot unilaterally

39



3.4. FRAMEWORK EVALUATION INTEREST-AWARE RESOURCE MANAGEMENT

Table 3.1: Table of parameter notation

Parameter Description

M,C Set of M2M devices, clusters

|M], |C| Number of M2M devices, clusters

ch, Cluster-head of cluster ¢

M., | M| Set and number of M2M devices belonging to cluster ¢
p(m,m’) Communication interest among m, m’ devices
d(m,m’) Physical distance among m, m’ devices

ID(m,m’) Interest distance function among m,m’ devices
D(m,m’)  Physical distance function among m,m’ devices
IDg, Dg Maximum values of ID(.), D(.)

Ym Signal-to-interference-plus-noise-ratio

W System’s bandwidth

fm(2) Efficiency function

P, M2M device’s transmission power

Gy Channel gain from the transmitter m’ to the receiver m

improve its personal utility by making any change to its own strategy, given the strategies of the
rest of the M2M devices. Moreover, it is concluded that the existence of the Nash equilibrium
point guarantees a stable outcome of the non-cooperative game G = (M, {A,.}, {Un}).

Given the optimal uplink transmission power of each M2M device m as determined in equation
, we determine the optimal charging transmission power P, of the cluster-head ch. to its

M2M devices belonging to the same cluster ¢, as follows:

P}, = min {"Ilré%(c {min {W%’ P[n””}} , C‘}“Lax} (3.17)

It should be noted that in case that a user during the WIT phase does not exhaust all of the
energy harvested during the corresponding WET phase of the timeslot under consideration, he
could store any excessive energy in a rechargeable built-in battery, in order to be available for
use in future transmissions or for performing other processing tasks. In our work, however we do
not consider this feature and assume that if some energy is not fully exploited in current timeslot
it is not accounted for transmissions in future timeslots, but could be used for performing other
functions if desired. The consideration of this feature in turn would influence the value of the
maximum available uplink transmission power of M2M device m, as the stored energy should be

properly reflected in the calculation.

3.4 Framework Evaluation

In this section, we provide some numerical results evaluating the operational features and per-
formance of the proposed clustering methodology and resource management framework adopting

the WPC technique in M2M communication networks. Initially, we focus on the operation per-
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formance achievements of the proposed framework, in terms of power consumption during the
wireless energy transfer (WET) and information transmission (WIT) phase. The above detailed
study is performed via considering different implementation scenarios, in terms of devices’ inter-
est and physical ties among them, as well as topologies and network sizes. Then, we provide a
comparative evaluation of the proposed approach against other conventional approaches that are
merely based on either interest or distance, with respect to the achievements in devices’ power
savings.

Initially we consider an M2M network consisting of | M| = 50 M2M devices randomly distributed
in a square coverage area 500m x 500m and an eNB residing outside of the square. Parameter «
of the clustering methodology, which shows the willingness of each M2M device to stay alone and
create a new cluster, is assumed to be o = 2. The weights w; and ws showing the importance
of interest and distance factor in M2M devices’ decision influence for clustering are w; = 0.5 and
wg = 0.5. The weights w; and ws for the different indices, i.e., interest and distance, considered
in the overall weight of each edge ¢/” are w; = 0.5 and wp = 0.5 while the weights wcc and wg
showing the importance of the closeness centrality and energy availability, respectively, in order to
select the cluster-head are woe = 0.5 and wg = 0.5 The thermal background noise is Iy = 5-10712,
the system bandwidth is W = 10% Hz, the energy conversion efficiency factor is n = 0.6 and the

timeslot’s control parameter is 7 = 0.4, while the timeslot duration is ¢ = 0.5 msec.

Towards providing realistic and representative results, we examine three different simulation

scenarios as follows:

¢ Random scenario: The level of interest between two devices distributed in the examined
topology i.e., p(m,m’), is randomly assigned.

e Best-case scenario: The devices which are close to each other have high interest to communi-
cate, as well as the devices which are far from each other have small communication interest
among them.

o Worst-case scenario: The devices which are close to each other have small communication
interest, while the devices that are placed far from each other have high communication

interest.

Based on the aforementioned examined scenarios, we examine a wide range of possible real-life

communication scenarios and IoT applications.

First, we study the power consumption of the devices during the WIT phase, i.e., information
transmission from the devices of each cluster to their corresponding cluster-head and from the
cluster-head to the eNB. Fig. @ represents the total cumulative consumed power as a function of
the time in the examined M2M network in order for the M2M devices to report their information to
their corresponding cluster-head and the cluster-head to the eNB, under the examined scenarios,
i.e., random, best-case and worst-case scenario. The results reveal that the best-case scenario
achieves improved power savings, due to the fact that the M2M devices with high communication
interest reside close to each other, thus their communication channel conditions are improved,

and therefore their necessary power consumption during the WIT phase is low. On the other
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Figure 3.1: Total cumulative consumed power during the WIT phase as function of time (slots).
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Figure 3.2: Total cumulative energy consumption during the WIT and WET phase as function of
time (slots).

hand, considering the worst-case scenario, the exact opposite behavior with respect to the power
consumption is observed. More specifically, the M2M devices spend a lot of power to communicate
with each other, due to the fact that the devices which have high interest of communication reside
far from each other, thus they experience deteriorated channel conditions. An average state of the
wireless IoT environment with respect to the power consumption for information transmission is
observed in the random scenario. Specifically, in the random scenario, the M2M devices with high
communication interest reside in an average distance among each other, thus their corresponding
total power consumption lies in between the best and the worst-case scenario.

Fig. @ illustrates the total cumulative energy consumption of all the devices (i.e. |M| = 50)
in the examined M2M network, during both the WET and WIT phases, as the time evolves, i.e.,
for 10 consecutive timeslots. Specifically, the presented total energy consumption consists of the
following components: (a) the consumed energy of the devices to send their information to the
cluster-head (WIT phase) and (b) the charging consumed energy of the cluster-head to charge the
M2M devices residing in each cluster (WET phase). It is noted that based on the conditions of
forming the clusters, i.e, best, worst and random case scenario, the corresponding overall consumed
energy is influenced. More specifically, the results reveal that in the case where the M2M devices

in the same cluster lie far from each other, i.e., worst-case scenario, the cluster-head consumes
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Figure 3.3: Total energy consumption as a function of network size.

increased energy in order to charge them, due to the devices’ deteriorated channel conditions,
while the exact opposite holds true for the best-case scenario, where the M2M devices reside closer
to their corresponding cluster-head. In the random case scenario, the M2M devices have an average
distance from their corresponding cluster-head, thus the corresponding overall consumed energy

lies in between the worst and the best-case scenario.

Fig. @ presents the overall energy consumption, as presented in Fig. @, at the 10" timeslot,
as a function of the network size, i.e., for topologies ranging from 10 to 50 M2M devices. The
illustrated results show the scalability behavior of our proposed framework as the number of devices
in the M2M network increases. Also, the overall consumed energy for the three examined scenarios
follow the same trend, as discussed in Fig. EI and Fig. @ It should be highlighted that the low
values of the total energy consumption, i.e., order of magnitude of pJ for a medium density IoT
network and the total energy consumption’s slow increase with respect to the number of devices,
support the scalability of the proposed interest-aware energy collection and resource management

framework in M2M communications.

Below we perform a comparative study towards illustrating the benefits in power savings of
jointly considering the interest and physical ties among the M2M devices during the cluster for-
mation process. More specifically, we compare the following three different methodologies for

clustering formation.

e IP-approach. The proposed clustering formation process as it has been proposed in this work,
where the weight of each edge in the M2M devices’ graph considers both the interest and the
physical ties among the devices.

o I-approach. The clustering methodology considers only the interest ties among the M2M
devices in order to create the clusters.

e P-approach. The clusters are created via considering only the physical ties among the M2M

devices.

Towards comparing the above presented scenarios in a fair manner, we propose two indicative

normalized Interest-based Aggregation Factors (IAF) for each cluster, as follows:
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IAF; = [Mc| - > p(m,ch) (3.18)
meM,.
m#ch.
and
1/2
IAFy = { M [(IMc| = 1) = > p(m,m) (3.19)
m,m’ €M,
m#m/

The physical meaning of the IAF; and TAF, is explained below. The IAF; quantifies the interest
of the M2M devices belonging to the same cluster to communicate with their corresponding cluster-
head. Specifically, the second term of the IAF; represents the cumulative communication interest
of the |M.| devices in cluster ¢ with their corresponding cluster-head ch.. The maximum value

of > men. p(m,ch.) is |M,|. Thus, a small IAF; value corresponds to the successful cluster-head
m#ch.
selection within the cluster, due to the fact that the |M.| devices belonging to cluster ¢ have

high communication interest with their cluster-head ch,.. Following the same philosophy, the IAF5
quantifies the homogeneity of all the M2M devices in the same cluster, by taking into account in
a pair-wise manner the corresponding interests between all pairs of the devices of the cluster, i.e.,

Y omm'enm, P(m,m’). A small IAF, value shows that the cluster is homogeneous, i.e., the M2M
m#m/’
devices have high interest to communicate with each other. As a result, when the devices create

clusters based only on their physical proximity, P-approach, they do not have high interest to
communicate with each other and with the cluster-head, thus their overall interest expressed is low
and therefore the corresponding aggregation factors obtain high values. The opposite observations
hold true for the I-approach. The aforementioned drawbacks are faced via considering both physical
and interest ties among the devices towards creating the clusters communities, i.e., IP-approach.
Implicitly both these factors express different degrees of aggregation that can be achieved at the
cluster-head — due to the commonalities and homogeneity that the devices of a cluster present —
which in turn can be translated to the transmission of reduced information from the cluster-head
to the eNB. As a consequence, and in order to quantify the importance of the clustering approaches
as expressed through these factors, in the following we examine the total cumulative transmission
power during the WIT phase considering the potential aggregation that can be achieved due to
the efficient clustering.

Specifically, in Fig. @ and Fig. @, we present the combined outcome of the total cumulative
transmission power during the WIT phase, considering the TAF; and IAFs, respectively, as time
evolves (indicatively for 10 consecutive time slots), considering the three examined approaches, i.e.,
IP, P and I-approach, for an M2M network consisting of |M| = 40 devices, following the random
scenario described above. The comparison of the three different clustering approaches reveals the
pure benefits in power savings, while considering jointly the interest and physical ties among the

M2M devices in order to form the clusters. It is noted that especially in the P-approach the M2M
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Figure 3.5: Total cumulative transmission power during the WIT considering IAF; as function of
time (slots).

devices will create clusters based on their physical proximity and their good channel conditions
without however having high interest to communicate with each other (i.e., large values of TAF;
and TAF;). The main drawback of the P-approach is that the cluster-head will mainly act as a
relay reporting to the eNB the collected information from the M2M devices in the same cluster
for further exploitation. Therefore, in the P-approach the cluster-head has to perform multiple
transmission and consume high power in order to report the collected data to the eNB. On the other
hand, the main drawback of the I-approach is that the M2M devices belonging to the same cluster
may present large distances among them, thus they consume increased transmission power to send
their data to the cluster-head. The cluster-head needs fewer transmissions to send the processed
data to the eNB (i.e., small values for IAF; and IAF5) due to the fact that the M2M devices have
high communication interest. Finally, the combined benefits of simultaneously considering the
physical and interest ties among the M2M devices is achieved by the IP-approach, which results
in decreased total cumulative power consumption, as shown in Fig. @ and Fig. @ Finally, Fig.
@ and Fig. @ presents the power consumption during the WIT phase at the 10" timeslot of

the evolving system operation, as a function of the network size, i.e., for topologies ranging from
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10 to 40 M2M devices, where similar observation can be concluded.

3.5 Summary

In this chapter, we introduced the concept of joint consideration of interest, physical and energy
related properties in the clustering and resource management processes in M2M communication
networks supporting various IoT applications. Initially, a joint interest, physical and energy-
aware cluster formation mechanism was proposed based on the low-complexity Chinese Restau-
rant Process in order to create clusters among the M2M devices and select the cluster-head, while
WPC technique was adopted, where the cluster-heads that are characterized by improved energy-
availability as a result of their election process, where responsible of charging the M2M devices
belonging to their cluster during the WET phase. Each M2M device was associated with a generic
utility function representing its Quality of Service prerequisites. A holistic utility-based trans-
mission power allocation approach was introduced, formulating the power control problem as a
distributed non-cooperative game among the devices. The existence and uniqueness of a Nash
equilibrium point was proven, determining devices’ transmission powers during the WIT phase.

Based on the equilibrium transmission powers of the M2M devices, the necessary and sufficient
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charging transmission powers of the cluster-heads where determined.

In order to evaluate the operational efficiency and efficacy of the proposed framework we per-
formed a modeling and simulation under various topologies and scenarios that illustrate and reveal
its benefits. It should be noted that the proposed approach facilitates the creation of a more flexible
and general framework, where the control intelligence and the decision-making process lie at the
M2M device, thus enabling the realization of mobile node’s self-optimization and self-adaptation
functionalities. Therefore, the proposed framework can be applied in realistic IoT applications,
towards enabling and supporting the battery-life extension of the M2M devices via realizing an
efficient clustering methodology among them and adopting the WPC technique. Furthermore, the
proposed approach could be easily adopted in the emerging multi-purpose sensor devices, where
communication and clustering among the various devices is determined based on proximity, the

type of extended data, and the interest or the objective of each device.
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Chapter 4

Intelligent Dynamic Data Offloading in
Multi-access Edge Computing

4.1 General Setting

Apart from the Machine-to-Machine driven communication explored in the previous chapter, an-
other candidate technology to empower small and powerless devices in the [oT environment is the
aforementioned Multi-access Edge Computing solution. The existence of a powerful server at the
edge of the network that offers his computing resources in close vicinity to the mobile end-users
could potentially allow sensors or other computationally and energy restricted devices to perform
complex tasks that otherwise could be impossible.

In this setting, end-users are able to offload their computation tasks to the MEC servers, which
can further process the subscribers’ offloaded tasks. The main benefits of the MEC technology, as
already discussed in chapter E] are: its potential to reduce the latency, provide location-awareness,
improve the performance of the mobile applications, reduce the energy consumption of the mobile
devices by alleviating the burden of executing their computing tasks locally, and provide accurate
computing outcomes in a time-wise manner. However, the adoption of the MEC technology in
the overall networking architecture has created the need of devising control mechanisms to route
the mobile end-users’ offloading tasks to the MEC servers, while accounting for network’s conges-
tion, MEC servers computation capabilities and end-users Quality of Service (QoS) prerequisites.
Towards this direction, we consider the exploitation of the Software Defined Networking (SDN)
technology, complementary to the MEC, to allow the design of dynamic, manageable, adaptable,
and cost-effective networks. Via the SDN, the MEC environment can substantially benefit, as the
decision making, with respect to end-users’ selection of the specific MEC server to perform their
data offloading, the routing of the end-users’ offloading traffic and the guarantee of the end-users’
QoS constraints, can be performed in the control plane, which is implemented within the SDN
controller, in a dynamic manner.

In the proposed framework, we considered a setting of multiple mobile devices that need to

49



4.2. RELATED WORK INTELLIGENT DYNAMIC OFFLOADING

execute their assigned tasks and multiple MEC servers that are willing to handle the tasks at
a specified price. Through our approach, we managed to tackle the problems of selecting the
appropriate server that each user will offload his tasks to, the volume of the task that the user will

offload and the price that the server is willing to set.

4.2 Related Work

The problem of data offloading from the end-users to the MEC servers for further computing has
been extensively studied in the recent literature, while examining both the computation and the
communication limitations [55]. In [56], a minimization problem of the long-term average weighted
total devices’ and MEC server’s power consumption is formulated and solved in a multi-user MEC
environment, concluding to a joint radio and computing resource management scheme, where both
the optimal users’ transmission power to offload their data and the corresponding computing power
to process them are determined. In [57], a femto-based MEC environment is introduced and the
authors exploit the trade-off between the end-users’ energy consumption and latency towards mini-
mizing the end-users’ affordable latency while executing an application. A centralized optimization
problem is introduced in [68] targeting at the minimization of the weighted sum end-users’ energy
consumption, while accounting for the end-users’ computation latency constraints. The authors
consider that the end-users adopt the orthogonal frequency division multiple access technique to
offload their data to the MEC servers and they capture the end-users’ workload offloading pri-
orities in the problem formulation and solution, while a similar approach is also followed in [BY].
In [60], the authors propose a joint resource allocation scheme of the computation and communi-
cation resources of the MEC system aiming to minimize the end-users’ energy consumption and
the latency of the applications’ execution at the MEC servers. Moreover, in [61], the authors focus
on the energy efficient operation of the MEC system and they propose a dynamic data offload-
ing and resource allocation scheme to minimize the computation application completion time and
the end-users’ energy consumption. A holistic framework of minimizing the total cost of energy,
computation, and delay for the end-users is introduced in [62].

Game Theory has also been adopted to deal with the data offloading problem in the MEC
environment, while providing the enhanced flexibility to the end-users to make autonomous data
offloading decisions in a distributed manner [63]. In [64], a data offloading decision-making game
is formulated among the end-users, who choose the amount of data that will be offloaded to a
single MEC server, as well as the part of the computation task that will be executed locally at
their devices. A similar problem is addressed in [65], while a multiple MEC servers environment
is considered and the end-users have to additionally select to which MEC server they will offload
part of their data. The problem of activating the MEC servers based on the end-users computing
demands is addressed in [66], where the MEC servers’ activation problem is formulated as a minority
game and a distributed reinforcement learning algorithm is executed by each MEC server in order

to determine if it will be active or not. The concept of applying usage-based pricing policies to
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the end-users while they exploit the MEC servers’ computing capabilities is introduced in [67, 6§]
towards providing incentives to the end-users to consume the MEC servers’ computing services in
a fair manner. An other interesting game theoretic concept has recently emerged, the Satisfaction
Equilibrium, where players are willing to satisfy instead of maximize their Quality of Experience,

leading to interesting results [69,[70].

Recently, the capabilities of the SDN have been exploited by the MEC environment to efficiently
and effectively deal with the data offloading problem, the activation of the MEC servers, the routing
of the end-users offloading data, and the announcement of pricing mechanisms to control the
smooth operation of the MEC system [71]. The problem of selecting a computing mode (i.e., local,
MEC, or cloud computing) for each end-users’ computation task is studied in [2], where the SDN
controller executes the Computing Mode Selection algorithm and announces the corresponding
routing policies to the end-users. The benefits of the combined use of SDN and MEC within the
Internet of Things (IoT) systems are discussed in detail in the surveys [Il] and [73]. In [74], a smart
e-health IoT service is introduced, which is based on SDN-powered MEC within a vehicular ad-hoc
network architecture to detect heart attacks in a real-time manner. In [75], the authors focus on
virtual reality and vehicular IoT applications and they propose an SDN-based MEC framework to
provide the necessary data-plane flexibility, programmability, and reduced latency. Furthermore,
in [[76], the adoption of SDN and MEC is presented to overcome the barriers of network densification

of IoT cloud integration within a smart home environment.

4.3 Proposed Framework

4.3.1 System Model

Our proposed SDN-powered MEC architecture consisting of multiple MEC servers s € S where
S=11,...,s,...|5]] and multiple end-users u € U where U = [1, ..., u, ...|JU]] is presented in Fig. @
Each MEC server s communicates with the SDN controller towards setting the price P [$/bits]
of its computing services per time slot ¢t. The whole operation of the examined system is divided
in time slots, where T = [1,...t,...,|T|] denotes their corresponding set. At each time slot the
SDN controller determines the MEC server selection by the end-users (section ), as well as the
optimal price pgt) for each MEC server and the optimal data offloading bgf,)s [bits] of each end-user
u to the selected server s (section ) Each end-user u, receives the required information by the
SDN controller to offload its data bq(f)s to the selected server s. Each end-user v has a maximum
amount of data L(f) that should be processed to perform a computing task, and part of them are
offloaded to the MEC server, i.e., bq(f)s € Agt) = [O,L(f)]7 while the rest of the data are processed

locally.
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Figure 4.1: SDN-powered MEC architecture

End-User Utility Function

At the beginning of each time slot, each end-user u sends to the SDN controller its total computing

) that are needed to execute a computing task, while the SDN controller determines the

demands L(f
optimal amount of offloaded data bq(f)é for end-user u at the MEC server s, as it will be explained
in detail in section . Given that the MEC servers have bounded and limited computing
capabilities, the data offloading strategies of the rest of the end-users, i.e., b(_tzl, contribute to
the configuration of the prices announced by the MEC servers and influence the data offloading
bg,)s of end-user u. Thus, towards formulating the user’s u perceived satisfaction, the end-user’s

. L b
relative data offloading is defined as ) = S0 where B(L)J = D eeS DU’ #u bffl)’s expresses

the total data offloading of the rest of the end-users u’ € U — {u}. The end-user’s actual perceived
satisfaction s,(f) at time slot ¢ is increasing with respect to its relative data offloading bgf,)s, as part of
the requested computing task is offloaded to the MEC server and does not consume the end-user’s
local computing resources. Also, after the end-user offloads its total data L(f) to the MEC server,
its perceived satisfaction is saturated as the end-user cannot benefit more by the MEC server’s
computing services as presented in Fig. @ Thus, without loss of generality and for presentation
purposes only, in this work we adopt a logarithmic function with respect to the end-user’s offloaded

data bq(f)é, to capture end-user’s actual perceived satisfaction, as follows.

s OO, = aulog(l+ furl?) (4.1)

u,s?
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Figure 4.2: End-user’s actual perceived satisfaction by data offloading

where b&tzl is the vector of all end-users data offloading excluding end-user u, and the ay,, 8, € RT
parameters determine the slope of the logarithmic function in a personalized manner for end-user
u, thus, expressing how easily or not an end-user u becomes satisfied by offloading its data to the
MEC server.

Additionally, each end-user is charged for using the MEC server’s computing services in a fair
manner accordingly to its relative data offloading. This policy enables even the low-budget end-
users to exploit the MEC servers’ capabilities at some degree, by prohibiting the high-budget ones
to dominate the system. Thus, the cost function of end-user’s u offloaded data is formulated as

follows.

D (B

U,

b®)) = dOpr® (4.2)

where de ) ¢ R* expresses end-user’s u spending dynamics in order to use the MEC server’s
computing services. Specifically, a smaller value of dq(f) reflects end-user’s u dynamic behavior to
spend more money in order to buy computing support from the MEC servers. The price announced
by the MEC server s is denoted as p' [$/Dbits].

Following the above analysis, end-user’s u utility function captures both its actual perceived
satisfaction sq(f) and its corresponding cost cq(f) in order to enjoy the MEC server’s computing

services. The end-user’s u utility function is defined as follows.

p®) = sO 01, bT) — D 0P, b)) = aylog(l + fur®) — dPpPr®  (4.3)

u,s? u,s?

u,s7 P —ur

where pt) = [pgt), ...,pgt),...,pl(g)‘] denotes the vector of the prices announced by all the MEC

servers.
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Multi-access Edge Computing Server Characteristics & Profit

FEach MEC server s supports a total computing demand of the end-users per time slot equal to
Y weU bq(i)s from all the end-users that selected the specific MEC server to offload their data. Also,
towards providing incentives to the end-users to select a specific MEC server to be served from,
the latter provides some discounts fs(t) expressed as a percentage of the original announced price
of its computing services. Furthermore, the MEC server has an actual cost ¢\’ [$/bits] in order to
process the amount of data that it receives. Please be also reminded that the MEC server charges
the end-users with a price pgt) [$/bits] for the computing services that it offers.

Additionally, a MEC server increases its positive reputation towards the end-users if it is char-
acterized by a good penetration within the end-users’ computing demands. Specifically, the pene-
tration of a MEC server s is defined as the total amount of data that the server s processed over
the total amount of data that are processed within the SDN-powered MEC system for a total time

iod T, i e Loney ¥
perlOd T, 1.e. il } ue .
7 ZSES Zte{l ..... T} ZMEU b,

total amount of data BM*. Thus, an indicative parameter showing the congestion of the MEC

Also, we assume that each MEC server s can handle a

server per time slot in terms of processing the end-users’ offloaded data is expressed as the ratio

of the total amount of data > bgf)s that the MEC server processes in time slot ¢ over its total
p(t)

computing capability of data BM* ie., CONG, = %

uelU

Following the above analysis and combining all the aforementioned factors and parameters that
characterize the MEC server s, its reputation score within the SDN-powered MEC environment is

defined as follows.

[(1—f e
Zk#s k k 1 Zte{l

R® — K
s- =W (1= fD)p® s (1+ CONG,)? s

(t)
..... 7} 2uer bus

(4.4)
ZSES Zte{l,...,T} ZuEU bg»)s

In Eq. @, the first term expresses the relative pricing of a MEC server s in terms of offering its
computing services to the end-users, the second term expresses the level of MEC server’s congestion
towards serving the end-users, while the third term expresses its penetration in serving end-users’
computing demands. The weights wy, w2, w3 are configurable parameters that express the relative
weight of each term within our study, and it should hold true that w; + ws + ws = 1.

The revenue of each MEC server s from processing a total amount of end-users’ offloaded data
> oueU bgf)s depends on the announced price pgt) and the corresponding discount fs(t) that the MEC

server provides, and is given as follows.

REVI (0™, p®)) = (1 f")p > " b0, (4.5)
uelU

where b®) is the data offloading vector of all the end-users and p® denotes the announced prices

by all the MEC servers in the system.
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On the other hand, the MEC server’s total monetary cost to perform the processing of the

offloaded data, is given as follows.

CO®m) =y bl (4.6)

uelU

where cgt) is the MEC server’s s computing cost per unit of data. Thus, the MEC server’s profit

is concluded by subtracting its cost from its revenue and is given as follows.

p( )(b(t) ) REV(t)(b(t) (t)) _ Cét)(b(t)) f(t) Z bu ) C(t Z bgt)s (4.7)
uelU uelU

4.3.2 MEC as a Learning System

At the SDN controller’s side, the end-users are represented and considered as stochastic learning
automata that sense the environment and make future decisions based on their past experience. At
each time slot ¢, the end-user can select to be served by a MEC server s, thus, the set of end-users’
actions at time slot ¢ is a(t) = {ay, ..., as, ...,as}. The SDN controller has the information of the
end-users’ offloaded data b(®) and the prices p® that the MEC servers announce regarding offering
their computing services. The SDN controller can determine the reputation score Rgt) for each

MEC server, which can be normalized towards defining the reward probability as follows.

R
ZSGS Rgt)

The reward probability rews )70 < rew( ) < 1 represents the potential reward that an end-user

rewgt) = (4.8)

may experience by choosing to offload its data to the MEC server s. Following the theory
of the stochastic learning automata, the action probability vector of an end-user w is Pr(t) =
[Pr,(z)17 s Pr& )57 .. Pri )S] where Pr& s is defined as the probability of the end-user u to select the
MEC server s to offload its data. Based on the theory of stochastic learning automata, the rule of

updating the end-users’ action probabilities at the SDN controller is defined as follows [[77,[7§].

Prl(f’;"l) = Prgt) b- rew Pr(t) st £ 50 (4.9a)
Prff,jl) =Pri) +b-rewd? - (1 - Pr,(i)s)’ s+ — 5 (4.9b)

where 0 < b < 1 denotes the learning parameter expressing how fast the end-users explore the
available options of the MEC servers towards offloading their data. FEq. represents the
probability of end-user u selecting a different MEC server to offload its data in the next time
slot t + 1 compared to end-user’s choice in the current time slot ¢, while Eq. expresses the
probability of end-user u to keep being served by the same MEC server. It is noted that initially,
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the end-users’ action probabilities are initialized as Prq(f,fo) = &. The MEC servers selection

learning process executed at the SDN controller is presented in the Data Offloading and MEC
Server Selection (DO-MECS) algorithm in the next section.

4.3.3 Autonomous Data Offloading & Price Setting
Problem Formulation

Following the above described reinforcement learning technique of the stochastic learning automata,
each end-user has concluded to the selection of a MEC server to offload its data. Then, the goal of
each MEC server is to maximize its profit by processing the end-users’ data, while the goal of each
end-user is to maximize its perceived satisfaction, as expressed by its utility function, by offloading
the optimal amount of data to the selected MEC server. Thus, a two-layer optimization problem

is formulated, as follows.

b = argmaz, @ UL (6, b, p) (4.10a)
p®* — argmal‘p(t)Pgt)(b(t), p(t)) (4.10b)

As it is observed by Eq. and Eq. , the MEC servers optimal price p®* and the
end-users optimal data offloading b(®* are interdependent, thus, the joint optimization problem is
formulated as a two-layer optimization framework. Initially, the end-users determine their optimal
data offloading b(®* via confronting the optimization problem of their personal utility functions
as a non-cooperative game among them. Then, at the second layer, the MEC servers determine

t)* given the data offloading of the end-users, via solving an

their optimal announced prices p(
optimization problem. The formulation and solution of the optimization problem is performed at
the SDN controller, where its advanced computing capabilities enable the fast decision-making. In

the following two subsections, we will analyze in detail each layer of the optimization problem.

Optimal Data Offloading

Initially, the optimal data offloading bgf})s* of each end-user u that has chosen to offload its data to
the MEC server s at the time slot ¢ is determined. A non-cooperative game G = (U, {AS)}, {qut)})
is formulated among the end-users who compete with each other towards determining their optimal
data offloading. The game G consists of three components: (a) the set of end-users (i.e., players)
U=1I1,...u,..,|U|], (b) the strategy space AD = [O,L(f)], where bgf)s e A and (c) the end-
user’s utility function Uét). FEach end-user wants to maximize its personal utility function, while

considering the physical limitations, as follows.
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Maz, (v U (b u)s b(t) p®) (4.11a)
st 0<bd, <1V (4.11b)

The concept of Nash Equilibrium is adopted towards determining a stable operation point for
the system. At the Nash Equilibrium point, any of the end-users has no incentive to change its
amount of data offloading, as no end-user can improve its utility by unilaterally changing its data
offloading strategy.

Definition 2. A data offloading vector " = [bgt’l*,...,bgfl*7...,b‘(3|fs],s € S is the Nash Equi-
librium point of the game G = (U, {Ag)},{Ui(f)}), if for every end-user w it holds true that
GO0 b > U B0, b)), v, ¢ 4D

In the following analysis, our goal is to show the existence and uniqueness of a Nash Equilibrium
for the data offloading game. The necessary and sufficient conditions are: (i) the strategy space
ASf),Vu € U should be non-empty, convex and compact subset of an Euclidean space RY and (ii)

the utility function qut (but )S, b(tu, p®) is continuous in bg and quasi-concave in b

Theorem 2. The Nash Equilibrium point of the game G = (U, {A,(f)},{Ui(f)}) exists and the

end-user’s best response data offloading strategy is given as follows.

B®Y 3
)%\ _ 3 (t)x _ —u ubu
BRu(b—u ) - bu,s - Bu [d(ut)pgt) ] (412)
where 0 < be)s* < Lgt).
Proof. See appendix @ O

Theorem E proves the existence of the Nash Equilibrium point of the game G and determines
the best response strategy for each end-user u. In the following theorem, the uniqueness of the

Nash Equilibrium point of the game G is examined.
Theorem 3. The Nash Equilibrium point bi(ﬁ)s*,Vu e U,s € S of the game G is unique.

Proof. Towards proving the uniqueness of the Nash Equilibrium point bffl = BR, (b( "), for cases
1 and 2 of the proof of theorem E, the Nash Equilibrium point is trivially unique, while for case 3
we should show that the best response strategy BRu(b(_tzl*) is a standard function. The properties
of a standard function are the following [79]:

« Positivity f(x) > 0;

o Monotonicity: if x > x’, then f(x

) = £(x');
o Scalability: for all a > 1, a - f(x) > f

(a-x).
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If a fixed point exists in a standard function, then it is unique. Using Eq. , the above
properties of the standard function can be easily shown for the end-user’s best response function
BR, (b(t)*) Thus, the Nash Equilibrium point of the game G is unique. O

In conclusion, it is noted that the optimal data offloading of each end-user is given by Eq. .

Optimal Pricing of the MEC Servers Computing Services

In this subsection, the optimal pricing of the MEC server’s computing services is determined

towards maximizing the MEC servers’ profit given the offloaded data of the end-users. Combining

Eq. @, Eq. and Eq. , the corresponding optimal pricing problem of the MEC servers
can be written as follows.

(®)x — () () pE) (t t) u O‘uﬂu t) _u Ozuﬂu _
p'** = argmazyw PV (0™, p") = (1] Z d(t) O Z d“) s —1]
uelU u Ps uelU Ds
(4.13)
Based on Eq. , it is observed that the optimal pricing problem of the MEC servers’

computing services is a function only of their prices pgt).

Theorem 4. The optimal pricing announced by each MEC server for its computing services given

the end-users offloaded data and towards mazimizing its own profit is given as follows:

0
®) B
ufucs’ Yy d(t)

1Yo BY,

Proof. See appendix @ O

(t)* _ [

Ps ]}/ (4.14)

Data Offloading and MEC Server Selection (DO-MECS) Algorithm

In order to solve the aforementioned joint problem, an iterative and low-complexity algorithm
is introduced towards realizing the Data Offloading and MEC Server Selection (DO-MECS algo-
rithm). The DO-MECS algorithm consists of two main components. At the first component, the
MEC server selection by the end-users is executed following the theory of the stochastic learning
automata, as presented in section . Then, at the second component of the DO-MECS algo-
rithm, the end-users’ optimal data offloading and the MEC servers’ optimal pricing is determined,
as presented in section . It is noted that the first part of the DO-MECS algorithm runs at
the beginning of each time slot, while the second part of the algorithm runs for multiple iterations

within each time slot. The pseudocode of the proposed algorithm is presented in Algorithm m
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Algorithm 1 DO-MECS Algorithm

Step 1: Initialization — At the first time slot ¢ = 0, set the initial MEC server selection
probability vector as Pry(t = 0), where Pr, (t =0) = %,Vu elU,seSs.

Step 2: MEC Server Selection — At the beginning of each time slot (¢ > 0), each end-
user chooses a MEC server to offload its data based on its action probability vector Pry(t). If
Pry, s(t) > 0.999 for all the MEC servers s, then stop. Otherwise, set ¢ = 0, where 7 denotes the
iteration of the second part of the algorithm.

Step 3: Optimal Data Offloading — Each end-user has been associated with a MEC server
and all the MEC servers announce their prices. FEach end-user determines its optimal data
offloading based on Eq. .

Step 4: Optimal Pricing — Given the end-users’ offloading data, each MEC server determines
the optimal pricing of its computing services based on Eq. @

Step 5: Convergence — If |bqg7):|i+1 - be):‘|l| < € and |pgt)*|i+1 —pgt)*\i| < e,Vs € S,u €
U, where €1, € (small positive constants) are the convergence control parameters, then stop.
Otherwise, go to Step 3.

Step 6: Update — Update the end-users’ action probabilities based on Eq. and Eq.

and return to Step 2.

4.4 Framework Evaluation

In this section, we provide some numerical results illustrating the operation, features and ben-
efits of the proposed DO-MECS framework. In section , we focus on the pure operational
characteristics of our framework, while in section a comparative evaluation of our approach
against alternative methodologies is provided. The algorithm and simulations were implemented
in Python (with NumPy), and executed on a Intel Core i5-4300U laptop with CPU @ 1.90GHz x
4 and 8Gb RAM. Unless otherwise explicitly indicated, a detailed Monte Carlo analysis has been

executed for all the presented numerical results considering averages over 1000 executions.

4.4.1 Operation of the DO-MECS Framework

Towards illustrating the successful operation of the DO-MECS framework, we performed detailed
simulations considering two main cases regarding the end-users that reside within the MEC en-
vironment: a) homogeneous end-users, and b) heterogeneous end-users, with reference to their
sensitivity on the pricing imposed by the MEC servers (i.e., end-user dynamics d? in Eq. @) In
our simulations, we consider S = 5 MEC servers and U = 100 end-users, while for demonstration
purposes the weights wy, ws, w3 in Eq. @ have been considered of same importance, and each one
equal to 1/3.

We consider a business perspective with respect to the MEC servers, in the sense that they
present different characteristics with respect to parameters such as cost, discount factor, etc.. The
parameters that characterize the different MEC servers are presented in Table @ Regarding the
communication part of the network operation, each MEC server assumes to receive data from the
users via its own wireless channel (e.g., subcarrier). Thus, each user senses the interference only

from the users that are offloading to the same MEC server. It is noted however that in this work,
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Table 4.1: MEC servers’ characteristics

Server cost ¢ discount f

server 1 0.12 0.05
server 2 0.14 0.04
server 3 0.20 0.02
server 4 0.17 0.03
server 5 0.13 0.05

the transmission power control problem is not treated, and is assumed that users transmit with

fixed power.

Homogeneous End-users

Initially, with respect to the scenario of homogeneous end-users, we present in a comprehensive
manner indicative numerical results regarding the pure operation of the DO-MECS algorithm,
in order to gain some insight about the key operational characteristics and contributions of the
various components of our framework. We have considered a simplistic demonstration scenario
where each users’ maximum amount of data is the same Lst) = 1000 Bytes, which however does
not harm the validity of the observations but instead verifies the operational characteristics of our
proposed approach. We do not consider or differentiate them based on the nature of the executed
tasks or on parameters related to the computing or data intensity. It is also stressed that the
focus of this work and of the corresponding evaluation results is on the decision making process of
the data offloading (i.e. server selection and part of data to be offloaded), and not on the actual

offloading or the computation processing itself.

(847, ()
) ((a—r{ml
k#s k k
Specifically, Fig. @ presents the relative pricing of each MEC server, i.e., — & mORS

as it is determined at the end of each time slot with respect to the time slots that the DO-MECS
algorithm needs to converge. It is observed that in all cases convergence is obtained in less than
3000 time slots, while for practical purposes less than 2000 time slots are sufficient, corresponding
to actual running time of less than 14 seconds for learning rate b = 0.2. Note that significantly
lower convergence times can be achieved if higher learning rates are considered, as demonstrated
later in section . It also clarified that the times measured and reported here, refer to the
convergence of the overall DO-MECS algorithm in our simulation (i.e. decision making process),
where the users conclude to a stable selection of MEC servers in order to offload their data to be
further processed.

As it is presented in Fig. @ and Fig. @, the greater the relative pricing for each MEC server,
the more attractive it becomes for the end-users. Server 1 clearly accumulates the majority of the
end-users since from Table @ we notice that Server 1 has both the smallest cost and offers the
highest discount compared to the other MEC servers. The same trend and reasoning follows for

the rest of the servers. Please note here that due to the homogeneity of the considered population
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each end-user offloads the same amount of data (in this experiment offloads its total data, i.e.,
L(f) = 1000 Bytes), to the corresponding selected MEC server, as determined by the MEC Server
Selection process (Step 2 of DO-MECS Algorithm) based on the theory of the stochastic learning
automata (section ) In the following section, a different scenario with heterogeneous end-users
is considered and demonstrated, where the end-users decide to offload different amounts of data,
based on the overall system dynamics.

As expected, the congestion on each MEC server, i.e., (1 + CONG,)3, follows the same trend
as the number of end-users selecting each MEC server. The latter observation is expected, as the

more end-users select to offload their data to a MEC server, the more congested that MEC server

Zt,g{1 T} ZueUb'(ut,)s

becomes (Fig. @) and a greater penetration, i.e., et
Zses Zte{l

is achieved by that
L 18 ac
T} ZuEU U,

server. In particular, the MEC servers’ penetration in serving the end-users computing demands

,,,,,
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Figure 4.7: MEC server’s reputation score vs Figure 4.8: MEC server’s profit vs time slots

time slots

is presented in Fig. @

Furthermore, from Eq. Q, we observe that the reputation score Rg depends on the relative
pricing, the congestion and the penetration of the MEC servers. The R essentially controls the
probability based on which each end-user will select a server to offload its data. In Fig. @, the
results illustrate that the proposed DO-MECS framework tries to boost "weaker” servers in order
to allow them to gain some traction on the market. Additionally, Fig. @ presents the profit
Ps(t)(b(t), p(t)) that each MEC server receives based on its price announcement and the end-users’
data offloading. The results reveal that Server 1 achieves the highest profit due to the combined
effect of having the lowest cost (Table @) and attracting a large number of end-users, despite the
fact that it presents the lowest price as shown in Fig. @ The same trend is followed from the
rest of the servers, which indicates that the announced price by the MEC server is not the only
dominant factor in shaping the server’s profit, but also the number of end-users that select to be

served by a server is a key parameter in determining the server’s overall profit.

Heterogeneous End-users

In this section, we consider the scenario of heterogeneous end-users, i.e., the end-users demonstrate
different spending dynamics (i.e., de)) and therefore potentially may offload different parts of their
total data L(f) to the selected MEC server. Specifically, in Fig. @, we present the convergence
of the amount of offloaded data for 10 indicative end-users from the overall available set in the
simulated scenario. The results indicate that as the end-users have different spending dynamics, the
announced price by each MEC server has different impact on each end-user in terms of determining
its amount of offloaded data. Due to the differentiation of the end-users’ spending dynamics, the
MEC servers are motivated to adjust their announced prices in order to better adapt to the volume
of the end-users’ offloaded data. The aforementioned behaviour is captured in Fig. , where it is
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observed that the "weaker” servers are willing to drop their price in order to increase their stability

and penetration on the market, while the stronger ones increase their price to avoid congestion.
Moreover, in Fig. @.11 and Fig. , the total number of end-users per MEC server and the

corresponding amount of offloaded data per MEC server are presented, respectively.

4.4.2 Comparative Evaluation

In this section, we present some comparative results of the performance of our proposed framework

against some alternative strategies, in order to reveal its benefits and advantages. Initially, we

present the impact of the learning rate parameter of the stochastic learning automata as presented
in section in the operation of the DO-MECS framework, and then we evaluate the benefits

and drawbacks of different data offloading mechanisms.

63



4.4. FRAMEWORK EVALUATION INTELLIGENT DYNAMIC OFFLOADING

b =0.10 b = 0.10

148.0 —
19800 W e
= 0.3¢ 147.5 /

19700 o 7

=0.50

19600

...

o

o

(=]

o
users' utility
[ = [
» » »
-] -} ~N
(-] wu (-]

19400

servers' welfare

145.5
19300

145.0
19200

1] 2000 4000 6000 8000 10000 o 2000 4000 6000 8000 10000
timeslots timeslots

Figure 4.13: Average MEC servers’ profit vs  Figure 4.14: Average end-users’ utility vs time
time slots for different learning rates slots for different learning rates

Different learning rates

As we can see from Eq. @ and @, the learning rate parameter b is an important factor regarding
the convergence of the DO-MECS framework to the optimal stable state. Greater values of the
learning rate would lead to faster convergence, however smaller ones allow the end-users to better
exploit the available options and ultimately conclude to better states. In order to demonstrate the
above tradeoff, a comparative evaluation between different values of the learning rate are performed.
Table @ shows the average execution time of our DO-MECS framework until convergence is
achieved, while Fig. and Fig. present the average MEC server’s profit and the average
end-user’s utility for different learning rates, respectively. Indeed, it is observed that small values of
the learning rate parameter b conclude to slow convergence of the DO-MECS algorithm, however,
they allow the MEC servers and the end-users to achieve higher average profit and higher average
utility, respectively. Based on Fig. and Fig. , we can see that the difference on the
convergence state (i.e., average MEC servers’ profit and average end-users’ utility) between learning
rates b = 0.1 and b = 0.2 is negligible, while the difference in the convergence time is significant.
This is also evident from the execution times presented in Table @, where for b = 0.2 the DO-
MECS algorithm converges five times faster than in the case where b = 0.1, while by using a
higher value for b (i.e. b= 0.5) we can achieve convergence times lower by an order of magnitude.
Thus, a learning rate of b = 0.2 presents a good balance between optimality and efficiency. The
convergence time of the DO-MECS algorithm can be further improved by adopting one of the
following strategies or a combination of them: (a) increase the learning rate b, (b) initiate the
algorithm from an ”educated” point of MEC servers’ selection by the users, i.e., instead each user
randomly selecting a MEC server at the first step of DO-MECS algorithm, it can use previous
knowledge that will be available in a realistic environment after the initial interaction of the users

with the MEC servers, and (c) simplify the functions used at the expense of precision.
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Table 4.2: Execution time for different learning rate values.

learning rate Execution Time (sec) Number of timeslots

b=0.1 147.2s 11053
b=0.2 27.5s 2959
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Figure 4.15: Average MEC servers’ profit vs  Figure 4.16: Average end-users’ utility vs time
time slots for different offloading mechanisms slots for different offloading mechanisms

Different offloading mechanisms

Towards evaluating the significance of the game theoretic data offloading mechanism proposed by
our DO-MECS framework, a comparison between our mechanism and a computationally simplistic
mechanism where each end-user offloads a fixed portion (i.e., percentage) of its data was performed,
while for fairness purposes the rest of our proposed framework (i.e., server selection and optimal
pricing mechanisms) was kept intact in all strategies. Specifically, with respect to the alternative
data offloading mechanism three different variations were examined, where the end-users send 25%,
58.6% and 100% of their total data Lgt), respectively, to the selected MEC servers. It should be
noted here that the alternative with fixed portion (i.e., percentage) of 58.6% data offloading of user’s
maximum amount of data was selected because it corresponds to the same exactly average end-user
data offloading, as the one produced by our proposed framework in the considered experiment.
The corresponding comparative results are depicted in Fig. and Fig. ¥.16, where the
average MEC servers’ profit and the average end-users’ utility, respectively, as a function of the time
for the different offloading mechanisms are obtained. In particular, it is evident that as expected the
more data the end-users offload to the MEC servers, the higher profit the MEC servers experience.
However this happens at the cost of very low average utility experienced by the end-users, as
clearly demonstrated from the curves corresponding to the 100% offloading alternative. Moreover,

it is observed that by allowing the end-users to send a constant amount of data without enabling
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them to dynamically adapt their offloading amount of data based on the system’s conditions, as
proposed by our framework, always results to significantly lower average end-users’ utility. As a
result, the proposed DO-MECS framework offers incentives to the end-users to participate in the
non-cooperative data offloading game in order to dynamically and autonomously determine the
optimal amount of data, while the MEC servers experience the best levels of profit that they can

achieve based on the decisions of their customers, i.e., the end-users.

4.5 Summary

In this chapter, the joint problem of MEC server selection by the end-users, along with their optimal
data offloading and the optimal price setting by the MEC servers was studied in a multiple MEC
servers and multiple end-users environment. The flexibility and programmability offered by the
SDN technology, enables the realistic implementation of the proposed framework. In particular,
the MEC server selection part of the framework was based on a reinforcement learning technique
adopting the theory of the stochastic learning automata. The end-users optimal data offloading
and the MEC servers’ optimal pricing of their computing services was formulated as a two-layer
optimization problem. At the first layer, a non-cooperative game among the end-users of each server
was formulated towards maximizing the perceived satisfaction of each end-user, as expressed by
an appropriately formulated utility function. The existence and uniqueness of the game’s Nash
Equilibrium point was proven, thus concluding to the end-users’ optimal data offloading strategy.
At the second layer of the proposed framework, an optimization problem of each MEC server’s
profit was formulated and the corresponding optimal price of its computing services is determined.

A low-complexity Data Offloading and MEC Server Selection (DO-MECS) algorithm was intro-
duced to realize the overall framework. The operation and performance of the proposed framework
was extensively evaluated through modeling and simulation, while the presented detailed numerical

results demonstrate its performance and benefits in the examined setting.
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Chapter 5

Risk-aware Data Offloading in UAV-Assisted
Multi-access Edge Computing

5.1 General Setting

The ways to effectively make use of Multi-access Edge Computing vary, depending on the set-
ting and the underlying infrastructure. More recently, Unmanned Aerial Vehicle (UAV)-assisted
Multi-access Edge Computing (MEC) systems have emerged as a flexible and dynamic computing
environment, providing task offloading service to the users. Combined with the MEC concept,
Unmanned Aerial Vehicles (UAVs), equipped with communication and computing facilities, could
become a core component of next generation networks due to their salient attributes, such as
hovering ability, flexibility and effortless deployment, maneuverability, mobility, low cost, strong
line-of-sight (LoS) connection links, adjustable usage, and adaptive altitude. The MEC servers
are embedded in the UAVs that fly in closer proximity to the users compared to the conventional
MEC servers typically residing at the Macro Base Stations (MBSs) or at the Access Points (APs).
Thus, the UAV-mounted MEC servers more efficiently support the end users applications’ data
offloading and processing at the flying edge servers, by creating a flexible and dynamic computing
environment paradigm [80].

In order for such a paradigm to be viable, the operator of a UAV-mounted MEC server once
again should enjoy some form of profit by offering its computing capabilities to the end users.
To deal with this issue, we proposed a usage-based pricing policy for allowing the exploitation of
the servers’ computing resources which implicitly introduced a more social behavior to the users
with respect to competing for the UAV-mounted MEC servers’ computation resources. In order to
properly model the users’ risk-aware behavior within the overall data offloading decision-making
process, the principles of Prospect Theory were adopted, while the exploitation of the available
computation resources was considered based on the theory of Common Pool Resources and the
theory of the Tragedy of the Commons [81]. Initially, the user’s prospect-theoretic utility function

was formulated by quantifying the user’s risk seeking and loss averse behavior, while taking into
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account the pricing mechanism. The users’ risk-aware data offloading problem was thus formulated
as a distributed maximization problem of each user’s expected prospect-theoretic utility function
and addressed as a non-cooperative game among the users, enabling them to make their own
decisions concerning their perceived Quality of Experience. In order to prove the existence of a
Pure Nash Equilibrium (PNE) for the resulting game, the theory of submodular games was utilized
and an iterative and distributed algorithm which converges to the PNE was proposed, following
the learning rule of the best response dynamics.

In particular, we assumed that the users have two available options for executing their tasks,
namely the local computation and the remote computation, the latter achieved through data of-
floading. The local computation resources of the user’s device acts as safe resources, since the users
do not compete with each other for consuming those resources. On the other hand, the compu-
tation resources of the UAV-mounted MEC server were treated as a Common Pool of Resources
(CPR), as they are non-excludable, i.e., all the users have the right to exploit them, while they
are rivalrous and subtractable, i.e., their exploitation by one user reduces the ability to be ex-
ploited by another user. In principle, the UAV-mounted MEC server resources have the potential
to provide significantly higher satisfaction to the user (compared to the lower satisfaction that
could be obtained through the limited user local computation resources), if properly utilized and
allocated. However, if the users selfishly offload their data to the UAV-mounted MEC server, then
the computing capabilities of the latter will be overexploited resulting in suboptimal outcomes for
the entire set of users, possibly leading to the complete “failure” of the CPR UAV-mounted MEC
server. The failure of the CPR UAV-mounted MEC server refers to its inability to concurrently
handle the large amount of offloaded data and corresponding computation tasks by the users, due

to its limited computation capability.

5.2 Related Work

Several studies have been made on UAV-mounted MEC servers and various solutions have been
proposed to the arising problems. [82] discusses the benefits introduced by the UAV-mounted MEC
servers with respect to caching and computing, in a hybrid architecture consisting of UAV-mounted
and ground MEC servers. In [83] a cloud-based UAV-assisted system is introduced and its stability
with respect to the sensors big data offloading rate is studied while in [84,85] the usage of a UAV-
assisted public safety network is investigated. In [86] a fleet of UAV-mounted MEC servers is
considered and the optimization problem of increasing the UAVs fleet lifetime, while decreasing
the overall computation time of the users’ offloaded tasks, is formulated and solved. In particular,
the authors exploit neighboring UAV clusters with sufficient computing resources to offload the
users’ computation tasks. In [87] the power investment of users in a UAV assisted communication
environment with both normal and malicious users is considered, while in [88] the bandwidth usage
of a UAV-based communication is studied.

In [89] a joint optimization problem to optimize the users’ data offloading to the UAV-mounted
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MEC servers, the UAVS’ trajectory, and the data allocation during transmission to the different
UAVs is formulated. An end-to-end solution is introduced in [90], where the authors jointly op-
timize the users’ data offloading to the UAV-mounted MEC servers (i.e., uplink) and the output
processed data returned to the users (i.e., downlink), while considering the computation tasks’
latency constraints. [91] focuses on the UAV-mounted MEC servers’ energy constraints to jointly
optimize the users’ data offloading by considering orthogonal and non-orthogonal communication
multiple access techniques, and the UAVS’ trajectory. Furthermore, [92,93] consider a wireless
powered communication environment, where the UAVs except from acting as UAV-mounted MEC
servers providing computing services to the end-users, they also provide energy to them. Accord-
ingly, the users can exploit the harvested energy to perform local computing and/or transmit their
data to the UAV-mounted MEC servers.

Research has also been performed concerning the loss averse and risk seeking behavior in terms
of exploiting the system’s available resources, especially in resource-constrained environments. In
order to capture this risk-aware behavior, Prospect Theory has been adopted in various environ-
ments and application domains. In [94] the problem of spectrum usage by virtual wireless operators
is studied, where users can sense for unused spectrum in a licensed band or lease spectrum from a
spectrum owner while in [[77,95] the unlicensed band is treated as a Common Pool Resource and
the concept of pricing users’ power investment is investigated. In [96] a device-to-device (D2D)
communication is considered as a promising alternative to cellular mode of communications where
D2D devices receive strong interference opportunistically accessing the same spectrum, resulting
in uncertainty of the resulting QoS. By allowing users to engineer the protocols in wireless commu-
nications, [97] allows users to adjust their transmission probabilities over a random access channel
in order to successfully transmit, leading to energy and delay costs, and in [98] the utility function
of each user is considered time-varying depending on the previously observed user experience and a
dynamic reference point on the utility function and a dynamic value function are proposed. Inter-
esting problems on antijamming [99], autoscaling in cloud computing [100] and network slicing [[101]
have also been tackled with the help of Prospect Theory. Finally the principals of Prospect Theory
have been combined with blockchain and in [102] and similar prospect-theoretic approaches have
been successfully applied in other environments as well such as power grids [103,[104], network

security [105,106] and more.

5.3 Proposed Framework

5.3.1 System Model

A UAV-assisted multi-access edge computing system is considered, consisting of a set of mobile
users N = {1,...,n,..., N} and a UAV-mounted MEC server. Each user n has a computation task
Jy, that needs to execute. Each task is accordingly defined as J,, = (b,, d,,), where b,, [bits] is the
user’s n size of the input data needed for the computation task and d,, [CPU-cycles] is the number

of CPU cycles required in order to accomplish the computation task. The UAV-mounted MEC
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6 User

{3} Local Computation
-=%= UAV-mounted MEC server

Figure 5.1: UAV-assisted multi-access edge computing system.

server is available to the users to offload and process their data remotely instead of processing them
locally on their device and consuming their own local resources. Each user decides to offload b £¢
[bits] data to the UAV-mounted MEC server, while the rest (b, — bMF¢) |bits] data are processed
locally on the user’s device. An indicative topology of the considered UAV-assisted MEC system
is presented in Fig.@. In this work we mainly focus on the modeling and provisioning of the
computing resources, rather than on the user to UAV wireless communication aspects. The UAV
flexibility and adaptability capabilities can ensure strong communication channels and links with
the users.

For each user n, the time 7, [sec] to process the whole amount of data b, locally is defined as:
. dy
b= 2
Y

where f,, [CPU-cycles/s] is the computation capability of each user’s n device. Apart from the

(5.1)

processing time needed, each computation task has some energy requirements as well. The energy

én, [J] needed to process the whole amount of data b, locally for each user n is defined as:

én = Yndn, (5.2)
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where 7, [J/CPU-cycle] is the coefficient denoting the consumed energy per CPU cycle locally at
each user’s n device.

We assume that the UAV-mounted MEC server applies a fair usage-based pricing policy to the
users, while charging them proportionally to their offloaded data and to their demand of consuming
computation resources, as they are indicated by the nature of their computation task. Thus, the
cost imposed by the UAV-mounted MEC server to the user n in order to process the user’s offloaded
data bMEC is defined as:

MEC

b
cn(b%EC) =cd, "b (5.3)

where ¢ [1/CPU-cycles] represents a constant pricing factor imposed by the UAV-mounted MEC
server to every user. Intuitively, the cost imposed to each user is proportional to the percentage
of the number of CPU cycles d,, of the user’s computation task that is actually offloaded, i.e., the
greater the part of the computation task offloaded to the UAV-mounted MEC server is, the greater
is the cost that the user experiences by the UAV-mounted MEC server to process remotely its data.
It is noted that, without loss of generality, the cost ¢, (bMF¢) imposed by the UAV-mounted MEC
server to the user n in order to process the offloaded data of the latter is assumed to be a unitless
metric in this research work, and can represent any type of usage-based cost or monetary cost in
a realistic implementation.

Based on the above proposed model, we can therefore formulate the problem of determining
the optimal bMEC* that each user should offload considering each user’s risk-aware behavioral

characteristics and the pricing imposed by the UAV-mounted MEC server.

5.3.2 Users’ Prospect-Theoretic Utility

In the dynamic computation environment considered in this research work, consisting of the UAV-
mounted MEC server’s and the users’ local computing capabilities, the users exhibit a risk-aware
behavior in terms of deciding where to process the data of their computation tasks. Therefore,
the users do not act as risk-neutral utility maximizers following the conventional Expected Utility
Theory (EUT) [107], but instead they rather exhibit a loss averse or gain seeking behavior when
utilizing the UAV-mounted MEC server’s computation resources. To capture the exploitation and
usage characteristics and principles of the available computation resources in the considered UAV-
assisted MEC system, we adopt the theory of the Tragedy of the Commons [81]. Specifically, the
UAV-mounted MEC server’s computation resources are considered as a Common Pool of Resources
(CPR), as all the users have access to them and can offload their data to the UAV-mounted MEC
server in order to be processed. If the users overexploit the computation resources of the UAV-
mounted MEC server, the latter will fail to serve their computation demands and none of the users
will be satisfied. On the other hand, the user’s device’s local computation resources are considered
as safe resources, as each user exclusively exploits them for its own benefit. It is noted that the

safe resources provide a guaranteed satisfaction to the user; however, the user can potentially
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experience lower satisfaction compared to exploiting the CPR, as the user has to spend its own
resources, e.g., energy to process locally its data.

Towards capturing the users’ loss averse and gain seeking behavior in terms of exploiting the
CPR and safe computation resources, the principles of Prospect Theory are adopted [24]. As we
saw in section @, Prospect Theory is a behavioral economic theory that quantifies individuals’
behavioral patterns, which demonstrate systematic deviations from the Expected Utility Theory.
Under the prospect-theoretic model, the users experience greater dissatisfaction from a potential
outcome of losses compared to their satisfaction from gains of the same amount. In addition, the
level of the users’ satisfaction and dissatisfaction is evaluated with respect to a reference point,
which is considered as the ground truth of the examined system. Following the principles of

Prospect Theory, the user’s prospect-theoretic utility is defined as [24]:

(Un - Un,O)a” if Un 2 Un,O
P, (U,) = ’ (5.4)
—kn(Uno — Uy)Pr,  otherwise
where U, o = ﬁbn denotes the reference point expressing the user’s n perceived satisfaction

by processing all of its data locally at its device, which is the safe choice in terms of receiving
a guaranteed satisfaction. Similarly, U,, denotes the user’s actual perceived satisfaction from
offloading part of its data to the UAV-mounted MEC server, and is given by Eq.@ below.

The parameters oy, 3, where a,, 8, € (0,1] express the sensitivity of users to the gains and
losses of their actual perceived satisfaction U,, respectively. In particular, the user’s risk averse
behavior in gains and risk seeking behavior in losses is captured by small values of the parameter
ay, € (0,1]. Similarly, a small value of the parameter 3, € (0,1] captures a higher decrease in
the user’s prospect-theoretic utility, when its actual perceived satisfaction is close to the reference
point. It is noted that the values of the parameters «,, 3, can be determined and quantified
based on statistical analysis of existing open datasets stemming from qualitative results of users’
behavioral models (e.g. [108]). Furthermore, the loss aversion parameter k,, € (0, 00) quantifies the
impact of losses compared to the gains in user’s prospect-theoretic utility. Specifically, for k,, > 1,
the user weighs the losses more than the gains, while the exact opposite holds true for 0 < k,, < 1.
For simplicity and without loss of generality, in this work, we assume «,, = (.

Specifically, the user’s actual perceived satisfaction from offloading part of its data (denoted
by bMEC) to the UAV-mounted MEC server is denoted as U, (b)) and is formally defined as

follows:

——Dn, if MEC =0
Un(bBMEC) = &L (b, — bMFC) 4 BMPC RoR(d,) — ¢, () FC), if bMFC £ 0 & MEC survives
7 1@ (b, — BMECY — ¢, (bBMEC), if BMEC =£ 0 & MEC fails

(5.5)

The first branch of Eq.@ expresses the user’s actual perceived satisfaction from processing all
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of its data locally to its mobile device. The second branch of Eq.@ captures the user’s actual
perceived satisfaction by processing part of its data locally (first term) and part of them to the
UAV-mounted MEC server (second term), while experiencing the corresponding usage-based cost
(third term) for exploiting the UAV-mounted MEC server’s computation resources in the case that
the MEC server can process all the users’ requests. The third branch of Eq.@ represents the user’s
utility in the case that the MEC server fails to process the users’ data due to its overexploitation.
The user’s actual perceived satisfaction from processing part of its data to the UAV-mounted
MEC server depends on the server’s rate of return function RoR(d,), where d,(b™MEC) pMEC —

(VMEC . bMEC) is a normalized increasing function with respect to the users’ total demand of

computation resources by the UAV-mounted MEC server. The vector bMEC = (pMEC " b%EC)
denotes the data offloading strategies of all the users in the examined system to the UAV-mounted
MEC server. For demonstration purposes and without loss of generality, the users’ total demand
function d,(bMEC) € [0,1] of computation resources by the UAV-mounted MEC server is defined

as follows:

2
d,(bMEC) — _1 4 (5.6)
byMEC

N
=0 dn
1 _|_ e n=1

where 6 > 0 is a positive constant calibrating the sigmoidal curve of Eq.@ based on the computing
capabilities of the UAV-mounted MEC server. The users’ total computation demand function
d,(bMEC) is a continuous and strictly increasing function with respect to the users’ total amount
of offloaded data. Eq.@ is a representative example of the users’ total computation demand
function, while any other function that follows the above described properties can be adopted for
the following analysis without loss of generality. In a nutshell, the UAV-mounted MEC server’s
rate of return function RoR(d,) provides positive experience, i.e., RoR(d;) > 0, if the server
has sufficient computation resources to serve the users’ total computation demand d,(bMEC).
The UAV-mounted MEC server’s rate of return function RoR(d.) is a continuous, monotonically
decreasing, and concave function with respect to the users’ total demand of computation resources,
since the server’s computation resources assigned to each user and correspondingly the users’
perceived actual satisfaction decrease for increasing values of the users’ total computation demand.
For demonstration purposes, in this work, we adopt an indicative rate of return function that

respects all aforementioned properties and is defined as follows [[109]:

RoR(d,) =2 — %1 (5.7)

Following the above discussion and focusing on the user’s prospect-theoretic utility function, it
is noted that the first branch of Eq.@ expresses the user’s n risk-aware satisfaction in the case that
the UAV-mounted MEC server survives and can support the users’ total computation demand. In
that case, each user targets at the maximization of its gains, while, in the opposite case, i.e., the

second branch of Eq.@, the user targets at the minimization of its losses, as the UAV-mounted
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MEC server has failed due to overexploitation.
If the UAV-mounted MEC-server survives, then the user’s actual utility is determined by the
second branch of Eq.@, given that the user offloaded part of its data to the MEC server. Thus, in

combination with the first branch of Eq.@, the user’s prospect-theoretic utility is given as follows:

Prfum'(Un) - (Un - Un,O)a"

= (bMECyon[(2 — dr=1) — _ I C@]an (5.8)

If the opposite holds true, that is, the UAV-mounted MEC server’s computation resources
are overexploited by the users and the server fails to serve them, then by combining the second
branch of Eq.@ and the third branch of Eq.@, the user’s prospect-theoretic utility can be written

as follows:

Pr{ail(Un) = _kn(Un,O - Un)a"
1 d (5.9)
= e (BY1EC) (o e
tnen bn

Furthermore, the probability of failure of the UAV-mounted MEC server, which is the server’s
probability to fail serving the users’ total computation demand d, (Eq.@)7 is denoted by Pr(d,).
The UAV-mounted MEC server’s probability of failure function Pr(d,),0 < Pr(d,) <1 is assumed
to be continuous, strictly increasing, convex, and twice differentiable function with respect to the
users’ total computation demand d,. In the following, we adopt the square function to present the

UAV-mounted MEC server’s probability of failure, as shown below:

Pr(d,) = d? (5.10)

It is noted that the rest of the analysis still holds true for any probability of failure function
that is characterized by the properties described above and the selection of the square function
for the probability of failure is mainly made for presentation purposes. Accordingly, the UAV-
mounted MEC server’s probability to survive and process the users’ total amount of offloaded data
is (1 — Pr(d;)). Moreover, due to the nature of the user’s total computation demand (Eq.@),
the UAV-mounted MEC server’s probability of failure (Eq) is convex on low to medium users’
computation demand and concave on high demand, while it asymptotically converges to one, as
shown in Fig.@.

Combining Eq. @—, the user’s expected prospect-theoretic utility by offloading b»#¢ data
to the UAV-mounted MEC server is defined as follows, jointly capturing the uncertainty of the
UAV-mounted MEC server’s computation resources, the pricing of the UAV-mounted MEC server,

as well as the user’s risk-aware characteristics in its data offloading decision:
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Figure 5.2: Probability of failure vs  when Pr(z) = (-1 + 14—%)2

E(U,) = P4 (U,)(1 — Pr(d,)) + P/ (U,) Pr(d,). (5.11)

5.3.3 Risk-Aware Data Offloading

In this section, the distributed risk-aware data offloading problem in UAV-assisted multi-access
edge computing systems is formulated by adopting the principles of non-cooperative game theory
and solved based on the theory of S-modular games.

Each user aims at maximizing its expected prospect-theoretic utility function (Eq) by
distributedly and autonomously deciding its optimal data offloading strategy bM¢* to the UAV-
mounted MEC server, while considering the imposed pricing policy and its personal risk-aware
characteristics. Accordingly, the users’ risk-aware data offloading problem is formulated as a dis-

tributed optimization problem as follows:

., max E(Un(bﬁ/[ECabll/Ich))
bMECE[0,b,,] (5.12)

s.t. 0 < bMEC <p,

where bMEC denotes the amount of the offloaded data by the rest of the users except for user n.

The distributed optimization problem of users’ data offloading can be formulated as a non-
cooperative game among the users G = [N, A, E(U, (bMFC bMEC))] where N is the set of
users, A, = [0,b,] is the user’s n data offloading strategy space, and E(U,, (b} F¢ bMEC)) denotes
the user’s n expected prospect-theoretic utility function, as defined in the previous section. The
solution of the non-cooperative game G should determine each user’s optimal data offloading

MECx*
bn

strategy in order to maximize its expected prospect-theoretic utility. Towards analytically

(0]
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seeking the solution of the risk-aware data offloading problem (Eq) we seek to find the Pure
Nash Equilibrium (PNE) of the game G.

Definition 3. (Pure Nash Equilibrium Point): A data offloading vector bMEC*
(BMEC bMEC*) in the strategy space bMEC* € A, = [0,b,] is a Pure Nash Equilibrium

point if for every user n the following condition holds true:

E(U, (bMEC* pMEC)) > g(U,, (bMEC pMECH)) (5.13)
for all BMEC € A,,.

The physical interpretation of the above definition is that, at the Pure Nash Equilibrium point,
no user has the incentive to unilaterally change its data offloading strategy to the UAV-mounted
MEC server given the data offloading strategies of the rest of the users, as its achieved expected
prospect-theoretic utility cannot be improved.

In order to prove the existence of at least one PNE of the non-cooperative game G as a solution
of the maximization problem of Eq.7 the theory of submodular games is adopted [110]. The
submodular games are characterized by strategic substitutes, i.e., when a user offloads more data
to the UAV-mounted MEC server, the rest of the users tend to avoid following similar behavior,
as the UAV-mounted MEC server’s computation resources can become overexploited and none
of the users be satisfied. The submodular games are of great interest and practical importance
as an optimization tool, due to the fact that they guarantee the existence of at least one PNE,
while learning and adjustment tools (such as the best response dynamics) can be used in order to

determine such a point.

Definition 4. (Submodular Games): The non-cooperative game G = [N, A,,, E(U,,)] is submod-
ular, if, for all the users, the following conditions hold true [16,111]:

1. A, is a compact subset of an Euclidean space.

2. E(U,(bMPC bMEC)) is smooth, submodular in b ¢ and has non-increasing differences in

MEC },MEC) ; 8’E,, (bMF°)
(bn 7b—n )7 l'e'? abAlé]CabMEC — 0
j bt

Theorem 5. The non-cooperative game G = [N, Ap, E(U, (bMPC bMECY)] is submodular for all

d, € (0,u), where u € (0,1), and ¢ < Z—Z(l -z 16 ), and has at least one Pure Nash Equilibrium
point.
Proof. See appendix @ O

5.3.4 Distributed Data Offloading Algorithm

Towards enabling the users to determine their optimal data offloading strategy bMFC* in a dis-

tributed manner, the Best Response Dynamics (BRD) approach is adopted. The best response
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Algorithm 2 Risk-aware data offloading algorithm

Input: N, ¢, by, dn, fn, Yn, ¥ €N
Output: bMEC*

for n € N do
bMEC ¢ user selects an arbitrary value
end for
t=0
while not converged do
t++
for n € N do
BMEC « arg max E,, (bMEC bMEC)
end for
if bMEC*——pMEC* then
converged
end if
end while
return bMEC~

strategy of each user subject to the selected data offloading strategies of the rest of the users is

formally determined as follows:

BR(WMEC pMEC) _ pMEC* _  aromax E(U, (bMEC, bMEC)), (5.14)
bMECE[0,by,]

Given that we have already proven that the non-cooperative game G = [N, A,,, E(U,,)] belongs
to the class of submodular games as stated above, and therefore possesses at least one PNE point,
it also readily follows that the iterated best-response dynamics always converges to a Pure Nash
Equilibrium point [[112,[113].

Subsequently, capitalizing on the above argumentation, a distributed iterative and low-complexity
algorithm is introduced in order to determine the users’ optimal data offloading strategies to the
UAV-mounted MEC server and is presented in Algorithm E The proposed algorithm follows the
philosophy and principles of the best response dynamics learning mechanism, and, at each itera-
tion, each user aims at maximizing its expected prospect-theoretic utility given the data offloading
strategies of the rest of the users. The complexity of the risk-aware data offloading algorithm is
O(N = Ite x A), where Ite is the total number of iterations in order for the algorithm to converge
to the PNE, and A is the complexity of solving Eq.. Detailed numerical results regarding the
operation performance and scalability of our approach and algorithm, in terms of iterations, are

presented in the following section as well.

5.4 Framework Evaluation

In this section, we provide a series of numerical results, obtained via modeling and simulation,

evaluating the performance and the inherent attributes of the proposed risk-aware data offloading
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Table 5.1: Values for simulation parameters

Param. Value Description
bn, 107 4 10° [bytes] User’s n computation task’s input data
dn 8 % 109 £ 10Y [CPU cycles) CPU cycles required to accomplish
user’s n computation task
fn 6 % 10° 4 10° [CPU cycles/sec] User’s n device’s computational capability
Yn 4 %1072 £107° [J/CPU cycles Coefficient of the locally consumed energy
per CPU cycle
an, 0.2 User’s n sensitivity on gains and losses
kn, 1.2 User’s n loss aversion parameter
Cn 0.5 Z—:(l - fnlén ) [1/CPU cycles] Pricing factor (satisfies condition of Theorem E)
0 2% 10711 o Parameter denoting the processing capability

of the server

framework.

Initially, in section the pure operational characteristics of the proposed framework are pre-
sented, while in section the impact of the introduced usage-based pricing scheme is quantified
and studied. Moreover, a scalability analysis of the proposed framework is performed in section
, while the impact of the prospect-theoretic parameters reflecting the user behavioral pattern
in terms of loss aversion and sensitivity, on the overall system performance is evaluated in section
. The performed simulations were executed on an Intel Core i5-4300U CPU @ 1.90 GHz x
4 with 8 GB RAM. The main parameters used in our simulation, along with their typical values,
are presented in Table @ In the rest of the analysis, and in particular in sections and 7
we have considered N = 25 users, and sensitivity parameter’s k,, and loss aversion parameter’s o,
values as indicated in Table @ However, in sections and , a wider range of the number

of users and the loss aversion and sensitivity parameters are considered.

5.4.1 Pure Operation of the Framework

Fig.@ presents the amount of offloaded data by each user to the UAV-mounted MEC server, as
well as the average amount of offloaded data as a function of the risk-aware data offloading algo-
rithm’s iterations. The results reveal that the introduced best response dynamics-based algorithm
converges to the PNE quite fast and in small iterations (less than 10 iterations are required for all
users). Moreover, Figs.@ and @ illustrate each user’s expected prospect-theoretic utility and the
corresponding usage-based pricing imposed by the UAV-mounted MEC server as a function of the
algorithm’s iterations. The corresponding results reveal that initially the users tend to offload a
great portion of their data to the MEC server, as observed in Fig.@, and therefore their expected
prospect-theoretic utility increases (Flg@) Specifically, at the first iteration of the algorithm,
the users present an aggressive behavior in terms of offloading a large amount of data to the UAV-
mounted MEC server (Fig.@) towards enjoying a high expected utility (Flg@) However, at

the same time, this behavior is expected to lead to the increase of the probability of failure of
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Figure 5.4: Expected utility of each user vs. Figure 5.5: Pricing imposed by the server on
iterations. each user vs. iterations.

the UAV-mounted MEC server (as it is confirmed below in Fig.@), and accordingly to the users
having to pay a high price. This is demonstrated in Fig.@, where, due to the fact that the users
exploit more the computing capabilities of the MEC server, the latter imposes on them a higher
usage-based pricing. Consequently, in combination with the impact of probability of failure and
rate of return, as the iterations evolve, the users decrease the amount of data that they offload
to the MEC server (Fig.@) following the learning mechanism of the best response dynamics, in
order to converge to the PNE.

Fig.@ depicts the users’ average expected prospect-theoretic utility and the users’ average
experienced usage-based pricing for exploiting the UAV-mounted MEC server’s computing capa-
bilities, as a function of the algorithm’s iterations. In addition, Fig.@ presents the UAV-mounted

79



54. FRAMEWORK EVALUATION RISK-AWARE OFFLOADING

x107
expected utility Iy

b —— pricing 0.30 0.7 ,' S~
=g ! N e e
2 0.6 ! .
=) 0.25 & : H
2 = .

6 © 0.5 ,'

) 0.20°2 |

1

é ':; US 04 I

<K o1 g) a 0.3 n',

A 5 o

0.10

) > 02 |

© 2 < 1

[ 1

5} 0.05 01 !

> : !

< |

0l 0.00 0.0 !
0 2 4 6 8 10 12 0 2 4 6 8 10 12
iterations iterations

Figure 5.7: Probability of failure of MEC server

Figure 5.6: Average users’ expected utility and
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MEC server’s probability of failure as a function of the algorithm’s iterations. The above described
trend in users’ data offloading strategies is observed from the system’s point of view. Specifically,
all the users tend initially to aggressively offload a large amount of data to the MEC server in or-
der to achieve a greater utility (Flg@) However, the probability of failure of the UAV-mounted
MEC server increases due to the over-exploitation of its computing capabilities (Fig.@) which
in combination to the high price that the users have to pay (Fig.@) leads to a balance on their

greedy and selfish data offloading behavior.

5.4.2 Impact of Pricing

In this section, we study the impact of the usage-based pricing imposed by the UAV-mounted
MEC server on the users’ data offloading strategies, as well as on the overall operation of the
system. Specifically, Fig.@ presents the probability of failure of the MEC server as a function
of the pricing factor ¢ (Eq@) Moreover, the users’ average expected utility, the users’ average
amount of offloaded data, and the pricing imposed by the MEC server are presented in Fig.@, as
a function of the pricing factor ¢ as well. The results reveal that, as the pricing policy becomes
stricter (i.e., increasing values of the pricing factor), the usage-based pricing experienced by the
users increases (Fig.@) and the exploitation of the MEC server’s computing capabilities becomes
cost inefficient after some point (with respect to the total offloaded data). Consequently, the users
tend to offload a smaller amount of data to the MEC server (Fig.@), and the MEC server becomes
less congested in terms of processing the users’ computation tasks, and its probability of failure
decreases (Flg@)
Based on the results presented in Fig.@, it is observed that the users’ average expected utility is
concave with respect to the pricing factor. Specifically, small values of the pricing factor correspond
to less-strict pricing policies; thus, the users over-exploit the MEC server’s computing capabilities

(i.e., high values of MEC server’s probability of failure and low rate of return from the servers
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are observed), resulting in low values of expected utility. On the other hand, high values of the
pricing factor result in discouraging the users to exploit the UAV-mounted MEC server’s computing
capabilities, thus concluding again to low levels of users’ average expected utility. Therefore, a

balanced pricing policy is required to keep the quality of experience of the users at high levels.

5.4.3 Scalability Evaluation

In this section, a scalability evaluation of the proposed risk-aware data offloading framework is
provided considering an increasing number of users in the system. Table @ presents the iterations
and the overall corresponding simulation time of the proposed algorithm in order to converge to
the PNE point. Given the distributed nature of the best response dynamics approach, we observe
that its simulation time scales quite well for increasing number of users, achieving a close to real-
time implementation in realistic scenarios. Respectively, the users’ average expected utility, the
users’ average amount of offloaded data, and the imposed pricing by the UAV-mounted MEC
server are presented in Fig., as a function of the number of users. The scalability evaluation
is complemented by the results presented in Fig. that depict the convergence of the users’
average amount of offloaded data as a function of the required number of iterations, for different
numbers of users. In particular, we observe that, as the number of users in the system increases,
they tend to offload a lower average amount of data to the MEC server (Figs. and ), as
the latter becomes over-congested. Thus, they experience both lower pricing (Fig.) and lower
expected utility (Fig.)7 as they drive themselves in processing more data locally on their local
devices and accordingly consume their own resources, i.e., battery. It is also observed that the
user’s experienced pricing ¢, (bMFC) and the user’s offloaded data bM ¢ (Fig.) has the same
trend, due to their one-to-one relationship stemming from Eq.@7 while the corresponding curves
also appear to be overlapping. However, it should be noted here that the actual values for the two

curves are different, since there are two different right vertical axes in Fig. (each one reflecting
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Table 5.2: Algorithm’s simulation time per user for a different number of users

N TIterations Time Per User [sec]

1 3 0.0036
2 3 0.0042
5 3 0.0049
10 6 0.0095
25 14 0.0122
50 31 0.0282
75 54 0.0640
100 83 0.0979
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Figure 5.10: Users’ average expected utility,  Figure 5.11: Users’ average data offloading vs.
users’ average offloaded data and pricing at the  iterations for different numbers of users.
PNE vs. number of users on the system.

the values of each curve respectively).

5.4.4 Impact of Prospect-Theoretic Parameters and User Competition

In the following, the impact of the prospect-theoretic parameters, reflecting the user behavioral
pattern in terms of loss aversion and sensitivity, on the overall system performance is evaluated.
Specifically, in F igs. and , initially we present the average user offloaded data and cor-
responding probability of failure, as functions of the sensitivity parameter «,, and the loss aversion
index k,, respectively. As can be seen from Fig., by increasing the sensitivity parameter «,,,
the users tend to offload more data to the MEC server since they opt to value more the larger
gains, compared to those of smaller magnitude. The increased volume of data offloaded results in
an increase in the corresponding probability of failure of the server as well. In Fig., on the
other hand, we can see that, as the loss aversion index k,, increases, less data are offloaded to the

server, since higher value signifies more loss aversion for the users, resulting in smaller probability
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of failure of the server.

In order to further study the effect of competition of users for the CPR (i.e., UAV-mounted
MEC server), we use the Fragility under Competition (FuC) metric [26]. This metric is expressed
as the ratio between the probability of failure of the MEC server when IV users are competing for
the MEC server’s resources at the equilibrium state, versus the probability of failure of the MEC
server when there is only one user offloading data. Formally, the Fragility under Competition is
defined as: FuC = %ﬁz*;,

present and b ¥ C” denotes the corresponding equilibrium point if only one user was present, with

where b3/ EC” denotes the equilibrium point when N users are

the same risk preferences as the group of N users.

In Figs. and , we present the FuC metric as a function of the number of users in
the system, for different values of the sensitivity parameter «,, and the loss aversion index k.,
respectively. In both figures, we observe that, as the number of users increases, the FuC increases
as well, since more users are competing for the CPR and consequently more data are offloaded to the
server, until it eventually plateaus. Concerning the effect that the prospect-theoretic parameters
have on the FuC metric, in Fig., we can see that the higher the value of the sensitivity parameter
Qp, the higher the FuC as well. This is justified by the fact that, the higher the values of a,, the
greater the sensitivity of the users towards gains and losses of higher magnitude compared to those
of smaller magnitude (Fig.). As a result, users tend to offload more data to the MEC server
and the server is more prone to failure, and accordingly an increase in FuC is expected. With
respect now to the loss aversion index k,,, we can see in Fig. that, as k, increases, the FuC
decreases. This is due to the fact that, as k, increases, users become more loss averse and thus
they tend to offload less data to the MEC server in order to avoid potential failure as already
shown in Fig.. The less data are offloaded to the server, the less the probability that the server
will fail, thus resulting in lower FuC. It is clarified that the overall observed increasing trend of the

FuC w.r.t. the increasing number of users in these figures is well aligned with the fact that the
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failure probability is an increasing function of the total offloaded data of all users. However, the
actual slope of the corresponding curves mainly depends on the used values for «,, and k,, for the
generation of these curves, which are selected here only for demonstration purposes, and are not

correlated with each other in any way.

5.5 Summary

In this chapter, a resource-based pricing and user risk-aware data offloading framework was pro-
posed for UAV-assisted multi-access edge computing systems. In particular, a usage-based pricing
mechanism was utilized regarding the exploitation of the MEC server’s computing capabilities by
the users, and was properly incorporated within the principles and modeling of Prospect Theory,
which was used to capture the users’ risk-aware behavior in the overall data offloading decision-
making. On the other hand, the UAV-assisted MEC server’s resources were modeled based on the
theory of Common Pool Resources and the theory of the Tragedy of the Commons.

Initially, the user’s prospect-theoretic utility function was formulated by quantifying the user’s
risk seeking and loss aversion behavior, while taking into account the pricing mechanism. Accord-
ingly, the users’ pricing and risk-aware data offloading problem was formulated as a distributed
maximization problem of each user’s expected prospect-theoretic utility function and addressed as
a non-cooperative game among the users. The existence of a Pure Nash Equilibrium for the for-
mulated non-cooperative game was proven based on the theory of submodular games. An iterative
and distributed algorithm was introduced that converges to the PNE, following the learning rule of
the best response dynamics. Detailed numerical results were presented highlighting the operation
feature and scalability properties of the proposed framework, the dependency of the framework on
the different variables of the introduced model, while at the same time providing useful insights

about the benefits of adopting the usage-based pricing scheme.
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Even though the proposed framework mainly treats the problem from a computing resources
perspective, it is interesting to note that it could easily be adapted and extended to treat other
aspects as well, such as the wireless communication aspects between the UAV and users, depending
on the environment assumed. This could be done either implicitly through the cost factors and
functions considered when using the server resources, or explicitly by modeling the transmission
characteristics (e.g., delay, rate, energy) involved in the offloading process. Additionally, more
complex functions could be used to more realistically model the aforementioned concepts, as long

as they follow the aforementioned established principles.
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Chapter 6

Pricing & Risk-aware Data Offloading in
Multi-server Multi-access Edge Computing

6.1 General Setting

In the previous chapter we tackled the problem of computational task offloading to a Multi-access
Edge Computing server, where users exhibit risk-aware behavior on their decision-making process,
while treating the MEC server as a Common Pool Resource. In order to formulate the problem
under the aforementioned considerations, we applied the principles of Prospect Theory and the
Tragedy of the Commons theory to our framework design. While the results where promising, we
focused on the user’s side decision-making process, with the existence of a single MEC server to

offload to, and a fixed pricing mechanism for the service provided.

In this chapter we will extend the existing framework in order to address this issue, by in-
troducing multiple servers in the environments and studying the impact of the users behavioral
characteristics and the MEC servers pricing policies on determining the optimal users data offload-
ing strategies, by simultaneously maximizing the users’ perceived service satisfaction and the MEC
servers’ profit. More specifically users are modeled as risk-aware maximizers willing to achieve the
best perceived Quality of Experience by jointly selecting the server and the amount of data that
they wish to offload to, given the servers’ pricing for the service. On the other hand, the servers are
responsible of selecting the pricing policy that they will impose for their service to the users, given
the choices of the users. In order to avoid omnipotent and omniknowing centralized entities, we
modeled the problem as a Stackelberg game, where servers act as leader and users act as followers.
The behavioral and economic modeling is once again performed based on the principles of Prospect
Theory and Network Economics, while the users’ and MEC servers’ distributed decision-making is

facilitated by game-theoretic and reinforcement learning-based approaches.

87



6.2. RELATED WORK PRICING & RISK-AWARE OFFLOADING

6.2 Related Work

Significant research efforts have been devoted to the investigation of the problem of multi-user and
multi-server data offloading in MEC environments, under various settings. In [114], the authors
introduced a multi-variable centralized minimization problem of the users’ energy cost and experi-
enced latency by jointly determining the optimal users’ data offloading strategies, users’ scheduling,
and resource allocation. In [115], the authors focused their study on small cell networks, where each
small cell’s access point is equipped with a MEC server. In particular, the authors determined the
users’ optimal data offloading strategies in a distributed manner via a game-theoretic approach
based on the theory of potential games, while also addressing the minimization problem of the
users’ energy consumption and service delay. The data offloading problem in vehicular networks
was studied in [116], where the MEC servers reside at the road side units. A combination of convex
optimization and a game-theoretic approach was introduced to optimize the system wide profit of
both the vehicles and the network operator via determining the optimal communication channel
allocation, data offloading, and task scheduling at the MEC servers. A similar approach was intro-
duced in [117] enabling the patients’ medical nodes to offload data to MEC servers. The authors
considered the patients’ nodes’ medical criticality, age of information, and energy constraints to
determine their optimal data offloading strategies and communication channel allocation, based
on a non-cooperative game-theoretic approach. The incorporation of both communication and
computational capabilities of the system, utilizing principles of prospect theory, has been studied
in single MEC environments [118] and multi MEC environments [[119,[120].

Apart from the game-theoretic approaches, reinforcement learning-based techniques have also
been devised in the literature to address the data offloading problem. In [121,[122] principles of
machine learning and reinforcement learning have been applied in MEC environments to enhance
the reputation of the system and the Quality of Experience of the users. In [123], a budged-
limited multi-armed bandit problem was formulated in order to enable the users to select the MEC
server that minimizes their latency and energy consumption, as well as the corresponding amount of
offloaded data. A similar problem formulation was introduced in [124] with application on vehicular
networks. Specifically, the authors consider the vehicles’ mobility, the MEC servers’ heterogeneous
computation resources, and the vehicles diverse computation demand in the designed multi-armed
bandit learning algorithm. Moreover, an e-greedy non-stationary multi-armed bandit-based scheme
for online data offloading was introduced in [[125] targeting at the minimization of the users’ energy
consumption and latency, and the MEC servers’ computation resource usage optimization.

On the other hand, rather limited research effort has been devoted to the problem of optimal
computing service pricing from the MEC servers’ side. In [67], several types of pricing policies, such
as multi-dimensional pricing, penalty pricing, and discount pricing, have been proposed to study
the different number of virtual machines that a cloudlet can accommodate. Aiming at minimizing
the users’ cost, while jointly maximizing the edge cloud’s profit, a two-side game is introduced
in [126] and [127] to determine the optimal MEC servers’ price and the users’ data offloading

strategies. In [128], a static pricing-based approach is proposed to guide the users’ cooperation
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with the MEC servers to conclude to a stable operational point. A dynamic pricing mechanism is
introduced in [129] to minimize the overall MEC system’s cost, while guaranteeing the satisfaction
of the users’ Quality of Service (QoS) constraints.

It should be noted that all the aforementioned research works consider the users as rational
decision-makers aiming at maximizing their perceived utility, while interacting with the MEC
servers. However as already mentioned in Chapter E, in a realistic edge computing environment this
is not always the case as the users typically demonstrate a risk-aware decision-making behavior,
where the risk primarily stems from the scarcity due to the potential over-exploitation of the
computation resources available to the MEC servers. Related work on the use of Prospect Theory

whose principles are often exploited to tackle the decision-making under uncertainty can be found

in section @

6.3 Proposed Framework

6.3.1 Multi-Access Edge Computing
Behavior and Price-aware Modeling

We consider a multi-user multi-server multi-access edge computing environment, consisting of a
set of users N = {1,...,n,...,|N|} and a set of MEC servers S = {1,...,s,...,|S|}. Each user
requests a service that is characterized by a computation task J,, = (b, i), where b, [bits] denotes
the input bits that need to be processed and i,, [CPU Cycles] the computation demand of the user’s
service, expressing the number of necessary CPU Cycles to process the b, bits. Each user can select
one server to offload bflV{SEC [bits] amount of data, while the rest of the data, i.e., b, — bMFC  are
processed locally on the user’s device. The user’s device computation capability is denoted as f,,
[CPU Cycles/sec] and the consumed energy per CPU Cycle to locally process the user’s data is v,
[J/CPU Cycles]. The total processing time for each user’s computation task, if it is fully processed
locally, is t, = }—: [sec] and the corresponding consumed energy is e, = ypi, [J]. Each MEC server
charges ps [$/bit] monetary units per bit of processed data to perform the computing.

The computing capabilities of the MEC servers are assumed to be shared among the users,
thus, they are treated as a Common Pool of Resources (CPR). Given that the CPR is excludable,
rivalrous, and can be commonly accessible to all users, the phenomenon of the Tragedy of the
Commons may arise [81]. Thus, the MEC servers may fail to serve the users due to potential over-
exploitation, and no user will enjoy the computing capabilities of the server that failed. The users
may experience risks in their decision-making process, i.e., to which server to offload part of their
data, which may stem from either the complete failure or the depletion of the computing resources,
caused by the potential (over)exploitation of the CPR, i.e., fragility of the shared resources. Thus,
each user reacts in a personalized risk-aware manner based on its perception of the MEC servers’
computing resources’ usage. It is highlighted that in emerging complex MEC systems, due to the

fact that different MEC servers may be owned by different service providers, the solution of a
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centralized entity performing admission control and task scheduling would not be realistic, or even
feasible is several cases.

Based on the general principles of Prospect Theory, the users present different behavior (i.e.,
utility values), expressed as satisfaction or dissatisfaction, based on the gains or losses they ex-
perience from a service. Specifically, based on the loss aversion property, the users experience
greater dissatisfaction in the case of losses compared to the perceived satisfaction from gains of the

same magnitude. The aforementioned gains and losses are determined with respect to a predefined

by
tnen’

reference point Uy, o, which in our case is defined as U, o = The latter captures the user’s
perceived utility if it processed the whole amount of its data locally on its own device.
The user’s prospect-theoretic utility by offloading b% EC data to a MEC server follows the same

principles as in @ and, as before, it is defined formally as follows:

Poo(Uns) = (Un,s = Unyp)™, if Ups > Unyp (6.1)
~kn(Uno — Un.s)Pn, otherwise

where a,, 3, € [0,1], and k, € RT. The risk-aware parameters a,,, 3, reflect the users’ risk-
averse behavior in gains, and risk-seeking behavior in losses, respectively. Also, the loss aversion
parameter k, captures the way that the user weighs the losses and gains. Specifically, the user
weighs the gains more than (k, < 1) or equal to (k, = 1) the losses, while the opposite holds
true if k, > 1. In the following analysis, without loss of generality, we consider that the users’

risk-aware parameters are equal, i.e., o, = B,,Vn € N.
The user’s actual utility function U,, s(bMFC) captures the user’s actual satisfaction from: either
a) processing all its data locally on its device (first branch of Eq. @ or b) offloading part of its
data to a MEC server while the latter one survives (second branch of Eq. ), or ¢) offloading
part of its data to a MEC server while the latter one fails (third branch of Eq. @) The user’s

actual utility function is defined as follows:

by
T if PMEC =0
nen ’
b —bp FOMECR(D,) — ¢y (BMEC), if pMEC 4
Un s(bi\/[EC) _ tnen n,s s s\Yn,s ) & n,s ) (62)
J s survives
bn _ bMEC
e = s (0n ), if bYIPC # 0
nen ’ ’
& s fails

where bMEC denotes the data offloading vector of all the users, and c,(bYF¢) denotes the user’s
cost by processing its data to the MEC server s. The latter is obtained based on the announced
price ps [$] by the MEC server s and the corresponding normalized amount of its offloaded data.

Therefore, the user’s cost are formally defined as follows:

bMEC

bss ©) = psin =3 (6.3)
n

cs(
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The physical meaning of Eq. @ is that, as expected, a user experiences a higher cost from the
MEC server either due to a high computing service price or if it requests a large amount of data to
be processed or if the data are characterized by high computation demand to be processed at the
MEC server. Furthermore, the second branch of Eq. @ is formulated based on the satisfaction
that a user experiences from offloading part of its data to the MEC server (first term), while
considering the cost that is charged with to process its data at the server (third term) and the
rate of return R(D,) that it experiences by having its data b} FC processed at the edge (second
term). The rate of return implicitly reflects the value that the user gains from to the remote
execution of its task. In particular, the rate of return function R(D;) is assumed to be continuous
and monotonically decreasing with respect to the users’ normalized effective demand D, from
the server (formally defined below). Thus, if the users’ normalized effective demand Dy is high,
meaning that the MEC server’s computing capabilities are over-exploited, the satisfaction that
the users experience by processing their data to the server is decreased due to an increased data
processing delay. For demonstration purposes, in the following analysis, the MEC servers’ rate of

return function is formulated once again as follows:

R(D,) =2 — P71 (6.4)

The users’ normalized effective demand D, from the MEC server s is a sigmoidal function
|N| MEC

b
ne1 tn—5*— from the MEC server s to the

interval [0,1] and is a continuous and strictly increasing function with respect to ds, defined as

that maps the users’ actual computing demand ds = )

follows:

Dy(dy) = —1+ (6.5)

14 e 0sds”
where parameter 65 > 0 is a positive constant which is used to calibrate the sigmoidal curve to
appropriately capture the MEC servers’ computing capabilities. Given the CPR nature of the
MEC server’s computing capability, due to the joint exploitation from multiple users that offload
their data to the same server, the latter one is characterized by a probability of failure Prg(Dy)
depending on the users’ normalized effective demand D;. The MEC server’s probability of failure

is a continuous and strictly increasing function with respect to the users’ demand Dy and can be
indicatively defined as Prs(D,) = D?2.

Based on the previous analysis and discussion, and for simplicity in the presentation, let us
denote as U;'™" and Uﬂfiﬂ the second and third branch of Eq. @, respectively. Then the user’s
prospect-theoretic utility function, as expressed in Eq. @, can be rewritten as follows,

Prs = (U = g™, i URE > Uno
Pn,s(b%fc,b—MnE,sC) - (6.6)
PIE = —ky (22— — U4, otherwise
where bAang denotes the data offloading vector of all the users except for user n to the MEC server
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One of the key principles and findings of Prospect Theory, states that the users tend to over-
estimate the likelihood of events with low probability of failure and underweight outcomes with
high probability of failure, i.e., w(Prs) > Pr for small Prg values and 7(Prs) < Pr for large Pry
values. This latter observation of how humans behave under risk-aware decision-making processes
is defined as the probability weighting phenomenon. The prospect-theoretic probability weighting
function 7(Pry) of outcomes with different likelihood to occur, following the proposed function

in [27], is defined as follows:

#(Pry) — e~ PN (6.7)
where v € (0, 1) denotes the psychological distortion parameter.

Considering the aforementioned probabilities, the user’s expected prospect-theoretic utility
function from offloading part of its data to a selected MEC server is defined below.

E(P,,s(b)EC bMEC)) = psurv-(1 — n(Pry)) + Pl x(Pr,) (6.8)

—n,s

Focusing on the MEC servers’ side, each MEC server announces the price ps for serving the
user’s computing requests, while bearing an operational cost x5 [$] to process the data and support

its operation. Each MEC server’s reward from participating in the MEC environment is defined as

R(ps) = Bs(ps — ks) (6.9)

where B; = Z‘n]\gl b%sEC is the total amount of offloaded data to the MEC server s.

Focusing on the network economics-based operation of a MEC server, we make the following
observations. A MEC server naturally tends to increase its announced price p; if: a) its operational
cost is high, b) it processes a large amount of data, reaching its maximum capacity BM4X [bits]
in terms of data that can simultaneously process, and c) the rest of the MEC servers increase their
price p_s = [p1,.-.,Ps—1,Ps+1,---,P|s|], in order to remain competitive in the edge computing
market. Based on these observations, we define the MEC server’s payoff function that captures

the aforementioned aspects, as follows.

BS ZV' spj
W(ps) = 7(p5 - BMAX Rs jp?é

)2 (6.10)

An overview of the operation of the proposed risk and price-aware multi-user multi-server
multi-access edge computing system is presented in Fig.@. We formulate its operation as a multi-
leader multi-follower Stackelberg game, where the users act as followers, determining their optimal
amount of offloaded data, and the MEC servers behave as leaders, announcing their optimal price
to provide their computing services to the users.

Initially, the MEC servers select the prices to impose to the users (e.g. randomly) without any

knowledge on the amount of data that each user is willing to offload. Given the MEC servers’ prices,
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Figure 6.1: Overview of the proposed framework

the users participate in a non-cooperative game among them, in order to determine the server with
whom they want to associate with, as well as the optimal amount of offloaded data. This is done
based on the criterion of each user maximizing its perceived expected prospect-theoretic utility
function, as defined in @ The latter outcome in turn acts as input to the MEC servers, who
determine the optimal announced prices to offer their computing services to the users. It is noted
that the optimal prices of the MEC server are determined with two different alternatives based
on the information availability among the MEC servers, as well as the methodological learning
philosophy adopted to conclude to the optimal solutions. Specifically, a semi-autonomous game-
theoretic model and a fully-autonomous reinforcement learning-based model are introduced and
their drawbacks and benefits are discussed and demonstrated in a comparative manner. The inter-
action among the users and MEC servers is repeated iteratively until the overall system converges
to a Stackelberg equilibrium, where the users’ data offloading strategies and the MEC servers’

prices have converged to the optimal values.

6.3.2 Optimal Data Offloading

In this section, the problem of determining the MEC servers’ selection by the users and the optimal

data offloading strategies is formulated as a distributed optimization problem. Each user aims at
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selecting the MEC server that will eventually maximize the user’s expected prospect-theoretic
utility, while in parallel determining the optimal data offloading strategy. The corresponding
optimization problem is formulated as follows:

max{maxE(P, (b, bY77)},

VseS pMEC s

(6.11)
s.t. 0 <b)FC <b,

Thus, a user selects the MEC server that maximizes the maximum potential expected prospect-
theoretic utility. Towards determining the latter value, the nested optimization problem should be

addressed as follows:

max  E(P,(b)FC bMEC)). (6.12)

bMECE[0,b,] e

The optimization problem in Eq. can be addressed as a non-cooperative game among the
users, who compete among each other about the MEC server’s computing resources in the same
way as in chapter a The non-cooperative game is defined as G = [N, {B,, }vnen, {E(Pn.s)vnen }H,
where N is the set of users, B, = [0,b,] is each user’s strategy set, and E(P, ) is the user’s
expected prospect-theoretic utility function. Our goal is to determine a Nash Equilibrium (NE)
point, where the users have converged to their optimal data offloading strategies.

Towards determining the existence of a Nash Equilibrium of the non-cooperative game G, we

show that the game is submodular.

Theorem 6. The non-cooperative game G = [N,{Bp}}vnen, {E(Pn. s)vnen}] is submodular and

has at least one Nash Equilibrium point.

Proof. The proof can be concluded following similar reasoning and steps as @ after replacing the

probability function Prs with the weighted probability function = (Pr;) from Eq.@. O

Based on Theorem E, the existence of at least one Nash Equilibrium point is shown. Thus,
each user can determine its optimal amount of offloaded data bflV{SEC* to a MEC server s and select
the MEC server s that maximizes its maximum expected prospect-theoretic utility, as expressed in

Eq. . The Nash Equilibrium point can be practically determined by following a Best Response
Dynamics algorithm as in section .

6.3.3 Computing Service Pricing

In the following section our goal is to determine the optimal announced prices by the MEC servers
given the users’ optimal data offloading strategies bﬁ{SEC*,Vn € N,s € S. It should be noted that
these prices are utilized by the process described in section to determine the users’ optimal
data offloading, in an overall iterative manner. As defined in Eq. , each MEC server aims
at maximizing its payoff, and therefore, the optimization problem can be defined accordingly as

follows.
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135 E:Vj¢s]%
T BMAX s
B Ds

max W(ps) = —(ps )2 (6.13)

{ps}vses

The above optimization problem can be treated and solved in principle based on standard
convex optimization techniques, given that the payoff function W(p;) is concave with respect to
the price ps. However, such an approach would not be realistic in a real-life implementation, as a
centralized entity should perform the optimization and inform the MEC servers about their optimal
prices. Several reasons however would render such an approach either infeasible or prohibitive in
practice. Indicatively we refer to the fact that MEC servers may be owned by different providers,
the centralized entity making the decisions is a single point of failure, while significant signaling
overhead would be imposed to the MEC servers to interact with the centralized entity. Thus,
the need of devising an autonomous decision-making approach for the MEC servers arises. In the
following subsections, we particularly focus on this problem and present two strategies to determine
each MEC server’s optimal announced price: a semi-autonomous game-theoretic approach which
has the objective of directly treating the problem in Eq. 7 and a fully-autonomous alternative

approach of concluding to the optimal price, based on reinforcement learning.

Game-Theoretic Approach

The optimization problem in Eq. can be formulated as a non-cooperative game G =
[S, {Ps}vses, {W (ps)}vses] among the servers, where Py = [Dmin,Pmaz] denotes their strategy
set and W (p;) their payoff function. Towards showing the existence and uniqueness of a Nash
Equilibrium point, and accordingly determining their optimal prices p%,Vs € S, we follow the

theory of n-person concave games, where n = |S|.

Lemma 1 (Existence and Uniqueness of Nash Equilibrium). 4 non-cooperative game G =
[S,{Ps}vses, {W (ps) }vses| is an n-person concave game and admits a unique Nash Equilibrium
point, if the following conditions hold true [130]:
1. the strategy sets Py, ..., Pg| are non-empty, compact, conver subsets of finite dimensional
FEuclidean spaces,
2. all payoff functions W(p1),...,W(p|s|) are continuous on P = Py x --- x Pig|, and

8. every payoff function is concave with respect to ps, if all other strategies are held fized.

Theorem 7. The non-cooperative game G = [S,{Ps tvses, {W (ps) }vses] is an n-person concave

game and its unique Nash Equilibrium point is:

* BS
Pt = \/BMAXF;S > b (6.14)

Vij#s

Proof. By definition, the strategy sets Pi,..., Pg| are non-empty, compact and convex, and the

payoff function W (p;) of each server is continuous on ps. Also, it holds true that
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thus, the payoff function of each MEC server is concave with respect to ps. Therefore, the non-

cooperative game G is an n-person concave game and admits a unique Nash Equilibrium point:

OW (ps) ; By
ops 0=ps = | garaxrs ij;éspj (6.16)

O

The Nash Equilibrium point in Eq. can be determined by implementing a Best Response
Dynamics algorithm. Based on Eq. , it is observed that each MEC server needs to be aware
of the summation of the prices of all the rest of the MEC servers existing in the examined edge
computing environment. In practice, the overall summation of the MEC servers’ prices can be
broadcasted by a market regulatory entity, which monitors the proper operation of the computing
market, to all the MEC servers/edge computing providers. However, the final decision of the
optimal announced price is performed by each MEC server in a distributed manner. Thus, the
proposed game-theoretic approach to determine the MEC servers’ optimal prices is characterized
as semi-autonomous. Towards realizing a fully-autonomous decision-making approach for the MEC

servers’ optimal announced prices, a reinforcement learning model is proposed.

Reinforcement Learning Approach

The proposed reinforcement learning-based model aims to generate the highest profit for the servers
without requiring any knowledge on how their choice affects the amount of data offloaded to them or
the pricing of the other servers; the decisions are achieved by simply observing the effects that each
server’s actions have on its own profit. Towards achieving this goal, we model the decision-making
problem as a Multi-Armed Bandit problem, where the MEC servers have to make a selection from
a set of actions [131]. In the Multi-Armed Bandit problem, each action provides a random reward
from a probability distribution specific to the action and the MEC server selects the action that
generates the highest reward. During this process, a balance should be kept among exploiting the
actions that have already been found to perform well and exploring new actions in order to gather
more information on the expected reward of the rest of the actions. It should be noted that in
our case, the reward does not derive from a probability distribution but rather from a complex
decision making process from the users and the rest of the servers.

Initially, we discretize the pricing strategy space Ps; = [Pmin,Pmaz] in distinct actions
within a range of a minimum and a maximum price thus having a set A of M actions A =
{ai,...,am,...,ap} where ay, € [Dmin, Pmaz]- Fach server can choose at each timeslot a pricing
action from the action set A based on which the users play their data offloading game. Thus, at
the end of the timeslot the servers observe the reward that they gain (Eq. @) and can decide on

the pricing action of the next timeslot.
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In order to solve the Multi-armed Bandit problem, we adopt the Upper Confidence Bound al-
gorithm (UCB1) [[132] that has been proven to have a bounded cumulative regret. The cumulative
regret is the metric measuring the efficiency of the algorithm and corresponds to the difference
between the cumulative reward of the proposed action and that of the best possible action (which
is unknown to the MEC server beforehand). Apart from the regret guarantees, the proposed
algorithm allows us to fine-tune the range of the confidence interval and favor exploration, increas-
ing the probability of choosing less explored actions or exploitation, increasing the probability of
selecting a well performing action, according to each individual use case

The main idea of the Upper Confidence Bound algorithm is that the MEC server keeps a record
of the average reward that it obtains, via selecting each action, as well as a confidence interval
based on the total number of times the action was selected. Then, instead of choosing the action
with the best average reward, it chooses the action with the best upper bound of the interval,
meaning that it chooses the action with the best potential. Specifically, the MEC server chooses

the action that maximizes the following score:

21n(ng,,)

; (6.17)

scoreg, = Tq,, +

where a,, is the action, Z,,, is the average reward experienced by the MEC server for the action
G,y Mg, 18 the number of times that the action a,, has been chosen and t is the total number of

iterations of the algorithm.

6.4 Framework Evaluation

In this section, the performance evaluation of the proposed optimization and decision-making
framework is realized via modeling and simulation. Initially in section , we demonstrate
the pure operation performance of the proposed framework, considering the semi-autonomous
game-theoretic model to determine the MEC servers’ optimal prices. Subsequently, in section
, the evaluation is extended to demonstrate the operation and tradeoffs of the adoption of
a fully-autonomous decision-making approach in determining the MEC servers’ prices. Finally,
section presents a detailed comparative evaluation of the proposed framework against baseline
alternatives to demonstrate its operational superiority and efficiency.

The default system and users’ parameters utilized in the following performance evaluation,
unless otherwise explicitly stated, are as follows. The total number of users and servers in the
examined multi-access edge computing environment is set to |[N| = 50 and |S| = 4, respectively.
The users’ amount of input bits b,,, the computation demand of the users’ applications 4,,, the com-
putation capability of the users’ devices f,, and the users’ local consumed energy per CPU Cycle
follow uniform distributions with mean 107 bits, 8 * 109 CPU Cycles, 6 * 10° CPU Cycles/sec, and
4%10~? Joule/CPU Cycles, respectively. Furthermore, for demonstration only purposes, the MEC

servers’ operational cost is k = [1,3,5,3] * 1072 $/bit, while the users’ behavioral characteristics
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are captured by the risk-aware parameter a,, = 0.2, the loss aversion parameter k, = 1.2, and the
distortion parameter v = 0.6. All simulations were performed on an Intel Core i5-4300U CPU @
1.90GHz x 4 with 8GB RAM.

6.4.1 Semi-autonomous Game-theoretic Decision-making Model

Several performance metrics were captured in order to present the pure operation and performance
of the proposed framework, considering the semi-autonomous game-theoretic decision-making of
the MEC servers’ optimal prices. Initially, we present the evolution of several system parameters
of interest as a function of the required iterations for convergence to a stable solution, including
both the decision-making parameters under consideration here, namely the average user offloaded
data and the MEC server prices. In particular, Figs.@@ present each user’s amount of offloaded

data, the total amount of offloaded data per server, the total number of users associated with each
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server, the servers’ probability of failure, the optimal announced prices, and the servers’ reward
(Eq. @), respectively, as a function of the Stackelberg game’s iterations.

Based on the above figures, we note that the overall proposed behavior and price-aware edge
computing framework converges quite fast to the Stackelberg equilibrium, i.e., users’ optimal data
offloading strategies (Fig.@) and MEC servers’ optimal prices (Fig.@), as for practical purposes
less than 40 iterations are needed (corresponding approximately to less than 5 seconds in simulation
time). It is observed that the MEC servers with lower operational cost (k1 < ko = kg < K3),
announce a lower price (Fig.@), thus attracting a larger number of users (Fig.@) which in turn
offload an overall larger amount of data (Flg@) However, this strategic decision-making by some
of the MEC servers results in a higher probability of failure (Fig.@), showing that these servers
struggle to process the users’ offloaded data. Also, those MEC servers which are characterized
by low operational cost and decide to announce a low price in order to attract a large portion
of the users’ computing demand, result in experiencing low reward (Fig.@), as expressed in Eq.
@. On the other hand, it is observed that the servers, which have intermediate operational cost
and announce a conservative price, enjoy a greater reward, even if they process a comparatively

intermediate amount of data (Flg@)

6.4.2 Fully-Autonomous Reinforcement Learning Decision-making
Model

In this section, we extend our previous analysis and evaluation considering that the MEC servers
decide their optimal prices without the need of explicitly receiving any external information or
a meticulously crafted payoff function such as Eq.. Instead they perform exploration and
exploitation based on the reinforcement learning model presented in section , towards deter-
mining the optimal prices. Based on the insight we gained from the results obtained in section

, for implementation and demonstration purposes, we bound the MEC servers’ strategy space
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as Py = [1073,3 % 1073] and we equally quantize it in 15 possible actions. Please note that in the
following for better understanding and comprehending the operation and achieved system perfor-
mance by the proposed reinforcement learning model, the results are discussed, wherever possible,

in comparison with the corresponding ones achieved by the semi-autonomous game-theoretic model.

Specifically, in Fig.@ we present the MEC servers’ optimal announced prices for the overall
execution period of the reinforcement learning algorithm as a function of the corresponding iter-
ations, while in Fig. the corresponding MEC servers’ reward is also presented. To gain some
more insight about the algorithm operation and convergence, in Fig.@ the evolution of the MEC
servers’ optimal prices during the last 1000 iterations is highlighted. The results demonstrate that
initially the MEC servers explore several prices to be announced to the users (Fig.@) as shown
by the high price variations in consecutive iterations, but as the reinforcement learning algorithm

thoroughly explores the potential pricing strategies, it finally concludes and converges towards an
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optimal announced price with very limited exploration (Flg@)

Also, it is observed that the fully-autonomous decision-making model follows the same trend
regarding the MEC servers’ announced prices, i.e., p1 < p2 = pg < p3 (Fig.@), as the semi-
autonomous game-theoretic model (Flg@) However, the servers with lower operational cost
learn better the characteristics of the edge computing environment, and better account for the
total amount of processed data (Fig.@)7 thus, they announce a higher price (i.e., p1) in the fully-
autonomous reinforcement learning decision-making model (Fig.@) vs. the corresponding prices
obtained in the semi-autonomous game-theoretic model (Flg@) Thus, the MEC servers with
lower operational cost eventually achieve to enjoy a higher reward (Fig.) in contrast to the
results obtained by the semi-autonomous game-theoretic decision-making model.

The above obtained results conclude to the following fundamental and interesting observa-
tions regarding the fully-autonomous reinforcement learning (RL) and the semi-autonomous game-
theoretic (GT) decision-making models. Both of them result in similar benefits regarding the users’
computing requests’ satisfaction, their corresponding achieved utility, and their optimal data of-
floading strategies. On the other hand, the RL-based model supports better the free market com-
petition among the MEC servers, which autonomously learn and decide the optimal announced
prices, without the need for the involvement of a (centralized) market regulatory entity. In this
case, the MEC servers operate in a myopic and selfish manner resulting in higher achieved rewards,
even for the servers that announce lower prices. On the other hand, the GT-based decision-making
model concludes faster to the users’ optimal data offloading strategies and the MEC servers’ opti-

mal announced prices, compared to the RL-based model.

6.4.3 Comparative Evaluation

Subsequently, we present a detailed comparative evaluation of the proposed framework - under
the two operational alternatives and models - against four different benchmarking scenarios, with
respect to determining the optimal MEC server’s prices. In particular, we compare the proposed
fully-autonomous reinforcement learning (RL) model and the semi-autonomous game-theoretic
(GT) one, against the following strategies: i) RL-AVG, where the MEC servers constantly announce
the average prices that the RL model has learned over 30,000 iterations, ii) MAX, iii) MIN, and
iv) RANDOM, where the MEC servers always announce a maximum, minimum, and random price
to the users, respectively.

Figs. and demonstrate the cumulative MEC servers’ rewards (Eq@) over the itera-
tions of the reinforcement learning model, over two different scenarios corresponding to 100 and
30000 iterations, respectively. The results reveal that the MAX scenario, as expected, constantly
presents the worst rewards for the MEC servers, as their computing services become extremely
expensive for the users, and the latter ones prefer to locally process their data on their devices. On
the other hand, the RL-AVG scenario constantly achieves the best rewards for the MEC servers, as
they always announce the educated optimal prices that the RL-model has observed. The MIN and
RANDOM scenarios on the other hand, present worse results than the GT and the RL models, in
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particular after the point that the latter one has performed sufficient exploration of the available
pricing strategies (Fig.). Thus, even if the MEC servers set a low price to attract more users
(MIN scenario), this decision results in worse rewards compared to the optimal decision-making
performed by the GT and RL scenarios, due to the combined effect of the low price and the
phenomenon of the Tragedy of the Commons which results in the over-exploitation of the MEC

servers’ computing resources.

Placing our emphasis on the GT and RL scenarios, we observe that the GT model achieves fast
a stable optimal outcome (Figs. and ), while the RL model progressively explores the MEC
servers’ strategy space and eventually results in similar, and even slightly better rewards for the
MEC servers. Moreover, Fig. comes as a verification to the above argument and observation,
since even though initially the RL leads to greater regret for the servers compared to the GT

approach, after approximately 12,000 iterations this trends reverses and the RL approach leads
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to lower and diminishing regret, thus becoming more favorable in the long run. Please recall that
the regret as it has been defined in section , represents the difference between the cumulative
profit that the servers would have obtained if they had been playing the best pricing strategy
from the beginning (which in practice is unknown and is only theoretical) - here is the RL-AVG
strategy - and the cumulative profit that the servers actually receive until iteration 7 under the
corresponding strategy. The latter observation is well aligned with the findings in section ,
where it was concluded that the RL model benefits more the MEC servers, presenting superior
rewards when compared to the GT model, while guaranteeing similar performance for the users,
as we will see below.

Finally, in Fig. we present a comprehensive evaluation of various system performance met-
rics for all the different considered alternative strategies, in order to better validate the relative
efficiency and effectiveness of our proposed approaches in a more holistic manner. Specifically, we
observe that both GT and the RL approaches outperform all the alternative baseline methods in
balancing the rewards for both users and servers. For instance, selecting the RANDOM approach
may result in lower probability of failure for the servers as less data are offloaded to them, however
relatively poor performance is observed with respect to the rest of the metrics, noting that both
users’ utility and offloading data (Fig.) and servers’ profit (Fig.) remain low. On the other
hand, by setting a constant pricing equal to the minimum one (i.e., MIN), users offload more data
to the servers thus achieving greater utility, however this happens at the cost of reduced reward
for the servers (Fig.). On the opposite side, setting a constant pricing equal to the maximum
price (i.e., MAX) forces users to keep all their data for local execution, thus resulting in almost

zero probability of failure, but extremely low reward for the users.
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Turning our attention to the GT approach, from the results in Fig. we notice that it presents
a final solution more beneficial for the users, since the corresponding game converges to a stable
outcome with lower average price than its counterpart of the RL approach. This in turn allows the
offloading of a greater amount of data to the servers, and consequently results in higher perceived
expected utility by the users. On the other hand, the RL approach presents a behavior that favours
the servers perspective. That is, though the higher concluding price leads to lower offloaded data
and expected utility, it still allows for higher profit for the servers (Fig.). It should also be
noted that the RL approach, as expected, closely follows the performance of the constant price of
the average Reinforcement Learning pricing, which strengthens our case and arguments regarding

obtaining low regret values for the respective servers’ choices.

6.5 Summary

In this chapter, we proposed a behavior and price-aware multi-user multi-server multi-access edge
computing operation framework, conceptualized and realized based on the principles of Prospect
Theory, Game Theory, and Reinforcement Learning.

The users’ behavior on the one hand, and the potential servers’ computing resource usage and
over-exploitation on the other, are captured via appropriately designed prospect-theoretic utility
functions and the theory of the Tragedy of the Commons respectively, while the interactions among
the users and the MEC servers are captured via a Stackelberg game. Towards determining the
Stackelberg Equilibrium, a non-cooperative game among the users is introduced to determine their
optimal data offloading strategies to the MEC servers. Complementary to this, a game-theoretic
and a reinforcement learning model are proposed, in order to enable the MEC servers to determine
their optimal announced prices in a semi and fully-autonomous manner, respectively.

Based on our observations it should be noted that both proposed price selection approaches
have their own benefits and deficiencies and the selection between them should be done based on
the availability of information on the system, the underlying infrastructure and the goal of the

system designer.
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Chapter 7

Conclusions & Future Work

7.1 Conclusions

As we already established within our work, the massive increase in the number of connected devices
and the emerging 5G and IoT environments bring major changes to the existing communication
models and infrastructures, and multiple new and demanding problems arise. The need for more
efficient, faster and more reliable communication is evident in order to handle the increasing traffic,
as well as to be able to realize the use cases envisioned. In our PhD, we studied the underlying
cyber-physical networks and more specifically two promising potential network architectures, the
Machine to Machine (M2M) architecture and the Multi-access Edge Computing (MEC) architec-
ture.

In the M2M architecture, the devices, instead of connecting to a central eNB, can establish a
connection between them and exchange data and information, avoiding the need of transferring
their data trough the rest of the network. By locally handling the information exchange, the data
can be collected or aggregated to few devices responsible of processing them or passing them to a
more appropriate network component, minimizing - among other benefits as we saw in Chapter E
- the energy usage and the bandwidth utilization.

On the other hand, in the MEC architecture, powerful but not omnipotent servers reside at
the edge of the network, so that devices can utilize their resources and perform computationally
intensive tasks that would otherwise be costly or even impossible to perform locally. Similar benefits
are offered by the Cloud architecture but its centralized nature as well as its physical distance from
the devices fails to handle the increased traffic and the 5G requirements of reliability, scalability
and latency.

Towards the envisioned 6G and Tactile Internet, and their focus on more advanced use cases of
human-to-machine and machine-to-machine interactions, even more reliable, fast, always available
and secure communication is expected. Our proposed frameworks could help towards paving the
way to meet such requirements.

During our dissertation, we investigated the existing literature and were able to locate the
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unexplored territories. The field has been excessively studied, but the wide range and variety of
existing problems remains a very fertile ground for research. By locating those gaps, we tried to
propose holistic frameworks under which the operation of the networks could be rendered more
efficient, as well as practical algorithms that effectively converge to the problem’s solution. Due
to the need for near to real time solutions, we tried to focus on low complexity and practically
feasible formulations.

In our work we mainly tackled the problem of decision-making concerning the allocation and
the considerate exploitation of the networks resources. More specifically, we focused on the power
availability, the computational capability, the pricing and the maximization of the system’s per-
formance and the Quality of Experience of the participating devices. In order to successfully
accomplish these tasks, we made use of a wide variety of mathematical concepts, and principles of
the theory of social networks, clustering, Game theory, Common Pool Resources, Tragedy of the
Commons, Prospect Theory and Reinforcement Learning were applied to formulate our proposed
solutions.

Throughout our thesis, resource allocation problems were modeled as non-cooperative games,
where the participating devices act as individuals trying to allocate the underlying resources in
order to maximize their perceived satisfaction. The stability of the outcome of those games, based
on the Nash Equilibrium point solution concept, has been confirmed through concrete mathematical
proofs. Mathematical tools such as submodular games, quasi-concave games etc. where utilized.

The conclusions to which we arrived throughout the realization of this dissertation are the

following:

e Distributed decision making is of utter importance due to privacy, security, re-

liability and scalability concerns.

The majority of the existing literature handles the optimization in a centralized manner,
where an omnipotent component is responsible of distributing the resources to the network’s
participants. We argue that distributed approaches are more appropriate in some situations
and can lead to increased performance of the network, while assuring higher privacy and
security standards. The existence of different servers, owned by different providers, handling
the MEC traffic, dictate the distributed nature of the infrastructure. Allowing a centralized
entity to handle the decision making could potentially harm individual servers’ well being or
have their operation exploited by some malevolent participants. Centralized entities could
also lead to single point of failure, as well as reachability and latency issues. Additionally,
sensitive information (such as in medical or industrial use cases) could be prohibitive for
such an approach since the transfer and central collection of those information could pose
serious security and privacy risks. The existence of a central entity imposes an additional
signaling overhead for the exchange of information while the centralized computation needed
for the decision-making process can render the entity a bottleneck for the whole framework’s
operation. By handling the decision-making process on the devices in a distributed manner,

the whole process can be parallelized and thus avoid some of the centralized approaches
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pitfalls. Finally, due to the amount of devices and the power that omnipotent entities could
have in such scenarios, there is always the possibility (e.g. when the central entity is operated
by a separate for profit organization) of exploiting that power and imposing self benefiting

goals, a possibility that is avoidable through a distributed approach.

¢ Game Theory can be a very successful tool to enable decentralized decision mak-

ing.

Having established the benefits of distributed decision-making approaches, in our works we
extensively applied Game Theory principles in our proposed frameworks. Modeling the opti-
mization problems as a game where every participant selfishly tries to maximize his perceived
Quality of Experience, empowers the devices and a central decision-making entity is rendered
obsolete. The underlying problem via appropriate modeling becomes a maximization prob-
lem over a well defined function. Additionally, Game Theory offers the tools for concrete
mathematical formulations and provides interesting solution concepts leading to stable game
outcomes. The Nash Equilibrium point is a common but effective way of measuring the ef-
fectiveness and stability of a proposed framework. It should be noted though that the Nash
Equilibrium may not always be the socially optimum outcome and it could be in the hand of

the framework designer to design the game in such a way that it achieves a satisfactory goal.

¢ The M2M communication paradigm can lead to a decreased overall energy con-

sumption for the system.

By allowing the direct communication between devices, power can be managed more effi-
ciently resulting in lower power requirements and extended battery life. In M2M networks,
the distance between the communicating devices is generally short and the information on
the system could require less hops to reach its final destination. Additionally, the underlying
setting enables us to perform interesting power management operations such as autonomous
game-theoretic solutions. By adding the information’s context in the M2M communication
paradigm, machines can be more effectively paired and exchange less information either by
selectively transferring the information necessary, or by aggregating similar types of informa-
tion and forwarding the reduced aggregated outcome (e.g. sensors’ average metrics). Tech-
niques such as clustering and complex network analysis can be performed in M2M networks

leading to extended battery life and to faster and more reliable network operation.

e Inserting interest based elements on the M2M communication allows for better
communication (e.g. aggregating results) and less data transfer (e.g. selective

forwarding) through the network.

The majority of M2M communication traffic is in the uplink direction where sensing and
other measurement data are transferred to more potent servers for further exploitation. The
goal is to send the same type of data to a central application controller through an eNB.

By incorporating the information about the type of information exchanged in the M2M
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communication, devices can make use of the relevance of the data and transfer aggregated and
processed information to the rest of the network. Bandwidth and spectrum utilization could
be greatly reduced and distributed computations and parallelization of several tasks could be
achieved. Combining the above relevance with physical elements such as distance or power
availability can lead to a balance between power consumption and effective communication,
as per the introduced metrics IAF1 and TAF2 in Chapter E

Clustering the devices and assigning an appropriate clusterhead leads to less

power consumption and more efficient data transfer.

Organizing the participating devices in clusters, possibly hierarchical, brings devices concep-
tually closer, enhancing the M2M communication’s efficiency. By indicating the neighbouring
devices and associating each device with a cluster-head responsible with more functionali-
ties such as traffic aggregation and data compression, local networks can be created, better
utilizing bandwidth and spectrum, leading to less resource consumption and reducing the
work of outside network devices (e.g. data transfer, server computation). The cluster-head
could also be responsible of powering the associated devices and ensuring the operation of

the network.

The Chinese restaurant process reformulation can be used to incorporate the
interest aware elements in the clustering phase though favoring the creation of

a single large cluster.

The mathematical model used to describe the Chinese restaurant process is generic enough
to allow the incorporation of the concept of similarity in the cluster formation process. The
definition of the probability that each customer sits on an existing table, can be reformulated
to exploit information about the interests or physical proximity of devices and thus allow
the design of a more specialized clustering mechanism. The fact though that in the CPR
the aforementioned probability is proportional to the size of the cluster, leads generally to
the formation of a large cluster (parameter « in section m is small) or a large number of

single device clusters (parameter « is high).

The WPC technique can help power low energy devices efficiently and enable

complex real life IoT use cases.

Wireless Powered Communication is a promising technique that could potentially enable
various use case scenarios of IoT networks, such as as sensors in remote areas or disaster
recovery, since the distribution of low powered tiny sensors and the extension of battery life
of bigger ones is possible. Additionally, conventional energy harvesting techniques such as
solar or wind power are not consistent and greatly depend on the environmental conditions,
and thus WPC can provide stable power supply to the devices. In our work we applied power

management techniques in order to pinpoint the optimal transmission power necessary in the
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M2M network and thus transfer only the necessary amount of energy during the Wireless

Energy Transfer phase.

¢ Multi-access Edge Computing can be very effective in enabling low powered

devices to execute high computation tasks.

In the Multi-access Edge Computing paradigm, a relatively potent server resides at the edge
of the network and end-user devices can exploit its resources in order to execute some of their
personal tasks. Since the server is more powerful than themselves, the task can be performed
faster and with lower energy consumption. The deployment of tiny and low battery life
devices becomes possible, benefiting several potential use cases such as UAVs, sensor networks
and augmented reality applications on low end devices. As concluded through our works,
data offloading frameworks can be applied, and the exploitation of the available resources
can be achieved with great efficiency, enabling its application in real life situations. By
carefully modeling the components of the framework, the designer is able to set its goals and
lead the choices of the players in its favor (e.g. targeting time efficiency, energy efficiency,

communication overhead etc.).
e SDN controllers can be used as a support mechanic for distributed solutions.

As already mentioned, Software Defined Networking’s vision is the decoupling of the control
and the data plane, enabling the virtual control of the flow of the data. This allows the
dynamic design, manageability, adaptability and cost-effectiveness of networks. In our work
we argue that SDN controllers can act as a support mechanism to a decentralized frame-
work, enhancing its capabilities by adding centralized operations when needed. SDN can
facilitate the exchange of information necessary for the decision-making process, minimizing
the information flow within the network and obscuring private information from the rest of
the devices. In particular cases, when there are no privacy or scalability issues, SDN con-
trollers could also be responsible for the decision-making itself. Additional operations, such
as aggregation of data or reinforcement learning mechanisms (Chapter H) are made possible
by disburdening the end-users from some of the computationally intensive components of

decision-making.

e The usage of pricing in the MEC paradigm, where servers provide their service
for a price, can be fundamental to the design of a successful MEC offloading

framework.

In some Multi-access Edge Computing use cases, end-user devices and MEC servers are
operated by different entities and thus an incentive for MEC servers to participate in the game
is necessary. A reward in the form of an intangible award or monetary compensation would
lure MEC operators in offering their resources to the system. Applying a price policy has a
dual effect as it both gives the incentive needed but also discourages users from overexploiting

the available resources. The game designer can make use of the imposed policy and render the
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resource exploitation less or more attractive, depending on the scenario, tackling the Tragedy
of the Commons phenomenon. Throughout our works we concluded that the imposition of
a price, together with the reduced Return on Investment that an overloaded server provides
to the end-users, leads to a lower and more stable Probability of Failure and greater Quality

of Experience for the users.

A balanced pricing can lead to better rewards for both users and servers of a

MEC environment.

The way the above pricing policy is imposed is of major importance in the seamless operation
of the proposed framework. Conceptually, lower pricing may seem beneficial to users since
their observed cost for the service provided is lower, but leads to increased usage, lower
return from servers and higher probability of failure. In turn, this leads to lower actual
user satisfaction, as well as lower benefits for the servers, which gain a lower reward for their
service and become more susceptible to failures. Contrarily, higher prices may seem beneficial
for the servers since they gain higher rewards when utilized, but lead to loss of incentive for
users to take advantage of the provided service and to prefer the local execution of their
tasks. Network resources remain idle and unused, unable to be effectively exploited, and
the servers fail to benefit from the promised rewards. Through our simulations, the effect
of the imposed price on the behavior of users and the measured welfare of the servers was
consistent, leading to the conclusion that a balanced pricing leads to a better satisfaction for

both users and servers.

The design of the utility function of the game-theoretic model is of utter im-
portance in the success of a proposed framework in order to ensure satisfactory

Quality of Experience for its participants.

The utility function is a core component in every game-theoretic model since its maximization
marks the solution of the game. In order to successfully reach the goals concerning the
networks performance and efficiency, the game designer should take into account several
parameters when designing the underlining utility function. During our dissertation, we
studied the impact of many of such parameters in the design process such as pricing, discount,
congestion, market penetration, power consumption, physical distance, interest distance and
task execution satisfaction. The effect of those parameters on the behavior of the individual
devices was measured and presented via corresponding simulations. It should be noted that
in all of our works we tried to propose frameworks in a way where any utility function with
specified characteristics could be utilized, depending on the underlying tasks and the system’s

goals, rendering the proposed methods more widely applicable.

Prospect Theory principles can be effectively applied to capture decision-making

under uncertainty in wireless network scenarios.
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Realistic decision-making is an inherently behavioral process and the conditional availability
of network’s resources demands a more complex and involved modeling than the classical
game-theoretic models. Prospect Theory proposed by Kahneman and Tversky has been
widely adopted and is commonly used to describe and explain the behavior of individuals,
but its application in practical scenarios such as in decision-making frameworks is still limited.
In our work we managed to incorporated its principles in our framework design in the Multi-
access Edge Computing paradigm with relative success, and thus generalize on the classical
game-theoretic designs. The players in our frameworks do not act as neutral maximizers
but rather, by taking into account the uncertainty of the servers ability to process the tasks
and the reduced gains in case of overexploitation, deviate from the expected classical game-
theoretic decisions, exhibit more realistic behavior and make their selections by maximizing

their perceived prospect-theoretic Quality of Experience.

¢ Reinforcement Learning is another powerful tool that enables the decision-

making in situations where perfect information on the system is impossible.

In most centralized solutions of optimization problems, the central entity is expected to have
perfect information on the network in order to successfully perform the resource allocation
to the participants. In distributed systems this is not always possible due to scalability
and privacy concerns, but also due to communication restrictions. Using such information
(e.g. actions or perceived satisfaction of other participants) can be beneficial and should
be considered when available, but methods with minimal information should be investigated
as well. Reinforcement Learning techniques can successfully fulfill this role since they allow
decision-making simply based on user’s previous actions and the observation of its effects
on himself or the environment, possibly ignoring the effect on other users or more precise
network information. Additionally, as seen in Chapter B, by applying reinforcement learning
techniques, it is possible to avoid using complex mathematical models (e.g. carefully crafted
game-theoretic utility functions) and allow the end-users to select the best strategy based on

the actual perceived reward.

¢ Reinforcement Learning techniques could lead to better results than meticulously

crafted game-theoretic functions in the long run.

Even though Reinforcement Learning could require less predefined knowledge, this is not at
the expense of efficiency and effectiveness. Given that the algorithm essentially tries to find
the solution in the strategy space without us telling it exactly how but instead only what we
want to achieve, it generally needs some time to explore the available solutions and a balance
between exploration of new strategies and exploitation of promising ones should be achieved.
In our work in Chapter E we concluded that Reinforcement Learning, given enough time,
has the potential to achieve comparable and even greater rewards for the users following the
corresponding strategy, leading to lower regret than the proposed game-theoretic approach.

Other techniques in more complex use cases could also propose probabilistic strategies, where
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the actions chosen derive from a probabilistic distribution, in order to maximize the expected

rewards received.

e The Upper Confidence Bound algorithm can be used to solve a non stochastic

Multi-armed Bandit problem with satisfactory success.

In the original Multi-armed Bandit problem, each action provides a random reward from
a fixed but unknown probability distribution and the player needs to select the one that
generates the highest reward, while in the Adversarial Bandit problem, all assumptions on
distribution are dropped and when a player chooses an action, another player simultaneously
chooses its payoff structure. In Chapter E we defined a problem that does not assume a
probability distribution, but the players don’t act as adversaries and thus an optimistic
algorithm could lead to a faster convergence. Our simulations indicated that in such a
scenario, the Upper Confidence Bound algorithm, designed to solve the stochastic Multi-
armed Bandit problem, can be successfully used and a sufficient regret can be achieved by

following the proposed selection strategy.

e For real-life application of the frameworks, the model may be complex but low-

complexity algorithms are needed.

Real-life applications on the IoT environment generally require real time computations and
decision-making since the latency is of crucial importance to the Quality of Experience of the
participants. Additionally, for scalability reasons, a high-complexity centralized algorithm
could rapidly become a bottleneck for the network and thus efficient algorithms are needed.
Game-theoretic and reinforcement learning algorithms tend to fit the above description since
they can distribute the process, allowing each individual to perform the corresponding cal-
culations themselves. Throughout our thesis, we proposed relatively complex models that
capture the participants’ behavior in a realistic manner, but require low-complexity compu-

tations to actually convergence to the optimum outcome.

7.2 Future Work

Despite all the interest and work on 5G and IoT environments, there are still a lot of research
topics open for exploration before every arising problem is sufficiently resolved. Even though we
tried to tackle some of them in our dissertation, we have pinpointed many topics that are yet to
be studied and could act as a starting point for future research.

One interesting work would be the examination of the framing effects - a prospect theoretic
property as mentioned in section @ - in the decision-making process. Depending on the way a
choice is formulated, even if the result is the same (e.g. 25% lower price vs. 25% discount), the
players’ decision would vary and more importantly, based on prospect theory, could be predicted.
Incorporating such a mechanism in our proposed prospect-theoretic decision-making framework

could result in a more holistic and more realistic approach.
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Another way to enhance the applicability of our framework would be the introduction of commu-
nication components in the design of the underlying functions. Since our current research focuses
on treating the overall key problem of data offloading in various cloud computing and MEC com-
puting environments, the overall process could be affected by the wireless communication aspects
between the participants (e.g. UAVs, urban environments etc.). In our work we mainly treated
the problem from a computing resources perspective but our proposed frameworks could be easily
adapted and extended to treat the communication aspect as well, by modeling the transmission
characteristics, such as the potential interference, the achievable transmission rate and the power

involved in the offloading process.

More application specific attributes could be incorporated as well in the design of the framework
depending on the scenario. The use cases of Multi-access Edge Computing vary, each one requiring
a different set of attributes to consider. UAV mounted MECs, a very promising use case since UAVs
can stay closer to the end-users, more easily maintain line of sight and serve remote locations,
may consider mobility, path finding and flying time efficiency and constraints, while spectrum
management should take into account the access technique (e.g. OMA or NOMA) and the devices
channel gain. Our proposed frameworks could easily be extended to handle the above use cases as

well.

A combination of the various types of computing environments, such as Multi-access Edge
Computing and Cloud components, could also be worth exploring. The cloud may have greater
latency and higher communication cost than the MEC servers but is generally more powerful and
could potentially handle tasks that a MEC server would struggle. Additionally, since the MEC
server is considered a fragile common pool resource, the cloud could potentially alleviate some of
the burden in case of overexploitation. Combining the two has the potential to achieve even greater

satisfaction and Quality of Experience for the network’s components.

Part of our current and future work targets at extending the proposed framework via considering
the edge computing market dynamics among the users and the MEC servers following a more
holistic labor economics based approach. In particular, our goal is to devise appropriate incentive
mechanisms at the MEC servers to attract more users towards improving their profit. A dynamic
pricing mechanism where the actual price depends on the capabilities of the user in order to favor
less powerful devices, may promote fair usage of the network resources and provide greater control

to the game designer over the proposed framework.

In cases where pricing is unnecessary (e.g. agricultural IoT or industrial IoT where the MEC
servers and the TIoT devices are operated by the same entity), new ways to balance the exploitation
of the available resources and avoid the Tragedy of the Commons should be explored, such as
cost functions based on usage to promote fair usage, or based on type of operation so that easier
tasks have higher cost and devices have less incentive to offload their task. In those cases, the
framework’s goal could be the maximization of the systems’ overall performance instead of the

Quality of Experience of individual devices that was tackled in our dissertation.

In another scenario, end-users could potentially contribute some of their resources to the com-
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mon pool, increasing the computing power available to the rest of the network. An incentive,
monetary or not, could be considered, so that users have a reason to make their resources available
for consumption. The common pool could also be considered as a Fragile Common Pool Resource
(CPR) and thus follow the same principles described in Chapter a, but with adjustable volume
depending on the load offered by each user. This could allow lower failure probability for the net-
work, better perceived utility by the users and the usage of idling computing power. Heterogeneous

resource types (e.g. fast or power efficient computational resources) could be considered as well.

The above leads to another interesting research idea considering the handling of incomplete
information, since individuals don’t always have full knowledge of the state of the game they are
playing. In the previous setting where users share their resources to the common pool, the resource
availability is uncertain at different times, but there are also a lot of potential use cases where
network security and information privacy is important (e.g. aerospace, healthcare, defence etc.),
leading to less information availability. To address such issues, reinforcement learning algorithms

seem like a promising candidate worth considering.

Another example where incomplete information is apparent would be use cases where users can’t
know how much data other users are willing to or actually offload to the servers. In our proposed
frameworks, an SDN or a direct communication between devices allowed for such information
diffusion but there are cases where end-users can only observe the reactions of the MEC servers
and their own perceived utility from the offloading procedure. In this cases as well, mechanisms
such as reinforcement learning could potentially allow the prediction of other users’ decisions and
thus overcome the problem of incomplete information. The above idea could be extended to the
price selection framework component, where pricing from the MEC server is dynamic and thus

prediction of the imposed price by the rest of the servers is also worth considering.

By applying reinforcement learning techniques on both user and server side for data offloading
and price selection respectively, we could potentially come up with a fully autonomous model, where
no complex underlying functions are needed. All the information available to the system could
stem from the observation of the environment and the personal satisfaction of each participant,
and users and servers could autonomously converge to the optimal strategy while possibly adapting

to environmental changes.

In Chapter B we proposed the usage of the UCBI algorithm as a reinforcement learning tech-
nique for the price selection by the Multi-access Edge Computing servers. The UCB1 algorithm
adopts an optimistic approach to solve the multi-armed bandit problem and was chosen due to
the fact that users were designed to behave according to a well defined utility function. In some
scenarios, this may no longer be the case since users may select their strategies in a more adver-
sarial way and thus approaches based on adversarial bandits theory (e.g. exp3) or other type of

reinforcement learning techniques (e.g. Q-learning) should be explored.

Introducing an auction perspective in the decision-making frameworks could also be of interest
since auctions are inherently distributed and solve the joint problem of selling goods at the highest

price and buying goods at the lowest price. Combining auctions with the fragility of Common
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Pool Resources and the behavioural characteristics of Prospect Theory could allow for elegant and
applicable solutions.

The consistent evaluation of the proposed frameworks is another worth exploring topic. A
problem that we encountered in all of our works was the lack of universal metrics or common
“playgrounds” that could be used to evaluate rivaling methods. In order to be able to make direct
comparisons between frameworks, similar settings with specific characteristics should be provided
and targets to be met should be set. Consistent simulations could both measure the framework’s
efficiency more effectively and give more insight on the working components of each framework.

Another way to solve the above problem would be the actual experimentation on existing
infrastructure. Predefined testbeds could be built in order to test the efficiency of the proposed
methods as well as their applicability under realistic conditions. Different frameworks could be
easily compared and the working prototypes could result in faster market adoption.

Finally, due to the generic nature of our proposed frameworks, it would be interesting to
apply those methods in different contexts beyond wireless networking and telecommunications,
such as transportation networks, smart grid networks and smart cities, where participants exhibit
similar behavior and are responsible of maximizing the satisfaction gained from the consumed
services. The formulated models used in our frameworks, incorporating human characteristics and
behavior, could also allow the extension of our approaches to even more “humane” disciplines, such
as computational sociology or biology.

Since network evolution is a never ending procedure, new and interesting problems will keep
arising and more intelligent solutions will be needed. With 5G and IoT stressing the existing
infrastructure and the coming of 6G and the Tactile Internet, where even more reliability, ultra
low latency times, extremely high availability and more security required the field is research-wise

more fruitful than ever.
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Appendix A

Proofs

A.1 Proof of Theorem

Proof. The strategy space A = [O,Lgt)] represents the amount of data that the end-user u can

offload to a MEC server s, thus by definition it is non-empty, convex, and compact subset of
the Euclidean space RY. Also, based on Eq. @, the utility function Uqﬁt)(be,L,b(_tL,p(t)) is
continuous in b(t) Furthermore, wc determine the second order derivative of the utility function
U (bgt,)s, p® 1) with respect to bt ’s, as follows.

PUL BYN) B 1

= — - <0
8but82 B(f) [Bu + Bub '(u)s]Q

)

] 207(8) (p(t)
Given that aUab(it();”) < 0, the Uz(f (but)s,b p(t)) is concave in bg ’s, thus, it is also quasi-

concave in bq(f)s Therefore, the Nash Equilibrium point of the game G = (U, {Aq(f)}, {Uqgt }) exists.
Towards determining the best response strategy of each end-user, we calculate the critical points

of the U (b, b™)  p®), as follows.

(t) (t)
oU,, -0 b(t) B,u auﬁu

—0 — VU= w,s (5
o *= B o Y

The data offloading of each end-user u should satisfy the physical limitations, i.e., 0 < be)s <

Lst), thus we have the following cases.

Case 1. If d&t)pgt) > au [y then the best response strategy is bq(f,)s* < 0. But since the physical
limitation imposed states that 0 < be)S and our function is concave, then the best response should
be b =

(t)

Case 2. If dJ)pS #fju“ then the best response strategy is b > I
L BT

But since the physical

limitation imposed states that b(t) < L(f) and our function is concave, then the best response should
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be bq(f)s* = 1(J.t)'

Case 3. If % < dq(f)pgt) < u B, then the best response strategy is 0 < bgf): < L(f)

LG

which satisfies th;uphysical limitation. In this case, the best response is given by the equation

b(t)* _ Bfl( aufy 1)
u,s — .
Bu alPpt)

A.2 Proof of Theorem @

Proof. Towards determining the optimal pricing announced by each MEC server, we take the first

order derivative with respect to pgt) and determine the critical points.

t t t
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Thus, the critical points are given by the following equation.
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By checking the second order derivative of Ps(t) (b(t), p(t)) with respect to ps’, we have:

¢
92P (b® p®)) 0 Y BY .
2 =T s M <
Ops Ps™ wev du
Thus, pgt)* maximizes the MEC server’s profit Ps(t)(b(t)7 p®). O

A.3 Proof of Theorem B

Proof. The strategy space A, = [0,b,] is a compact subset of a Euclidean space. The user’s
expected prospect theoretic utility function E(U,, (bMF¢ bMEC)) a5 defined in Eq., is smooth,
as it has derivatives of all orders everywhere in its domain A,,. Towards showing that the user’s
expected prospect theoretic utility function is submodular in b,, and has non-increasing differences
in (b BEC pMEC) " e examine the properties of the second order partial derivative of the user’s

. . . . aQE (E]\lEC)
expected prospect theoretic utility function, i.e., syBegpiree < 0.

We can rewrite Eq.)using Eqs.@ and @, as follows:

. B 1 dn,
E(Un (b3"7C, bMEC)) =) POy {[(2 — e¥ 1) - o CIT] "(1—Pr(d;))—
1 d nen " (A1)
kn(+— +c—)* Pr(d,)}
tnen bn
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We define RoR(d,) = [(2 — e¥1) — —L— — =] as the user’s specific rate of return, which

tnén n

should be positive in order for the user to have an incentive to offload part of its data to the
UAV-mounted MEC server. From Eq.@, the UAV-mounted MEC server’s rate of return function
RoR(d,) is decreasing. Thus, the minimum value of RoR(d), and correspondingly of the function
m(dT), is determined at d, = 1. The physical notion of d, = 1 is that all the users offload
their total amount of data to the UAV-mounted MEC server for further processing. Following
this observation, we can determine the boundaries of the constant pricing factor ¢ that the UAV-
mounted MEC server imposes on the users, in order for the latter to still have an incentive to
offload part of their data to the MEC server without the imposed pricing to become a prohibitive

factor. Therefore, the feasible boundaries of the constant pricing factor are determined as follows:

W(d721)>0:>c<b—”(1—A ) (A.2)

dn tnén

In addition, the following conditions hold true by performing the corresponding derivations:
d, d., ORoR(d, ORoR(d, 82 RoR(d, OPr(d, OPr(d,
ObMEC > Oa OLVMEC > 07 BbOM)gJC) < 07 8;M}(E‘C) < 07 abMEg‘al()M}?ZC < 07 abl”\ﬂl(EC) > O; abJCI(EC) >
n j n ol J n n J

2 pr . .
0, W = 0. For notational convenience, we set A = k,, (

1

tnén

—l—c(‘f—")a" > 0, and we calculate
the second order partial derivative of the user’s expected prospect theoretic utility function, as

follows:
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(A.3)

ORoR(d, MEC OPr(d. MEC ORoR(d;) OPr(d, .
Let ¢(d,) = (%T(;C)[an —a, Pr(d;) — bMEC BbM(EC)] — by CW,(EC) abM(EC)' We can rewrite
y y !

Eq.@, as follows:
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O’E(Un(by'*C, BYE))
OYMEC gpMEC
7 n

OPr(d;)
FpMEC
J

:(br]yEC)an_l{w(dT) - anm(dr>
_ A4
OPr(d,) L pMEC 0?RoR(d,) (A.4)
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It is observed that the last three terms of Eq.@ are negative; thus, we study the properties
of the function ¢ (d,),¥n € N. For d, = 0, we have b} ¢ = 0. Thus, we calculate:

_ 9RoR(0)

J

For d, =~ 1, we have bT]‘L/[EC =b,,Vn € N. Thus, we calculate:

dRoR(1) 9Pr(1) , 9RoR(1) 9Pr(1)

U(dr = 1) = by ILMEC §pMEC OLMEC abMEC] >0 (A.6)
J n n J

Since ¥(d,) is continuous, using the Bolzano Theorem [133], we conclude that there exists at
least one p € (0, 1) such that ¢ (d, = u) = 0. Given that ¥(d, =0) <0 (Eq.@)7 then, if p is the
smallest possible value in (0, 1) such that ¢(d, = p) = 0, then ¥(d;) < 0,Vd, € (0, ). Thus, we

conclude that

PR (U,, (b} EC, HMEC))
bMEC gpMEC
J n

<0,Vd: € (0,n), p € (0,1). (A7)

Thus, the non-cooperative game G is submodular Vd, € (0, ), € (0,1) and ¢ < %(1 -1,

tnén
Therefore, the non-cooperative game G = [N, A, E(U, (bMFC bMEC))] has at least one Pure

Nash Equilibrium point bMEC* = (pMEC* pMECx) [134]. O
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EKTETAMENH IIEPIAHYH

Extetapevn epidnyn

SNy TPooTtddeLo VAOTTONoNG TG TEWTTNG YeVIAG (5G) aovpudTov SIKTVWYV, Tou Alo-
diktvov Twv Mpayudtwv (Internet of Things) kot Tov Aot Awadiktov (Tactile Internet),
1 AvaITTLEY EEVTTVEDV PEBOSMV ETLKOLVMVIAG KoL ETTEEEPYAOLAG SESOUEVMV ELVOL KOUBLKNG
onuaotag. St véa SIKTud JTou TPOKUTTOUV 0 aplBudg TWV CUOKEVMV eival TOENG ueye-
Bovug HeyalITEPOG QTO TOL VITAQYOVTO SIKTVO, VTTAPYEL UEYAAT] ETEPOYEVELD. UETUED TMV OU-
OKEVMV Ko TEPLOPLOUEVT Stadeoudtnta Topwv (evépyela, e0pog LMvng, eTeEepyaoTikKn
g khmt.). Emumhéov, otig emdueveg yevieg (6G) OvaUEVOVTAL TEPLOCOTEPES TEPLTAOKEG
EQPOAPUOYES AMNAETIOPAONG AVOPDITOV-UNYOVIG KoL UNYOVIG UE UMYV, OL oTtoleg Oa
amaLtovy ueyoAiTept aELoTLoTiO, TTOAD ULkpovg ¥POvVoug KabuoTtépnong, ueyaiitepn dio-
OeoLpoTnTo Ko akOua PeyaAdTept aopaiELa.

H 1déa miom amd to Awadiktvo twv Ipayudtmy elvar va ouvdgovtal OAa, 6oL, TAVTa,
KO JTOVTOU, KO OL TEXVOAOYIEG SIKTVMV TEWTTNG YEVIAG TPOOTAO0VV VO OVILUETWILOOUY
TOL TPOPANUATA TTOV TPOKVITTOVY. [0 GUYKEKPLUEVA, T SIKTUOL TTOU YPNOLUOTOLOVY TEYVO-
Aovieg 5G avoueveTal vo €xovy peyaho evpog Lovng (mty. 10Gps), xauniovg ypdvoug ka.du-
otepnong (. 1ms), Ko ukpd KO6oTtog Aettovpytag, ovEavovtag v Iowdtnto Yanpeoumy
(Quality of Service) xou v [owdtta Epsepiog (Quality of Experience) tov ypnotdv.

TYETIKA (e TNV OTTOdOTIKOTEPT XPNON TOV gVpovg LOVNG Kot TNV BeATiwon g Toyv-
TNTAG LETABOONG, £OVV YIVEL ONUAVTLKA PNUOTOL LE TNV XPT01) BEATLOUEVOY KEPALDV, TNV
XPNON VYNAOTEPOV GUYVOTHTMYV, TOV SLOMPLOUO TOU TESIOV HETAOOONG TMWV TANPOPOPLOV
oo To 7TESLO EAEYYOV KAOMG KL UE TV YEVIKOTEPY OAAAYY] TNG OPYLTEKTOVIKNG TV OL-
KtOwv. ‘Oc0ov apopd TNV EVEPYELOKT] 0TOS00T] Kot TNV SLor(ELpLon 1oyvog, oL VITAPYOVOEG
TEXVOLOYLEG OTTWG YaunAnG evépyetag Bluetooth, WiFi, Zigbee kAsmt. dev emopkoiv ko yu
QUTO AVOITTOO00VTOL VEEG TEYVOLOYieg Omtmg oo LPWA, NB-IoT, LoRa, SigFox kol LTE-M.
Emumiéov, véa mpwtokolra 6mtmg 1o NOMA ovamtiooovtol yio Ty BeELTLwHEVY ekuetdh-
LEVON TOV EVPOVG LOVNG KA TOU (PACIOTOS ETLKOLYWVLOS, EVD YLOL TV TPOPOSITNOT) TV OU-
OKEVWMV, ILC, TTOAAG VITOOYOUEVY TEYXVOLOYLO, £XEL KAVEL THV EUpavion g, N WPC (Wireless
Powered Communication), 1 0ol SiveL TNV SUVATOTNTO OTLG CUOKEVEG VO GCUAAEYOLY KaiL
VO, 0TT0ONKEVOUV EVEPYELOL UE TTLO OELOTTLOTO TPOTTO LECW PASLOOVYVOTITWY - O AvTLOEoT Ue
TIG TILO ETLOPAAELG AVOVEDOLUEG TTIYEG OTT™G 1) NAAKT) EVEPYELQL - TNV OTTOLC. OTY CUVEXELC.
UTTOPOVV V0L YPNOLUOTIOLHOOUV YLOL V0. LETOOMOOUV T0. SEdoUEVa TOVG.

210 SIKTUOKO KOUWATL, TeXVoloyieg Ommwg N Atktdmon Kaboplopévn amd Aoylouko
(Software Defined Networking - SDN) ko 1 Eucovostoinon Atktvakmv Agttovpyuwv (Network
Function Virtualization) rauCouv emtiong faotkd poLo oty eRLTEVEN TV 0TOY WV TV SIKTH®OV
TEWTTING YEVIAG. Me TNV teyvohoyia SDN, emmituyyavetal 1) amocveeon Tov ediov eAEyyov
amd To eSO PETASO0N TWV TANPOPOPLDOV, ETLTPETOVIAG TNV ELKOVOTIOW|OT] TMV AELTOVP-
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VIOV EAEYYOU TNG PONG TV SESOUEVV QIO OUOKEVEG YEVIKNG XPNONG, eV 1) uetddoon
TPOYUGTOTTOLELTOL GTTO Y OUNAOU KOOTOUG UETAYWYELS. Me autdv tov tpdmo dev ypelalo-
VIO TAEOV aKPLBOL Ko EEVTTVOL HETAYWYELS, EVHD TAPAAANAC SLEVKOMIVETOL 1] ETEKTAOLUO-
T Ko SLaelplon twv Siktdwv. Azd v ar, 1 texvohoyia NFV dettoupyel cupmdnpw-
WOTUK G, aVTLKAOLOTMVTOG ELOIKNG XPNONG CUOKEVEG OMMG OPOUOAOYNTEG, EELCOPPOTTLOTEG
QOPTIOV, TELYN TTPOOTACLAG, CVOKEVEG KPUITTOYPAPNONG K. UE ELKOVLKOVG EEOUOLWTES KO
TPOYPAPUATA, (e TNV TEYVOLOYLo. SDN 08 auth TNV TTEPLITTOON VA AELTOVPYEL WG SLOYELPL-
0TI G TOV TAPUTAVD AELTOUPYLOV.

210 TAOLOLO OUMG TV VEDV CUTMV UOPPDV SLKTVOV, SNULOVPYELTOL ETITAEOV 1) V-
VK1 QOENONG TWV LKAVOTNTWV GUOKEVMV YOUNAG EVEPYELOG KOL VTTOAOYLOTIKNG LoyoG,
KaONDG PEPOG TOU SIKTVOV OITOTENOUV OUOKEVEG WKPEG 08 UEYEBOg, auodNTPeg Ko Kiv-
T€G OUOKEVEG oV SLabéTouy meploplopévoug opovg. H teyxvoloyia végpoug (Cloud) ypm-
OLUOTTOLELTOL 181 YL0L TNV AVAOEOT] VITOLOYLOTIKMV Kail AtoONKEVTIKMV AELTOUPYLOV OE 0
LOYVPEG OUOKEVEG, TTOPOVOLALEL WOTOCO CNUAVTIKA petovektnuata. H kevipikn @uon tou
VEPOUG ONUCLVEL LOVOSLKO OTUELO OITOTUY GG OF TTEPLITTOON TEPOPANUATOG, AAAL Ko TTLO vy
VIOPEN TPOPANUATOV TPOSRACLUOTNTAG Kot KaOVoTEPNONG. Emumhéov, TOMES E@apuoyEg
Tov Atadtktiou Twv Mpayudtmy propel vo euvooivtol atd TV VITapEY eVOg KOTOVEUNUE-
VOU GUOTNUATOG TTOV SLAOETEL ETLYVOON TG TOTOBEGLAG, ELVOL TTLO EVKOANL ETEKTAOLUO, £XEL
WKkpOTEPY KAOUOTEPNON KL ELVAL TTLO EVKOAD SLAYELPLOLHO (OTTMG OTLG TEPLTTMOELS EPYO-
OTOOLMV 1] CUTOUATLOUMV 0 YEMPYLKNG @Uoemg diktua awodntnpwv). TENog, 0 TEPAOTIOq
apLOUOC TWV CUOKEVMY UITOPEL VO, SNULOVPYNOEL TTPOPANUATA 0T SIKTUO THAETLKOLY VLDV
MOV TOV TEPAOTION OYKOU SESOUEVMVY TTOV UETASIOOVTOL KOl TOV TTEPLOPLOUEVOL SLALOETLUOV

g0poug Lhvng Tov eEwteptkol dLadiktiou.

N Toug mapastave Adyoug, £xel tpotadel 1 Texvoroyia Yoroyiopol ota Akpa ITodia-
siing IMpooBaong (Multi-access Edge Computing - MEC) e v 0Tolo. TPOTELVETOL 1] TOTTO0E-
TNON LOYVPDV, OALG TETEPAOUEVOY SUVOTOTITWY, SLUKOULOTMOV GTO AKPA. TOU SLKTVOV, IOV
AVOLOUBAVOUY THV SLEKTTEPALWOT TMV EPYAOLDY GUOKEVMV [E TTEPLOPLOUEVOVG TTOPOVS. Me
aUTOV TOV TPOTTO, 0 CUVIVAOUOG Yroloylouov ota Akpa ITodlaming Mpdofaong kKar Ata-
duktiov Twv Mpayudtov el apotfaic 0pen, kKabmg To meptPAailovia ALaSLKTIOU TOV
TMparyudTwv TOPEXOVV UEYAO aptOud KoL UeYaAT] TOLKIALC CVOKEVMY JTOU UTOPOVY VO YO
oLpoTToLn 00UV Y10, EVOLOYEPOVOEG KO TTOMVOUVOETEG UTTNPECLES, EVH OL SLAKOUOTEG OTA, TTE-
pariovTa Yrohoyopot oto Akpa Ioahoaming Mpdofaocng divouvy v SuvatdTnta oTig
OVOKEVEG VO TPAYUCTOTOWGOUV TTEPLITAOKEG EPYAUOLES, TTOPEYOVTOG VITOMOYLOTIKT] Loy Y, Kot
V0L ETTKOLVOVOUV TTL0 eEAeV0EPA KoL e KOADTEPY EVEPYELOKT] ATTO800T], AELTOVPYDVTAG WG
OVGOWPEVTEG KO G TTOAEG YL TO VITOAOLTO SLadIKTLO.

Ol £QUPUOYEG TOV TTOPATTAVE CUVOVOOUOD elvol TOMEG Kal septhaufavouy EEvmva
OTtiTIL, EEVTTVEG TTOLELS, EQUPUOYEG VYELAS, CUTOVOUO, AUTOKIVITTOL, ETTOVENUEVY TTPOYUOITL-
KOTITO, ELKOVIKY TPAYUOTIKOTNTA, MAVEUTOPLO, (POPNTEG OUOKEVEG, EPYOOTACLA, EEVTTVN
gvépyela kKau yewpyla. H mpoo@opd Toug Bploketal 0Ty eXeKTAoLUOTITO, TV ETLKOVO-
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Via, TV eEunnpETNon VITOLOYLOUOD KoL TV SLAYELPLON TOPMV, TNV SLaYELPLOT KIVNTLKOTH-
TOAG TWV GUOKEVDV, TV AOQUAELL, TNV OLWTIKOTNTO, TNV AELOTLOTIC, TV 0T0S0TLKOTITO.
KOL TV AKPLBELO TOV VTNPEGLOV. ZTNV TOPoV00 SLATPLRY ETLKEVIPWONKAUE OTLG TEPLOYES

NG ETLKOLVOVICS, TG SLAYELPLONG TOPWV KO TNG EKPOPTMONG VTTOLOYLOUOD.

Ta TV emiluon Twv TPOPANUATOVY TOV TPOKVITTOVY, 1 BLBAOYpaple. akohovBel SLd-
(POPEG TPOOEYYLOELG. AOYW TG OVAYKNG YLOL TILO CTTOTELECUOTLKT] KOLL WKPOTEPT|G EVEPYELDL-
KNG KATAVAADOTNG ETKOLVWVICL, OUYVA TO TPOBAUATO LOVIEAOTOLOVVTOL 10G TPOPAUTL
BeltioTomoinong, ue Keviptkovg kol offline aAydpLOUoug vor xp1noLUOTOLOUVTOL VL0 TV U~
YLOTOTTOIN O] 1] EAOLYLOTOTONOT) GUVOPTINOEDY (YPOUUKOG TPOYPALUUOTIONAG, YEMUETPLKOG
TPOYPAUUATIONOG K.0L.). ZUYVA UEYLOTOTOLOVVTOL TTEPLOCOTEPES OO U0l UETOBANTES (T
XPOVOG EKTEAEONG KL EVEPYELOL LETADOONG), Kait AApBAVOVTOL VITOYLY TANBMpPa ALY TTo-
PAUETPWV (TTY. YPOVOG UETADOONG, YPNON PAOUATOS, PTIIUY OUOKEUNG K.CL.).

"Evag GAA0g TPOTOG EMIAVONG TMV TPOPANUATOVY BEATLOTOTONONG E TTLO KATAVEUTUEVO
TpOTO0 PacileTon otn xpNnon g Ocwpiag Maryvimv. To TPoPANUATC LOVTEAOTOLOVVTAL WG
UN-OUVEPYOTIKG (1] 08 OPLOUEVEG TIEPUTTMOELG CUVEPYATIK(L) TTALYVLE, KoL KAOE YpNOTIG
TPOOTTOOEL EYWLOTLIKG, VO, LEYLOTOTTOOEL TIY GUVAPTNOT WPEAUOTTAG TOV. ZNUOVTLKY] EV-
VOLOL GE CIUTY] TV TTEPLITTWON ELVOL 1] £VVOLOL. TG LoOPPOTTilog Katd Nash, 1 omola avtutpo-
OWTTEVEL TNV KOTAOTAOT] GTHV OTOLC KAVEVOG XPNOTNG eV etmpeleiton armd To va aAhGEeL
UAOVOG TOU THV OTPATNYLKT TTov akohovOet. [IpoobéTovTag éva akoua emimtedo TOMTAOKO-
™mrTaG, Yivetal xpNnot g Oewpiag [poomTikng, 1 0molo AapBAVEL VITOYLY CUUTTEPLPOPLKA.
YOPOKTNPLOTLKG TOV YPNOTMOV 08 GUVONKES afEPALOTITAG ATOTEAEOUATOG KAT TNV SLadi-
Kaoto Mg amopaosnv. H Oewplo TTpoomTikng XL Xp1oLLoton0el eupEmg wg EPYCAELD
OTLG OLKOVOWULKEG KOl KOWVOVIKEG ETTLOTNUEG GAANG 1] YPNOT TG OTO 7Tedio Tou ALadikTio
v Mpayudtov Kow 0To SIKTUo TTEUTTNG YEVIAG YeVIKOTEPQ dev €xelL epeuvnOst og Pabog.

AOY® THG TOMTAOKOTNTOG TWV TPOPANUATMVY TOV TPOKVITTOUV, TOMEG SLOUPOPETIKEG
LOONUATUIKEG TEYVIKES EYOUV YPNOLUOTONOEL KOl TPOTOToBel HOTE VO AVTLUETMITIOOUV
TG Sopopeieg Kabe oevapiov. ‘Etol oty BBALOYPOpLO CUVOVIGUIE TEYVIKEG OTWG TE(VL-
KEG GUOTADOTOLNOTG VL0 TNV OUASOTOIN0T) TWV CUOKEVMYV, SUVOILKO TPOYPOUUATIONS VLo
TNV YPOVOSPOUORIYNOT] TOV EPYAOLMV, ueBOSOVG eUTvEVOUEVEG 0Tt TNV Bemwpla TOAVTAO-
KOV SIKTOWV (EVOLOUEOLKT KEVIPLKOTNTO, LOLOSLOVIOIOTO KAT.) YL TV €0PEOT ONUOVTL-
KOV KOupmv ko aiyopibuovg amd v Oewpla ypognuatwov (BFS, Dijkstra k.o.) yio v
CLTTOTEAEOUOTLKT] OVICAAOYT TTANPOQOPLOY UETAED TwV KOuPwv. Télog, AOyw Tng ouvexng
GAMOYNG TOU TTEPLBAMAOVTOG KA THG EAMITOVG TTANPOPOPLAG EVIOG TOU GUOTNHIOTOG, TEYVL-
KEG OTMG UNYOVLKT RAONOT), EVIOYUTIKY LABNOT) KL TPOOEYYLOTLKOL AAYOPLOUOL QailveTaL
va 0dnyolv og evdiagépovoeg Mioeic.

Me Baon T TopoTdvm, 1 avayKaLoTnTo e0PEoTg MIOEMY 0T, TPOPAUOTOL TOV TTPO-
KUTTOUV 0TO. TPOAVOPEPOEVTO SIKTVA KOL TO EPEVVITIKO EVOLOPEPOV ELVAL EULPAVT]. ZTHV
StoTpLpn wag emAEEape va emKeVTpwOoUUE 08 TPOPAUATO TTOU AVOPEPOVTCL OTA TOPO-
Katw 0guata:
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Atopuokevrpika dikrva. Zta weptBarlovra AladikTiou Ty Ipayudtwy, oL CUOKEVEG
Oewpolvtal EEVTTVEG Kat M AYP1] GTTOQAOENY TOLLEL ONUAVTIKO POAO OTNV At0d001 TOU
duktov. T To AdYo 0vTd, Kb 0An T SLapkela TG dtaTpLpng Lag, Bewpole TOUG XPNOTEG
WG TUENVA TOU SIKTUOU, OOV OL OTPATNYLKEG TOUG KAl OL AAANAETOPAOELS UETAED TOV
YPNOTWV eNPEGLOVY 0E UeYaAo BaBud To 0VOTNUA, TO OO0 KALELTOL VO, TTPOCOPUOOTEL
duvaka oTLg SLAPOPES OVAYKEG TOVG,.

IMowdtyre. Enmepiog kot tkavomoinon tov ypnotov. ‘Onwg mpoavagepdnke, ue
Bdom v Teyxvoroyio. Ymoroyiouov ota Akpa IMolhasing IIpdofacng, oL CUOKEVEG TwV
YPNOTMOV ELVOL TPOOUVLES VO UETAPOPTDTOVY TIG EPYOOLEG TOUG GE EVAV TLO LOYUPO SLOKO-
WLOTY), KOL GUVETTADG EVA, TTAGLOLO AMPNG OITOPACEWY TTOV EKUETOAAEVETOL TV VITOSOUT| TOU
dukTvov etvan aapaitito. H dnuovpyla emimpoofetng aElog yio Toug YpNoTeg Kat 1) S1oTh-
pnon vyming Mowdtntag TaNPeotmv Tou TAPEYOVTAL AT TOUG SLOKOWLOTEG ELVOL VPLOTNG
ONUAOLOG KOl AUQOTEPT. QUTA TO YUPOUKTNPLOTIKG AVTIUETWITLOVTOL WG PBACIKG GTOLXELO
0TOL TAOLOLOL TTOV TIPOTELVOULLE.

TUNTEPLPOPIK O YUPUKTPLOTIK Y. TOV CUCKEVMDYV. ZTO UEYOAVITEPO KOUWUATL TG BLBALO-
YPOPLOG, OL CUOKEVEG BEMPOVVTOL OVOETEPOL UEYLOTOTOWTEG TNG CUVAPTNONG MQEMUOT)-
TOG TOUG, AYVOMVTOG KATA TNV M1 ATOQACEMV TNV oBERALOTITO TWV TPOOTTLKDY TOUG
KOl TO OUUTTEPLAAUPBAVOUEVO PLOKO 0TO TtepLBdAlov. H OuveKTIUNOT TG OUUTTEPLPOPAG TTOU
emNpea.LeTal artd TO PLOKO KaL TV 0BERALOTITO 0ONYEL OE TTLO PEAMOTIKEG OTPATIYLKEG M-
YNNG ATOPACEWY KL CUVETTMG ETLTPETTEL TNV TTLO ETLTUYNUEVT] EQAPUOYT| TWV TPOTELVOUEVOV
TAOLOLWV OF TPAYUATLIKO OEVAPLAL.

Kataveunuévy Myn exo@dacenv. H eT1epoyevelo 0T GUMTEPLPOPE KOL 1) UTTOKELLE-
vikdtTo oty aviianyn g Howdttag Eumeipiag amd toug yphoteg, kaddg Ka 1 avoyk
VL0 EVEMKTEG Ko KAUOKOUUEVEG MIOELS, VITOYPAUULTOVY TNV ONUGOLC: ULOG TTLO KOTAVEWT-
WEVIG TTPOCEYYLONG 0TV MY aroqdoemv. H 0rapEn maviodivapumy KEVIPLKOV OVToTi)-
TOV TOU EVOPYNOTPMVOUV OMOKANEN T1) SLodLkaoio Sev elval TAEOV PEAMLOTLKY OF TOAAG
OUYYPOVO GEVAPLA, KOl TPOGEYYLOELS OOV 0L CUOKEVES dPOUV pe AT TO TPOSMITLKO TOUG
OUUPEPOV WITOPEL VOL ONYNCOUY OF TTLO EVOLAPEPOVOEG KOL PLOOLUEG AVOELG.

OMotika TARIGLO. Me TV elooyoyn Twv SIKTHMV ETOUEVIG YEVLAG KoL T SPAOTIKY
GALOYT) OTOV OYKO TV OUVOESEUEVOY OVOKEVMV KOl 0TLG LEOOSOUG aVTaAAAYTG TANPOQO-
PLDV, GTTALTOVVTOL ONUAVTIKEG OANAYEG 0E OAOKAN P TN SLadikaoia aviodhayng dedoue-
Vv, KoL 1 BEATLOTOTOINON 08 £Va WOVO OVOTOTLKO TOMOTEPWV AMICEWV ELVOL OVOITOTEAE-
opatikn. Kad’oln ) Suapkeia g SLatpipig, TpoomadNoaie Vo, TPOTEIVOUIE OUVEKTIKEG
dradkaoieg, OOV TOCO OL YPNOTEG 00O KL OL SLOKOULOTEG CUMIETEXOUV GTTO KOLVOU 071
Sradkaoio MG amopaoemV, AELOTOLDVTOG SLAPOPOVS SLATUVIESEUEVOUG UNYOVIOUOUG
KOL GUVETTMG KOAOVOMVTOG [LCL TILO OALGTLKT] TIPOGEYYLON YLOL TV GUVOMKT] OLVTLUETMILON
TOV EKAOTOTE TPOPANUOTOG,

EAMmteis minpogopies. Zuyva ot BLBALOYpapLa, T0 6VVORO TMV TANPOQPOPLOY TOU TTe-
PLBAAAOVTOG OEWPELTOL TPOOPACLUO OTTO TOUG CUUUETEXOVTEG - ELOLKA OTIG TEPUTTMOELG KE-
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VIPLKNG MYNG OUTOQPAEDY - KO GUVETIDG 1) YVMOT YL0L TV OVTAT, TLG EMAOYEG KAl TIG
AVTOUOLBEG OM®V TV YPNOTOV KaOMG KoL OAWV TV VTOLOLTOV YOPUKTIPLOTLKMV TOU Si-
KTUOU KOl TOV TTEPLBOAAOVTOG elval StaBeoiun. Aedouévou OTL auTd SeV elval TAVTO EPLKTO,
HoG EVOLEQEPE 1) SLePEVION TWV KATUOTAOEWY OTLG OTTOLEG TO. (LTOUC. £XOVV TTEPLOPLOUEVEG
1 EAMITELG TANPOPOPLES, KAL YO TNV AN TOV TOQACEDY TOUG TTEPLOPLLOVTAL OTLG TTA-
POYOPLEG TWV SLKDV TOVG ATOPAOEWV KAL OTHV TTOPATNPN 0T TOU TEPLBAAAOVTOG 0TO OTTOLO
Bplokovrad.

Sy mapovoo SLatplPr] TPOoTAONCAUE VO TPOTEIVOUUE ADOEL OUVUQAOUEVEG UE TO.
TAPATAV® TESLA KO 1] CUVELOPOPQ. LG CUVOPITETOL 0Ta, EENG:

¢ TIpoteivape Evav Piyavioud GuoTadomolnong CUOKEVDY TOU AAUPBAVEL CUVEVAOTIKA
VITOPLV T GUVAPELD TV SESOUEVMV, TV QUOLKY] GTTO0TOO0N TOV CUOKEVMV KOL THV
EVEPYELOKT] KATAVOAWON, VLG TNV TLO OITOTELECUATUKY] ETTLKOLVOVLO, UETUED TV OU-
OKEVMV. ZTNY TAELOYNPLOL TOV EPYAOLDV TG PLpAtoypapiag dev Aaupavetar vdyy
1] CUVAPELC TWV TTANPOPOPLIOYV 1] OTTOLA. 0TO. TEPLBAANOVTA ALaditkTvou Twv MpayudTwy
wropel vo aiEel KaBopLoTikd pOLO GTV EACYLOTOTTON 0T TOV TEPLTTOV AVTOIAYDV
TANPOPOPLAG.

* TIpoteivape TV ypnon g texvoroyiag WPC yio va KataoTel Suvati) 1) KoV Vi
0€ OUOKEVEG YaUNING evepyelakng Sabeoludtnrog. Aedouévou 0Tl 0to TEPLBAALOV
tov Aediktiov Tov Mpayudtov dev diabEtovy OLeg 0L CUOKEVEG apOoVia NAEKTPLKNG
EVEPYELOG (TTY. ALOONTNPEG XWPLG WTUTOPLOL, OVOKEVEG OF OITOUOKPUOUEVT] TOTTO0EOLAL)
Ko €TELd 0L EUPEMG YPNOLUOTOLOVUEVES TEYVIKEG OUMMOYNG EVEPYELOG (TTY. MALOKT),
CVELLOYEVVITPLEG) AELTOVPYOUVV EVKOLPLOKG KOL CUVETTMG deV Uopolv vo, eyyunotv
otadep) TOPOYT) EVEPYELOGC, TTLOTEVOUNE OTL 1] TeVoroyio. WPC umopel va elvon Koufi-
K1) ONUALOLOLG YLOL THV ETLKOLVOVLOL TOV CUOKEVMDV 0€ KATOLO 0eVApLAL. 2TV Statpifn)
LOIG TTPOTELVOUUE EVOIV Y OVIOUO YLOL THV ETTLAOYY] THG GUOKELNG 7TV B0, TPogodoTel
LE EVEPYELQ TLG VTTOMOLTTEG GUOKEVEG, UE BAOT TNV YYUTNTO KOL TIG EVEPYELOKEG TG
duvatoTnTec.

o Ztoyedoopue OTNV PEATLOTOTOWON TG EVEPYELUKNG OITOSOONG TOV GUOKEVMV YLOL T
uetadoon twv dedouévov. Katd v @pdaon uetddoong tmv Sedopévmy, oL GuoKEVEG
£lvo vITeOUVEG YLOL TNV AVTOAGYT] TV TTANPOPOPLOV EVTOG TOU SIKTVOV. AGY® TOU
UEYAOU apLOUOD CVOKEVMYV TTOV eMLOVUOVY VO LETASDOOLVY TNV L8LAL YPOVLKT] OTLYUr),
VITAPYEL LOYUPY TTOPEUPOAT Ko 00pUBOG 0TO Kaval emtikowvwviag Tovg. [ia tnv emi-
Avom awTol Tov TPORANUATOS, TTPOTELVAUE TOV OPLOUO L0 GCUOKEVNG G AVTLILPOCMOITOG
Y10 KGO 0VoTAdA, 1] 0TTOLO. ELVOL VITEVOUVT YLOL T OUALOYTH TWV TTANPOPOPLAOY ATTO TIG
VITOLOLTTEG OVOKEVEG KOL YLO. TV UETAS00T] TOVG 0T0 VitdloLto diktvo. O mpotetvoue-
VOG WY AVIOUOG LOVTEROTTONOTKE 10G EVOL 1N)-OUVEPYATIKO TTALYVLO, TTOU GTOXEVEL 0T
HELWON TNG LoYVOG UETASOONG, OTNV ATOPUYT VPYNADV TAPEUSOADY KOL 0TIV ETLTEVED
vyming Howdtnrog Eumelplog yio Tl GUOKEVEG TOU SIKTVOV.

* Stoyevooue 0TV BEATLOTOMOIN 0T TG 0ToPOPTMONG dedopevmy oto TePLBarlovTo
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YTrohoywouot ota Akpa [orkaming MpdoPaone. Ze éva TETowo TEPRGALOV, OOV O
SLOYELPLOTIG TOU SLOKOULOTI ELVOL SLAPOPETIKOG QITO TOV TEMKO YPNOTI), GUPOTEPES
oL 50 TheVPEG EMOUUOVY VO UEYLOTOTOOOUV TNV AVTIAAUBOVOUEVY EUTTELPLO. TOVG
LE AVTLKPOVOUEVO OUUPEPOVTO. QG €K TOUTOU, OVILUETWILOAUE TO TPOBANUA G EVal
TPOPANUa BelTioTomoinong S0 emUTESWY, OOV 0TO TPADTO ETLITEDO OL XPNOTEG AVTOL-
YWVILOVTOL OE £VOL UN-CUVEPYATLKO TTALYVLO TTPOKELUEVOD VO LEYLOTOTTOLHCOUV TNV TTPO-
OWTTLKT] TOUG EVNUEPLOL, OTTOPOPTILOVTOG EVAL LEPOG 1] TO GUVOAO TWV VTOAOYLOTIK(DY
TOUG EPYAOLDY, EVD 0T0 deUTEPO EMTEDO, OL SLAKOWOTEG, AAUBAVOVTAG VITOYLY Ta.
ded0oUEVaL TTOU TOUG UTTOOTEMMOVTAL, ETTLYELPOVV VO, LEYLOTOTOLCOUV TO KEPSOG Tou Oa

EMWOUOTOVV.

¢ MoOVTEAOTONOOUE EVOL LINYOVIOUO ETTLAOYTIG SLOKOULOTH O7TO TOUG PN OTEG OF ULOL OLVTOL-
YOVLOTIKT] 0YOPd TOMATAMY SLOKOULOTOV, BOCLOUEVO OTC, OTOYAOTIKA CUTOROTOL. Ag-
douévou OTL o€ WLa. aryopd. TOAMOTADY SLOKOULOTOV OL TEALKOL (p1oTeg dev dtabEtouy
a priori TANPOQOPLEG TYETIKA |UE TV TOLOTITC, TOU KAOE SLAKOULOTI LE TOV OTTOLOV TTPO-
KELTAL VO, OAANAETLOPAOOUV, TTPOTELVOULE EVOV EVIOYLTLKO unyaviopd udbnong faot-
OUEVO 0TN BEWPLOL OTOYOOTIKDY QUTOUATOV, O 0TTOLOG ACUBAVEL UTTOYPLY TEPONYOVUEVEG
EVEPYELEG TWV YPNOTMV, TNV TLUOAOYNOT KoL TOOVEG EKTTTMOELS, TPOPANUATA CUUGO-
PNONG KOl TO UEPLDLO TOV KAOE SLOKOULOTH OTNY ayOPd, TTPOKELUEVOD VO, ETULAEEOVY
oL XpNOoTEG TOV KatdAnho Stakomoti). Avabétovtag po Baduokoyia enung ot Kabe
SLOKOULOTH), OL XPNOTEG EMAEYOUV TLOAVOTIKG GLUTOV UE TOV OTTOL0 EMLOVUOVV VO Gu-

OYETLOTOVYV.

* Evoouotooous CUPNITEPLPOPLKE 0ToLy el 0TV dLadikaoio amdpaong. O SLoKouoTEg
ota weptBariovra Yroroyiopov ota Axpa Modhasing [pdoBaong, kabhg dev elval
TO00 LOYVPOL OGO 0T, TEPLBAMOVTA VEQOUG, povehomomOnkay wg Kowdypnoteg In-
vég ITopwv (Common Pool Resources), GuOYETILOVTAG TV TLOAVOTITO AITOTUYLOG EKTE-
LEOTG TOV AELTOVPYLDV TOUG e TNV EKTOON XPNONG TOUG. Auth 1 afefardtnTo otV
AeLToupyla ToVg TTaleL ONUAVTIKO POLO VIO TNV PECALOTIKY GVOITOPAOTOOT KOl [O-
VIEAOTTOLN O] TNG CUWTEPLPOPAG TWV XPNOTOV KATA TNV A1) TOV ITOPACEDY TOUG.
SV epyaoio oG TPOTEivape TV xpnon g Oewplag IIpoomTikig, Wog cuuTepL-
(POPLKTG OLKOVOULKTIG BEWPLAG TTOU LOVTEAOTIOLEL TIG OTTOQPAOELG OTOUWY OF GUVONKEG
afepardomrac.

e Two ™V amtd Kool eXAVOT TV TPOPANUATWV ATOPOPT®mONG SEd0UEVOV aTtd TOUG
YPNOTEG KOL EMAOYNG TWUDV OTO TOUG SLOKOULOTESG, SLOUOPPMOOUE EVOL TTALYVLO
Stackelberg uetaE0 TV SLAKOWOTMV (NYETES) KOl TV YpNoTdV (akdhovbol), yia va
KaBoploovpe T BEATLOTY TLHOAOYNON TWV VITOLOYLOTIKMV VITNPECLOV Kat TG BENTL-
OTEC OTPUTNYIKEG eKQOPTWONG dedouévov. H Stadikaoio Mpyng amdpaong yio. Ty
EKPOPTMOT TMV SESOUEVOV TOV YPNOTDOV SLUTUTTDOVETOL WG EVEL UN)-CUVEPYOTLKO VITO-
TTALYVIO UETOED TWV XPNOTMOV, EVO 1 ETAOYT] THG TLLOAOYNONG WG £va EgYwpLotod un-

OUVEPYATLKO VITOTOLYVIO UETAED TWV SLOKOUOTMV.
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e XPNOWOTOWOGUE EVIOYXUTLKT LGONON YLo: TNV ETLAOYT TLOAOYNONG OF OVTOYWVLOTL-
KEG ayOPEG Ue TTOMMOUG SLakoULOTEG. TTPOKELUEVOU VO AVTLUETOILOTEL TO SIANUUO. eE¢-
PEVVNONG - EKUETAMAEVONG OE EVaL TEPLBAMAOV OTTOV OL SLOKOULOTEG BEV YVWPLLOUV €K
TV TPOTEPMY TNV TLUT| TTOV OSNYEL 0TO TTLO KEPOPOPO OTTOTENEDUCL, TTPOTELVOLE TV
HovTelomoinon tov pofinuatog wg meofinua Ioihamidv Kovkoyxépndwv (Multi-
armed Bandit). To. o€l TG OVYKEKPLUEVTG LOVTEAOTTOLNONG EYKELVTOL 0TIV GITOQPUYT
TEPLTAOK WV VTOAOYLOUDVY KOl GUVAPTHOEWY, GAAGL KOL GTV UELOUEVT] AVAYKT) TAT)PO-
POPLOG TYETIKA [UE TG EVEPYELEG TWV VTTOMOLITOV GVOKeL(DV. OL amogdoeig happavo-
VIOl artd KGOe xpNotn Eexwplotd ue PAoT amhig TOPATIPNOELG TOU TEPLPAALOVTOC,

¢ TAomoNOOpE Kot AELOAOYHOOUE T TPOTELVOUEVE TALOLOL LEGW TEPOTOUOLDOEWY. Lot
va. €EAEYEOUE TNV OTOTEAEOUOTIKOTTA KL TNV OTTOSO0TIKOTITA TMV TAGLOLOV TTOU
TPoTELVANE, KOOMG KoL YL VO, EAEYEOUUE TV ETTLPPOT KAOE TOPAUETPOV OTO AVTL-
OTOL(O HOVTELD, TTPOYUCTOTTOOOUE TPOCOUOLDOELS OF OO0 TO dUVATOV PECALOTIKO-

TEPA OEVAPLAL.

Mo avalvtikd, 0o avagpepfovie OTLG ETLUEPOVG EPYAOLES TTOV GUVOETOUV TNV TOPOVOO.

StoTppn Kabdg KoL ot TPOoPANUATA TOU UEAETNONKAY KoL ETAVONKOV.

YvAAoyij evégyeLag Ko SLayeiQLen TOQMV, Aaufavovrag vVIOYLY T KOLvd evOLapé-

00VTA TWV CUCKEVOV.

Se quTn ™V gpyaoia, Bewpnoaue £vo TeptBariov AtadikTiov Twv Mpayudtoy ue ov-
OKEVEG XOUNANG Loy YOG oL omToieg emOVUOVV VO, UETASMOOVV TIG TANPOPOPLEG TOU SLaOE-
TOUV 0TO VITOLOLTTO SIKTUO LECW TG ETLKOLVOVLAG WY oviG ue umyovi) (Machine to Machine).
STOY0G WG ELVOL 1] XOUNAT] EVEPYELOKT] KATAVOAWON YLOL TV ETEKTACT TOV YpOVOU Lmig
TG UTATUPLOG TWV OVOKEVMV KoL TNV EEA0QARLON TG ATPOOKOTTNG AELTOVPYLAG TOV OU-
OTNUOTOG YL UEYAADTEPO YPOVIKO SLaotnua. To Tehevtalo elval eEALPETIKNG ONUAOLAG OF
TEPLBANMLOVTO GTA OTTOLO. 1) VOPMOTTLVH TTPOOR Ao eivo SVOKOAN 1) 1) GAAayT) WITATAPLAG SEV
elvalL QLT

T va asopevyOel 1) GLUEOPNON 0TO SIKTVO MG KO YL, VO, LELDOOUUE TV OITO0TOON
ETMKOLYMVLOG, Ol OUOKEVEG ETAEYOUV VO, OTELAOVY T SESOUEVE, TOUG OE ULOL EVOLAUEDT] OV-
okevn, vrtevBuVY Yo TV ueTafiBoon Twv dedousvmv 6To VITOLOLTO diKTVo. Agdouévou Ot
OL OVOKEVEG elva EEVTTVEG KaL OL TTANPOPOPLEG TTOU SLOOETOVV £XOVV GUYKEKPLUEVO TTEPLE-
»Ouevo (mry. Bepuokpaoia, FECT KAT.) TLOTEVOUUE OTL O TVTOG TOU TTEPLEXOUEVOU OITOTE-
Ael ONUAVTLKO OTOLYELD YLOL TNV AITOdOTIKOTEPY EMLKOLVMVID KoL petddoor. H emhoyn g
EVOLAUEDTG OVOKEVTG AOLTTOV SEV ELVOL TETPLUUEVT SLASLKACIA KOOMG OL CUOKEVEG EXOVV
SLOQOPETLKY EYYVTITA KOl SLOQOPETIKG EVOLAPEPOVTA WG TTPOG TOV TUTO dedopevmv. Emi-
TAEOV, TTPOKVITTOUY U] TETPLUUEVO, TTPOPATLOTO KO KATE TV (AOT ETLKOLVOVIGGS, KAOME oL
YOAUNANG LOYVOG CUOKEVEG YPELATOVTAL ETTOPKT) EVEPYELQL YL VO, UETASDOOUV T SedOUEVQL
TOUG, EVH TOUTOYPOVA opeihouv va drotnprnoovy v o ta Yanpeoiog vPnid, Tapd
Tov 00pUPO KoL TIG TOPEUPOLEG OTO KOVAAL LETASOONG,
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SToyeloVIOG OTNY ETLAVON TV TOPOTAV® TPOPANUATWV, GPYLKA Sdnuiovpynooue
onadeg ovokevdv ypnotuomordvrag ™V Awadikaoia Kivelikov Eotiatopiou (Chinese
Restaurant Process), Katd tnv ommolo. kKaOe ouddo. avtiotolyet og £va Tpamell kKol Kade ov-
okeun og évav mehdtn. O Tehdteg KahoUvToL va emhéEoVV To TPOteéll 0To omoio Ba K-
TOOUVY, EMAEYOVTOG UE W] UNOEVIKT] TLOOVOTNTA GVAUESH OF £va, AOEL0 TPATTECL Kal OTa
NON KATENUUEVQ. ZTNV TEPLTTWOT TOV OUOKEVDV, N TLOAVOTNTO ETAOYNG TG ORASAG
otV omoia Ba evroyBouv eEaptdtal TO00 ATd TNV PUOLKT TOVG TOOTACT, 000 KL aTto

™V PUoN TOV deSOUEVMV TTOU SLadETOoUV.

e Vo VITOAOYLOTEL 1) TTOPATAVD TLOavOTHTE, dNnuovpynoaue 00 Ypagoug ue Koufoug
TLG OUOKEVEG TOU SLKTVOU, KO BAPN TV AKUMV, OTH (oL TEPLTTWON TNV UETOED TOUG QUOLKT)
amOOTAON, KoL 0TIV SEVTEPT] TV OUOLOTITO TWV EVOLAPEPOVTMV TOVG. Me 0uTOV TOV TPOTTO,
N emOvpLa 5V0 CUOKEVMDVY VA CUOYETLOTOVY TPOKVITTEL 0ITO TO OTADUOUEVO AOPOLOUC, TOV
QTOOTACEMY TV KOUBwv 0Toug 800 Yphpoug UETA artd KavoviKomoinon Tov fapmv. H
ek mBavotnTo Kabe kOuBog va emhéEel v Kabe opdada TPOKVITTEL ATTO TO HEGO OPO
TOV OKOP GUOYETLONG Ue OAOVG TOUG VITOAOUTOVG KOUBOUG TNG OUddaG.

Aol mpaypoatormondsl 0 StaywPLoUdg TV ouadmY, KOAOUUAOTE VO, ETAEEOUUE (La,
ovokeun od KaOe oudda 1 omota Oa AerTovpyel g AvTITPOomITOg Ka Ba etval vitedOuvn
YLt GUAROYT KO TTPOmON 01 TV 8e80UEVOV 0TO VITOAOLITTO IKTVO, KAOMG KoL YLOL TNV OIT0-
OTOM) ETAPKOVG EVEPYELOG TEPOG TIG UTTOAOLTTES CUOKEVES TNG OUASAG TNG. [l 1o Adyo autdv,
SMWOVPYNOAUE EVOV YPAPO TOV OTTOLOV OL GKUEG ATTOTEAOVY Evay CUVOVAOUO THG PUOLKNG
ATTOOTAONG KOL TNG OUOLOTNTAG TWV EVOLAPEPOVIWY TOUGS, KOL YPTOLULOTTOOOUE TNV EVVOLOL
TNG KEVIPLKOTNTA EYYUTITAG VL0 VO KATOANEOUUE 0TI CUOKEUVT] TTOV ELVOL TTLO " ONUOVTLKT"
WG TPOG THV ATOOTAOT TNG AT TLG VITOLOUTES. ZUVOUALOVTOG CUTNV TV TUUT UE TA EVEP-
velok o amofépata Kabe ovokevng, odNyNONKaue 0TV ETLAOYY TG TTLO VITOTYOUEVNG OU-

OKEVNG WG OVILTTPOCMITO.

Kabmg 0 emheyEVog avILIpOomITog elval VITEVBUVOG YLOL TNV EAPKELO EVEPYELOG 0TIV
OGSO TOV, LOVTEAOTTOLNOAUE et SLASLKAOLO GUAAOYNG EVEPYELOG OTTO TG GUOKEVEG e Baom
v texvikny WPC (Wireless Powerd Communication) 1 ostola. tepthaufaver €va oTadio pe-
TaPOPAG eVEPYELNG LEOW padloovyvotitmv (Wireless Energy Transfer) ko éva 0tddio aso-
otohg dedouévav (Wireless Information Transmission). H poo€yyion mov tpotelvapue yio
TOV VITOLOYLOUO TNG EVEPYELGG TTOV GITOLTELTOL OITO TG OUOKEVEG E)EL WG OTOYO TNV UEYLOTO-
OO TNG LKOVOTTOLONG TWV CUOKEVMV KOl TNV SLOOQAMON TNG OLAATG AELTOUPYLOG TOU
OUGTHUATOG.

[ T emiTtevEn TOV TAPATAVE, LOVIELOTOOOUE T SLAdLIKOOLO ETAOYNG LOYVOG [e-
TAS00NG WG EVE UN-CVVEPYATIKO TOLYVIO UETAED TWV GUOKEVMV, 1) CUVAPTNOT MQEMUOT-
TOG TWV OTTOLWV OPLOTNKE Ue BAoN To eVpog Lmvng Tov duktdov, TV Loyl uetddoong Kat
TV TOAVOTNTO, ETLTUYNUEVNG UETADOONG. Ol CUOKEVES, CUUUETEOVTAG OE OUTO TO TTALLYVLO
KOl TTPOOTTOOMVTOG VO, LEYLOTOTTOLNGOVY TNV GUVAPTNOT WPEMUOTNTAG TOVG, CUYKALVOUV OF
(LG, OTPOTNYLKT] 1) OTTOLC QUTOTEAEL KaiL TNV Looppodtic. kKatd Nash tou maryviov. Agov Bpe-
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Oel 1 LOYVG TOV ATTALTELTOL VIO, TNV UETADOON, O AVTTPOOMITOG KAOE O0uddog OTERVEL TNV
AVAAOYY] EVEPYELOL OTO OTASLO UETAPOPAG EVEPYELOG KOLL OL CUOKEVEG ELVOIL TTAEOV LKOVEG VO
UETASMDOOUV T SESOUEVA TOVG. TNV TEPLTTWON TTOU 1) EVEPYELXL TOU AAUPAVOLY ELVOL LEYCL-
AMUTEPY OTTO TNV UTTOLTOVUEVT], OL GUOKEVEG UTTOPOUV VO ATtofNKeDo0UY UEPOG TNG EVEPYELUG

QVEGVOVTOG TO EVEPYELOKO TOUG OTODENA YLOL LEMAOVTLKY] YPTON).

AVVoUKT] aTto@oQTmoT) Sedouévav o€ TegLfdliovra Yxoloyiouov eta Axga Iloila-
ahjg Ilgdefaomg.

ZTNV ETOUEVT] EPYOOLA UAG, ETKEVTPWONKaUE 08 TEPLBAMOVTO YTOAOYLOMOU 0Te AKPO:
IolMasting MpooBaong (MEC), ue v OTapEn Loxupdv SLOKOWOTMV 0TA GKPd ToU Si-
KTOOU, OL OTOLOL TTPOTPEPOVY TIG VITOAOYLOTIKEG TOUG SUVATOTNTES 08 Lo AdUVOUES OU-
OKevEg - ypnoteg. Evtaoocovtag ota meptpdihovia autd texvohoyieg Atktimong Kabopt-
opévn amd Aoyiopkd (SDN), 1) My amo@aoewy K HEPOUG TWV YPNOTOV, 1] SPOLOAOYNON
™G Kivnong Twv dedopevmv Kabng kat 1 dtaogdiion g [Mowdmtag Yanpeoiog Wtopet vao
paryuatomowm el 0to medio erEyyov artd Tov eheykti) SDN ue Suvauko tpodmo.

To meplBAILOV TTOU PUOG ATTAOYOMOE ATOTELELITAL OITO TOAVAPLOUEG KIVITEG CUOKEVEG
0L OTTOLEG ELVOIL VTTEVOVVEG YLOL TNV EKTEAEOT OPLOUEVWV EPYOOLMV, KA TTOAAPLOUOUG SLoKo-
WLOTEG TTOV ELVOL SLATEDELUEVOL VOL TIG OVAAGBOUY EVOVTL KATTOLOG TUUNG. ZTOYO0G LOG ELVAL 1)
KaOe cuoKeuT va eAEEEL TOOO TOV SLOUKOULOTY E TOV OTTOLO B0L GUOYETLOTEL OGO KL TO [1E-
ve00g TG epyaoiag oV Bol TOU ATOOTEILEL, EVED TAPAAINAO, 0 KABE SLOKOWLOTNG VAL eTLLEESL
™V TN TV ortoia Ba O€oeL Yo TV vrnpeoia tov. Kabe ouokeun SLabétel Evav oplopévo
OYKO SESOUEVWV TTOV AVTLOTOLXOVV 0TIV EPYAOLE. TOU KO ETUAEYEL TO TANOOG TV dedopé-
V@V 710V 00 OTEIAEL OTOV SLAKOULOTY], KOl AVTLOTOLY 0. TO TTAN00G TTOU B0l KPOITNOEL YLOL TOTILKT

£nmeEEPYOLaL.

APYIKG OL PNOTEG ETAEYOUV TO SLOKOULOTY UE TOV OTTOLO EMLOVUOVY VO GUOYETLOTOVY
ue Baon wo TOAVOTNTO, Ue Lol SLadLkaoto Tov BacliEToL 0TV Oewplo TmV OTOYAOTL-
KoV autopatwv (stochastic learning automata). H mbavotnta vt kaboplleton ovupmvo.
Ue TNV TPOTEPT) EWTTELPLOL TV YPNOTOV Katd TV dtadikaota emhoyng. [To ovykekpluéva,
0 eheyktig SDN Sta0€tel o faduoroyia Yo KaOe SLekomot, 1) 0Tolo EKQPATEL TNV e
TTOU £YEL 0 SLAKOWOTNG Ue BAOT TN CUUTEPLPOPE TOV OF TPONYOUUEVES Y POVIKEG OTLYUES. H
BaBuoroyio avt eK@EPALETAL MG TO OTAOWOUEVO GOPOLOUI TNG OYETIKNG TLUNG TTov OETEL
0 SLOKOWOTNG OE OYEON U TOUG VITOAOLTOUG (AAUPBAVOVTOG VITOYLY KoL TOOVEG EKTTTDOELG
7OV £QapUOLeL), TG CUIPOPTONG TOV KATA TN ¥PNOT] TOU KL TOV TTOG00TOU TOU UEPLOLOU
AYOPAG TTOV £XEL. ZTN OUVEXELQ OL PN OTES, Ue PAON avThy T Babuoloyia, Kol avaloyo (e
TO SLOKOULOTH TTOU emEAEEQY, avavedvouy TNV mBavotnTa ue Ty omola Oa e Eovv Tov
KGOg SLOKOIOTY] OTNV ETOUEVT] XPOVIKT] OTLYUT.

Aol tpaypatomon el 1 emhoyT] TOU SLUKOWLOTY), OL YPTOTEG CUUUETEOVY OF EVOL [)-
OUVEPYATLKO TTOLYVIO YLOL TOV VITOAOYLOUO TOU OYKOU TV SeSOUEVMV OV HaL TOV 0TTOOTEL-

Aovv. Q¢ OUVAPTNOT WPEMUOTNTOG TOV KAOE XpNOTH OPLLETAL 1] SLOQOPE TNG LKAVOTTONOTG
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TTOU AAUBAVEL OTTO TNV GITOCTOM] TV SESOUEVMV TOU KOl TOU KOGTOUG TTOU GVTLAGUPBAVETAL
YLOL TNV AMPY GUTHG THG VITNPECLA GTtO TOUG SLOKOUOTEG. ADY® TNG ETEPOUOPPLOG TWV YPT)-
OTMV, 1] LKOVOTIOINOT TTOU AUBAVEL 0 KABEVAG ELVOL SLAPOPETLKT KOl LOVTEAOTIOLELITOL (G
e adEouoo adAa KolAT oUVAPTNON. ATt TV GAAY, TO KOOTOG TTOV AVTILAUBAVETOL 0 KGO
YPNOTNG OPLEETAL WG TO YLVOUEVO TV SESOUEVV TTOV OTEAVEL ETTL TV T v bit o O-
TOUV OL SLOKOWLOTEG 0€ KAOE YPOVIKT] OTLYUT], TTOMATAACLAOUEVO Ue o, 0ta.depd, Srapope-
TUKT] YL KGOE XPNOTH), TTOV VITOSNADVEL TV AVTIANYPT] KOOTOUG TToV £)EL 0 KaBévag Toug. Me
™ dadikaoio BEATLONG QOKPLONG YL T1) UEYLOTOTTOINOT] TG OUVAPTIONG WPEAUOTNTAG
TOUG, 0L YPNOTEG 03N YOVVTOL OTO OMUELD LOOPPOTTLOG Kot Nash tov maryviov.

Téhog, apoll ohokANPmOEL 1] €TAOYT TOU OYKOV TwV SESOUEVMV TTOV B0l ATTOGTEIAOVY OL
YPNOTEG, 0 KAOE dLAKOUOTNG ETAEYEL EK VEOU TNV TLY TTOL B0 OE0EL Y10, TIG VITNPETLEG TOV,
TPOOTOOMVTOG VOL UEYLOTOTTIOLNOEL T1) SLKT) TOU OUVAPTNON OQPEMUOTNTAS, 1) 0TTOLC. OPLEETAL
g To KaBapd KEPSOG TOU, dNAadY TN SLOPOPa AvVAIESH OTOV TLLPO TTOV £XEL KOL 0TO KO-
070G Lo TNV dLEKTEPALMOT TV gpyaotdv. O TLpog Tov kabe Siakouoth oplleTol wg To
YLVOUEVO TV SEQOUEVOV TTOU AOUBAVEL KaL TNG TLUNG TTov OETEL, apaLpdvTag TV moavn
EKTTTWON)] TTOV TTAPEYEL, EVA TO KOOTOG OPLLETAL WG TO YLVOUEVO TOU aptOUoD Twv SedoUEVWY
KoL TOV KO0Toug avd, bit tov £yel o kdBe drakouotng. To mpdfinua avtd opiletal mg Eva
TPOPANUC LEYLOTOTTONONG KOL O OVAAVTIKOG TOU VITOAOYLOWOG UTOPEL VOL TEPOYILOTOTTOL Ol
otov gheykt SDN tov ovoThuaTog.

Ou dLadikaoieg emAoYNG SLOKOWOT KoL EMAOYNG SESOUEVOV ATTO TOVG YPHOTES, Kol
ETAOYNG TLUNG OITO TOUG SLOKOULOTEG, ETTOVOUACUBAVETAL OUVEXDG UEXPL O KAOE PN oThg VoL
ETAEYEL TOV SLOKOULOTY) TTOV TOV EVOLAPEPEL e BePaudTnTa, Kat T0o0 0 apldude dedouévov

000 KL OL TLWEG TV VITNPECLOV VO CUYKALYOUY 0TIV TEMKT] TOUG TLUT.

AT0QOQTOOT) Sed0UEVWIV G TEQLPAALovTa Y moAoVIeuov ota Axoo IloAdamiijg TToo-
ofaong vaofonfoducva amé Xvorijuata un Exavoomuévov Asgookapav, o€ cuviikes
oiokov kot afefoudrnrog.

[ TYY GTOTEAEOUOTLKT EQAPUOYT TNG TEXVoroYlog Ymohoyiopot ota Akpa TTolha-
g [pdopaong £xouv mpotadel SLApopa OEVAPLO AVALOYO UE THY VITOSOoUT TOU SIKTVOU.
211 ouyKeKpLuévn epyooio Bewpnoope Evo TtepAAlovV ue TOMOUG YPTOTES OL OTTOLOL ETTL-
Bupohv Vo amopopTMoouV To. SEBOUEVA TOUG OF EVAV dLAKOULOTH TTAV® 08 £vo ZVOTHUO
un Exavdpwuévou Agpookagpovg (SunEA). H ypnon tov SunEA €yl mopouoLiostL £Vtovo
evOLOPEPOV KaBMDG KaOLOTOUV TOV SLOKOULOTY) TTLO EVEMKTO, EMITPETOVTAG TOU VO TIANOLA-
OEL TTLO KOVTA 0TOVG YPNOTES, BEATLOVOVTOG TO KAV ETLKOLVOVILOG TOOO AOY® OTtO0TOONG
000 KoL OPOTOTITAG, EMITPETOVY TH UETOKIVNOT TOV O VEEG DECELG AVANOYA UE TIG OV
YKEG TOU SLKTUOV Kaut SLVOVTAG TV T duvatdTnTa. Vo EVmnpetnoeL SuompOoLTeg TEPLOYES,

YOPAKTNPLOTIKG 7OV dev SLaOETEL £Vag SLAKOWLOTIG EYKATAOTNUEVOG 08 0TaOuO Bdong.

Ou drokouotég ota meptBdilovra Tmoloyiopov ota Akpo Morhaming [pdopaong,
7600 UWaAhov Tave og SUNEA, apdTL Loy upot, SLaBEToVV TEmEPAoUEVO apLdnd TOPWVY YL
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™V dtekmepaimon epyaotdv. [autdv 1o Moyo ypnowwomomnoaue ) Ocmpio Kowwdypnotov
Iopwv kar T Owplo g Tpaymdiag Twv Kowvmv Ayadmv yio T nadnuotiky tovg wo-
viehomoinot). ‘Etol, o dtakopothg €xel LELmpUEV) amodoTLKOTITO AvalOYQ e TV YPNoT),
KO TOU OLVTLOTOLYEL WLot TLOAVOTITA, ETTLONG AVAAOYA LE TV XPTOM, YLOL VO ATTOTUYEL OAO-
OYEPMG VO EKTEAEDEL TIG pYaoieg Tov. H eyyevig avth) mbavotnta amotuyicg Tov Suoko-
WOTOV VO LKAVOTTOWOOUY TLG GVAYKEG TWV YPNOTMV, OINYEL OTNV AVAYKT VI0OETNONG TLO
oUVOET®V OEMPLDHV YLOL TV LOVIELOTOIN O TG CUUTEPLPOPAS TMV YPNOTOV VIO CUVONKEG
apefardmrag. Sy epyooia wag emisEaue T Oempio IIPOOTTIKNG YLOL TNV TEPLYPAPT] TG
OUVAPTNONG MPEAUOTITAG TV XPNOTMV, 0TOY0G TV OTOLWVY Elvon 1) EDPEOT) Tov TANOoug
TV 8e80UEVWV TTOV OELOUV VO, ATTOPOPTDOOOVY OTOV SLOKOULOTI TTOV PPLOKETAL TTAVW OTO
SunEA KoL To aviotoly o Thn00g ou emtunolv va KPaTnoouy yio Tosmtiky eneEepyaolo.

Sougova pe ™ Oewplo [IPOOTmTIKNG, OPEILOUIE VO, OPLOOUUE EVE, GUELD AVOPOPAG IE
Bdom To ommolo VITOLOYLTOVTAL TO KEPST KOL OL ATTMAELEG TOV OUGTHUATOS, 1) VITAPEN TOU
0TTOLOV £LVOL LOLALTEPX ONUOVTLKY KOOMOG 1810 HeyEDn KepdMV Kal ATWAELDV £OVV SLOPO-
PETLKT) ETOPOALOT OTIG EMAOYEG TV ATOUWYV. G ONUELD AVapoPag Oewpnoaue TV eEVOVON
0TOUG 0OQPUAELG TTOPOVGS, SNAadT TV ToTtikY eneEepyaoio OAwV Twv dedouevarv. H ovvap-
TNON OPEMUOTNTAG KABE XPNOTN VLA TNV ATOPOPTWON TV SESOUEVMV TOV eEQPTATAL CLTTO
TO AV 0 SLAKOWOTIG KOTAPEPE 1) O)L VO EKTENECEL TLG EPYAOLEG TTOV AVELOBE, KO TTEPLAOLL-
Baver TV amdd00m TG ETEVOUONG OTOV SLUKOULOTY), TV TUUT] XPEWOTNG TNG UTNPECLAG 0TO
TOV SLAKOULOTY] KOLL TNV LKOVOTTOUN0T] 07TO TV TOTILKY] ETTEEEPYOOLOL TWV EVATOUELVOVIWV Og-
dougvmv. H tagpopd avaueoo oty Tt TG O@EAUOTHTOG KoL TO OUELD AVOQOPAG ElvaL
CUTY) TTOV LOIG SLVEL TNV OVTLAGUBAVOUEVT] OPEMUOTNTA oVRpOVa te T Ocmpia TTpoostt-
KNG,

Fuvdualovrag TV THOVOTITO ATOTUYIAG LE TV OVTIAAUBOVOUEVT] OQPEMUOTITAG TTOU
TEPLYPOPALE, TO TPOPANUG LOG UOVTEAOTIOLELTOL (G £VOL UN-OUVEPYOTIKO TTOLYVIO KoL 1)
AMom Tou FTPOKVITTEL IO T UEYLOTOTONON TG GVAUEVOUEVNG OVTIAAUBAVOUEVIG WPENL-
uoTTag. Qg Ao emAgyeTon Kat Tl To onelo twopporiag kot Nash tov awyviov, oto
0TTOLO UITTOPEL VO, PTACEL OTASLOKA TO GVOTNIA, 0KOMOUOMVTOG TNV TEYXVIKT TNG KOATEPNG
ATOKPLONG.

To TAALOLO0 AMYNG OTOPATEMVY TTOV TTPOTELVETAL 0TIV GUYKEKPLUEVY EPYOLOLOL AVOLPEPE-
TOL KUPLMG 0TO TPOBANUOL 0TTO TV OTTTLKT] TG XPTONG VITOAOYLOTLK DV TOpmV. QoTtd00 0ELLEL
va, ONUELWOEL OTL PITOPEL VKOMA VoL TPOCAPUOOTEL KO VO, ETTEKTADEL KaiL TTPOG AAAEG KATED-
0voELg OTTmG TNV 0LOVPULOTY ETTLKOLVWYVLCL, EVTACOOVIOG ETLTALOV KOITOLE, Y APOKTIPLOTIKA,

ETKOLVOVLOG OTOV OPLOUO TWV VITOKELUEVWV EELODOEMV.

ATOQOQTOOT) dedouévmv KaL emLAoyt) xoéwong o€ meQfdaAiovra Yaoroyiouot ora
Axooa HloAdosAijg ITpdofaong ue moAramxrots dtakoutotés o ovvOKeS pioKOV KaL afe-
Paornrog.

SNV TEAEUTOLA UaG EPYOOLA, pehetnooue £va meptfdilov Tmohoyiouo ota Akpo ITok-
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Mamting Tpdofaong TapOUoLo e TV FTPONYOUUEVT], OTO OTTOLO OUMG VTTAPYOVY TOALOL Stot-
KOWLOTEG TTOV AVTOYWVILOVTOL YLO TNV TTOPOYT] THG VTTNPECLOG TOVUG. AOYM TWV TETEPAOE-
VOV TTOPOV TOV SLOKOWOTMV, VL0, GAAN e gopd ypnotporootue tig Bewpieg Kowvdypn-
otwv [opwv kar Tpaywdlag Twv Kowvdmv Ayaddv yio T novtehomoinon g omddoong
TV SLakowoTdy Ko ) Oewpia TIPooTTIKNG VL0 T LOVTEROTTOLNOT) TG CUMITEPLPOPHS TV
YPENOTOV VO oVVONKEG afefandTnTag. QoTO00, 0TV TPOOTAOEL LOG VO, ETTEKTELVOUUE TV
LOEQ TG ATTOPOPTWONG SESOUEVMV OF £Vl TEPLBAAAOV e TTOAAOVG SLAKOUOTES, KOAODUA-
0te Vo MDooVE 810 ETLITAEOV TPOPANUATAL, TO TTPOPANUC. TG ETLAOYNG SLAKOULOT Gt TOUG
YPNOTES, KOL TO TPOPANUA TNG EMAOYNG TG YPEWONG AITTO TOUG SLOKOULOTEG,

T Ty artd Koo eAVOT TOV TPOBANUATMV, LOVIELOTOWGOUE TO TPOBANUA LG WG
éva malyvio Stackelberg, 6mov oL StakouoTeg evepyolv wg Nyeteg (leaders) KoL oL XPNOTEG
wg akoiovOol (followers). To walyvio ywplLeTol 0g S0 VITOTALY VL, OTTOV GTO TPDTO OL SL0i-
KOULOTEG CUUUETEYOUY YLGL VOL OTTOQAOLOOVY TNV TL] TTov 0o OEG0LY YL TNV VTTNPESLA TOUG,
EV( 0TO SEVTEPO OL YPTOTEG CUUUETENOVY YLOL VO OITOPAOLOOVY TOGO OF TOLOV SLOKOULOTH

B0 otelhovv Ta dedopéva Toug 600 KoL TOV OYKO TV dedouévav Tov Ba oteihovy.

T T e0AVOT TOU SEVUTEPOU TPOPATULAITOC, YPNOLULOTIOLNOOUE TOPOUOL0. LeBoSoA0YLa.
UE TNV TTPONYOUUEVT] EPYUOLO, OTTOV OL YPNOTEG CUUUETEYOVY OE £VOL UI-CUVEQYATIKO TTCiL-
YV10, YLO TOV VTTOLOYLOUOU TOU OYKOU TmV SESOUEVMV TTOV TOUG CUNPEPEL VO OTTOOTEIAOUVY,
LLE TLG CUVAPTNOELG MPEMUOTNTAG Baotouéveg ot Ocmpia [lpoomtikng va stepthapfavouv
TNV LKOVOTIOIN 01 aItO TV TOTTLKT EKTELEON, TNV 0TTOS001] TOU SLAKOWOTY Kait TO KOOTOG TG
vrnpeolag. Emuthéov otV GUYKEKPLUEVT] EPYAOLO, LOVTELOTONOOUE KOL EVOWUATHOONUE
TNV SLOTPERAMUEVT AvTiin PN TG TOOVOTITOG OITO TOUG TAUKTEG TTOU TTpeaPevel 1) Ocw-
pla Ipoomtikng. Ot xpNoTeg VITOLOYLLOUV TV TLN TG OUVAPTNONG WPEMUOTITAG YL KAOE
£vav artd Toug SLaBECLUOVE SLAKOULOTEG KO TEAMKA ETAEYOUV GUTOV O 0TTOLOG TOUG TTPOCE-
PEL TO UEYOADTEPO KEPSOG. ME AUTOV TOV TPOTTO EMLTUYYAVOUUE VO, ETAVOOVUE ATTO KOLVOU
TO TPOPANUA TNG ETAOYNG SLOKOULOTH KO TG EDPEONG TOV OYKOU TwV SedOUEVOY 7OV Bal

OITO0TALOVY GE QUTOV.

[ Ty £0peon g PEATLOTIG TLHOAOYNONG 0ITO TOVG dtakopoTeg, dokLpdooue d00 dio-
popeTikég uebodovg, avahoya pe T SLabeoun TANPoQopleg 0To dKTVo KaBMG Kat TNV
ATTOLTOVUEVT YVMO] YL0L T LOVIENOTIOINOT) TWV GUVAPTIHOEWV TTov Ypnotuosototvtar. ‘Etat,
spotelvape wo 1EBodo faotopévn oty Oswple Moryvimv 1) 0mrole. 0dNYEL 08 UL NULOUTO-
WOITY TTPOCEYYLOT YLC TV ETTLAVON TOU TPOPANUATOG Kol o LEO0do PacLOpEVY 0TV EVL-
oyvtikn paOnon (reinforcement learning) wov 0ToYEVEL O UEYOAVTEPY GLUTOVOULO. TOV OVOTH-
HaTog,

Sougpwva pe ™ uebodo o Baoiletor oty Oswpia Taryvinv, oL SLKOULOTEG pe TNV
OELPA TOUG CUUUETEOVY OF EVO. UI-CUVEPYOTIKO TTOLYVLO VLG TOV OPLOMO TNG ELOUUNTIG
TUNG, 1 oTola. TPOoKVITTEL 0td TO onuelo wooppomiag kotd Nash tov pofinuatog. H ov-
VAPTNOT OPEMUOTITAG TOV SLOKOULOTMOV EEQPTATAL 0TT0 TO KOOTOG TTOV £)EL O 110G O SLat-
KOULOTNG YLOL TNV TTOPOYN TNG VTN PECLAG TOV, 0ITO TO TOG00TO TmV dedopévav mov Aappavel
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KaO®Dg Kat oo TV TYOAOYN o ToU OETOVV 0L VTTOAOLTTOL SLOKOULOTEG, SUVETMG OITALTELTOL
EVOLG UNYAVIOUOG UETAPOPAG QUTOV TWV SESOUEVWV KAOME KOL UL TTPOOEKTLKC SLUUOPP-
UEVY] OUVAPTNON OPEMUOTITOG YLOL TV ETULTUYNUEVY AerToupyle Tng uebodou.

AvtiBeta, pe v 1EBodo mov BacileTal OTNV EVIOYUTIKY UAONOY), OL TANPOPOPLES TTOV
ATTOLTOVVTOL YLOL TV ETUAOYT TNG OTPOTNYLKNG TOLOYNONG elval AydTepes. Ze avt TV
TEPLITTWON), LOVIELOTONOOUE TO TPOPINUA WG £va Tpdfinua TTorlamddv Kovhoyepndwv
(Multi-armed Bandit), 6mov oL S1o0KOULOTEG KOAOUVTAL VO EMAEEOUY TV OTPATIYLKY] TLUO-
MOYNONG YWPLG VoL SLABETOVY KATTOLE YVION EK TMV TPOTEPMV VLG TV TOLOTNTA TG KAOE
MONG. STOX0G TOUG ELVAL VO, BPOVY UECT GTOV Y(DPO KOTUOTAOEWY TNV TLun 1) orold Oa
TOUG ETLOTPEWEL TO. UEYOAUTEPD KEPST Ue HOVASIKY] TANPOPOPLO. TO KEPOOG TOV CVTLAOL-
BavovTol OTav ETAEYOUV TV GUYKEKPLUEVT] OTPOTNYLKY. Q¢ KEPSOG opilovue TNV Stapopd.
avapeoa oty Ty ov O£tovv el Tov aptdud Tov dedoutvav Tov AauBavouv, HEOV TO
KO0TOG v bit et Tov aplBpd Twv dedouevarv. T'o va gTdoouy oty embuuntn Ao, emi-
LEEaue Tov alyoptBuo UCBI, 0 0molog TapEYEL La. LOOPPOTTLC, AVOUETT, 0TIV E€pEVVIION
VE®V AMIOEMVY KOL 0TV EKUETAMAEVON ATTOSESELYUEVA KOMDV MIGEMV, EVED TAVTOY POV EEO-
OQaAleL pKpr) artoyonTevon (regret) og BAO0G POVOU YLOL TOUG YPNOTEG TTOV EMAEYOUV THV
OTPATNYLKY TOUG UE BAOT] TOV OUYKEKPLUEVO GAYOPLOUO.

Juykpivoviog avtég Tig 8o pefddovg, katalEaue oto 6Tl 1 uEBodog mov PacileTan
OTNV EVIOYUTLKT LAOT 0N OTTaLTel MyOTEPEG TANPOYOPLEG AANG TTEPLOGOTEPO YPOVO EKTENE-
ONG YL VO, €(EL OVTAYWVLOTIKG GTOTELEOUATA KAOMG 0TontovvToL TOAMEG EAOYEG OTTO
TOUG SLAKOWOTEG DOTE VAL EEEPEVVIICOVY EVOEAEY MG TOV XMDPO OTPATNYLKMV. Q0TO00, UETA
OO EMOPKEG YPOVIKO SLAOTNUO, KOTOAYEL OF UeEYOAITEPQ KEPDN VIO TOUG SLOKOULOTEG,
Avtifeta, 1 pEbodog mov Paciletar oty Oswpla Tlaryviwv aTauTel o TPOOEKTIKA Stot-
LOPPWUEVEG CUVAPTIOELG KOL TTEPLOCOTEPEG TAPOPOPLEG OYETLKO UE TIG OPAOELG TV VITO-
MOLTTMV FTOLKTMV KoL TOU TEPLRAANOVTOG, OAAG PTAVEL YPTYOPO. 0 KAAEG MIOELG TOV TTPO-

BAnuaTog.

MEpog g £pEVVAG WG, NTOV 1) ATTOSELEN TG UTOSOTIKOTNTAG TWV TAUGLMV KoL TWV
aAyoplBuwv mov mpotelvae Kau 1 emefaiwon g aElag Twv Moedv uag ota Tpoin-
UOITOL TTOU TTPOKVITTOUV OTOL TTEPLBAAAOVTOL ETLKOLVWVICG UMY AV Ue unyovy Ko TTohoyL-
opot ota Akpa Iodhasting IMpdofaong.

Apykd omodelEope ™y oEle TOV ATOKEVIPWUEVDY UeBOSWV MYNG aTOPACEWY, OL
OTTOLEG, LOYUPLLOUAOTE OTL ELVOL VPLOTNG ONUAoLag, Kabmg ota ovyypova SikTuo Stvetal
UEYAAN BAON OTNV LOLWTIKOTNTA, TV AOPAAELQ, TV OELOTLOTIC. KOL TNV ETEKTOOWUOTTO.
toug. H ypNom kataveunuévay texvikdv ouyva ToapLdlel Teplocotepo ot pUon TV Tpo-
BANUAT®V, KOL WTOPEL TAUVTOY POV VO 081 YNOEL Kol 08 KOATEPES eOO0ELG YIaL TO SIKTLO,
KaOdhg guvoeltal 1 Tapalinin exeEepyaocio amd Kabe cvokevn Eexwprotd. H dmapEn ke-
VIPLKOV OVIOTHTMV TTOU SLoyelpllovral T Ay amopdoemy 0dnyel o Kivdhvoug Hovadi-
KOU ONUELOV OITTOTUYLOG, EVD ETLONG UTOPOVV VOL TPOKMPOUY THTHUATO TPOSRAcLUOTNTAS
Kau KaBvotépnong. H evauodnoio twv dedouévarv, 1 emuthéov dLadikaoto aooTtolng de-
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SOUEVOV 0TIV KEVIPLKY] OVIOTNTA Ko 1) TOavOTNTa KATdypnong e ard KakoBoviovg
YPNOTEG N KEPOOOKOTIKEG ETULPLEG, AELTOUPYOUV ETTLONG OTTAYOPEVTIKG (G TTPOG LT, TETOLOL

TPOCEYYLOT| OE OPLOUEVO, TTEPLBAMMOVTOL.

[ Vo TETUYOUUE TV OTTOKEVTPWOUEVY ETEEEPYOOLOL KaL ANy amopaoswy, eheyEaue
™Y gpopuooudTTa TG Ocwpiag oryviwy, LOVTEAOTOLMVTIAG TO TPORANUA g TPOPANU
UEYLOTOTTOLNONG TNG WPEMUOTITOG TWV CVOKEVMV. XAPT 0TV EKTETAUEVT BLBAOYPAQLO.
Tdvo ot Oewpla Horyviov, pog 860nKe 1 SuvOTOTNTA VO, YPTOLUOTOCOUE 1O VITP-
YOVTO EPYOAELD, KOL WAOMUATIKG LOVTELQ, ETEKTELVOVTOG TV YPTON TOUG OTO TAGLOLO TTOU
wag agopd. H évvola g wooppomiag kotd Nash elye Koupikn onuaocio 0to €pyo Hog Ko-
B ATOTELEDE £VOL CUVETY) TPOTO YLOL TOV EAEYYO TNG OUTOSOTIKOTITOG KAl TG EVOTAOELNG
TOV TPOTELVOUEVOY TTAOLOLWV. EmtekteivovTag Tnv mapamave i og meptdihovia Mg
amopdoemy og oVVONKeg afefardtrag, epoapuocape T Oewpio IIPOOTTIKNG KoL TETUYAUE
TNV EVOOUATMON TG OE GEVAPLO A0VPUATNG SIKTOMONG, KOOLOTMVTAG L0 PEARLOTIKY TNV
OUUTTEPLPOPE TWV GUOKEVMV KOL TOV YPNOTMV TOU SIKTVOU, UEYLOTOTOLMVTOG TOPOAANAQL
mv avuhaufavouevn Howwtta Eureplag tovg. Me v emtuynuévn epapuoyn e Oew-
plag TTpoormTikng oTo aoVpUaTe. SIKTVO TEWTTG YEVLAG Oewpolue OTL OVOLYEL VO, UEYAAO

TESLO EPEVVAG UE ONUAVTIIKEG EQOPUOYEG OTOV CUYKEKPLUEVO TOUEQ.

Evdiogépov mapovoiaoe 1 alo TG TANPOPOPLOG TOU TEPLEXOUEVOU TOV SESOUEVOV
7OV SLOOETOUV OL CUOKEVEG YLO. TNV UELWOT] TNG EVEPYELOKNG KOTOVAAMONG ETKOLVOVIOG
KOL TNV AT080TIKOTNTA 0T UETAS00T] TANPOPOPLOV. ZVUTEPIAOUBAVOVTOG QUTIY TNV TN
POYOPLO. 0T SLOSLKAOLO OUASOTTOLNONG TWV CUOKEVMYV, 1 XPNOT TOU EVPOVG LOVNG KoL TOU
(PAOUATOG ETLKOLVOVIOG UTOPEL VO BEATLWOEL ONUOVTIKG, KL ETAEYOVTAG KOTOAANAOUG
AVTLITPOCHITOUG YL KOO 0UaSa, LTOPOVUE VO, TETVYOUUE ONUAVTLKG LELWUEVT] CVEYKT] YL
gvépyeLa. ZUVOUALOVTOG TOL TAPATAV® UE TEYVIKEG OLOVPUOTNG UETASOONG EVEPYELOG, KO-
TAPEPTILE VO, TEPOTELVOUILE £VO. OUVOMKO TALOLO DOTE VO KATUOTNOOVUE EQLKTEG TOMEG
eQPOPUOYES 0TO AtadikTuo Twv Mpayudtov oL omoieg dev elval duvatég ota vdpyovTa di-

KTvua.

SNUOVTLKG GITOTEAEOULOTOL TTOPATNPNONKOY Ko OYETIKG Ue TV alo TG TYWOAOYN oG
KOL TNV AVAYKT) LOOPPOTILAG LETAED GUOKEVNDV - XPNOTMV KOL SLOKOUOTMV 0T TEPLBAALO-
vto Trohoyiopov oto Axpa IMolhaming [pdoBaong. Hapdro mov StoucOntikd wrpdTepn
TWOAOYNON O £PETE VOL 0ONYEL OE BEATLOUEVY EWTTELPLOL YL TOVG XPNOTES, KATL TETOLO OEV
ovupaivel kKabwg odnyel og GVENUEVT YPNOT] TOV SLAKOIOTY], KPOTEPT] ATOS00Y TTPOG TOV
YPNOTN Kot peyadhtepn mBavotnTa amotuyiog e dadikaolag. Autd £xel oav amoTéle-
Opa, TO00 WKPOTEPT LKAVOTTOINOT YId TOUG YPNOTES, 000 KoL WKPOTEPO KEPSN L0 TOUG
drokouoTég. Ao TNV GAAY, TOPOLO TOU UeyYoADTEPEG TUIEG OOl TTEPLUEVAUE VO, SIVOUV pe-
yoAOTEPOL KEPSN YL TOUG SLAKOWOTEG, OTNY TPAEN 001 YOV 0 UELWOT KLVITPOU YLO. TOUG
YPNOTEG YL VO ATTOPOPTIOOVY T SESOUEVOL TOVG, TPOTLUMVTOG TOTLKY EKTELEDT) TWV EPYOL-
oLV Toug. OL TOPOL TOV SIKTHOV 0F QUTI] THV TEPLTTWON UEVOUY AVEKUETAAAEVTOL KOl OEV

ETTLTUYYAVOVTOL T, OQENT] TTOV TTPeaPevel o Ymohoytoudg ota Axpa IToaming Ipdopaong,.
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Suventmg, wo neBodoroyia eVPE0T) TG BEATLOTNG TLLOAGYNOTG ELVOL KOUPLKNG ONUCOLAG YLO.

NV ATO800N TWV TAPUTAV®D SIKTVWV.

Meketdvtog TV artdd800m Twv HeBoSOAoYLDY LG, EVOLAPEPOV Tapovolaoov AMoel Bo-
OLOUEVEG O TEYVIKEG EVIOYUTIKNG Wbnong kabdg elvan LKaveg va dmoovy AMIOELG Og TTpo-
BANULOTOL OTOL OTTOLOL OL TTATPOYOPLEG TYETIKA UE TNV KOTAOTAOT TOU SIKTVOU 1) TIG EMAOYEG
TOV VITOMOLTTWY OUUUETEXOVIWVY OF OUTO ELVOL TTEPLOPLOUEVEG. SUYKEKPLUEVO, TOPATNPN-
oo OTL TAPOAO OV OPYLKG OL TEXVIKEG CUTEG TUPOVOLALOVYV UELOUEVT] ATOSOTLKOTNTO
ot QAaon TG eEepelivnong Tou FTEPLBAAAOVTOG, HETA OITO EVAOYO YPOVIKO SLAOTNUE WITo-
POUV va. KatalNEovy ot AMoelg Kalitepeg am' OTL Texvikeg g Ocwplag Maryvimv, Tapdro
7OV 0L TELEVTOLEG TTPOUTOBETOVY TPOCEKTIKA KUTUOKEVAOUEVEG GUVAPTHOELG WPEAUOTY-
TOG KOl TTEPLOGOTEPES TTANPOPOPLES YLOL TIG ETAOYES TWV VITOMOLTWV T ThV. Méoa amd
TIG EPYOAOLEG LOG, ATOSEIEQUE OTL 1 ETAOYY] OTPOTNYIKNG UE BAON TNV EVIOYUTLKY udbnon,
WITOPEL VO 0ONYNOEL 0€ GUVOMKG KAADTEPY EUTELPL KO WKPOTEPEG AOPOLOTIKA UTTMAELEG

YLOL TOUG GUUUETEYOVTEG.

SUVELONTOTOOOUE WOTOGO OTL TTAPA TO AVENUEVO EVOLOPEPOV YLC. TO SIKTVA FTEUTTTNG
vevidg Kat To AladikTuo twv Mpayudtny amd TV ETLOTNUOVIKT KOWVOTNTO, TOPUUEVOUY
TOAMAGL aVOLY TG, KOl ETTELYOVTOL TTPOPAUATO TTOV ovalnTovv emiluo, KoL 1 Sotpp ueg
B0 WTOPOVOE VO AELTOUPYHOEL MG EVAUOUOL YLOL LEAROVTLKY] £PEVUVE GLVOLYOVTOG VEQ KO EV-
SLOPEPOVTA EPEVVITIKG LETMTTOL. MeYAAo POLO 0TIV ETLITUYNUEVT] EPOPUOYY TWV TTACLOLOV
OV TTPOTELVOUUE SLASPAUATICOVY OL GUVAPTNOELG WPEMUOTITAG KOL 1] ELOCYMYY ETLTAEOV
TOPAYOVIWV (JTY. KOOTOG ETLKOLVMVLOG, KIVI|OT] GUOKEVMDV) YLO. TTLO PECMOTIKA 1) SLOPOPE-
TLKOU TOITOV OEVAPLL. AgTVEL Ueyaho TtepldmpLo diepevnong. Emimiéov, o ouvdvaoudg tou
repBarrovrog Troroyiouot oto Akpa Morharing [pdoBaong ko Troloyiotikon NEgoug
wITopel va. £xeL onuavtikn exidpaon oty IMowmrta Eumelplag tmv xpnotdv tov Stktiov,
KaOwg divetar 1 dSuvatdTnTe Vo, ETwPeAN000V Kol amd TG 800 TPOCEYYLOELS, EAAYLOTO-
TOLHVTAG TA. LELOVEKTNOTA TV 810 neBOSmV, eV 1 SUVATOTNTA GUVELGPOPASG TWV VITO-
AOYLOTIKMV TTOPMV TOV YPNOTOV OTNY KOWOYPNOTY TNYH TOPWOV UITOPEL VoL BEATLDOEL TV
aTOSOTIKOTITA, OTOYEVOVTAG 0TIV EKUETAMEVOT OMWV TV SLOOECLIWY TOPWY 0TO GVUVOAD

TOU SLKTVOU.

Jnv epyoolo oG 1) ETLAOYT XPNONG TLOLOYNONG NTOV LOLOLTEPC ONUAVTLKY OTO TTAGL-
ol TOV TPOTELVALE KAOMG AmoTENOVOE OVILOTUOIOTIKO TOPAYOVTO YL TV KATAYPNoN
TV SLadEopwy TOpwv. TITAPYOUY WOTOCO TOAG TEPLBAMLOVTA 0TC, OTTOL0. deV ELvaL dv-
VOTH LLOL TETOLL TTPOCEYYLOT KABMG 0 THT0G Tou StKTHOV WITopel var unv to emitpémnet. Ev-
SLOPEPOV AOLTTOV TAPOVOLALEL 1) avalNTNoN VEOV KIVNTPOV KoL 1] EVOOUATMOT] TOUG 0T
TAQLOLOL TTOV TTPOTELVOULE, £TOL (HOTE VO, UWTOPEL Va. TpoayOel 1 dikaun xpNon Tov TOpwV
Ko va. ooqevy0et to pavopevo g Tpaywdioag twv Kowwdmv Ayaddv Kol o€ autd ta. e-
piarrovta. EmmAéov, ou howég apyég g Oewplog Mpoomtikng 6mtmg 1 eEGptnon amd
TOV TPOTTO TTOU TAPOVGLALOVTOL OL ETUAOYEG OTOV XPNOTN 1 OITO TNV TTNYN TTOV FTPOEPYETAL
KaIto1o ouupav, 0o uropooay vo, evioyBouv 0Tov oYedLOoUd TWwV TAALOLWY ANYNG TTOPaL-
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OEWV Yo TV KaB0dNYNoN TV EMAOYMOV TOV YPNOTOV TPOG EVVOIKOTEPT. YIC. TO CVOTHU
OMUELCL LOOPPOTTLALC,

TEhog, KOTA TN SLAPKELD THG EKTTOVIIONG TNG DLATPLBNG TAPATNPTOOUE PLo. ENLEVPT) 0TIV
VITOPEN TAALOLOY OVYKPLONG YLO. THV OITOTEAEOUOTIKY Kat Sikau olykplon puedodohoyidv
0T0 TPOPANUA TG EKPOPTMONG dedoutvarv og eptBariovta Ymoloyiopov ota Akpa ITok-
Mamang pooBaong. Kabmg ta tpofANUoto Tov EPpEUVMmVTOL ELval TOATAOK A, KAOE epya-
oloL VLOOETEL EVa SLOPOPETIKO GEVAPLO KaL 1) £YKUPT OUYKPLOT UETAED TOUG ELvaL SUOKOAT).
Oewpovpe OTL 1 UEAETT KaL 1] SNULOVPYLA EVOG EVIGLOV TTAOLOLOV, KaOMG KoL 1 e0peon Kabo-
MK®MOV UETPIKDOVY Y10 TV aELOAOYNON TG AT0d0TIKOTNTOG TwV ueBodorhoyLdY elval KadopL-
OTLKNG ONUAOLAG YL THV TPOMONOT] TNG EPEVVAG OTOV GUYKEKPLUEVO TOUED, KOL OF GUVAVOL-
OUo UE TNV SNUOVPYLE. KATOANAWY SOKLUAOTIKMV VITOSOUDY UTOPOVIE VO (PTAOOVUE EVOL
Brjua Lo KovTd 0TV VI0BETNON TWV TPOTELVOUEVDVY UEBOSOMOYLOY OE TPAYUATLKG SIKTUC.

AEiTer va onuetwdel OTL TapOTL OL TTPOCEYYLOELG TTOV TTPOTELVOUUE TTEPLOPLLOVTOL OE T1)-
LETULKOLVOVLOK G, KO VITOAOYLOTLKGL SIKTUC, OL EQOPUOYEG TOUG UTTOPOUV va., EEKTA00UV Kot
ot GALOL TTEPLBAMOVTA. ZUVETMG, e KOUTAAANAEG TPOTOTOLNOELS, TO TIPOTELVOUEVE, TIAALOLOL
0 uToPoVoOV VoL XMoo 00UV Kal 08 SIKTUO LETOPOPMYV, EEVTVEG TTOLELG KL EVQUT)
SlkTva eVEPYELOG, AMA TLOAVAG KoL OF 710 avOPMITLOTIKA TTESLA OTTWE KOLVWVIOAOYLOL KO

BLohoyla., € TPOKVITTOVTO TTPOPANUOTO AVTLOTOLYNG PUOEMG.

AéEeig Kierdra: Kotovoun mopwv, Kataveunuévo ouvotnuata ammdpaons, AloadikTuo Twv
[Mpayudtmv, Exkowvovia Miyavig ue Mnyovr, Zvotadomoinom, dtayeipion woyvog, Yio-
roylopdg ota dxpa, Oewpla [Moryviov, Oewpla [poormtikng, Exgoptwon Aedouévav, In-
vég Kowvodypnotmv Mopwv, Tpaywdia tov Kowvov Ayadov, Esiyvoon Plokou, Evioyvtikn
Mda6non, Mpopinue Morhamhmv Kovkoyépndwv
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