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Abstract

The analysis of experimental data that have been observed at different points in time leads to new
and unique problems in statistical modeling and inference. The obvious correlation introduced
by the sampling of adjacent points in time can severely restrict the applicability of the many
conventional statistical methods traditionally dependent on the assumption that these adjacent
observations are independent and identically distributed. The systematic approach by which one
goes about answering the mathematical and statistical questions posed by these time correlations
is commonly referred to as time series analysis (TSA).

Time series modeling (TSM) plays a key role in a wide range of real-life problems that
have a temporal component. Modern time series problems often pose significant challenges for the
existing techniques both in terms of their complexity, structure and size. While traditional methods
have focused on parametric models informed by domain expertise, modern machine learning
(ML) methods provide a means to learn temporal dynamics in a purely data-driven manner. With
the increasing data availability and computing power in recent times, machine learning has become
a vital part of the next generation of time series models. Thus, there is both a great need and an
exciting opportunity for the machine learning community to develop theory, models and algorithms
specifically for the purpose of processing and analyzing time series data.

The impact of time series modelling and analysis on scientific applications can be partially
documented by analysing problems of various diverse fields in which important time series problems
may arise. Modern time series problems are characterized by complexity. Also, since real-world
systems often evolve under transient conditions, the signals/time series tend to exhibit various
forms of mon-stationarity. As far as mathematical models are concerned, they can be categorized
in many different ways. They can be linear or non-linear, static or dynamic, continuous distinct in
time, deterministic or contemplative. The proper model selection to accurately describe a system
depends on the system under study, on whether the operation of the system is a-priory known or
not, as well as on the purpose of the implementation. This dissertation presents developments in
nonlinear and non-static time series models under a machine learning framework, comparing their
performance in real-life application scenarios related to geoinformatics as well as environmental
applications.

In this dissertation is provided a comparative analysis that evaluates the performance of several
deep learning (DL) architectures on a large number of time series datasets of different nature
and for different applications. Two main fruitful research fields are discussed here which were
strategically chosen in order to address current cross-disciplinary research priorities attracting

the interest of Geoinformatics communities. The first problem is related to tonospheric Total
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Electron Content (TEC) modeling which is an important issue in many real-time Global
Navigation System Satellites (GNSS) applications. Reliable and fast knowledge about ionospheric
variations becomes increasingly important. GNSS users of single-frequency receivers and satellite
navigation systems need accurate corrections to remove signal degradation effects caused by the
ionosphere. Ionospheric modeling using signal-processing techniques is the subject of discussion in
the present contribution. The next problem under discussion is energy disaggregation which is an
important issue for energy efficiency and energy consumption awareness. Reliable and fast knowledge
about residential energy consumption at appliance level becomes increasingly important nowadays
and it is an important mitigation measure to prevent energy wastage. Energy disaggregation or
Non-intrusive load monitoring (NILM) is a single channel blind source separation problem
where the task is to estimate the consumption of each electrical appliance given the total energy
consumption. For both problems various deep learning models (DL) are proposed that cover
various aspects of the problem under study, whereas experimental results indicate the proposed

methods’ superiority compared to the current state of the art.



Extetapévn IepiAnyn ota EAAnvikd

H avdivon ypovooceipodv omnpiletar o dedopéva Tov divovtar pe ypovikn dtdtaén kKot tepthapfdvet
NV Tpoondbeio diepevvnong LEG® S1APOPY PHEBOI®V TOV UNYOVIGLOD TOV TAPAYEL T YPOVOCELPE Kot
EKTIUNONG TOV YOUPOKTNPIOTIK®OV TNG. XKOTOG €val 1 avATTLEN €VOC TPOTEWOUEVOL VTOJEIYHOTOG
(novtelomoinom) ylo va, TNV TEPLYPAWYEL KOL GTN CUVEYELD VO ETOIMEEL TNV TPOPAEYT TNG EEMENG TG,
oNAadn v TpoPAeyn TV ENOUEVOV TILOV TG Ypovocepds. H uovrelomoinen ka1 n avalvoon twv
xpovocepav (times series modelling and analysis) éyovv amokTNoel AVENUEVO EVOLOQEPOV KOTA TN
SLIPKELN TV TEAEVTAIWOV OEKAETIDV GE EQPUPHOYES PEWIALGIAG, PEOTANPOPOPIKHS KO TEPYBALLOVTOG.

To pobnpoticd LovTéAN amoTeEAOVV EVO TOADTILO EPYOAEID EPEVVITIKA YOl TN LOVTEAOTOINGT KOt
avdivon ypovooelpmv. H paydaia e£EEMEN TG TEXVOAOYING TO TEAELTALN XPOVLA, 1) OTTO10 EXEL TPOCPEPEL
TEPAOTIOL DTTOLOYIGTIKY OUVAUN KAl 16XV, GUVEICQEPEL GTNV OVATTLEN GUVOETOV HOVTEA®Y, TO. OTTOld
glvar wovd va e€nynoovv mepinlokovg PuGLoA0YIKoVG punyavicpovs. Emmpocstétmg, extoc and v
aHENGT VIOAOYIOTIKNG 1oY00G, £x0uv aénbel Kot Ol TPOmol amOKTHONS IEFOUEV@WY, TIPOGPEPOVTIS
€161 TTEPIOCOTEPO YDOPO YIO SOKIU TOV HOVIEAWDV, OAAA Kol TNV KOAOTEPN «eKTOidevo» tovg. Ot
npocpatec e&eMlelg oty TeYvoloyia alcOnTpwv (sensors) Kot 1 cvuvakoiovdn dSiabecidmra
apBovav mydv dedopévev PE TN HOPeN YPOVOGEP®V UTOPOVV VO UETAUOPPOCOVY TOV TPOTO
TaPaKoAoHONGNG Kot EAEYYOV T®V TOADTAOK®OV GUGTNUATOV GTOV TPAYHOTIKO KOGUO.

Kotd ovvémeln to. ohyypova mpoPfAnpate ¥povocelpmv yopaktnpiloviol and moilvmlokoTyTa
(complexity). Emiong, 6edopévon 0Tl T0 GUGTAUATO TOV TPAYLLATIKOD KOGUOL GuyVa eglicoovTat vt
TapodIkéES ouvlnkes, Ta onpato/ypovocelpés (signals/time series) mov Aappdvovtal, teivovv va
eupaviCouv dtbpopes popeég Un otatikdtTog (non-stationarity). Ocov agopd ota pobnpotucd
LOVTEAQ, UTOPOVV VO KOTNYoplomomBohv pe TOAAOVG SLOQOPETIKOVG TPOTOLS. M7mopovv va &ival
YPOLUUIKG M UN-YPOUUIKE, OTOTIKG 1 SUVOUIKE, cuveX 1 SlaKPLT GTOV YPOVO, VIETEPUIVIGTIKG M
01000 TIKA. To HovTélo mov emALYETAL Y10 TV TEPLYPAPT EVOC GLOTNOTOC, e&apTdTal amd To 1510 TO
GUGTNUO VIO PLEAETNV, OO TO OV 1] AELTOVPYIO TOV GLGTNIATOG KOG EvOl YVOGTA 1| OYL, OTMG Kot omd

TOV GKOTO NG €PAPUOYNG TOL Hoviéhov. H mapovoa olatpiflyy mpoteivel e un ypouuikd Kot un



OTATIKA HOVTELOQ YPOVOGEIPOYV o€ éva miaiclo mov fociletar otny unyoaviky udbnen kdavovrog
OVYKPICH TOV EMOOCEDY TOVS OE OPIGUEVES TPAYUOTIKES TEPIPALLOVTIKES EPAPUOYES KOL EPAPUOYES
OV GYETICOVTAL UE T YEWTANPOPOPIKTY KAL TH YEWIAIGIC.

Ye meputtoel emiPAemOUEVG Unyoviknig pabnong (supervised learning), ot ypovooelpég
HeTATPEMOVTOL O TopadElypato ekmoidevong. Avtd yivetor pe TNV EUUECT) EVOOUATOON TNG
LETAPANTIG TOL XPOVOL GTA TOPOSEIYLOTH HECH EMTAEOV YOPAKTNPIOTIKAOV. [0 mapddetypo pumopel
va TPooTeDEl GOV YOPOKTNPIOTIKO 1 TIUN TNG LETOPANTAG TPOg TPOPAEYT TNG TPOTYOVUEVNG YPOVIKNG
oTiyune. H ypovikn otiyun avt pmopet va givatl Aentod, opa, nuépa, kot e&aptdtol avaidymg g pUoTg
TOV TOPASELYUATOV. AKOUN, uropohy vo Tpocstedovy medio o 0oio Vo LOVIEAOTOOVV TV TO.OM Kol
NV ETOYIKOTNTO TV 0£00UEVOV. META amd auT TV petatpon, epaprdlovral odyopifpot Mnyovikng
Mdabnong yw Vv ekmaidevon tov poviédov. Ta mepiocdTEPO amd ovTd To PLOVTELN aElOTO0VV TO
napadelypoto aveEaptnta 10 €vo HE TO GALO VTAPYOUV OUMC KOl LOVTEAQ OV OEWOTOOVV TNV
aAAnAodiadoyn avtav, omwg to Avadpoutka Nevpwvika Aiktve (Recurrent Neural Networks - RNN)
Kol 1 EMEKTOOT, aVTOV, To diktva Maxpdas BpayvrpoOesouns Mvijuns (Long Short-Term Memory
Networks - LSTM). H peydin dtapopd tov LoviéAmv ouTtdv €ival Tmg LTtopovV Vo EKUETOAAELTOVY
Kot GALEC TANPOPOPIES KO VO TIG EVEOUATAOCOVY GTOV UNXaVIGHO TPOPAeYNS Tovg. H mpocéyyion avt
oV avdAivon kot TpoPAeyT ypovocelp®dv cuvinBwg amotelel pio o duvatn kot VEAKTN pHEBodo and
TIG KAOGIKEG OTOTIOTIKEG TEYVIKEG, OTMG TO. CLTOTAAIVOPOUOVUEVO LOVTEAD KIVIITOO UEGOL OPOV
(Autoregressive Moving Average — ARMA) Kot T0 0UTOTOAVIPOLOVUEVE LOVTELD, EVODUATMUEVOD
Kivntov pésov 6pov (Autoregressive Integrated Moving Average -ARIMA). Qo1600, givat onpovtiko
va avaeepfel 0Tt évol HOVTEAD pyovikng HaOnong mov mpooapuoletal emTLY®OG YO, OEOOUEVA
YPOVOGEPDOV TPEMEL VOl OLOTNPEL T YPOVIKT SLVOAIKT LETABOAT TOV QAIVOUEVOD, e TNV £vvol OTL Ot
VEEC TIEG TTOL TPOKVTTOVV OO TO LOVTELO VIOKOVOLV GTI XPOVIKH cuoyEtion (temporal correlation)
HETOED TV UETOPANTOV pHe TNV TEPodo Tov Ypovov. Ot TEYVIKEG OLTEG YPNOLUOTOIOVVIOL OTN
povtelomoinomn axolovbidv (sequence modelling) kKot gyovv €QapUOGTEL GTO TANICIO TNE TAPOVGOG
épevvag.

Extoc TV avadpoptk®dv veupovik@v Siktomv, £yve npoomdfeta va a&lomonodv kot ta evpéme
yvootd Zvveliktind Nevpwvika Aiktva (Convolutional Neural Networks-CNN) oty mpopieyn tng
ovoceopas. Avtd mpaypotonombnke tpoteivovtag povodidotata diktva CNN mov mapovsidlovv
petaforég ot ddotact Tov xpdvov. H 1810t teg g atiottog (causality) kot tng dtootoAng (dilation)
QMOTEAEGAV GTUOVTIKEG TOPAUETPOVS MOTE TO KAAOGIKO Hoviého CNN vo amoktioel 1010TnTeg
avtomaAvopounong (autoregressive). EmimAéov, ota mhaicia g datpiPrg mpoteivovtal kot vfpidird
povtéda unyoavikng pabnong (hybrid) mov ocuvvévdlovv 1810TNTEG TOV GUVEAMKTIKOV Kol TOV
OVOOPOUIKDV VEVPOVIK®Y SIKTO®V.

Emunpdcbeta, £yve epappoyn| tov Ievvytikav Avrayovietikov Aixtvwy (Generative Adversarial
Networks — GAN). Ilpoxettor yio por péBodo pmyovikng pnanong, katd tnv onoio £va yEVWNTIKO

(generative) HOVTEAO EKTOLOEVETOL VO, TOPAYEL TOPASEIYHOTO TOL «EEUTOTOOV» Evov TaSIVOUNT



(discriminator), o omoiog ekmadeveTOL GLYYXPOVMG va dtoywpilel Ta TapadelylaTo TOL TAPAYEL TO
TOPAYOYIKO LOVTELO KO TO TPOYUATIKA Tapadeiypato piag kotavouns. 'Etot, to mapaymykd poviédo
pobaivel vo Tapdyel peoMOTIKO TOUPUOEIYLOTO TOV OEV UTOPOVY VO SOY®PIGTOLY OO TPOYUOTIKA
dedopéva. Xtovg aryopifuovg GAN, 1 ¥POVIKN GUVIGTOGCH TOV JEOOUEVOV OTOTEAEL Uiot LLOVOLSTKN
TPOKANGN Y10, TNV TOPOYWYIKT LOVTIELOTOINGT), KAOMOE TO HOVTELO TTPEMEL VO GUAAGPEL TNV TOAVTAOKN
SUVOUIKT TOV PETAPANTOV LE TNV TAPOSO TOL YPOVOU.

Yg oot TN OTpPn TOPEXETAL O CLUYKPLTIKN avAaivorn mov afloloyel TV omddoon TOAAGY
apyrtektovikev fabias unyavikis udbnoeng (Deep Learning — DL) oe peydio apOpd cuvorov
OEOOUEVOV  YPOVOGEIPDOY OOPOPETIKNG QUONG KOl Yo OlpopeTIKEG €papuoyéc. Avo Pootkol
gpevvnrikoi topeic eEetalovrat:

o  Egapuoyn oty yewoaicia: L1 dopu@opikn yewdoisio, oto TpoPANUe eviomicpon Béong Eva
ONUOVTIKO GEAALOTOC OmOTEAEL TO 1OVOGPAIPIKO GOAALN. Znpeldvetor O6tL 1 admiot Kot
YPNYOPN YVAOOT GYETIKA LE TIG 10VOCQUPIKES SlaTapoyés KaBioToTol 0A0EVH KOL IO OTLLOVTIKY
otov okpn eviomopd Béong. O mPoGdOPIGUOS TOV 10VOGPAPIKMY STapay®dV HECH NG
povteLomoinong TV TIHAY TG TukvoTnTas TOV Niektpovieov TEC (Total Electron Content)
NG 10VOoQUIPAS, ATOTELEL oNpaVTIKO {NTNHe 68 TOAAEG EQapUOYEC Yo T Pedtioon g Béong
ue déxteg GNSS og epapuoyéc mpaypotikov xpovov (Real Time — RT). Ovyprioteg GNSS dextiv
piag ovyvotnrog yperdlovral akpiPeic S1opBdGEIC Yoo Vo OOLaKPOVOLY TNV LIOPAEdLioT Tov
ONULOTOG TOV TPOKaAEitat amd TNV ovocealpa. H povtelomoinon tov tynodv TEC g ovocearpag
LE TN XPNOT TEYVIKOV EMEEEPYACIOG ONUATOG KOL TEYVIKAOV HNYOVIKNG MaOnong omotelel
avTikeipevo oulnnong otny mopovoa SloTpipn.

o Egapuoyn otnv evépyela kai to mepifiaiiov: H aZldmotn kot ypiyopn YvOOY| GYETIKA Ue TNV
O1KLOKT KOTOVOA®OT] EVEPYELNG G EMIMEDO OKIAKMY GUOKELMV YIVETOL OAOEVA KO TTLO GTLLOVTIKY|
ONUEPO KOl OTOTELEL GMULOVTIKO HETPO UETPLOCUOD YO TNV TPOANYN TNG EVEPYEINKNG GTAUTUANC.
O evepyswokog empepiopég (energy disaggregation) eivor €va mpoPANUa Slay®PIGUOD TIG
GUVOAIKNG KOTAVOAMGKOUEVNG EVEPYELNG, OTIC EMUEPOVS CLUVIGTMGESG KOL TOV TPOGOOPIoUO TNG
EVEPYEWNG IOV KATOVOAMDVEL 1| EKACTOTE NAEKTPIKY OIKIOKY) GUOKELT OEOOUEVNG TNG CLUVOAIKNG
KOTOVAA®ONG EVEPYELNG.

H vr6 e&étaon dwtpifn avarntocoetot o€ 8 kepdiona:

Y10 Kepaiowo 1 vyiveton plo €o0yoyn oOTIC TEYVIKEG HOVIEAOTOINGNG  YPOVOGEPOV.
[Mapovoidlovtar o mpoPAnuate mov Bo  AVIYETOTIGTOOV, Ol YEVIKOTEPOL TEPLOPICUOL T®V
vowotduevov pedddmv omn Piproypapio Kot To KiviTpa yloo TNV EVAcYOANOT LE TO GULYKEKPLUEVO
OVTIKEIIEVO TNG OLaTPIPTG. XTT GUVEYELX, CTUEUDVOVTOL O1 YEVIKOL Kot E101K01 6TOYO01 TG dlaTpiPng Kot
napafETovTal o1 TPOTOTLTEG GUVEICPOPEG. TENOG, divetar 1 doun g dTpiPnc.

Y10 Kepdroo 2 mopotifetor to Oswpntikd vroPabpo yio v avantuén ToTIKGOV LOVTEA®Y Vi TN
YOPTOYPAPNCT TNG LOVOSEALPOS KOl TEPLYPAPETOL 1 GLVEICEOPE Twv Tapatnpioemy GNSS oty

extipnon tov mapapétpov TEC g ovocpapag. Apyucd, mapovoldletarl n oxetikn PipAtoypapio.



ZUYKEKPLUEVE, VOTEPU OO EKTETOUEVN] EPELVO. OV TPAYUOTOTOMONKE, TEPIYPAPOVTAL Ol 7O
onpavtiKég BipAoypapucég avapopés mov oyetilovra pe tig pebddoug yia T LOVIEAOTOINON TOV TILOV
TEC g 1ovocpaipog. Eniong, povielomoteitor pobnpatikd to ved pelétn npofinua, n exiivon tov
omoiov omoTteAel Evav amd TOVG KOPLOVE GTOYOVG TNE TAPOVOTG S TPPNG.

>10 Kegparao 3 mapovcidletor  mpotevopevn pnéBodog yio m povrelonoinon tov tipdv TEC
™G 10VOGPAIPAG YPNOLUOTOIMVTAG HOVTEAN Pabidg pnyovikng pddnong mpocopuocuéve o€
ypovooelpég kot mopatnpnoelg GNSS. H pedémn emkevipmbnie otn ypiion Te(viKOv uabnong pe
emipreyn yuo v TpOPAEYN TNG 10VOGPAIPIKNG VoTEPNoNg amd petpnoelg GNSS kon v mopoywyn
LOVTEAWDV 10VOCOOIPOG TOTIKOV Yopakthipa. Bacwkn dour diktdmv mov ypnoiomoiinke yio tnv
avaivon sival ta avadpouikd vevpwvixd oiktva (Recurrent Neural Networks -RNN). Ta avadpopkd
VEVPOVIKA SikTLO &ivol SVVAUIKA GCUGTAUOTO TOV HTOPOLV VO LOVTIEAOTOUCOVY KOl V.
AVOTOPAGTICOVY XPOVIKA HETARAALOUEV PavOpEVa. Zuykekpipéva £yve xpnon g dopng LSTM. Ta
diktva LSTM Bewpodvtar KatdAANAe Yo T LOVTEAOTOINGT SEGOUEVMV YPOVOGEIPDOV KoM gival
dlkTvO pe «vnUN Kot o1 €i6odot Tov TapeABovtog ennpedlovv Tic TpoPArdyelg tov péArovtoc. ‘Eva
amd To YopaKTNPOTIKA TV diktvmv LSTM, mov ta £)el KATAGTHOEL TOAD SNUOPIAT GTNV KOWOTNTA
™G UNYaviKnG pdbnong, etvat 6t £xovv tn duvatdtnTa vo suvdvalovy TANpoPopieg amd TponyodueEVa
dedopéva eKILABNONG Kol Vo TG YPNOLOTO00Y KOTO TV €KToidgvoT TV Tepvav detypdtov. H
avaAvon zmpoypoatomombnke oe éva ovvoro otabumv ¢ IGS, kot Yo v agoidynon g
poteEVOueVNG nefodov LSTM yia tnv mpoPfreyn tuwdv VTEC g 1ovocpaipag £ytve cOYKPLOT LE TIG
napadoctakég pnedddovg Autoregressive (AR) kor Autoregressive Moving Average (ARMA), avad
dopueopo. To mpotevdpevo HLOVTELD EmTUYYXAVEL HEGO GOAAp pkpoTepo and 1,5 TECU.

Y10 Kepaharo 4 1 apykn advvapio KatdAAnAng xpnong Tov evpiéms yvootodv diktiov CNN yo
TPOPANLLOTO YPOVOGEIPDY APONKE LLE TNV EIGAYDYT GTO TPOPANUC LOVOSIAGTATMV YPOVIKDOY OIKTHOV
CNN xo pe v €lcaymyn 1oV W0t tov g atttotntog (causality) kot tng owactoAng (dilation). H
wpotevopevn pébodoc Paciletor oto poviéAa okoAovBudv (sequence-to-sequence 1 seq2seq).
YOppova pe v mpotewvopevn péBodo, 1o povtédo eivarl kATOAANAO Yoo TNV TPOPAEyn TNg
OVOCQALPIKNG VOTEPNONG OE dapopeTikés 0€oelg otabudv GNSS, ypnoLoTotdVTIS Eva XPOVIKO
povtédo 1D ovvediktikod vevpikov diktoov (CNN). To poviého CNN umopel vo avrtipetorioet
BélTioTa TN PN YPOUUKOTNTO KOL VO, LOVTEAOTOCEL TOAVTAOKA Oedopéva HEc® TNG Onpuovpyiog
OVATOPUCTAGE®V GE d1apopa tepapykd emineda. I'a v TpdPreyn tov Tudv g tapapétpov TEC
™G 10vVOGPALPAG Yio KAOE opatd dopueopo ce vav dedopévo otabpd, silodyovtal Lovtéda akolovdiog
(seq2seq). Avtd to povtéda PN oIHOTO0VVTAL GLVABWS Yo TV ETIAVOT] SUVOUIKOV TPOPANUATOV. T
povtéla seq2seq, 1 €i00d00¢ 6to HOoVTEAD omoTeEAEl pio akolovBio SadoyIKOV TIUOV (Xpovoocelpd
oplopévou ypovikov mapaddpov) kot 1 £E0dog Exel eniong ) popen akorovdioc. H vioBémon avtng
g doung Ponbé oty mpoOPheyn TV TWWAV NG WOVOCEAPOS Y. OAOLS TOVG SOPLPOPOVS TOV
npoPairovtar g kGBe emoyn. ¢ TEPAUATIKA SEGOUEVA, EYIVE YPTIOT) TAPATPHCEMY A0 TO TOYKOGULO

dopupopikd cvotnua Tronynons (GNSS) and emdeypévoug otabuovg oty kevipikr] Evpann, tov



narykoopov debvoig dtktvov GNSS (IGS). Ta dedopéva Tov ypnoiLomolovvTat lvat HEPOG TOV £PYoV
nelpdpatog molraniov GNSS (MGEX), to omoio mapéyel mapatnpioels omd ToAAATAG dopLPOPIKA
cvotiuate Thonynone. Metd v enefepyacia pe teyvikn akpipovg eviomopotd 0éong (PPP) omwmg
viomomOnke pe Aoyiopikd GAMP, eénebncoav ot tiuég TEC mov ypnowomomnkov g onueio
avapopdg oto povtédo (ground truth).

210 Ke@ahrowo 5 1 avdivon emkevipdbnke Kot auti T @Opa o1 ¥pon TEXVIKOV padnong pe
emifreyn ywo v TPOPAEYT TNG 1OVOGPAIPIKNG VoTEPNONG oo petpnoelg GNSS kon v mopoywyn
LOVTEADV 10VOGQALPOG TOTIKOD YOPUKTNPO. TO KEPAANLO aVTO 000nKe EUPACT 6TV OVOYKOLOTNTO
TPOPAEYNC TOV YWPO-YPOVIKOD PaIVOREVOD TNG LOVOSPALPIKNG LETOPANTOTNTOC TTOV oYeTileTon P TV
omoitnon MoAADY ¥PNoTAV va gviomicovv T 0éon tovg pe axpifelan oAl pe eEomAMopnd yopnAion
Kk60T0VG. O 0KOTOG TNG EpYasiag elvar va Tpoteivel Evav akpipr vmoroyiopd TEC amd dedopuéva GNSS,
Eemepvavtag To TPOPALOTO TOV OYETICOVTOL LE TNV OKOVOVIOTI GUUTEPLPOPE TG 1OVOCPALPAS OE
TomIKO eminedo. Me to mpotewvopevo poviélo TEC yivetat ekTipnon TV 10VOGQPAIPIKOV LETAPOADY GE
SLLPOPETIKEG YEWYPAPIKEG TOMOBETTEG (YWPIKES), Y10 OLUPOPETIKES YPOVIKEG TEPLOOOVS (YPOVIKEG) Kot
Vo JPopeg MAMOKEG KOl YEOUOYVNTIKEG GLVONKEG. XTNV MOPOVGH EPELVA, TPOTEIVOVLE LU0
Tpocéyyion mov PacileTol oTn Unyoviky pabnon yio 1ovoceoipiky povieromoinen. Avti 1 nébodog
EKUETOAAEVETAL TO TAEOVEKTILOTO TV OVAOPOLUIKADV EXTESWOV Y10, T LOVIEAOTOINGT) TMV YPOVOGEIPOV
KO TOV GUVEAKTIKGOV EMIES®V Yio. TN PeAtioon g axpifelag Tov poviélov ot yopikn d1dotacn.
Ocov agopd 6T ovadpopKd enineda, Tpoyuatoromnke cuykpion HeTaéd TV SPOPOY SOUMDY TOV
RNN povtéhav, 6nog twv Long Short-Term Memory Networks (LSTM), tov Bidirectional LSTM kot
tov Gated Recurrent Units (GRU). Ta dixktva LSTM Bempovvton kotdAinia ywo tn povielomoinon
dedopEVDV YpovocEPV KaBmGg gival diktva pe “puvAun” kot ot gicodot tov Tapelfdvtog ennpedlovv
TIg TpoPAéyelg tov péddovrog. Emmpdcbeta, 1 yprion diktvwv BiLSTM ota omoio 1 €£060¢ TOU
SktHoL e€apTdtal Kol amd HeAAOVTIKEG TIHEG 6000V, avEdvel TV akpifelo Tov arotehespdtov. Me
Baon v épevva Kol TO TEPOUOTIKO amoTteléopata, 1 HEB0dOg mov epapuoleTar KoADTEPH OTA
dedopéva Kol EMTVYYAVEL Ta. KoAvTepa anoteréspota etvar n dop GRU. To povtého GRU éxet kowva
XAPOKTINPIOTIKE Le avTd TG dopung LSTM, pe ) dwopopd 6tin dopny GRU eivan mo e€ghrypévn ko ot
1060 moAOmAokn 660 1 LSTM. Avtd éxer cov amotéhecpo, to poviého GRU va ovykiivel
YPNYOPOTEPQ, EVD EMELTO ATO TEPARATIKY Ol0dIKaGio amodeiydnke 4Tl emTLYYAVEL KOt TO KOADTEPO
anotedéopata. H mpotewopevn ofpidikyy uéfooog CNN-GRU lopPdver vmoyn mAokég kot
YEOUOYVNTIKEG TOPAPLETPOVS, 1oTE Va. feATiwBovv o1 tpoPréyelg TEC. H avéivon mpaypatoromnke
o€ éva doTnua Tecodpmv xpovav (2014-2018), yio otabuotc e IGS og didpopo punkn kot TAd
mg I'mg, evd mpaypatomomnke a&loAdynon Tov HOVTEAOD GE Sl0POPETIKEG EMOYIKEG GUVONKEG KoL
ouvinkeg 0mov mapovslaloviol akpaio. NAOKG Kol Ye®poyvntikd eowvopeve. H a&loldynon g
TPOTEWVOUEVTG ETavoropPavopevng nefddov yia v tpdPreyn tov Katakdpveov tindv TEC (VTEC)

GULYKPIVETOL E TIG TOPOOOCLOKEG LeBODOVE CLTOTAAVOPOUNONG.



210 Keparao 6 mopatibetor to Bempntikd mAaiclo otn Pdon tov omoiov yivetar PEAETN Kol
avdAvon Tov TPoPANUOTOS TOL evepyeldkoy empuepopoy. O evepyslokdg emuepopds, M 1 Un
napepfotikn mopakorovdnon @optiov (NILM), meprypdper tn SodKacio. TOV GTOXELEL GTOV
TPOGIIOPICUO TOV TOGOCTOD EVEPYEWNC TOV KOTOVOAMVEL UL GUGKELT] OTOUIKA, GTNV GUVOAIKY|
gvépyela mov Katavoimvetal. H gvoicOnromoinon tov atdp®v oYeTIKd e TNV TPOGTACIH KOl TNV
agwpopia Tov TePIPAriovToc, eivan amapaitnm TpobrdHeon Yo Tov KaBopIoo TOMTIKAV GIAK®V TPOg
10 TEPPAAAOV, 1| TNV EPUPHOYT ADGEDV Yo TV KAMUATIKN 0AAOYT O€ TOYKOGHL0 KAMPOKO. Y Tapyouv
d1apopot TPOTOL e TOVG 0TO10VG TOL VOIKOKVPLY Bo popovsav va cupfdrovv ot frooyn Lon. Eva
amd autd gival n peioon g kataviimong evépyelag. o 10 okomd avtd, amatteitonr aAloyn g
EVEPYELOKNG GUUTEPLPOPAS 0TO VOlkokvplo. Ilpmdtov, ol Katavalmtéc mpémel vo. yvopilovv v
KOTOVAAWDOT EVEPYELNG. Q20TOGO, 01 TEAMKOL KOTOVOAWMTES GLYVA OEV SLUOETOVY YVAOGELS OYETIKA LLE TNV
mBavi e£0IKOVOUNON EVEPYELONG, TO. VOIOTAUEVO UETPO TOALTIKIG KOL TIG OYETIKEG TEXVOAOYies. Ot
TEPLOCOTEPOL OIKIOKOL KOTAVOA®TEG Yvopilovv cuvhBmg TIC Yevikég TANpopopieg mov oyetiloviat pe
NV KOTAVAA®ON Toug HEC® UNVICI®V AOYOPLOGUOV NMAEKTPIKNG evépyelng. 261060, 01 TANPOPOPies
GYETIKG LE TNV KOTAVAAW®ON eVEPYELNG OgV UETAPPALOVTAL GE KAAEG TTPOKTIKEG KO TPOCUPLOCUEVES
GUUPOVALG Y10l E£0UKOVOLUN O EVEPYELOG. XTO EXOUEVO KEPAAOLO TPOTEIVOVTOL LOVTEAQ Kot alyOpOpol
Yo TV ETIALOT] TOV TPOPANLLATOS TOV EVEPYELKOD EMYEPIOUOD, Le KaBEVAY amd avtovg va evtomilel
KoL 10, SIOPOPETIKN TAEVPEA TOVL TPOPANUATOG.

Y10 Kegararo 7 mapovcialetar n mpotevouevn néodog yuo tnv exilven Tov TpofARLoTog TOV
EVEPYELNKOV EVTOTIGUOD, Oempdviag o TPOPANUN ©C €va TPOPANUO YPOVOGEIPOV GTO OToi0 O
oAyOpOOG KOAEITAL VO CUGYETICEL KO VO OVTIGTOUYIOEL WO-TPOG-pio TG TéG petald puog
YPOVOGEPAG «KaBopov» GAUATOG TNG KOTAVIA®ONG oG GVoKEVNG Ue To BopuPddec onpa tng
OUVOMKYG Katavaiwong. To mpotewvopevo poviého €xel ¢ Paor tov ta diktve LSTM Suthnig
katevbuvong (bidirectional LSTM), giodyovtog v 1010mta ¢ un-owtidotmrog (non-causality) kot
EMLTVYYOAVOVTOG £TGL LLeyaADTEPT aKpifela 6To LovTtéNo. 1O HOVIEAO ELGAYOVTOL OVO KOVOTOUIEG TOV
10 KaB16TOOV KAAVTEPO GE GYEoT LLE Ta 1)ON VITApYovTa Loviéha otn debv Bifloypaoia. IpdTov, 10
Y€YOVOG OTL 01 VILEPTAPEUETPOL TOV TPOTELVOLLEVOL LOVTEAOL UNyavikig Lébnong £xovv emieyfel dote
N OPYLTEKTOVIKY TTOL dnuiovpyeital va mapovcldlel To pkpodTeEPo duvatdv cediua (Peitiotomoinon
TOV J1KTVOV). O1 TEPIGGOTEPOL AAYOPIOLOL UNYOVIKNG LABNONG, £X0VV TOAAEC pLOLUGELS TTOVL TTPETEL VUL
GULVTOVIGOLV LE GTOYO TOV EAEYXO TNG GLUTEPUPOPAS TOL aAyopiBuov padnong. Avtéc ot pvbuicelg
ovopaovrotl vepmapapéTpotl. Ot TIES TV VIEPTOPUUETPOV deV TPocapproloviat amd tov 1810 Tov
adyoppo padnong (av Kon pmopel va oyedlaotel éva peta-poviélo 6mov Ba pobaiver T KaAbtepeg
VIEPTAPOUETPOVG Y10, VOV GAAO HOVTELOD). LTO TAQUGIO TNG STPIPfg EQOPUOGTNKE O OAYOPLOLOC
Mmnebliovig PeAtiotonoinong (Bayesian optimization) ywo. vo. evBvlokmbel évag alydpbpog mov
nepthopPavel VIEPTAPUUETPOVS Kol Vo amoddoel Evav adyopiBuo pdbnong pe tig PérTioteg
vreprmapopétpovs. H Mrebliovny Bektiotomoinon (Bayesian Optimization) gival pio kaBiepopévn

oTPATNYIKY Yo TNV oAk Peltiotonoinon te@v BopvPwddv, damavnpaov black-box cuvapticemv,



ONAdN GUVOPTHCEMV TOV OTOIMV Ol £0MTEPIKEG EKPPACELS KOl Unyavicpoi dev givor yvmotol.
Agvtepov, mpoteivetol €vo apfpmtd Kol oUTO-EKTOOEVOUEVO HOVTEAO HE TN dvvatdtnTe Vo
TPocapuolel T GLUTEPLPOPE TOL KAOE Popd oV gvTomileTan Piok ONUAVTIKY OAAQYT TOV GLVONKOV
(adaptability). Zopoovo pe tov adyopiBuo mov tpoteivetal, vToAoYileTal 1 ATOS06M TOL LOVTEAOD GE
d1apopeg TEPPAALOVTIKES KOl KOIPIKEG CUVONKEC KOl KATOOTAGES oL ennpedlovv ) Agrtovpyio
CUYKEKPILEVOV GUOKELMV, EAEYYOVTAG TNV OKPIPELD OV EMTUYYAVEL TO HOVIELO GTLS SLOPOPETIKES
avtég ovvinkes. Otav o alyoplBpog evtomilel GTATIGTIKG ONUOVTIKY S0pPOPE GTNV EKTIUNGCT] TOV
LOVTEAOL G GYECT UE TNV TPAYLOTIKY T, €VEPYOTOlEiTal 1 Slad1KOCIo ETOVEKTOIOELONG TOV
LOVTEAOV, LEGM KOTUAANANG TpOoTTOTOiNoNS TV Bopdv Tov dtktvov. Katd cuvéneln, To TpoTevopevo
HOVTELD S100£TEL TPOCAPLOGTIKT TKOVATNTO.

210 Kepdrawo 8 mapovsialetal Eva LOVTELD €veEPYELOKOD EMUEPIGHOV Pacicpévo ot Pobid
puabnon. To mpotewouevo oamoterel €vo UN-YPOUUIKO HOVIEAD TAAWVOPOUNONG  TOAAATAMV
€1660mVv/e£60wv Pabiag pabnong mov Paciletoanr ota cuveliktikd diktvo CNN kot a&lomotel ™TIg
WOTNTES TNG UN-YPOLLUIKNG TOAVOPOUNONG YO VO LOVIEAOTOINGEL OMTOTEAEGUOTIKO TIC YPOVIKEG
OAANAEEAPTAOELS TOV CNUATOV 10YVOC LIOG CLGKEVNG O OYE0T e TO GLVOAKO onjua. EmumAdov, N
EVOOUATMGOT TOAALUTADY KOVAALDV, TO KABEVA Yo S10pOopeTIKO Gpa (EVEPYT, AEPYN, POIVOLEVT] 1GYVG
Kol PEVHA), EVICYVEL TNV TANPOQEOPic. 0dNY®OVTUS o€ €va Mo akpPlPég HOVTEAD. ZUYKEKPLUEVA, TO
povtédo dwopbpaovetor oe tpia Paocikd emineda: Emimedo I: 10 povodidotato diktvo CNN
LOVTEAOTIOIEITAL 0TI LOPOT TOAAG TTPOG TTOALG KT TNV 0Toi0 MG €16000C GTO HOVTELD AoUPAvETOL M)
TPEXOVGA TIUYN KOTOVAAMGNG OTN XPOVOCEPE KABMG Kot 01 TPONYOVLEVES TILES KATAVIAMGNG OV
exteivovtol gviog evog ypovikov mapabvpov (tapped delay line), dnpiovpydvtog £tot éva Tapped delay
line CNN diktvo. Emimedo 2: to diktvo avtd gumAovtiletal pe EMOVOANTTIKO YOpOKTAPA KoOMG
Aappdavel o¢ €lcodo extdOg TOLv TAPAHOHPOV TOV GUVOMKOD GNUATOG, W0, TPMTN EKTIUNGN TNG
KOTOVAAWDGTC TOV GNHATOG TG cLokeunc (Bdom e TpdTNG emavainwg). Exizedo 3: tehevtaio pdon
OmoTEAEL 1 EVOOUAT®OY TOAAUTADY KavaAldv, To kKabEva Yo StaeopeTikd onpo (evepyn, aspyn,
QAVOUEVT 1oYLG Kol L), EVIoYLOVTOG emmpdcheta 10 povtéro. Ta TEWPAPATIKG OTOTEAEGULATO
VTOOMADVOLV VYNAOTEPN ATOSOCT KOl TAYVTEPOVS YPOVOUG GUYKMONG GE GUYKPLOYN UE TIG TLO
GUYYPOVEG TPOGEYYIGELC.

210 Ke@draro 9 mpoteivetar £va LovtéLo Yo evepyelako empepiond mov Paciletal ota avasTtpopa
TAPAYOYIKA OVTOYy®OVIGTIKA diktva. To mpotevopevo LovtéAo Exel o Pacikd TAeovEKTNLA TO OTL ivart
avBexTikd 010 B0pVPO Kol TPOGPEPEL LYNAN aKPIPE AKOUN KOL GE TEPUITOCELS OOV TO EMITEDO
Bopvfov 610 cUVOAIKO onpa givat vynAd. To povtélo mpoteivetal o€ 300 EKOOGELG, TNV APYLKT KOL T1)
Bertiopévn éxdoon. H apyikn ékdoan tov povtélov, mov ovopaletarl poviédo EnerGAN, mpoteivel
éva Tapaymykd (generative) LOVTELO TTOL EYEL EKTALOEVTEL GOUG®VOL LE TN AOYIKT] TNG OVTOYWOVIGTIKNG
péOnong (adversarial learning). 'Eva yevetikd povtédo mapovstdlel ta akdAovho KOplo TAEOVEKTHLOTO
oe ovykplon pe peBodovg avtipetdniong tov NILM wg mpdfinua ta&ivopnong 1 maAlvdpounong:

OedOUEVOL  OTL OMovPYEL OAOKANPN TN KLUOTOUOPQN ONUATOG, Elval 1KOVO Vo KOVEL 1O



LoKPOTTPOBEGHEG EKTIUNGELS, OVTL Vo TPOPAETEL LOVO TNV gvicio TPEYOVGO TN TOV OTOUOV GO
oyvoc. EmmAéov, dedopévov 6Tt 10 ofua €16600v TV diktimv GAN eivar €& opiopov B6pvfog, ta
HOVTEAD aLTA givol gyyevmg mo 1oyvpd ce BopuPddn oot €16600V Kot Aydtepo evaichnta ce

OCVVETEIEG 1) KEVAL GTO GUVOAIKO G €16000v. H felriwuévy xdoon tov LOVTELOL TOV AVOQEPETAL

o¢ EnerGAN-++, amoteAel po mpoéktocn Tov apytkov diktoov EnerGAN, mov mepiéyetl éva mponyprévo
povtédo olaymplothy (discriminator). O dwoywplotig omotereital omd evo cuvovooud peta&d
GUVEMKTIK®V SIKTV®V Kol OIkTOmV pe v texvikn GRU. Ztnv TpoTelvOlEVT] OpYLITEKTOVIKT, YiVETOL
YPNON TOV TAEOVEKTNUAT®V TNG YPNYOPNG EKTAIOEVOTG TMV GUVEAKTIKOV VEVPOVIK®V diktoy CNN
HE TNV aVAYKT VO EQOPUOCGTOVV TO. UOVTEAQ OVTA GE TPOPANUOATA YPOVOGEPAOV, GE OVTUTOAIKN
exmaidevon. Edm, toviletal 611 av kot £xovv mpotabel evarlaktikol TpOTOL EQUPUOYNS TWV SIKTOH®V
CNN 710 d€d0pEVA YPOVOGEIPDV, GE EPUPLOYEG OTMG O EVEPYELNKOC EMUEPIGLOC, MGTOCO, KON Ao
TIS TOPOTAVED AVOPEPOUEVES HEBOSOVE OV GUVOVALOVY 1O10TNTEG TOV GUVEAKTIKMOV EMTEIWV LE
SUVOLKE STKTLOL YPOVIKOD YOPOKTNPA EV EYEL XPTCILOTONOEL GTNV avTImaAIKT LaOnon Yo vepyEloKo
empeplopd. Katainyovrag, 1o povtého EnerGAN++ €xet kaAn amddoon, e01kd o€ mepintwon mov (o)
BopuPddn oNpoTa TNG AOPOIGTIKNG KATAVAAWDONG YPNCILOTOLOVVTOL O EVEPYOTOUTES E16000V Kt ()
TapoLS1ALoVToL ATOTOHEG AAAYES GTO GTUATO. EVEPYELNG TNG CUCKEVT|G.

1o Kepdhraro 10 topovoidlovtor ) cuvoyn kot 1 GupPoAn tng dSdaxtoptkng dtatping kabag kot

TO GUUTEPAGUOATO TTOV TPOEKLY ALY, TAUIGIOUEVE OO OEEG Y10 LEALOVTIKT] £pEVVE GTO TTEDTO.
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Chapter 1

Introduction

1.1 Background

A time series (TS) is a sequence taken at successive equally spaced points in time. Time series
modeling (TSM) plays a key role in a wide range of real-life problems that have a temporal
component [4-6]. Time series analysis (TSA) investigates the mechanism that produces the time
series and evaluates its characteristics. The prediction of future time series values is an important
research topic in modern time series modelling and analysis and is essential in many emerging
research fields such as the weather [7], energy consumption [8], financial indices [9], medical
monitoring [10], anomaly detection [11], traffic prediction [12], climate change [13], etc. In these
problems, time series modelling often pose significant challenges for the existing techniques both
in terms of their structure (i.e. irregular sampling or spatiotemporal structure in climate data)
and size [14]. Given that, traditional methods have focused on parametric models informed by
domain expertise — such as linear predictive modeling techniques, i.e., autoregressive (AR) models
[15], exponential smoothing, or structural time series models [16] — modern machine learning (ML)
methods [17] provide a means to learn temporal dynamics in a purely data-driven manner [18].
In recent times, with the increasing data availability and computing power, machine learning has
become a vital part of the next generation of time series models [19]. Thus, there is both a great
need and an exciting opportunity for the machine learning community to develop theory, models
and algorithms specifically for the purpose of processing and analyzing time series data.

Time series data from complex systems capture dynamic behavior and causalities [4]. There are
various techniques from time series prediction and monitoring [20]. The nonlinear and non-stationary
dynamics of the various applications pose a major challenge for accurate prediction and modeling
[4]. Time series emerging from such complex systems exhibit aperiodic patterns even under steady
state circumstances. Also, since real-world systems often evolve under transient conditions, the
signals obtained therefore tend to exhibit various forms of non-stationarity. This thesis presents the
advancements in nonlinear and non-stationary time series models under a machine learning based
framework and a comparison of their performances in certain real-world environmental applications

and applications in geoinformatics and energy.



2 Introduction

Time series have many characteristics that distinguish them from other types of data. Firstly,
the time-series data contain high dimensionality and much noise. Dimensionality reduction, wavelet
analysis or filtering are Signal processing techniques [21] that can be applied to eliminate some of
the noise and reduce the dimensionality [22]. The next characteristic of time-series data, it is not
certain that the available information is enough to understand the process. Finally, Time series
data is high-dimensional, complex, and has unique characteristics that make time-series challenging
to model and analyze. Recent advancements in sensor technologies and the consequent availability
of abundant data sources in the form of time series can transform the way that real-world complex
systems are monitored and controlled. These advancements lead to complex time series problems.

As already described, handling time series problems is a demanding process, as:

e time series is often noisy with high non-stationarity;

e time series is explicit dependent on the time variable and in addition, are related to multiple

external measurable parameters;

e in case of a limited amount of data, it is challenging to provide enough and multi-perspective

information to understand the mechanism behind it;
 extrapolation of time series (prediction) is also a challenging procedure;

e blind source separation for time series is a demanding process. Decomposing time series totals

to estimate its disaggregates;

Bellow, we summarize the theoretical background for time series modelling and prediction, as
well as the fundamentals to identify and extract the factors from which observed time series data

was generated in various application domains.

1.1.1 Fundamentals on time series modelling and prediction

Given a time series {y1,¥2,..., 4+ }, time series prediction is the task of predicting one {y;} or several
{Yt,Yt+1,---Yt+n} future observations in a time series, given a certain number of past observations
{y1,...yt—1}. An autoregressive model is a common linear regression approach [23], [24] for time
series modeling and prediction. In an autoregression model, the prediction of the variable of interest
is by using a linear combination of past values of the variable. The term autoregression indicates
that it is a regression of the variable against itself. Thus, an autoregressive model of order p is

written as:

P

Yt = Zf(yt—p) ter (1.1)

1
where f is a linear function and e; is white noise. We refer to this model as an AR(p) model,
an autoregressive model of order p, Vp € 1,...,p.
The limitation of an AR filter is that no external measurable parameters are allowed to be
utilized by the model. Thus, Autoregressive Moving Average (ARMA) filters have been also

investigated for time series modelling and prediction [25], [26, 27]. The main difference between
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an AR and ARMA process is that the first (i.e., AR) models a timeseries in terms of its own lags
(previous observable measurements), while an ARMA filter includes two parts; an autoregressive
(AR) where previous observations affect the output and the moving average (MA) part involves
modeling the error term e; as a linear combination of error terms occurring contemporaneously and
at various times in the past. In ARMA models, the notation ARM A(p,q) refers to the model with
p autoregressive terms and q moving-average terms. This model contains the AR(p) and M A(q)

models,

q

P
Yt = Zf(ytfp) +ZQ(Zt7q) te (1.2)
1

1
where {e1,...,e;} is the white noise error terms.
In cases where external observations trigger the output, the ARMAX model is introduced. The
notation ARM AX (p,q,r) refers to the model with p autoregressive terms, q moving average terms
and r exogenous inputs terms. This model contains the AR(p) and M A(q) models and a linear

combination of the last r terms of a known and external time series x1,...,z;. It is given by:

p a b
Y=Y fWip)+ > 9(zi-q)+ > h(wizp)+e (1.3)
1 1 1

where x; is the exogenous variables that affect the model.

In general, time series forecasting models predict future values of a target y; at time t. Each
entity represents a logical grouping of temporal information — such as measurements from individual
weather stations in climatology, or vital signs from different patients in medicine — and can be

observed at the same time. In the simplest case, one-step-ahead forecasting models take the form:

Yt = f(ytfp:tfla LTt—pit—1, 3) (14)

where y; is the model prediction, yi—p:t—1 = {Yt—p,--,Yt—1}, Tt—pt—1 = {Tt—p,...,T4_1} are
observations of the target and exogenous inputs respectively over a look-back window p, and s is
static metadata associated with the entity (e.g., sensor location), and f(-) is the prediction function
learnt by the model. While we focus on univariate forecasting in this survey (i.e., 1D targets), we
note that the same components can be extended to multivariate models without loss of generality.
The AR models described above and their variants, model the prediction function f as a linear
function. However, more complex, non-stationary, and noisy real time series cannot be expressed
by analytical equations with parameters to solve because the dynamics are either too intricate
or undiscoverable. Besides, the traditional models, provided with a small number of nonlinear
mechanisms, are not able to capture the complicated data. In order to better model complex
real time series depended on various external parameters, the highly recommended approach is to
exploit robust features that grasp the relevant information from time series. Nevertheless, exploiting
domain-specific features for each task is both time-consuming and costly, and requires expertise of
the time series. Recently, and mainly due to the advances in Artificial Intelligence (AI) research,
many efforts are utilized to develop time series models using non-linear regression architectures

based on machine learning algorithms. In this context, a widely used model is the feedforward
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neural network, consisting of interconnected artificial neurons capable of modelling non-linear
input-output relationships [28]. Feedforward neural network examples have been utilized in time
series signals modeling for geodetic applications, examples are the works of [29], [30], [31]. Actually,
feedforward neural networks are capable of approximating non-linear ARMA relationships and
therefore, improving performance in timeseries modeling. Non-linear ARMA filters with recursive
capabilities have been also proposed in [32], [33]. Other works in this field apply Radial Basic
Function (RBF) models [34], with advance non-linear interpolation capabilities, or Support Vector
Machines (SVMs) [35]. The latter are supervised learning paradigms for data classification and
regression.

The main limitations of the aforementioned non-linear regression models is that they present
convergence instabilities especially when a large number of neurons are employed in the network.
In addition, there is no recurrent feedback mechanisms among the artificial neurons. Therefore,
such filters fail to approximate temporal dependencies and high abrupt changes in timeseries values
with a high precision accuracy.

For this reason, recently deep machine learning have been proposed as an alternative paradigm
for regression and classification [36]. Deep learning incorporates multiple hidden neurons and applies
advanced learning algorithms, such as input compression and dimensionality data reduction, to
handle the computational issues arising when a large number of neurons are considered. Recurrent
Neural Networks (RNNs) are a class of networks allowing connections (feedback) between the nodes
(neurons) in order to model the temporal behaviours of a timeseries signal [37, 38]. Thus, RNNs
are capable of handling the time-dependencies. However, RNNs fail to approximate more complex
temporal dependencies, presenting also computational issues in computing the gradient during the
learning process especially when a large number of neurons are employed (the so called vanishing
gradient problem [39]).

To address these limitations and simultaneously to retain the advantages of deep learning
in approximating temporal dependencies, Long-Short Term Memory (LSTM) architectures have
been recently proposed [40, 41]. LSTM networks memorize temporal correlations of the signals,
providing, therefore better modeling capabilities [42-44]. LSTMs have more trainable parameters
(e.g., weights) compared to the traditional RNNs models. Consequently, they give us, on the one
hand, more controlability and thus better results, but with the cost, on the other hand, of more
complexity and the need of large amount of training (annotated) data.

Although the aforementioned architectures are good modelling approximators of uni-dimensional
signals, they mainly focus on the temporal modelling dimension. However, various timeseries signals
have also a longitudinal dimension and therefore, different weights should be assigned to the model
for different regions. This so-called spatial variability can not be adequately modelled through the
traditional LSTM deep learning architectures. Recently, more and more approaches leveraging
convolutional architectures have been proposed for sequence modeling tasks. Long- and short-term
time series network (LSTNet) uses a combination of a convolutional neural network (CNN) and an
RNN to perform multivariate time series prediction. The intention of this approach is to leverage the
strengths of both the convolutional layer (to extract short-term local dependency patterns among

the multidimensional variables) and the recurrent layer (to discover long-term patterns for time
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series trends). In the evaluation of real-world data with complex mixtures of repetitive patterns,
LSTNet achieved significant performance improvements over that of several state-of-the-art baseline
methods, as, e.g., autoregression models and gated recurrent unit (GRU) networks.

The problem described in (1.4) is the direct problem of computing the future y; values given the
previous observations of the target y and exogenous inputs z;; the inverse problem is to compute

the inputs x; given the y; values.

1.1.2 The blind source separation problem formulation

A critical point in the analysis of time series data, is the development of data-driven methods that
allow the different sources of the signals to be discerned and characterized in various domains.
Blind source separation (BSS) is a class of inverse problems, in which one wishes to separate a
set of linearly mixed signals, having only the mixtures in hand and information neither about the
sources, nor about the mixing coefficient. BSS is a popular multivariate approach for decomposing
multivariate data into uncorrelated components which are useful for dimension reduction, and
intended for an easier interpretation or easier modeling of the data. BSS is about decomposing
the time series signal {y1,2,...,4:} into its x,, additive sub-components, where x,, is a timeseries

{xm1,Zm2,...;Tm} and m=1,..., M. Thus,

Y1 T11 21 - Tl - TM
Y2 r12 %22 ... Tm2 ... TM,1

=W | ) ) o, Ymel,.... M (1.5)
Ut it X2t -+ Tmgt - TM

Many inverse problems are considered to be ill-posed, because the application of W~! to the
noisy data y produces a result that is deemed inadequate or because it is not possible to define an
operator W1, Being ill-posed does not mean that a problem cannot be solved. However, it means

that additional information needs to be incorporated into the inversion.

1.2 Research Objectives

Deep learning neural networks learn complex mappings between inputs and outputs and support
multiple inputs and outputs. Deep neural networks have successfully been applied to address time
series problems. They have proved to be an effective solution given their capacity to automatically
learn the temporal dependencies present in time series [45]. However, selecting the most convenient
type of deep neural network and its parametrization is a complex task that requires considerable
expertise. Therefore, there is a need for deeper studies on the suitability of all existing architectures
for different tasks for time series modeling. Hence, practical aspects, such as the setting of values
for hyper-parameters and the choice of the most suitable frameworks, for the successful application
of deep learning to time series are also provided and discussed.

Given its complexity, time series modeling is an area of paramount importance in various
research fields. Time series models needs to take into account several issues such as trends and

seasonal variations of the series, the correlation between observed values that are close to time as
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well as their dependence from various external parameters. In this dissertation, proposed methods
for dealing with the above mentioned aspects are discussed.

Another problem that is discussed here is the problem called blind source separation (BSS) [46].
In a large number of cases, the signal received by a sensor (antenna, microphone, etc.) is the sum
(mixture) of elementary contributions that we can call sources. For instance, the signal received by
an antenna is a superimposition of signals emitted by all the sources which are in its receptive field.
Generally, sources as well as mixtures are unknown. In this case, without any knowledge on the
sources (except independence assumption), this problem is called blind separation of sources. The
separation of independent sources from an array of sensors is a classical but difficult problem in
signal processing and it is a problem discussed also here.

In this dissertation is provided a comparative analysis that evaluates the performance of several
deep learning (DL) architectures on a large number of time series datasets of different nature and

for different applications. Two main fruitful research fields are discussed here:

o Jonospheric Total Electron Content (TEC) modeling which is an important issue in many real-
time GNSS applications. Reliable and fast knowledge about ionospheric variations becomes
increasingly important. GNSS users of single-frequency receivers and satellite navigation
systems need accurate corrections to remove signal degradation caused by the ionosphere.
Tonospheric modeling using signal-processing techniques is the subject of discussion in the

present contribution.

e Energy disaggregation which is an important issue for energy efficiency and energy consumption
awareness. Reliable and fast knowledge about residential energy consumption at appliance
level becomes increasingly important nowadays and it is an important mitigation measure to
prevent energy wastage. Energy disaggregation or Non-intrusive load monitoring (NILM) is a
single channel blind source separation problem where the task is to estimate the consumption

of each electrical appliance given the total energy consumption.

1.2.1 The challenge of TEC modeling using GNSS data

The variability of the ionospheric parameters limits the efficiency of communications, radars and
navigation systems. Total Electron Content (TEC), defined as the integral of the electron density
over a signal path, is often used to describe ionosphere variability [47], [48]. TEC values are
necessary in order to correct ionospheric refraction [49] and are crucial for satellite based navigation
systems, in order to guarantee the high performance of satellite systems in positioning.

The transmitted signals from Global Navigation Satellite Systems (GNSS) are directly affected
by the ionospheric variations, causing delays [50]. These delays depend on the signal frequency
and the electron density along the transmission path. Hence, ionospheric variability introduces
an additional error source in GNSS positioning [51]. The use of multiple navigation signals of
distinct center frequency transmitted from the same GNSS satellite allows direct estimation of these
ionospheric delays. Exploiting the fact that different signal frequencies are affected differently by the
ionosphere, an appropriate processing strategy of multiple-frequency GNSS signals, eliminates the

ionospheric error [51]. Contrary to multi-frequency GNSS receivers, real-time (RT) single-frequency
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(SF) positioning with a low-cost receiver has received increasing attention in recent years due
to its large amount of possible applications. However, in this case, one major challenge is the
effective mitigation of these ionospheric delays [52]. RT-SF-SPP (Standard Point Positioning)/PPP
(Precise Point Positioning) techniques use ionospheric vertical TEC (VTEC) products released by
the International GNSS Service (IGS) real-time service [53], to eliminate the ionospheric error and
apply corrections to the model as external parameters. The Center for Orbit Determination in
Europe (CODE) provides Global Ionospheric Maps (GIM) in a grid of (2.5° x 5.0°), in 2-h temporal
resolution, leading to a spatio-temporal sparse model. This means that the corrections applied
improve the accuracy of the provided solution for positioning. However, these ionospheric VIEC
products fail to remove the total amount of noise caused by the ionosphere, due to their global
coverage and their inability to be accurately adapted at regional (and more so at local) levels.

The objective of this dissertation is to create regional TEC models using deep learning methods
and surpass problems arising using the traditional methods for TEC modeling. Thus, stations or
roving users near the reference area of these regional deep learning models, could benefit from these
model instead of a global one.

In particular, the following research objectives that stem from the aim of this dissertation have
been defined:

to improve the existing regional TEC models accuracy, and to investigate the model’s response

in cases of high ionosphere activity and during irregular conditions;

o to investigate the importance of the various external parameters (e.g. related solar and

geomagnetic activity) for improving the accuracy in TEC modeling;

o to propose meaningful adaptations for CNNs models to be applied for time series TEC analysis

and compare their performance with the traditional ML methods for time series modeling;

e to introduce reliable regional observation data to characterize regional anomalies that affect
the ionosphere at local level (spatial), and additionally to estimate TEC changes between

epochs (temporal), targeting to spatio-temporal VTEC prediction models

e to present a comprehensive analysis for different years under different solar and geomagnetic

activity and to test the models for different days and at various latitudes.

1.2.2 The energy disaggregation challenge

The residential total power consumption is measured using smart meter devices, thus the consumers
be aware of their total (aggregate) power consumption. However, as far as energy efficiency is
concerned, energy consumption awareness at appliance level is essential. One way to measure
consumption per appliance is through the usage of smart plugs, a solution which is economically
unaffordable. For this reason, usually Non-Intrusive Load Monitoring (NILM) or energy (power)
disaggregation methods are applied. Separating the household aggregated energy consumption
signal into its additive sub-components (the power signal from individual appliances), is called

energy (power) disaggregation. Energy disaggregation can be considered as an efficient and cost
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effective framework to reduce energy consumption [54]. NILM is a research field receiving increasing
attention among the signal processing technical community [55], due to its great significance as a
means towards attainment of global energy conservation goals, as well as its interest as a challenging
scientific and engineering problem. NILM resembles the signal source separation problem and poses
several challenges given that it is an ill-posed problem. The following specific issues were addressed

in detail:

o to exploit in what extend the entrance of the various external parameters (e.g. voltage,

current) help in improving the prediction accuracy in NILM

e to implement optimization techniques for hyper-parameters tuning to improve models perfor-

mance and increase the reliability of machine learning algorithms;

e explore NILM techniques at a larger scale and across different households. Examine the
proposed models applicability in different households and transferability across different

datasets;

e to examine the importance of the dynamic context of an appliance, as well as changing

contextual conditions in NILM performance;

e to investigate the ability of generative adversarial networks to create robust appliance power

patterns for energy disaggregation in the presence of noise;

1.3 Contribution and Originality

1.3.1 Contribution in Signal Processing and Time series analysis

The overall contribution of this dissertation lies in the following aims that were defined:

e to propose automated approaches for time series modeling - including automatic parametric

model selection;
e to propose models that enable complex and larger data to be processed and analysed;

e to propose a sequence-to-sequence deep learning framework for multi-step-ahead time se-
ries modeling, addressing the dynamic, spatial-temporal and nonlinear characteristics of

multivariate time series data ;

e to propose meaningful adaptations for deep learning algorithms initially proposed for two-

dimensional data to one-dimensional time series data;

¢ to propose robust structures for time series modeling in cases where we have a limited amount

of data and/or corrupted data with noise;

e to propose deep learning methods for solving inverse ill-posed time series problems.
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1.3.2 Contributing to GNSS positioning and TEC modeling

In addition, the following research objectives related to GNSS positioning and TEC modeling have
been defined:

to propose an LSTM-based model for accurate timeseries TEC estimates from GNSS data,

surpassing problems related to ionosphere irregular behavior at regional level;

o to propose robust deep learning models that exploit various external parameters (e.g. related

solar and geomagnetic activity) to improve the prediction and the accuracy in TEC modeling;

e to propose temporal sequence-to-sequence CNNs models to be applied for time series TEC
analysis and compare their performance with the traditional ML methods for time series

modeling;

e to scrutinize the effectiveness and efficiency of a convolutional enriched recurrent neural

network for spatio-temporal VIEC prediction

e to present a comprehensive analysis for different years under different solar and geomagnetic
activity. The models are tested for different days and at various latitudes to see model’s

response in cases of high ionosphere activity.

1.3.3 Contributing to the domain of Environmental Awareness and Energy
disaggregation

Energy disaggregation poses several challenges not only as it is an ill-posed problem, but also, due to
unsteady appliance signatures, abnormal behaviour that is usually detected in appliances operation
and the existence of noise in the aggregated signal. To this day, various approaches have been
proposed to solve the NILM problem, as presented in Chapter 6. Some of the most successful ones
exploit deep learning neural network structures for modelling an energy disaggregation problem
(e.g. recurrent neural network structures [56]). Nevertheless, there are barriers and limitations that
until recently, have not been properly addressed. In this connection, a modular and a self-trained
energy disaggregation model is proposed, with the capability of updating its behavior whenever a
significant change of contextual conditions is detected. Since it is difficult to define the general
polyparametric notion of context, and consequently, decide when a model update is required, the
proposed techniques have not been applied successfully across different households and datasets
[57]. Thus, it is difficult to create algorithms with a good generalization ability. In addition, noisy
aggregate energy consumption measurements significantly deteriorate the performance of NILM
methods. Usually, the detected appliances have unsteady signatures or present abnormal behavior
and additionally, the existence of noisy as well as inadequate datasets deteriorates overall models’
performance [58]. In that respect, the originality and novelty of this dissertation is summarized in

the following objectives which were addressed:

e to exploit deep learning neural network structures for energy disaggregation that include
various external parameters (e.g. voltage, current) to improve the prediction and the accuracy
in NILM
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e to propose a Bayesian-optimized LSTM-based structure with hyper-parameters tuning to

improve the performance of the NILM alogrithm;

e to propose a modular and a self-trained energy disaggregation model with the capability of

updating its behavior whenever a significant change of contextual conditions is detected;

e to propose a context aware NILM technique that could be applied at a large scale and

transferred across different households;

e to propose an inverse GAN-based architecture for robust to noise energy disaggregation;

1.4 Structure of the Dissertation

Chapter 2 introduces the theoretical background of the TEC modeling. A review in the existing
literature is provided and the the problem formulation follows. In addition, a discussion on the role
of GNSS observables in TEC modeling is provided.

Chapter 3 proposes a deep learning-based approach for ionospheric modeling. The method
exploits the advantages of Long Short-Term Memory (LSTM) Recurrent Neural Networks (RNN)
for timeseries modeling and predicts the total electron content per satellite from a specific station.
The evaluation of the proposed recurrent method for the prediction of vertical total electron content
(VTEC) values is compared against the traditional Autoregressive (AR) and the Autoregressive
Moving Average (ARMA) methods.

Chapter 4 proposes a model suitable for predicting the ionosphere delay at different locations of
receiver stations using a temporal 1D convolutional neural network (CNN) model. In this chapter, a
variant of CNN, called temporal convolutional networks (TCNs), is discussed for modeling non-linear
and complex time series data, competing directly with RNNs in terms of accuracy.

In Chapter 5 a deep learning model is proposed, to efficiently predict TEC values and to replace
the GIM derived data which inherently have a global character, with equal or better in accuracy
regional ones. The proposed model is suitable for predicting the ionosphere delay at different
locations of receiver stations. The model is tested during different periods of time, under different
solar and geomagnetic conditions and for stations in various latitudes, providing robust estimations
of the ionospheric activity at regional level. The model is a hybrid structure comprising of a
convolutional layers and recurrent layers.

Chapter 6 introduces the problem of energy disaggregation and provides a brief literature
review.

Chapter 7 proposes a CNN-based (Convolutional Neural Network) architecture with inputs
and outputs formed as data sequences taking into consideration an appliance’s previous states for
better estimation of its current state. Furthermore, the proposed model endows CNN models with a
recurrent property in order to better capture energy signal interdependencies. Using a multi-channel
CNN architecture fed with additional variables related to power consumption (current, reactive
and apparent power), additionally to active power, overall performance, robustness to noise and

convergence times are improved.
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Chapter 8 introduces a non-causal adaptive context-aware bidirectional deep learning model
for energy disaggregation. The proposed model, CoBiLSTM, harnesses the representational power
of deep recurrent Long Short-Term Memory (LSTM) neural net-works, while fitting two basic
properties of NILM problem which state of the art methods do not appropriately account for: non-
causality and adaptivity to contextual factors (e.g. seasonality). A Bayesian-optimized framework is
introduced to select the best configuration of the proposed regression model, driven by a self-training
adaptive mechanism. Furthermore, the proposed model is structured in a modular way to address
multi-dimensionality issues that arise when the number of appliances increases. Experimental
results indicate the proposed method’s superiority compared to the current state of the art.

Chapter 9 proposes a EnerGAN++, a model based on Generative Adversarial Networks
(GAN) for robust energy disaggregation. EnerGAN++ unifies the autoencoder (AE) and GAN
architectures into a single framework, in which the autoencoder achieves a non-linear power
signal source separation. EnerGAN+-+ is trained adversarially using a novel discriminator, to
enhance robustness to noise. The proposed architecture of the discriminator leverages the ability of
Convolutional Neural Networks (CNN) in rapid processing and optimal feature extraction, among
with the need to infer the data temporal character and time dependence. Experimental results
indicate the proposed method’s superiority compared to the current state of the art.

Finally, in Chapter 10, a summary and the contribution of this dissertation are presented,
the conclusions and accomplishments derived by the research conducted during the course of this

dissertation are discussed and ideas for future research are outlined.






Chapter 2

Ionospheric TEC Modeling Based on
GNSS Observations

The ionosphere is typically defined as that part of the earth’s upper atmosphere with sufficient
concentration of free electrons affecting the propagation of electromagnetic waves. The electrons
density depends on the time of the day and the Sun’s activity, the atmospheric density profile, the
geographic location, as well as the magnitude and orientation of the Earth’s magnetic field [59].
Total Electron Content (TEC), defined as the integral of the electron density over a signal path, is
often used to describe ionosphere variability [47], [48]. TEC values are often reported in multiples
of the so called TEC unit, defined as TECU = 10'%¢l /m? ~ 1.66 x 10~ 8molm 2, which corresponds
to 0.162 m on the GPS L1 frequency. Since radio wave signals pass through the electrons of the
ionosphere, the signal velocity and the ray path change [60].

Consequently, the transmitted signals from Global Navigation Satellite Systems (GNSS) are
directly affected by the ionospheric variations, causing delays [50]. These delays depend on
the signal frequency and the electron density along the transmission path. Hence, ionospheric
variability introduces an additional error source in GNSS positioning [51]. The use of multiple
navigation signals of distinct center frequency transmitted from the same GNSS satellite allows
direct estimation of these ionospheric delays. Exploiting the fact that different signal frequencies
are affected differently by the ionosphere, an appropriate processing strategy of multiple-frequency
GNSS signals, eliminates the ionospheric error [51]. Contrary to multi-frequency GNSS receivers,
real-time (RT) single-frequency (SF) positioning with a low-cost receiver has received increasing
attention in recent years due to its large amount of possible applications. However, in this case, one
major challenge is the effective mitigation of these ionospheric delays [52]. RT-SF-SPP (Standard
Point Positioning) /PPP (Precise Point Positioning) techniques use ionospheric vertical TEC (VTEC)
products released by the International GNSS Service (IGS) real-time service [53], to eliminate
the ionospheric error and apply corrections to the model as external parameters. However, these

ionospheric VTEC products have global coverage.
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2.1 Review and analysis of the literature

Many researchers investigate the ionospheric variation, applying regional models. Traditional
methods for TEC modeling include parameter estimations, e.g. autoregressive (AR), autoregressive
moving average (ARMA), autoregressive integrated moving average (ARIMA) [52]. An Autoregres-
sive model is a common linear regression approach [23], [24]. The limitation of an AR filter is that
no external measurable parameters are allowed to be utilized by the model. Thus, Autoregressive
Moving Average (ARMA) filters have been also investigated for time series modelling [25], [26]. The
main difference between an AR and ARMA process is that the first (i.e., AR) models a timeseries in
terms of its own lags (previous observable measurements), while an ARMA filter includes two parts;
an autoregressive (AR) where previous observations affect the output and the moving average (MA)
part where external observations trigger the output. Wang et al. [52] compare the performance of
various models including ARMA model and ARIMA models to predict total electron content (TEC)
in various latitudes. Ratnam et al. [26] propose a new multivariate ionospheric TEC forecasting
model based on linear time series model in combination with ARMA model. Mandrikova et al. [23]
suggest a technique of ionospheric parameter modelling and analysis based on combining the wavelet
transform with ARIMA models. Widely used linear approaches for time series forecasting are
autoregressive models and its different variations. Even though these models are often proposed in
the literature for modeling ionospheric TEC values, these models fail to capture nonlinear patterns
and abrupt changes in electron density values due to the linear assumptions made. To this end,
various nonlinear approaches for time series TEC modeling have been proposed.

Machine learning techniques can successfully deal with short-term forecasting [61]. Due to the
recent widespread advancements in machine learning, many significant research efforts are utilized
to develop the suitable TEC prediction methods including shallow methods, such as Support Vector
Machine (SVM) [35], the nonlinear radial basic function (RBF) neural network [49, 34].

Recently, and mainly due to the advances in Artificial Intelligence (AI) research, many efforts
are utilized to develop time series models using non-linear regression architectures based on
machine learning algorithms. In this context, a widely used model is the feedforward neural
network, consisting of interconnected artificial neurons capable of modelling non-linear input-output
relationships [28]. Feedforward neural network examples have been utilized in time series signals
modeling for geodetic applications, examples are the works of [29-31]. Actually, feedforward neural
networks are capable of approximating non-linear ARMA relationships and therefore, improving
performance in TEC modeling. Tulunay et al. [62] propose a data-driven neural network model.
Mallika et al. [63] introduce a novel ionospheric forecasting algorithm based on the fusion of
principal component analysis and artificial neural networks (PCA-NN) methods to forecast the
ionospheric TEC values. The work of [64] present a new ionospheric prediction model, named the
singular spectrum analysis-artificial neural network (SSA-ANN) as a preprocessing tool for the
ionosphere total electron content (TEC) prediction based on the ANN approach. Wang et al. [65]
propose an artificial neural network (ANN)-based Australian TEC model is developed to predict
the TEC values.

The main limitations of the aforementioned non-linear regression models is that they present

convergence instabilities especially when a large number of neurons are employed in the network.
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Fig. 2.1 VTEC variations per individual PRN, at a specific time epoch. IPP points are the
intersections of GNSS signal in the ionosphere assuming the theory of single layer model (SLM).
Based on the assumption that adjacent points share the same ionosphere conditions, our model
investigates GNSS method’s efficiency in providing TEC estimations.

In addition, there is no recurrent feedback mechanisms among the artificial neurons. Therefore,
such filters fail to approximate temporal dependencies and high abrupt changes in timeseries values
with a high precision accuracy.

For this reason, recently deep machine learning have been proposed as an alternative paradigm
for regression and classification [36]. Deep learning incorporates multiple hidden neurons and applies
advanced learning algorithms, such as input compression and dimensionality data reduction, to
handle the computational issues arising when a large number of neurons are considered. Recurrent
Neural Networks (RNNs) are a class of networks allowing connections (feedback) between the
nodes (neurons) in order to model the temporal behaviours of a timeseries signal [37]. Thus, RNNs
are capable of handling the time-dependencies. RNNs can sufficient handle TEC observations
and are able to be adapted in order to learn the temporal dependencies from context [31] and
monitor the irregular ionospheric structure. However, RNNs fail to approximate more complex
temporal dependencies, presenting also computational issues in computing the gradient during the
learning process especially when a large number of neurons are employed (the so called vanishing
gradient problem [39]). To address these limitations and simultaneously to retain the advantages
of deep learning in approximating temporal dependencies, Long-Short Term Memory (LSTM)
architectures have been recently proposed [41]. LSTM networks memorize temporal correlations
of the signals, providing, therefore better modeling capabilities [42], [43], [44]. LSTMs can model
complex sequences with various features, as in [66], [67], [42], where solar radio flux at 10.7 cm and
magnetic activity indices are taken into consideration to provide more accurate results. However,
the above mentioned studies focus on TEC prediction based on estimates at station level using
data derived from TEC models, such as GIM maps or GPS TEC analysis software [68] and they

do not predict ionosphere delays separately from every visible GNSS satellite, as in our approach.
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Tang et al. [69] analyzed and compared the performances of TEC prediction models of ARIMA,
LSTM and seq2seq under the condition of a magnetic storm, and the result shows that overall
prediction performance of the LSTM is the best during a magnetic storm. Sun et al. [42] analyzed
and compared the accuracy of TEC prediction for MLP and LSTM models, and the result shows
that the prediction precision of LSTM is better than for MLP under quiet and stormy geomagnetic
conditions. Srivani et al. [68] investigated the performance of ionospheric delay prediction for NN,
LSTM, and IRI models. Their research found that LSTM has best accuracy in the ionospheric
delay prediction. These studies all prove that the performance of LSTM in TEC prediction is better
than for existing empirical models [70]. Ruwali et al. [71] provides the application of deep learning
models, long short-term memory (LSTM), gated recurrent unit (GRU), and a hybrid model that
consists of LSTM combined with convolution neural network (CNN) to forecast the ionospheric

delays for GPS signals.

2.2 Non-linear Ionosphere TEC modeling problem formulation

Our goal is to construct robust regional models of the ionosphere variability, applied in single-
frequency PPP methods as external ionosphere correction information. A typical model assumes
that the ionosphere is a thin shell above the Earth, located near the mean altitude of maximum
TEC (approximately 350 km). The intersection between a signal’s line of sight and this shell is
called the Ionospheric Pierce Point (IPP). At different epochs, at every IPP point, each individual
satellite provides a different VTEC measurement (Figure 2.1). In our model, we use as input the
IPP points coordinates, noted by x4 and z. In addition, the information of daily time hour x4
has been incorporated into the model to boost its performance. Let us denote as vtec®(t) the value
of the VTEC at a time instance t for a visible satellite s. Then, we have that

vtec®(t) = f(x(t)) +e(t) (2.1)

vtec®(t) = f(z4(t), zA(t), zssn(t), xpsT(t), TF10.7(t), Tap(t), Txp(t), Ta(t)) +e(t) (2.2)

In Eq. (2.2) f(-) refers to the nonlinear relationship between the VITEC values and the inputs of
solar and geomagnetic indices. It is clear that this non-linear relationship is actually unknown. In
Chapters 3, 4, 5 we estimate the model parameters (weights) used to approximate f(-). These
weights are estimated through the application of a supervised learning methodology [36]. In
Eq. (2.2), variables zggn, and xp19.7 refer to the input solar indices and zpgr, Tk,, T, are the
geomagnetic indices used as input variables of the proposed non-linear model.

In the data-driven supervised approach, we feed our proposed networks with pairs of data

inputs-outputs, during training. Thus:
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T
Xir = [%(t) zA(t) zar(t) xssn(t) zri07(t) psr(l) oK, (1) mAp(t)} and vtec; = vtec(t)
(2.3)
after training has been completed, we test the model providing the (x),.,, values and expecting the

outcome (vtec)iest-

2.3 The role of GNSS observations in TEC modeling using Deep

Learning

GNSS observables are used here in order to estimate the ground truth values of vertical TEC
(VTEC) vtecy, that are used during the training. The workflow in order to compute the vtecy,
values that are necessary for training of the deep learning algorithms is as follows: we first apply
dual-frequency undifferenced and unconstrained PPP model to estimate Slant TEC (STEC) values.
These values are then separated from satellite and receiver DCBs (Differential Code Biases). Then,
having pure STEC values we convert them to Vertical TEC (VTEC) ones. These VTEC ground
truth (labelled) values are combined with solar and geomagnetic indicators to construct the TEC
model using a supervised learning framework [36], as explained in Section 2.2. For this reason, in
the following, we describe the methodology adopted for VITEC values estimation.
The code P and phase ¢ observations in a given frequency band f; between a receiver r and a
GNSS satellite s, are written as [72]:
Plpyy, = pp - (dte +dt°) +d(piy, — diy +T° + Iy + e (2.4)

T

Bpiy, = Prt e (dty+dt™) +0(pi), — 07 +T° — Iy + AN(py +eg (2.5)

where P(Sfi)T and qbf £i), denote pseudorange and carrier phase observables, respectively; p? is the
geometric distance between the receiver to the satellite; dt, and dt® are the receiver and satellite
clock offsets, respectively; dy;), is the frequency-dependent receiver uncalibrated code delay (UCD)
while d%; is the frequency dependent satellite UCD; T is troposphere delay; I ngi) is the line of sight
(LOS) ionospheric delay on the frequency fi; d(s4), and 5]5% are the frequency-dependent receiver and
satellite uncalibrated phase delay, respectively; N, (Sﬁ) is the phase ambiguity; esp(m and e;(ﬂ) are
the sum of measurement noise and multi-path error for pseudorange and carrier phase observations.

In the case of dual-frequency GPS observations and assuming the frequencies f; and fo noted

as “1” and “27, respectively, the equation (1) is written as:

PC = pC +c-(dt, +dt%) +dy, —df + T +IF + G, (2.6)

P§ = pC +c-(dt, +dt) +ds, —dS + T + IS + €5, (2.7)
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The code biases are commonly referred as differential code biases (DCBs): DCB = DCBpy/py =
df, —dy, and also, given that vo = f2/f2, we have:

dy, =drp+1/(1—v2)-DCB anddys, = dip+v2/(1 —72)- DCB (2.8)
and then,
1
dy, —d§, =dr), —dfp++ e -(DCB, — DCB?) (2.9)
dy, —dS = dp, —d?F++ﬁ -(DCB, — DCB*) (2.10)
The term I; is computed as:
h=h-—' pcp+— _peB (2.11)
) (T=y) |

The Uncombined PPP (UPPP) model computes the ionosphere delay as unknown parameter,
in contrast to the traditional ionosphere-free (IF) model which combines multiple frequency
observations to eliminate the ionospheric error. Our model is ionosphere-constrained dual-frequency
PPP model that estimates the STEC values. These values are then separated from satellite and
receiver DCBs (Differential Code Biases), using the products of IGS service [73]. Finally, the VTEC

values, called with the variable vtec, are estimated as

1 ~ 1
vtec = (L + DCB°——DCB 2.12
77T A= P (212
The above equation evaluates the ground truth VTEC values. Then, the Slant TEC, denoted with

the variable stec, is converted into vtec through the mapping function M Fy [74]:

stec 1
MF = = 2.13
I vtec (1_(Rf—|—eh56089)2)1/2 ( )

where R, is the mean Earth’s radius; 6 is the satellite’s elevation angle; h is the height of the
ionospheric layer and usually has been taken about 350 km.

The GNSS pre-processing is implemented using the GAMP [72] GNSS processing software.
Further details about the experimental setup are provided in the Table 5.1.



Chapter 3

Applying an LSTM architecture for
TEC modeling

In this chapter we propose a deep learning scheme in order to accurately estimate TEC values.
Recurrent Neural Networks (RNNs) are employed as the formalism for solving the ionosphere
variations modeling problem at hand. RNN is a class of neural network that allows previous
outputs to be used as inputs, has hidden states and also, uses weights that are shared across
time. Extending RNN’s ability to accurately model temporal dependencies in timeseries, Long
Short-Term Memory networks (LSTMs) are proposed here. LSTM is a special variant of the typical
RNN structure that deals with the vanishing gradient problem encountered by traditional RINNs.
Adopting LSTM method for ionosphere variations prediction is a suitable approach, as this is a
time-sequence prediction problem. Recently, encouraging results have been obtained by employing
LSTM-based configurations in domains such as language modelling, speech recognition and action
recognition [75-77]. As already mentioned, ionosphere modeling is a problem of high complezity, as
TEC values are space— and time— varying. Our model exploits LSTM [76] model’s non-linearity,
which is learned from the data. On the contrary, traditional time series prediction models, such as
AR and ARMA [53], are particularly simple structures which are essentially linear update models
plus some noise thrown in.

Our model handles TEC values at a micro-scale level and examines how consistent the extracted
TEC values per observed satellite are, and whether the remaining biases affect them. Therefore,
our analysis examines the ability of a GNSS data-based method to provide accurate estimates of
ionosphere variations in the likely presence of unaccounted noisy conditions. Then, an ensemble
solution at station-level is extracted with proper combination of the information about TEC
variations that provided from the analysis of each satellite results.

In this work, we create regional TEC models with autoregressive character, using deep learning
methods. Our intention, as a next step, is to extend the applicability of this approach towards the
implementation of this model in near-real time PPP-RTK processing in order to use it as part of the
integer ambiguity resolution (IAR)—enabled PPP owing to the use of predicted ionospheric delays
in addition to other corrections. Until now, CODE provides GIM maps in a grid of (2.5° x 5.0°), in

2-h temporal resolution, leading to a spatio-temporal sparse model. This means that the corrections
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applied improve the accuracy of the provided solution for positioning, but fail to remove the total
amount of noise caused by the ionosphere. Stations or roving users near the reference area in which
regional LSTM models have been created, could use corrections from the regional model and not a
global one.

The contribution of this study is to explore the potential of LSTM in time series analysis for
TEC modeling and prediction. Compared with traditional time series prediction models, LSTM

can obtain better prediction results, by taking advantage of the following features of the method:

. Sequential modeling: An important contribution is that our non-linear model is based
on the so called sequence-to-sequence (Seq2seq) modeling framework; a family of machine
learning algorithms to transform one sequence into another sequence. Seq2seq methods have
been originated by Google engine for text/speech language translation [78], but they have
recently been adopted in solving complex timeseries problems in power energy domain [54].
The Seq2seq structure permits the prediction of the ionosphere values for all satellites in view
at every epoch [79]. Given that there are multiple input and output time steps, this problem is
referred to as ’many-to-many’ sequence prediction problem. The Seq2seq modeling approach
means that we are able to model not only the electron density values at the next epoch, but a

sequence of successive epochs.

¢ Non-linear modeling of temporal dependencies: LSTMs with their internal memory,
remember previous information that reflects the past behavior of the ionosphere and find
patterns across time for accurate prediction of the next guess—estimates, making them ideal

for time series prediction.

The outline of the chapter is as follows. Section 3.2 describes the proposed LSTM model. In
Section 3.3, experimental results and analyses are provided, together with various comparisons, as
for instance: (i) between traditional AR and ARMA methods, as well as, (ii) with well known TEC

models. Conclusions are given in the Section 3.4.

3.1 LSTM Regression Model for Ionospheric Correction

3.1.1 Unidirectional Recurrent Neural Network for VITEC estimation

Our proposed deep learning model is based on timeseries modelling. The inputs during training
are not independent but they follow a time dependent order. In contrast to other deep learning
schemes, mostly applied in classification problems, in which the common procedure is to randomize
the entire input data, here we form our data in a time-dependent sequence to train our network.
Thus, the proposed network is specially designed for time-series modelling and infers successfully
the time-related information.

Assuming L hidden neurons and one linear output layer, the estimate vtec® every epoch, is

given by [33]

vtec®(t) =hl(t)-v (3.1)
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Fig. 3.1 The memory cell of an LSTM network. It contains three different components; (i) the
forget gate f(t), (ii) the input gate i(t) and the input node g(t) and (iii) the output node o(t)
(right). Unidirectional LSTM regression model used for TEC estimation (left).
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Fig. 3.2 This proposed LSTM architecture for TEC sequence (vtec®(1)... vtec®(t)) prediction. The
deep learning structure consists of two stacked LSTM layers. The proposed LSTM is a sequence
to sequence regression model. The output is TEC sequences from GNSS observations at a given
station which are of varying length (e.g., ¢, t’) and the input has as features the satellite position
vector [Tgatx TSaty TSaty|, the azimuth (z4.) and the elevation angles gy of the satellite direction
from the receiver site. For example satellite G32 with a trajectory as illustrated in the figure with
red line, is visible from station borl for about 5 h, thus the input sequence for G32 satellite has
length 600 values, for the measurements sampling rate at 30 s.



22 Applying an LSTM architecture for TEC modeling

M) [owlx(1)
h=| : |=| (3.2)
ne(t)] Lol x()

o(+) that refers to the sigmoid function. The weights w;,7 =1,...,L, connect the input x(¢) with
the i-th hidden neuron. Similarly, v are the weights that connect the hidden neurons with the
output neuron. The term h(t) gathers the outputs of all L hidden neurons h; with values ranging
between 0 and 1.

Since the ionosphere delay follows a causal relationship, the value of a state depends on its

previous values, forming a short-term recurrent neural network structure. Therefore,
() — T T
ui(t) =o(w; -x(t)+h; “u(t—1)) (3.3)

3.1.2 Unidirectional Long-Term Recurrent Neural Network for VTEC estima-
tion

Long Short-term Memory (LSTM) [76] is an RNN architecture designed to be better at storing
and accessing information than standard RNNs.

In most RNNs (see Section 3.1.1), the hidden layer function h is an elementwise application
of a sigmoid function. However, it has been proved that the LSTM architecture [|, which uses
purpose-built memory cells to store information, is better at finding and exploiting long range
dependencies in the data. LSTM has recently given state-of-the-art results in a variety of sequence
processing tasks, including speech and handwriting recognition [80].

An LSTM network is a variation of the classic RNN model, enriched with slowly changing
weights to address the vanishing gradient problem that RNN suffer from. LSTM networks have
internal mechanisms called gates that can regulate the flow of information, maintain the worth-
remembering pieces of information and forget the unnecessary ones. LSTMs are of similar structure
with the recurrent regression model, but each node in the hidden layer is replaced by a memory
cell, instead of a single neuron [39]. It processes the available data passing on information as it
propagates forward.

The memory cell contains three different components: (i) the forget gate f(¢), (ii) the input gate
i(t), (iii) the cell candidate g(t) and (iii) the output gate o(t). For each component, a non-linear
relation to the inner product between the input vectors and respective weights is applied during the
training process. In some of the components the sigmoid function o(+) is applied, while in others
the hyperbolic tangent function tanh(-) is used. Forget gate f(¢) keeps unnecessary information
out of memory cell, thus separating the worth-remembering information from the useless one [81].
Input gate i(t) regulates whether the information is relevant enough to be applied in future steps for
the accurate estimation of TEC values. Cell candidate g(t) activates appropriately the respective
state (true or false output from the tanh activation). Output gate o(t) decides if the response of

the current memory cell is “significant enough” to contribute to the next cell.
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i(t) o bi
fo| _| o x(t) by
oty = o |V lh(t - 1)] 1, 3.4
g(t) tanh by
The cell state at time step t is given by
ct)=ft)oc(t—1)+i(t) ©g(t) (3.5)

where ® denotes the Hadamard product (element-wise multiplication of vectors).

The hidden state at time step t is given by
h(t) =o(t) ®o(c(t)) (3.6)

where o denotes the state activation function.

It should be clarified that the nomenclature “Long term” used for LSTM networks, is a deep
learning related terminology and is associated with the model’s ability to learn from previous
historic past values, and should not be confused with ionosphere’s long term temporal variations
that implies an analysis of many years. In our approach we are trying to model daily variations of

the ionosphere and not long term ones.

3.1.3 The Proposed LSTM Regression Model for TEC Prediction

Figure 3.2 shows the adopted strategy and the basic structure of the proposed LSTM model. The
network configuration setup consists of: (i) the input layer, (ii) two stacked unidirectional LSTM
layers and (iii) the regression layer. In our case, we have a sequence-to-sequence model, in which
data are organized as sequences of input and output pairs. This implies that LSTM model infers
the relative time information during training, as it is not trained for every pair (input features,
output) at every epoch t individually, but is trained to recognize a whole sequence/set of these
pairs during the day, for a specific satellite. Thus, the input layer receives the current data in a
sequence-like form, of a time window with varying duration. The network includes two bidirectional
LSTM layers: the first layer consists of 60 filters with a kernel size 1 x 5, while the second layer
consists of 72 filters of the same kernel size. The regression layer consists of one fully connected
hidden layer and the final output regression layer. The output is a sequence of VIEC predicted
values for each satellite, with size that covers the whole duration where the satellite is visible from
the receiver.

In order to evaluate the ionospheric delay effects on GPS positioning, days between 10 and 13
December 2018 (day of year (DOY), from 344 to 347), where 80% of them has selected for training
and the remaining 20% as validation set. Furthermore, 10 days have been selected as test set (14
December and 19 to 27 December 2018).
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Table 3.1 Approximate location of six selected stations of IGS network and the countryt of their

origin.

Stations  Latitude® Longitude® Country
borl 52.276958352 17.073459989  Poland
ganp 49.034715044  20.322939096  Slovakia
graz 47.067131595 15.493484133  Austria

leij 51.353981980 12.374101226 Germany
pots 52.379299109 13.066095112 Germany
wtzz 49.144213977 12.878907414 Germany

3.2 PPP Processing Strategy

This section describes the pre-processing strategy to extract the necessary inputs and outputs for
our LSTM model (see Chapter 2), using observational data from a small group of permanent GNSS
stations of International GNSS Service (IGS) network. The time resolution is selected to be 30s.
Table 4.1 shows the geographical distribution of the six selected IGS stations [82], which are spread
across central Europe and are located in close proximity to each other.

We used the GAMP software [72], a secondary development software based on RTKLIB [83] for
multi-constellation and multi-frequency Precise positioning. GAMP allows the use of undifferenced
and uncombined observations in dual-frequency PPP processing to extract STEC values. Using the
uncombined PPP (UPPP) model allows estimating the ionospheric effects as unknown parameters,
without the need to impose ionospheric-free constraints imposed by the traditional PPP model
which amplifies the measurement noise when dual frequency observations are combined to cancel
the ionospheric effects. The necessary RINEX observation and navigation files, along with precise
orbit and clock information, IGS ANTEX (igsl4.atx) and SINEX files, as well as ocean tide loading
coefficients and DCBs are entered into the GAMP software for static PPP processing. Wuhan
University’s satellite orbits and clock offsets were provided as input for GAMP software. Differential
code biases (DCBs), are essential in many navigation and non-navigation applications (such as
ionospheric analysis). As new signals are currently provided by the modernized GNSS systems,
the need for a comprehensive multi-GNSS DCB product arises. DCB products, as part of the IGS
Multi-GNSS Experiment (MGEX), are provided by the Chinese Academy of Sciences (CAS) in
Wuhan (Table 8.2).

3.3 Results and Discussion

3.3.1 Performance Comparison among Different Methods

We compare the proposed LSTM method against traditional stochastic models for timeseries
modeling and forecasting, such as the autoregressive AR model and the autoregressive moving
average ARMA model. Our LSTM model has been trained and deployed using Python with
Tensorflow and Keras libraries. We trained the model using the adaptive moment estimation

optimization algorithm (adam) with a learning rate of 10~*. Model weights and coefficients are
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Table 3.2 Static PPP experimental setup.

Options Settings
Constellation GPS
Positioning mode static PPP
Frequencies L1, L2
Sampling rate 30 s
Elevation mask 7°

Differential code bias (DCB) Correct using MGEX DCB products for PPP
Tropospheric zenith wet delay  initial model + estimated (random walk process)

Receiver and Satellite antenna corrected with igsl4.atx
Phase wind-up Corrected
Sagnac effect, relativistic effect Corrected with IGS absolute
Station reference coordinates IGS SINEX solutions

updated using a mini-batch size of 28 samples at each training iteration. The maximum number
of epochs for training is selected to be 600. Deep learning performance is improved through data
balance and normalization of the data used as input to the LSTM network to the range [0,1]. We
have individual networks, one per station. AR and ARMA models were also implemented in Python

using the stats models library.
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Table 4.2 shows performance metrics between LSTM model, as well as ARMA and AR models.
For each satellite s; in every station r, a sequence of VI'EC values is produced using the TEC
model, for a given time period T'. For each individual satellite, we compute the absolute difference
between the ground truth zﬁzcift value, as obtained from the processing with the GAMP software,

, every

and the estimated from our model vtec;’; value, thus we have the difference ’vtecift — v/tgcift
time/epoch.

For every station r, we have also computed two additional metrics for every individual PRN (s;
-satellite): the mean absolute error M AE?: (i.e., the average sum of all absolute errors) and the root
mean squared error RM SE;. However, Table 4.2 summarizes an overall accuracy for each station,
using the following performance metrics: (i) mae, is the average value of the combined M AE?:

for all s; satellite estimations per station, (ii) min, is the average of all s; minimum difference
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Table 3.3 Performance metrics (mean, minimum (Min), maximum (Max) and root mean squared
error (rmse)) for VITEC (TECU) prediction for six selected stations (borl, ganp, graz, leij, pots and
wtzz) among the proposed solution (LSTM) and two other commonly used methods (ARMA, AR).

Receiver r

borl ganp graz
Metric mae, min, Max, TMSe, Mae, Min, MaT, TMSe, MmMae, MiNn, MaL, TINSE,
LSTM 0.98 0.04 3.05 1.18 1.24 0.02 2.88 1.45 1.09 0.03 2.76 1.26
ARMA 141 0.01 3.76 1.76 1.63 0.02 3.94 2.03 1.70  0.04 3.85 2.03
AR 1.91  0.04 4.40 2.29 1.85 0.02 4.28 2.25 1.77  0.02 3.98 2.13
Receiver r leij pots wtzz
Metric mae, min, TMaT, TMmsSe, Mae, Mmin, MaxT, TINSe, Mae, Mmin, MaL, TISe,
LSTM 0.93 0.02 266 1.14 1.19 0.01 3.52 1.42 1.03 004 2.68 1.23
ARMA 1.63 0.01 3.96 1.98 1.71 0.01 4.12 2.07 1.54 0.01 3.78 1.91
AR 1.87 0.01 4.22 2.22 1.94 0.01 4.33 2.30 1.79  0.01 4.10 2.15

Table 3.4 Computational time (in s) per method (LSTM, ARMA and AR) for three selected stations
(borl, graz and wtzz).

Elapsed Time (s)

Stations LSTM ARMA AR
borl 719 55 1
graz 559 58 3
wtzz 600 53 1
2 —
15k | _ n - - _
= M - _
Q
m
2 1
m
<
= 0.5
O L1 L1 L1 L1 5 —
borl ganp graz leij pots wtzz
Stations
[ 343 (NN 353 [ 354 (NN 355 [N 356 [ 357 (NN 358 (NN 359 (NN 360 361
Days of year

Fig. 3.3 MAE error per station for 10 different days.
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values per station, (iii) in accordance to min, metric, maz, is the average of all s; maximum
differences values per station, and (iv) 7mse, is the average of s; root mean squared error of all
PRNs (satellites) per station. LSTM, ARMA ans AR are causal models, thus they are appropriate
for ionospheric time series modeling. However, our proposed unidirectional LSTM model performs
best (Table 4.2) mainly due to its capability to effectively identify structure and pattern of TEC
data, such as non-linearity and complexity in time series prediction and infer TEC behavior based
on previous states.

LSTM model is undoubtedly, more complicated and difficult to train and in most cases does
not exceed the performance of a simple ARMA model. Table 3.4 shows the computational time
required for model training by each method. Evidently, in terms of computational load, the AR
model requires the minimum time (1 s) for training, while LSTM is the most time-consuming
model (>600 s), but this is to be anticipated mainly due to its complexity and its large number of
trainable parameters. However, by inspecting the various statistical metrics, it can also be seen that

the LSTM model achieves the best performance in terms of its agreement with the conventional
GNSS-derived VTEC data.

3.3.2 Comparison among Different Stations and Time Periods

Figure 3.3 illustrates the mae, metric for a testing period of 10 days, for the 6 different stations.
MAE values ranging from 0.9 to 1.5 TECU. The 'ganp’ station shows the worse values with low
accuracy, while 'borl’ station achieves the highest accuracy among the other stations. Regarding
the test period, the results are quite similar, however we observe a slightly increasing trend in MAE
error, which is to be expected, as the predictions are carried out further away from the training
period of the LSTM model.

3.3.3 Comparison between Different Satellites

In order to gain a further insight into the LSTM’s model performance, we evaluated the VIEC
prediction performance for each satellite. Figure 3.4 shows the estimated VITEC values for each
station, per satellite on December 14, 2018. As noted, VITEC values show significant variation
during the day, depending on the electron density in the ionosphere. The ionospheric delay changes
slowly through a daily cycle, exhibiting its minimum values (2-4 TECU) between midnight and
early morning, and reaching its peak (6-8 TECU) during the daylight hours, in the mid-latitudes.

As a next step, we evaluated the LSTM model’s performance using the root mean squared
error (RMSE) metric of VTEC values for each visible satellite, in a bar graph format. In general,
RMSE TEC values are ranging between 0.5 and 2 TECU for each reference station (Figure 3.5).
For station ‘borl’, the highest RMSE values are observed for G07, G26 and G11 satellites in view.
For station ‘ganp’, G18 and G11 show the highest error values. Station ‘graz’ exhibits significant
variation between the satellites’ RMSE values, with the satellites G15, G13 and G09 showing the
maximum RMSE TEC values. Station ‘leij’ RMSE VTEC values reach the maximum for satellites
G18 and GO5. Satellite G18 has also the maximum RMSE for the other two remaining stations

‘pots’ and ‘wtzz’.
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Fig. 3.6 Vertical TEC of each GPS satellite between the GPS ground truth values and our LSTM
method’s results on December 14, 2018, for ’borl’ station.

In particular, Figure 3.6 shows the predicted LSTM-aided vertical TEC values for each one of
the GPS satellites (when they are visible from ‘borl’ station), along with the vertical TEC values
being derived from GAMP software (ground truth data). As noted, LSTM model can adequately
predict VI'EC’s model performance for every satellite separately. The satellites GO7, G11 and G26
have the worst performance, as expected, based on results from Figure 3.5. On the contrary, the

satellites GO5, G16 and G22 have the best performance in VTEC prediction.

3.3.4 Comparison among Different Ionosphere Models

To further analyze the LSTM model’s performance, Figure 3.7 shows the mean VTEC values at
every station, as obtained from NeQuick, IRI2001, IRI01-cor and GIM TEC estimates compared to
the GPS-based TEC and LSTM TEC predictions, during the day. The VITEC maxima is appeared
for all stations between 8:00 and 12:00 A.M. In most cases, LSTM predicted values are similar
to GPS TEC derived values, however, it is noted that our model underestimates VI'EC values,
showing lower values than those of GPS TEC. GIM-aided TEC values are also close to LSTM
derived TEC values. NeQuick, IRI2001 and IRIO1-cor values show greater variability during the
day with higher maximum and lower minimum than those of GPS TEC and GIM values.
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Fig. 3.7 Comparison between VITEC (TECU) LSTM predictions (PRD), estimated GPS ionospheric
VTEC values (GRD) and the VTEC models (GIM, NeQuick, IRI12001 and IRI01-cor).

Figure 3.8 shows the mean difference values having as base GPS TEC estimates. As noted,
in most cases LSTM predictions are closer to GPS TEC estimates, as they have small difference,

except for station ‘graz’, where GIM model’s estimates seem to have a slightly better performance.

3.4 Conclusions

We propose a supervised, unidirectional regression LSTM model for efficient prediction of vertical
TEC values. Typical and widely used AR and ARMA models are linear models, suitable for
TEC prediction, as ionosphere exhibits periodic changes. Thus, the AR and ARMA models’
autoregressive character offers an advantage in VI'EC prediction. However, the additional inclusion
of selected features (such as the satellite vector, and the satellite elevation and azimuth) in the
supervised LSTM algorithm, as well as, the fact that LSTM networks are equipped with memory
cell and consequently they are able to preserve the worth-remembering information content in the
input STEC data, gives superiority and an extra boost to our proposed method. Non-linearity
and long-term prediction are additional advantages of our proposed LSTM method. As next
steps, we intend to direct our studies into investigating the performance of this LSTM model
under typical non-quiet conditions, including data from periods with intense ionospheric activity
(e.g., periods with ionosphere anomalies and disturbances), and explore the possibility of using,
with appropriate expansions, our LSTM model as a tool capable of adapting its performance to

detect/catch extreme ionosphere conditions. To this end, alternative recurrent neural network
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Fig. 3.8 Mean difference between the estimated GPS VTEC values and the VTEC (TECU) LSTM

predictions (LSTM), GIM VTEC model values, NeQuick VTEC model values, IRI2001 VTEC
model values and IRI01-cor VTEC model values.

methods, such as bidirectional LSTMSs, that introduce non-causality, should be explored or/and
check the performance of advanced Convolutional Neural Network (CNN) -based methods and
how they can be optimally adapted in timeseries prediction problems for further benefit of the

variant PPP techniques. In addition, we intend to explore models’ behavior in datasets consisting
of multiple GNSS constellations (such as GLONAS, Galileo, etc.).






Chapter 4

The adoption of a CNN architecture
for TEC modeling and the
adaptations needed for CNNs to solve

a time series problem

Since AlexNet [84] won the ImageNet competition in 2012, deep CNNs have seen a lot of successful
applications in many different domains [85] such as reaching human level performance in image
recognition problems [86] as well as different natural language processing tasks [78, 87]. Motivated
by the success of these CNN architectures in these various domains, researchers have started
adopting them for time series analysis [88]. A convolution can be seen as applying and sliding a
filter over the time series. Unlike images, the filters exhibit only one dimension (time) instead of two
dimensions (width and height). The filter can also be seen as a generic non-linear transformation
of a time series.

Furthermore, sequence-to-sequence (seq2seq) models [78] are implemented also here, to success-
fully catch the sequential character of TEC values and thus predict them for each visible satellite
at a given station. In seq2seq models, the input is a time sequence of data, and the output is also a
time sequence (see Chapter 3). Adopting this structure help us to estimate ionosphere TEC values
at regional level.

The work in this chapter is further attempts:

e to propose a model with the ability of easily expanding the inputs variables,

e to derive potentially suitable models which can eventually be used to apply ionosphere

corrections for single station and single frequency techniques,

e to propose an efficient model for constructing dynamic changing, regional TEC models.
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4.1 GNSS AND IONOSPHERIC VARIABILITY

The ionosphere is that part of the earth’s upper atmosphere (extending roughly between 70 and
600 km) with sufficient concentration of free electrons to affect the propagation of electromagnetic
waves. Its existence is primarily the result of the absorption of solar ultraviolet radiation in that
part of the atmosphere which in turn reacts to produce free electrons and ions. Total Electron
Content (TEC) is often used to describe ionospheric variability and is space and time varying. it is

widely known that ionosphere exhibits significant variations with:

o latitude and longitude: the most disturbed region is the aurora zone (between 60° to 70° N
geomagnetic latitude) followed by the polar zone( >70° N), while irregularities at equatorial

ionosphere follow,

e local time: during the sunny hours of the day, the ionospheric condition variations are higher

than those in night-time period,
e solar cycle and geomagnetic activity.

The GNSS signal travels through the ionosphere and due to the severe spatio-temporal changes
of the electron density, significant disruptions on the traveling GNSS radio wave are caused. As a
consequence of ionosphere’s dispersive nature, is that for different carrier wave frequencies, different
delays are caused. This fact provides one of the greatest advantages of a dual-frequency receiver
over the single-frequency receivers: appropriate mathematical combinations among the different
frequencies can eliminate ionosphere delay error. Hence, the use of multiple navigation signals of
distinct center frequency transmitted from the same GNSS satellite allows direct observation and
removal of the great majority of the ionospheric delay. It is worth mentioned that, the severity
of the ionosphere’s effect on a GNSS signal depends on the amount of time that signal spends
traveling through it. A signal originating from a satellite near the observer’s horizon (low satellite
elevation) must pass through a larger amount of the ionosphere to reach the receiver than does a
signal from a satellite near the observer’s zenith (high satellite elevation). Thus, the longer the

signal is in the ionosphere, the greater the ionosphere’s effect on it.

4.2 THE PROPOSED CNN FOR TEC MODELLING

4.2.1 Seq2seq temporal 1D CNN regression model for TEC prediction

At first, we model the unknown function f(-) through a feed-forward neural network. Assuming L

hidden neurons and a linear output layer, the estimate vtec® every time, is given by [33]:
vtec® (t) =ul (t)-v (4.1)

w1 (t) tanh(w? -x(t))
wp)=| ;| = ; (12)
ur(t) tanh(w? -x(t))
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Table 4.1 The stations’ information (names, location (longitude and latitude) and country) for six
selected sites of the IGS network.

Site Latitude® Longitude® Country

borl  52.27695 17.07345 Poland
ganp  49.03471 20.32293 Slovakia
graz  47.06713 15.49348 Austria
leij 51.35398 12.37410 Germany
pots 52.37929 13.06609 Germany
wtzz  49.14421 12.87890 Germany

Temporal Convolutional Neural Network

Output
(rows, columns)

3D Tensor Input

(rows, columns, depth) ConviD ConviD Dense Dense
(features, timesteps, PRNs) (60,5) (120, 5) Flatten  (100) (1 (timesteps, PRNs)
-
l \ \
\\ VTEC sequences
timesteps

Fig. 4.1 Temporal CNN network architecture.

Table 4.2 A comparative table that summarizes the performance achieved by the CONV1D network
in predicting the VTEC (TECU) values over the site stations (borl, ganp, graz, leij, pots and
wtzz).

Site borl ganp graz
Metric  mae, min, Twmax, TMsSe, TMae, Min, MaAT, TMSE, TMaGe, MiN, MaAL, TINSE,

CONV1D 0.91 0.02 241 1.09 0.93 006 2.21 1.08 0.88 0.01 2.25 1.03
LSTM 098 0.04 3.05 1.18 1.24  0.02 2.88 1.45 1.09 0.03 2.76 1.26
ARMA 141 0.01 3.76 1.76 1.63  0.02 3.94 2.03 1.70  0.04 3.85 2.03

AR 1.91 0.04 4.40 2.29 1.85 0.02 4.28 2.25 177 0.02  3.98 2.13

Site leij pots wtzz
Metric mae, min, max, Tmse, MMae, MmMin, MaT, TMSe, TMNae, Mmin, Max, TMse,

CONV1D 0.71 0.02 2.07 0.88 0.84 0.02 239 1.03 0.83 0.03 2.25 0.99
LSTM 093 0.02 2.66 1.14 1.19  0.01 3.52 1.42 1.03 0.04 2.68 1.23
ARMA 1.63 0.01 3.96 1.98 171 0.01 4.12 2.07 1.54 0.01 3.78 1.91

AR 1.87 0.01 4.22 2.22 1.94 0.01 4.33 2.30 179 0.01 4.10 2.15
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tanh(-) is the hyperbolic tangent, x(¢) is the input vector (see Equation 11), w;,i =1,...,L,
are the weights connect the input vector x(¢), with the i-th hidden neuron. The term wu(t) gathers
the outputs of all L hidden neurons w; with values ranging between -1 and 1. Similarly, v -vector
(see Equation 12) encloses weights that connect the hidden neurons with the output neuron.

Convolutional Neural Network (CNN) is a more complex variant than a simple feed forward
neural network, has its origins in the field of computer vision, but nowadays, due to its popularity,
is spread in a wide range of applications. Its name is derived from the type of hidden layers
that it consists of. Typically, the hidden layers of a CNN consist of convolutional layers, pooling
layers, fully connected layers, and normalization layers. In case of one-dimensional convolutional
neural networks, the major advantage is the model’s low computational complexity since the only
operation with a significant cost is a sequence of 1D convolutions which are weighted sums of two
1D arrays. For a given layer [, each (hidden or output) unit z,lC in such a network, computes a

function given by:

-1
2=+ (wig 'y s) (4.3)
j=1

where ! is defined as the output/hidden unit, b}, is defined as the bias of the k' neuron at
layer [ —1, sé_l is the output of the j** neuron at layer [ — 1, wi}l is the kernel from the j** neuron

at layer [ —1 to the k' neuron at layer 1.

4.2.2 The CNN network configuration for TEC modelling

As illustrated in Figure 4.1, our proposed network configuration consists of two convolutional layers.
The first convolutional layer has 60 filters of height 5 and the second one 120 filters of the same
size. Then, a layer that flattens the output of convolutional neural network layer follows. Dense
layer assigns a linear operation in which the input of the previous layer is connected to the output
by a weight and is followed by a non-linear activation function. In our case, the activation function
is the hyperbolic tangent function. For the training, the number of epochs is selected 600. The

optimizer is the Adam and the loss function is the mean squared error.

4.3 EXPERIMENTAL RESULTS

4.3.1 Dataset

The experimental setup consists of a selected small group of permanent GNSS stations of the global
network of International GNSS Service (IGS). The time granularity of the data is 30s. Table 4.1
shows the position of the selected ground receiver IGS stations [82], across central Europe in close
proximity to each other.

The GAMP software [72], a secondary development software based on RTKLIB [83] has been
used for precise point positioning. We have used the uncombined PPP (UPPP) ionosphere constraint
model to estimate the slant TEC values as unknown parameters. The observation and navigation

files, the precise orbit and clock information, the antenna phase centre corrections for both receivers
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network and satellites, as well as ocean tide loading coefficients and the differential code biases are

processed using the GAMP software in static PPP mode.

4.3.2 Performance Evaluation

Table 4.2 provides comparative results for the proposed CONV1D method and (i) the recurrent
LSTM (Long Short-term Memory) network [54], (ii) the AR model (Autoregressive) and (iii) the
ARMA model (Autoregressive moving Average) model. AR and ARMA models are traditional
stocha-stic models used for timeseries modeling, while recurrent neural networks allow previous
outputs to be used as inputs for the next step, enhancing their recurrent character and their ability
to successfully deal with sequential data. For each individual PRN, we compute the absolute
difference between the ground truth ﬁe\cift value, as computed using the GAMP software with PPP
processing, and the respective VIEC values as being estimated from our Convld model vtecift.
Thus, every epoch t, the absolute difference is |vtec)!; — fﬁgcfnft . The metrics for comparison where
selected to be:

(i) the mean absolute error mae,, which is the average value of the mean absolute errors M AE?:
per individual PRN s;,

S S T Si S0
1 1 21 |vtec,t, —vtec,
maeT:SZMAEfJ:SZ< ! 1‘ ;t Tt) (4.4)

s;i=1 s;i=1
(ii) min, is the average of all s; minimum difference values per station,

- 1 ) s,
min, = < (émn (‘vtecfft —vtec,
T ) K
= vie

) (4.5)

(iii) in accordance to min, metric, maz, is the average of all s; maximum differences values per

station, and

1 , — s
maz, = - Z (gla%( (‘Utecfft —vtec,,
te ) )

) (4.6)

Sizl

(iv) 7mse, is the average of s; root mean squared error RM SE? of all PRNs (satellites) per station.

1 S ‘ 1 S 1 T . .
Tmse; = & > RMSE} = 5 > ( HZ(vtec,,jt —Utecryt)2> (4.7)

si=1 si=1 t=1

The mae, error ranges between 0.71 and 0.91 for our proposed CONV1D method, which is
better than 1 TECU. As regards the recurrent LSTM method, the mae, error is 0.93 to 1.24 TECU,
while for the autoregressive methods, the respective mean absolute error is greater than 1.5 TECU.
The 7mse, values for CONV1D are between 0.88 and 1.09, while in the other methods used for
comparison, the results shown values greater than 1T ECU. As derived from the results, CONV1D
extracts the temporal information and models successfully the TEC sequential problem.

Figure 4.2 shows the estimated TEC timeseries for each individual PRN for borl station for
a single day of observations. Satellites with PRNs G01, G08, G11, G17 and G27 have the best
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Fig. 4.2 Convld versus ground truth per satellite PRN for borl station.

performance, while G16 and G23 show the worst one. Overall, as noticed, the predicted values are
close to the estimated ones and the CONV1D network can successfully model TEC values per PRN.

Figure 4.3 shows the MAE results for two different test sets. Here, we notice that the proposed
results with the CONV1D method achieve slightly better performance than the traditional recurrent
networks used for timeseries modelling.

Figure 4.4 illustrates the mean VITEC values at every site, as obtained from NeQuick, IR12001 and
GIM TEC estimates compared to the ground truth values (GRD) and CONV1D TEC predictions,
during the day. The maximum VTEC values appeared the time duration between 8:00 and 12:00
A.M. In most cases, the CONV1D values are similar to those of GPS TEC derived values. This
is as expected, because the CONV1D model has been trained using as training set these values.
However, it is noted that our model underestimates VTEC values, showing lower values than those
of GPS TEC. GIM-aided TEC values are also close to CONV1D derived TEC values, which is also
expected as the processing PPP strategy uses GIM TEC values for input (ionosphere constrained
model). Finally, NeQuick and IRI2001 values show wider variability during the day with higher

maximum and lower minimum values, compared those of GIM and GPS TEC methods.



4.3 EXPERIMENTAL RESULTS 39

I Test set 1 [ | Test set 2

borl
151 or 1.5 ganp
m 1f m 1F
< <
= 0.5F = 0.5F
0 0
CONVID LSTM CONVID LSTM
Methods Methods
leii
5o graz eij
1 -
m 1IF o
< < 05k
= 0.5F =0
0 0
CONVID LSTM CONVID LSTM
Methods Methods
pots wtzz
1.5 1.5
o 1 o1
< <
= 0.5 = 0.5
0 0
CONVID LSTM CONVID LSTM
Methods Methods
Fig. 4.3 Convld versus ground truth per satellite PRN.
———-GRD CONVID GIM — — — -NeQuick IRI2001
bor1 ganp
10
10
=) =) )
Q Q O
m m m
= = =)
~ 5 N~ ~—
&) &} o 5
m m m
= = =
> > >
0 0 0
00:00 06:00 12:00 18:00 00:00 06:00 12:00 18:00 00:00 06:00 12:00 18:00
Time Dec 14,2018 Time Dec 14,2018 Time Dec 14,2018
leij ots witzz
8 1 p 10
56 =) =)
&) Q O
[S3] m m
Z4 e £
O Q Q
[S3] m m
=5 = =
> > >
0 0 0
00:00 06:00 12:00 18:00 00:00 06:00 12:00 18:00 00:00 06:00 12:00 18:00
Time Dec 14,2018 Time Dec 14,2018 Time Dec 14,2018

Fig. 4.4 Convld versus ground truth per satellite PRN.



The adoption of a CNN architecture for TEC modeling and the adaptations needed for CNNs to
40 solve a time series problem

4.4 CONCLUSION

With regard to the adoption of a suitable CNN architecture, a non-linear autoregressive network
based on convolutions for TEC modelling is proposed. Temporal convolutional neural networks can
successfully model sequential data. In contrast to the recurrent neural networks that traditionally
have been used for timeseries modelling, our CONV1D method except for higher accuracy, present
lower complexity since the only operation with a significant cost is a sequence of 1D convolutions
which are weighted sums of two 1D arrays. The aim of the proposed model, is to define the
characteristics of the GNSS ionospheric delays, especially at mid-latitudes, using multiple frequency
observations and data from multiple PRNs. Here, we aim at models that apply accurate ionosphere
TEC corrections, to increase the accuracy and convergence time for single station and single
frequency techniques. propose an efficient model for constructing dynamic changing, regional TEC
models. The experimental results indicate that mean absolute error ranges between 0.71 and 0.91
for the CONV1D method, which means that the error is better than 1 TECU.



Chapter 5

The implementation of a hybrid Deep

learning scheme (CNN+GRU) for
TEC modeling

Here we introduce a new a spatio-temporal hybrid deep learning paradigm for TEC modelling.
The proposed method combines two deep learning structures; a Convolutional Neural Network
and a Gated Recurrent Unit [89]. These two structures are combined together, forming a common
trainable model.

TEC is characterized by high complexity and it is space— and time— varying. In order to
capture the spatio-temporal behaviour of TEC, in our proposed model, measurements of every
satellite visible from the observing location (ground station) are taken into account. This means
that the model’s input data form a spatial-temporal 3D tensor. The tensor consists of several
timeseries data corresponding to different single satellite visible from the station over a time window
period. Earth’s ionosphere shows marked variations with latitude, longitude, universal time, season,
solar and geomagnetic activity. Thus, our proposed model feeds all these variables as inputs to the
model and relates them under a non-linear relationship.

The CNN captures the spatial variability of the TEC values assigning different learnable weights
to the following GRU structure, taking into account all the visible timeseries data from a ground
station. The main operational unit of a CNN architecture is the convolutional kernels, units able
to model with high efficiency spatial signal properties under complex non-linear relationships [36].
In other words, the purpose of the CNN is to appropriately adjust the model weights to better
capture the particularities of each station.

On the other hand, the GRU units model the temporal variability of the ionosphere variability.
GRUs are similar deep learning structures with LSTM, requiring, however, fewer parameters.
Therefore, they retain the temporal dependent capabilities of the LSTM, but, they advance in
terms of complexity (and therefore convergence) as well as the need of smaller training (annotated)
data sets. For this reason, GRUs units have been selected for modeling the temporal ionospheric

variability. In other words, our model leverages the capability of the CNNs to optimally approximate
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Fig. 5.1 Stacked RNN-based structures for TEC prediction.

the spatial particularities of each station, based on a set of weights, along with GRUs structures
able to learn the temporal dependencies of the TEC values.

The chapter is structured as follows: Section 5.1 describes the proposed spatio-temporal
deep learning TEC model. Section 5.2 describes the proposed model architecture that combines
convolutional and recurrent layers together in an optimal structure. In Section 5.3, an extensive
experimental evaluation of the discussed methods is provided, while Section 5.4 closes the chapter

with a summary of findings.

5.1 Sequence-to-Sequence Spatio-temporal Al for TEC modeling

As we have previously stated, a spatio-temporal deep learning model is used, here, to model the
ionospheric variability. The proposed deep learning model consists of a convolutional layer (see
Section 5.1.1) and stacked GRU recurrent layers (see Section 5.1.2).

5.1.1 Spatial Variability Modeling: The Convolutional Neural Network Layer

The purpose of the convolutional layer is to encode the spatial variability of the input signals by
assigning different weights to the model depending on the station latitude. In other words, the
output of the convolutional layer is to transform the input signals into a vector representation more
suitable for TEC modeling. The weights of the convolutional layer are learnable during the training
phase and each input contributes in a different way to the model, for different ground stations. Let
us denote as L,y the input sequence of data which are feeding to the convolutional layer. Then,

the CNN transforms these inputs Z;p,u: to an encoded vector faq more suitable for TEC modeling.
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Fig. 5.2 The proposed model CNN-GRU architecture, consisting of two parts; the Convolutional
Neural Network (CNN) for spatial variability modeling and the Gated Recurrent Unit (GRU) for

temporal variability modeling.

Table 5.1 Static PPP

experimental setup.

Options Settings
Constellation GPS
Positioning mode static PPP
Frequencies L1, L2
Sampling rate 1 min

Elevation mask 7°

Differential code bias (DCB)
Receiver and Satellite antenna
Satellite orbits and clock offsets

Phase wind-up
Sagnac effect, relativistic effect
Station reference coordinates

MGEX DCB products for PPP
corrected with igsl4.atx
Wuhan University products
corrected
corrected with IGS absolute
IGS SINEX solutions

Table 5.2 The selected sites from the IGS network.

Site Latitude (°) Longitude (°) Height (m) Country
graz 47.067 15.493 538.3 Austria
igal 63.755 -68.510 91.7 Canada
mal2 -2.996 40.194 0.0 Uganda
qaql 60.715 -46.047 110.4 Greenland
ramo 30.597 34.763 893.1 Israel
tixi 71.634 128.866 46.9 Russia
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fM ~ COTL’UM (Iinput)
with (5.1)

Iinput(t) = [xgb T\ Tssn TDst TAp LF107 TKp xdt]T

Then, the encoded vector fjs feeds the GRU structure. The convolutional layer architecture

and its position with respect to the whole deep learning model is shown in Fig. 5.2.

5.1.2 Temporal Variability Modeling: The Gated Recurrent Unit Layer

As we have previously stated, GRU are simpler forms of LSTM models having less gates than
the LSTM memory cell [90]. In addition, the LSTM networks are deep learning extensions of
RNNs model, better modeling the non-linear attributes of a time series signal [43]. Therefore,
before describing the GRU unit used for modeling the temporal variability of TEC, we discuss
the structure of the Recurrent Neural Networks (RNNs) and their stacked version and Long-Short
Term Memory (LSTM) networks

A stacked recurrent model is an extension to the traditional one consisting of several recurrent
layers one stacked over the other [91]. This is presented in Fig. 5.1. A stacked model has two
main types of operation; the in-depth and the temporal operation. The in-depth operation implies
that the response of one layer is propagated as input to the next layer. Instead, the temporal
operation assumes that inputs at previous time instances trigger the current unit. The stacked
approach adopted here, is applied for all recurrent structures, that is, the RNN, the LSTM and its
bi-directional mode, and the GRU.

Stacked Recurrent Neural Networks

Recurrent models are powerful tools for timeseries modeling. The main operational unit of an RNN
is an artificial neuron, approximating a non-linear operation of an inner product of the network
weights (parameters) and output responses of other neurons or model input vectors. The difference
of an RNN with a traditional neural network model is that, in an RNN, each neuron is also triggered
from the response of other neurons at previous time instances, allowing modeling of temporal
dependencies. These neurons are also called hidden states since they are located between the input

vector and the output of the model. In particular, the response of an artificial neuron is given by

R(t) = tanh(WE R (t —1) + UT R (1), 1> 1 (5.2)

where tanh(-) is the hyperbolic tangent function, referring to the non-linear operational unit of a
single neuron of the RNN. Variables W and U are the learnable weight parameters of the model.
The h'(t) is the response of a neuron at I-th level of the network at a time instance ¢. It should be
mentioned the h%(t) = fus coincides with the output response of the convolutional layer, that is the
vector fys of Eq. (9.9), instead of the previous hidden state h'=1(t).

Once the top-level hidden state is computed, the estimate of the output vtec” is obtained using
(see Fig. 5.1)
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Table 5.3 Performance metrics (mae, mse, min and max) for VITEC modeling for six selected
stations (graz, iqal, mal2, qaql, ramo, tixi) among the RNN -based methods as well as two other
commonly used methods (ARMA, AR) for 9 October 2018. mae and mse metrics are the average
values of the individual PRNs metrics in every station, whereas min and max are the minimum and

maximum mae values observed for the individual PRNs. The best values are presented in bold.

graz iqal mal2
mae mse min max mae mse min max mae mse min max
proposed 0.714 0.903 0.290 1.961 0.971 1.591 0.390 1.722 1.814 5.878 0.472 3.301
BILSTM [42] 0.824 1.083 0.276 1.968 1.096 2.118 0.457 2.998 2.175 7.814  0.487  3.986
LSTM [68], [43] 0.836 1.304 0.421 1.745 0.940 1.594 0.523 2411 2.166 8.874 0.598 4.633
RNN [69] 0.965 1.531 0.295 1.772 1.023 1.687 0.446 1.913 1.758 5.867 0.702  3.587
ARMA [92] 2.660 13.278 1.482 3.917 2419 9.773  1.269 3.279 6.767 70.930 3.513 14.071
AR [92] 2,772  14.358 1.484 4.391 2.501 10.733 1.626  3.254 4.713 26.280 3.241 12.592
qaql ramo tixi
mae mse min max mae mse min max mae mse min max
proposed 0.779 1.072 0.221 1.979 1.093 2.066 0.339 2.506 0.891 1.335 0.442 1.605
BILSTM [42] 1.123  1.839 0.317  2.200 1.393 3.317 0.358  3.889 0.912 1431 0.494 2.049
LSTM [68], [43] 1.022 1.775 0.225 3.441 1.247  2.807 0.392 3.256 0.913 1423 0.480 1.904
RNN [69] 0.889 1.213 0.235 1.496 1.461 3.414 0.541 4.266 1.141  2.043 0.423 2.673
ARMA [92] 2.942  13.571 2.078 4.070 5914 56.487 4.032 7.588 1.919 7.242 1392 2.877
AR [92] 2.995 14.612 1.883 4.100 5.671 56.737 3.195 8.384 2.150  8.641 1.021  2.637
BILSTM method LSTM method RNN method
, g;;%oos:l:i in(n]ztlhod o | Station: !:1:1 ¢ , | Station: iqal 0 Station: igal
S s ; s F: )
S O @) * ) +
S| S| S 8,
&~ 6 N~ 6 b 6 b 6
3 S S
g g = g
V@ 3 ug 3 \E 3 5‘\:’ 3
0 0 0 % 3 6 9

9 0 3 6 9 0 3 § .(7 9
{(TL’CU) vtecBILSTM (T BCT) vtecESTM(TECU)

proposea

vtec

Fig. 5.3 Q-Q plots for the ’'iqal’ station, between the ground truth and the other deep learning
techniques used for comparison.

vtec” (t) = tanh(VTh(t)) (5.3)

where V is a matrix corresponding to the the output learnable parameters (weights) of the model.

The LSTM Structure

LSTM is a special kind of the traditional RNN structure, where each node in the hidden layer is

replaced by a more complex structure, called memory cell, instead of RNN’s single neuron [40].

The core structure of a single memory cell is presented in Fig. 1. The memory cell contains three
different components: (i) the forget gate f(t), (ii) the input gate i(¢), (iii) the cell candidate g(t)
and (iii) the output gate o(t). For each component, a non-linear relation to the inner product
between the input vectors and respective weights is applied during the training process. In some

of the components the sigmoid function o(+) is applied, while in others the hyperbolic tangent

vtec™N(TECU)
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function tanh(-) is used. Forget gate f(t) keeps unnecessary information out of memory cell, thus
separating the worth-remembering information from the useless one [81]. Input gate i(t) regulates
whether the information is relevant enough to be applied in future steps for the accurate estimation
of TEC values. Cell candidate g(t) activates appropriately the respective state (true or false output
from the tanh activation). Output gate o(t) decides if the response of the current memory cell is
“significant enough” to contribute to the next cell.

Regarding stacked LSTMs, the additional LSTM layers can recombine the learned representation
from prior layers and create new representations at high levels of abstraction. Stacked LSTMs or
Deep LSTMs were introduced by [76] in their application of LSTMs to speech recognition, beating

a benchmark on a challenging standard problem.

it (t) o b
i _| e Ple—1)]  |b
ol T o mlhl—l(t)]—i_ B (5.4)
g'(t) tanh bi)

when [ = 1, the state is computed using the encoded vector fys (see Section 5.1.1) instead of h!=1(t).
The cell state at time step t is given by

Aty =fityodt—1)+it) o g\t) (5.5)

where ® denotes the Hadamard product (element-wise multiplication of vectors).

The hidden state at time step t is given by
K (t) = ol (t) ® o (c(t)) (5.6)
where o denotes the state activation function.

The Bidirectional LSTM

The stacked bidirectional LSTM has a similar structure with the LSTM model with the difference
that it allows bi-directional data processing. Therefore, the operational units of a bi-directional
LSTM model is defined by two parts; the forward and the backward part. As far as the forward

part is concerned we have the following equations

)= o e+ + i (Do g') (5.7)

| =

'(t)=o'(t)®a(c'(t)) (5-8)

—

and backward:

)= o ct-1+i' (o g (5.9)
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hl(t) = o' (1) @a(c (1)) (5.10)

The stacked GRU architecture

The GRU is simpler form of the LSTM unit, having two control gates; the reset gate r'(t) and
the update gate u'(t) (see Fig. 1). The reset gate r!(t) is responsible for determining how much of
information to forget. The update gate u!(t) is responsible for determining the worth-remembering
information of the previous states that should be forwarded to the next state. Therefore, the gates
rl(t) and u!(t) are related with the hidden states h'(t) and h'(t —1) as follows

l ! !
ol ) 1
r'(t) o h*=(t) b,.
In Eq. (9.6) o is the sigmoid function and b, bl are the respective biases of each component
for the GRU cell. Variables W and U are the transition matrices of the I-th GRU.
In stacked GRUs configuration a recursive approach is considered as regards the operation of
each GRU cell. A new memory state, denoted as ﬁl(t), acts as the consolidation of the hidden

state of the previous layer A'~!(¢) and the previous hidden state h!(t — 1) of the current layer. The
consolidated hidden state h!(t) is given by

B () = tanh (v (1) UR! (¢ = 1) + WHI =\ (1)) (5.12)

In Eq. (9.7) function tanh(-) refers to the hyperbolic tangent relationship. Eq. (9.7) means that
the consolidated state is related with the output of the hidden state h!(t—1) at the time instance
t —1 and the output of the previous hidden layer h'~1(t) at the time instance t. Using the values of
the consolidated state h'(t) and the values of the update gate u!(t), the value of the hidden state of
the [-th GRU element is estimated

W) = (1 () (1) +ul (B!t~ 1) (5.13)

In more detail, the GRU related above mentioned operations are illustrated in Fig. 1.

5.2 The Proposed CNN-GRU Architecture for VITEC Modeling

5.2.1 Implementation Details

Fig.2 illustrates the CNN-GRU model structure. The network configuration setup consists of: (i)
the input layer, (ii) a one-dimensional convolutional layer, (iii) two stacked recurrent GRU layers
and (iii) two dense layers (Fig. 2). The GRU structure accepts a 3D tensor input. The number
of kernels of the convolutional layer is 60 with size 5. The first GRU layer consists of 90 filters
with size 1x5, while the second layer consists of 180 filters with the same size. The output is the

sequence of VITEC values.
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Fig. 5.4 Loss curve per RNN-based method (GRU, BILSTM, LSTM and RNN) for training and
validation set for ramo station.

5.2.2 Evaluation Metrics

Here, we present the metrics used for model evaluation and comparisons with other liner and
non-linear approximators.

For each satellite s;, visible in ground station, a sequence of VI'EC values is produced using
the proposed CNN-GRU deep learning model. Then, we compute the absolute difference between
the ground truth vtec®(t) value, as obtained from the GAMP software, and the estimated from

our model vtec. (t), that is dutecs (t) = [vtec® (t) — vtec” (t)|, for a time instance ¢. Based on the
values of dvtec (t) the following metrics are considered:

mae = Z mae® Z <Zt1dvtec()> (5.14)

81—1 51—1

mse = — ste Z (Zt ildvtec (?) > (5.15)

5,—1 81—1 -1

min = Z mln dutec® (t) (5.16)
sz—
1 S
i si
maz = o rvrgg%(dvtec (t) (5.17)

In the aforementioned equations, i) mae refers to mean absolute error for all satellite s; per
ground station, ii) mse to the respective mean square error and iii) min (max) to the average
minimum (maximum) of dvtec® (t) for all visible satellites. Variable T" denotes the time period over
which the evaluation takes place.

Another evaluation metric used here, is the percentiles values of (50th, 68th, 95th) of the
dvtec(t) error distribution per ground station. The error dvtec(t) = |vtec(t) —vtec(t)| is defined as
the absolute different between the estimated VITEC value and the ground truth for a station. An
95th percentile quantity means the value that 95% of the VTEC errors are contained, after having

200
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Table 5.4 The 50,65 and 98% percentile scores, for the evaluation of the different RNN-based
networks with the proposed one.

percentile error (TECU)

graz iqal
50% 65% 98% 50% 65% 98%

proposed 0.90 1.34 2.70 0.45 0.73 1.81

BILSTM 1.03 1.55 2.69 0.48 0.74 1.65

LSTM 1.12 1.45 291 0.44 0.73 1.82

RNN 1.00 1.55 2.86 0.59 0.95 2.61
mal2 qaql

50% 65% 98% 50% 65% 98%

proposed 1.62 2.48 3.88 0.87 1.50 2.42

BILSTM 1.54 2.25 4.66 1.17 1.56 2.35

LSTM 1.93 252 4.69 1.00 1.43 2.50

RNN 1.21 1.66 4.38 0.85 1.28 3.09
ramo tixi

50% 65% 98% 50% 65% 98%

proposed 0.87 1.26 3.04 0.67 0.97 1.88
BILSTM 1.09 1.67 3.56 0.77 1.13 247
LSTM  0.91 1.50 3.57 0.68 1.18 2.53
RNN 0.88 1.45 3.34 0.86 1.28 2.62

Table 5.5 Performance metric mae values for the training and validation sets and for the six stations
among the RNN -based methods (GRU, BILSTM, LSTM and RNN).

graz iqal mal2 qaql ramo tixi
mae mae mae mae mae mae
train val train val. train val. train val train val. train val.

proposed 0.0167 0.0177 | 0.0206 0.0213 | 0.0164 0.0166 | 0.0239 0.0250 | 0.0115 0.0135 | 0.0298 0.0240
BILSTM 0.0168 0.0190 | 0.0213 0.0240 | 0.0185 0.0206 | 0.0252 0.0270 | 0.0115 0.0129 | 0.0299 0.0317
LSTM  0.0175 0.0189 | 0.0217 0.0243 | 0.0191 0.0201 | 0.0254 0.0268 | 0.0118 0.0135 | 0.0301 0.0303
RNN 0.0184 0.0214 | 0.0235 0.0295 | 0.0204 0.0241 | 0.0258 0.0281 | 0.0137 0.0157 | 0.0319 0.0364
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sorted all errors in ascending order. Reflecting the error by percentiles is better than by simple

mean absolute error.

5.3 Experimental Evaluation

The experimental set up covers various aspects of the ionosphere phenomenon, in order to accurately
evaluate the performance of our proposed model. Thus, in our experimental evaluation, we have
included stations installed in various latitudes and longitudes at worldwide level (see Table 5.2).
Also, we have included data from different years ranging from 2014 to 2018 to create robust training,
validation and test sets. We have chosen different years under different solar and geomagnetic
activity and also, we have tested different months, in order to evaluate our algorithm under different
weather and seasonal conditions.

We highlight that our proposed model is not a "pure" GRU model but a hybrid model comprising
of convolutional and stacked recurrent GRU layers; the proposed spatio-temporal deep learning
paradigm. We experimentally validate the superiority of the proposed CNN-GRU model for TEC
modeling in comparison to other deep learning networks (LSTM [68], [43], BILSTM [42] and RNN
[69] models), as well as state of the art techniques for TEC modeling (AR [92] and ARMA [92]
models). Also the proposed method is compared with the conventional GIM and TRI2016 global

ionosphere models.

5.3.1 Data Pre-processing and Experiment Setup

This section describes the pre-processing approach used to extract the recurrent model inputs
and outputs, based on observables from the global IGS (International GNSS Service) network
of permanent GNSS stations. The necessary observation, navigation, precise orbit and clock,
IGS ANTEX (igsl4.atx), IGS SINEX, ocean tide loading coefficients, DCBs are fed into the
GAMP software for static PPP processing (see Table 5.1). As described in Section 2.3, the GNSS
observations are pre-processed to estimate the VI'EC values. GNSS observables for the years 2014
to 2018 were processed with 1 min data granularity, for the selected ground stations (see Table 5.2).

As far as the deep learning models are concerned, they have been trained and deployed using
the Python Tensorflow and Keras libraries. The proposed CNN-GRU as well as the compared deep
learning models have been trained using the adaptive moment estimation optimization algorithm
(ADAM) [93] with a learning rate of 10~%. The model weights are updated using a mini-batch
size of 28 samples at each training iteration. We set to 200 the maximum number of epochs for
training, that is, the maximum number of training cycles of the network. In our experiments, we
use a dataset of the years 2014 to 2018 (a five year dataset). This dataset is divided into three
subsets; the Training, the Validation and the Test Set. The training set is used for the estimation
of the model parameters (weights) during the learning process. The validation set assesses the
performance of the model during the learning process on a set different than the one used for
training to avoid overfitting. Finally, the test set evaluates the model on data that have not used
during training. In our experiments, the training set consists of 70% of the total available data,

while both the validation and the test sets each consists of the remaining 15% of the total data.
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Fig. 5.5 Vertical TEC for individual PRNs (unique pseudo-random noise that each GPS satellite
transmits) between the GPS ground truth values and GRU, BILSTM, LSTM and RNN methods
in various hours two different days: a day of low ionospheric activity (3/9) and a day of high
ionospheric activity (11/9). The figure illustrates VTEC values estimated per satellite from a
low-latitude station(‘mal2’) and a mid-latitude station (‘graz’) and a high-latitude station (‘tixi’).

Both, training and validation sets cover the period between the years 2014 to mid-2018. Data from

the second half of 2018 are used as test data.

The AR and ARMA models [92] are implemented in Python using the statsmodels library. The
order of the autoregressive part (AR) for both AR and ARMA is selected to be 60, while the order

of the moving average (MA) part equals 5 in case of the ARMA model.

5.3.2 Performance Evaluation and Comparison

In this section, we compare the various learning architectures to model the temporal dynamics
of the ionospheric total electron content (TEC). In particular, we implement and evaluate the
traditional RNN, the unidirectional LSTM, the bidirectional LSTM (BILSTM) and the proposed

CNN-GRU deep learning model (see Section 5.1). We also compare our model performance against



52 The implementation of a hybrid Deep learning scheme (CNN+GRU) for TEC modeling

Table 5.6 Comparison among different RNN -based methods architecture (GRU, BILSTM, LSTM
and RNN) characteristics and parameters (trainable parameters and processing time).

Methods
proposed BILSTM LSTM RNN

Trainable Parameters (num.) 112493 379485 149453 38573
Epochs 200 200 200 200
Training Time (min) 67 280 104 23

linear regressors of AR and ARMA. The comparison is carried out in terms of performance accuracy
and computational efficiency.

Table 5.3 shows the performance evaluation metrics, as described in Section 5.2.2, of (i) mean
absolute error (mae) in TEC units (TECU), (ii) mean squared error (mse) in TECU? and (iii)
minimum (min) and maximum (max) TEC values again in TECU. The results in Table 5.3 have
been calculated for the six stations (see Table 5.2) and a randomly selected testing period of a
whole day (the 9th of October 2018). In this table, we have also depicted the performance of the
four compared non-linear architectures (i.e., the proposed CNN-GRU, the BILSTM, the LSTM
and the RNN) along with the traditional AR and ARMA models. As is observed, the proposed
CNN-GRU model has the best performance, in most cases, with a mae value between the interval
[0.7—1.8]. On the other hand, the worst performance is for the AR and ARMA linear models with
a mae value between [2.2 —5.7]. Regarding the compared deep learning models, the mae values are
as follows: RNN lies in [0.9 —1.8], LSTM in [0.8 —2.2], BILSTM in [0.8 —2.2]. The same conclusions
are drawn for the other evaluation metrics.

Table 5.5 illustrates the average mae error in TECU over the six stations for the training and
validation sets. The resuts have been obtained for all the non-linear models. In most cases, the
proposed CNN-GRU model has better performance than the other methods. In particular, from
Table 5.5, CNN-GRU achieves an average mae of 1.98% for training set and 1.97% for the validation
set. The other non-linear models have an average mae of: BILSTM 2.05% (training set) and 2.25%
(validation set), LSTM 2.09% (training set) and 2.23% (validation set), RNN 2.23% (training set)
and 2.59% (validation set). This means that the proposed CNN-GRU model has an improvement of
11.07% and 23.9% with respect to the conventional RNN architecture in the training and validation
set respectively. In addition, the proposed CNN-GRU model achieves an improvement of 3,69%
and 12.65% with respect to the BILSTM model for the training and validation set. It should
be mentioned that the improvement in the validation set is more significant than the one of the
training set, since the latter refers to data that they have not be used during training.

Fig. 5.3 illustrates the Quantile-Quantile (Q-Q) plots for the ’igal’ station, between the ground
truth and the evaluated deep learning architectures. In case of a perfect performance, the points of
the Q-Q plot will lie on the line y = x (the red line in Fig. 5.3). The closer the data points are to
the red line, the better is the model accuracy. Thus, the proposed CNN-GRU method has better
performance compared the other ones, since the blue points are closer to the red line. We also
observe that higher vtec values are more challenging to be accurately modelled. However, again,
the proposed CNN-GRU model achieves better performance for these high vtec values compared to

the other models.
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Table 5.4 illustrates the 50%, 65% and 98% percentile scores for the proposed and the compared
non-linear models. The proposed model of the ‘graz’, ‘iqal’ and ‘tixi’ ground stations have the best
performance, whereas the model of the 'mal2’ ground station present the worst one. Again, the
proposed CNN-GRU model has better performance against the compared architectures. Based
on the values of Table 5.4, we have concluded that the proposed CNN-GRU model, in case of
98% percentile, achieves an improvement of 16,77% with respect to the RNN architecture and of
12.71% and 9.49% with respect to the LSTM and BILSTM model respectively. This means that
the proposed CNN-GRU modeling error are not as large as in case of the compared models.

Processing time in minutes and the number of the required trainable parameters per method
are listed in Table 5.6. As is observed, the most efficient is the RNN architecture which requires
23min (for 200 training epochs), while the heaviest is the BILSTM model needing 280 min (for the
same 200 epochs). The proposed CNN-GRU architecture requires 67 min for its training (again for
200 epochs).

The above mentioned processing time refer to the training phase of the models. It should be
mentioned that training is carried out once. After model training is completed and the model
parameters (weights) have been estimated, the time needed for modelling the TEC values is
negligible. In particular, our trained CNN-GRU model requires 0.96 sec to model the TEC values
of over a period of a half year (test dataset-the second half of 2018).

Fig. 5.4 illustrates the training and validation learning curves, as computed for four evaluated
models, for the ‘ramo’ station. As is observed, all models convergences to an acceptable mae error

after 200 training epochs.

5.3.3 Performance Evaluation for Stations at Different Latitudes and Days of
Different Ionosphere Activity

Fig. 5.5 illustrates the VTEC values versus time for the four evaluated non-linear models (CNN-
GRU, LSTM, BILSTM, and RNN) at three different ground stations. In this figure, we also depict
the ground truth data as a dashed line. The satellites selected in this figure are GNSS visible
from the sites: ‘graz’ (mid-latitude), ‘mal2’ (near the equator), ‘tixi’ (aurora region). Also, the
satellites depicted in this figure have been selected in various time intervals during the day from
each site, focusing more where the highest values of the ionospheric variability are observed. For
each station/site, two days are presented in this figure: (i) September the 3rd, which is a day with
low ionospheric activity and (ii) September the 11th, in which high ionosphere activity is observed.
For these two days ,the values of Dst and F10.7 parameters are illustrated in the up-left diagram of
Fig. 5.6. As observed from this figure, the 11th of September is a day of increased solar activity.
On the contrary, the 3rd of September is a day with normal solar and geomagnetic conditions. As
expected the model performance on 3/9 is slightly better in contrast to predictions during the
of 11/9 in which abnormal ionosphere variability is observed [see Fig. 5.5]. However, the model
catches the trend of the line in both cases. Also, the model for the ‘graz’ mid-latitude station,
shows better performance than the respective model of ‘tixi’ station. Overall, what is immediately
noticeable in this figure is the CNN-GRU model ability to adequately estimate VTEC values for

every satellite separately.
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Fig. 5.6 [Up-left]: the diagram shows the daily variations of the solar F10.7 index and the Dst-index.
[Up-right]: the map shows the location of each station. [Bottom]: the diagrams illustrate the
Vertical TEC values per station on September 2018.
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IRIO1-cor), for days between 9 and 12 of September.
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Fig. 5.6 shows the predicted VTEC values per station for a time period of a month (September
2018). The predicted values of the proposed CNN-GRU model are illustrated with green color
whereas, the red line is the ground truth data. The up-left figure shows the F10.7 and DST values
for the days of September. As observed, CNN-GRU predicted values achieve good performance.
Also, the proposed CNN-GRU model catches the local maximum VTEC values during the days of
increased ionospheric activity as mentioned above (i.e., the 11th of September).

Fig. 5.7 shows the estimated mean VTEC values, as illustrated with red line, for each station,
for four different days between 9 and 13 September of 2018, compared to ground truth values
with black line. Here, we can observe the diurnal changes, as the VTEC values are varying during
each day, depending on the electron density in the ionosphere. As observed, the ionospheric delay
changes slowly through a daily cycle. It has its minimum values (2 —4 TECU) between midnight
and early morning, and reaches its peak during the daylight hours. The ‘mal2’ stations reaches the
bigger mean VTEC values (~ 30 TECU), whereas the ‘tixi’ station (located in the aurora region)
has the minimum observed values. However the ‘tixi’ station appears various fluctuations. The
mean standard deviation values are 1.20 for ‘graz’, 0.80 for ‘iqal’, 2.81 for ‘mal2’, 0.70 for ‘qaql’,
1.78 for ‘ramo’ and 1.04 for ‘tixi’ ground station. This is illustrated in Fig. 5.7 where we have

depicted with gray the standard deviation values.

5.3.4 Performance Evaluation for Different Months

At every time instance (point), the difference between the ground truth VTEC values and the
estimated ones from the various non-linear learning models is computed. Thus, for the test time
period of a half a year (second half of 2018), we have an error timeseries for every station, deriving
from the time-wise differences of VTEC values (see Section 5.2.2). Fig. 5.8 depicts the distribution
of these errors per month for the testing period (second half of the year 2018). Each box plot
graphically depicts groups of vtec error values through their quartiles. Outliers are plotted as
individual points, with the red cross symbol. The horizontal red line is the median value of the
vtec error (50%), whereas the first and third quartile, that is the 25th and the 75th percentiles,
respectively, are illustrated in black dashed line. As observed, the performance evaluation per
month is slightly different, however, these difference are not significant. In most of the cases, the
proposed CNN-GRU method has better performance as concerns the outlier values, that are slightly
fewer compared to other methods outliers(difference errors > 75%). In August, there are 18%
fewer outliers in the proposed CNN-GRU compared to the RNN method. In the other months this
percentage is: 5% for September, 13% for October, 17% for November and 9% for December.

5.3.5 Performance Evaluation between Different Ionosphere Models

Fig. 5.9 shows the mean VTEC values at every station, for IRI2016 and GIM TEC estimates
compared to the ground truth values and CNN-GRU TEC estimations, during four days between 9
and 12 September. The VTEC maxima is shown for all stations between 8:00 and 12:00 AM. In
most cases, the CNN-GRU predicted values are similar to ground truth. GIM-aided TEC values
are also close to CNN-GRU TEC values. IRI2016 values seems to underestimate the ionospheric
variability compared to the ground truth TEC and and TEC values from the GIM model.
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Fig. 5.10 Correlation matrices per station between VITEC (TECU) RNN-based predictions (GRU,
BILSTM, LSTM and RNN) and the estimated GPS ionospheric VTEC values (Ground Truth) as
well as the VTEC models (GIM and IRI2016), for the time interval between 9 and 12 September.
In most of the stations, except for ‘tixi’ station in aurora region, the correlation coefficient r ranges
between the interval [0.75, 1).
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Fig. 5.10 shows the correlation coefficient between the proposed CNN-GRU method, the
compared non-linear learning methods, the ground truth GPS TEC data and the values derived
from TRI2016 and GIM models. Yellow blocks indicate high correlation, whereas, blue blocks show
smaller values for the correlation index r. Overall, the stations ‘iqal’, ‘mal2’ and ‘ramo’, attain
higher correlation values (r > 0.75), whereas ‘tixi’ (located near the equator) performs the worst

values of correlation.

5.4 Conclusion

In this chapter, regarding the choice a spatio-temporal hybrid deep learning model for TEC
modelling, we have proposed a combined CNN-GRU deep learning architecture for TEC modeling.
The proposed model has been compared with other linear (e.g., AR and ARMA) and non-linear
(RNN, LSTM, BILSTM) regression methods. Our main conclusions are the following:

e The proposed CNN-GRU model achieves an improvement of 16.77% with respect to the
RNN architecture and of 12.71% and 9.49% with respect to the LSTM and BILSTM model
respectively in case of 98% percentile. This implies the capability of the proposed CNN-GRU

network to capture TEC values both in normal and high solar activity periods.

e The average mae improvement of the proposed model compared to the traditional RNN
architecture is 23.9% with respect to the validation set, a set that it has not be used during

training. In case of the BILSTM model the mae improvement is of 12.65%.

e The computational complexity of the proposed model is retained slow although its higher
performance accuracy. In particular, as far as model testing is concerned, our CNN-GRU
architecture requires less that 1s (0.96s) to model the TEC values over a period of a half year.
Instead, regarding training, our model requires about 67 min to be trained for 200 epochs, in
contrast to the BILSTM architecture where training is executed within 280 min for the same

number of epochs. It should be mentioned that the training of the model is carried out once.

¢ The mean standard deviation value of mae of our model is 1.38 over all the 6 examined ground
stations. The worst performance is for the ‘mal2’ station which is located near equator while

the best for ‘graz’ station (mid-latitude).

As future work, we intend to further investigate model reliability, given as inputs GNSS
observational data from a regional network of stations close to each other, to examine the extent to
which such models capture the regional anomalies. In addition, more complicated deep learning
architectures such as semi-supervised learning [94], [95] and/or Generative Adversarial Networks
(GAN) [90] can be examined to see if they can improve the results while retaining small computational

cost.



Chapter 6

The NILM Problem

6.1 Introduction

Raising awareness of individuals on environmental protection and sustainability, is prerequisite to
set climate policies, responses or solutions to climate change at global scale [96]. There are various
ways that householders could contribute to sustainable living. One of them is by reducing their
energy consumption. To this end, a change of energy related behavior in the household is required.
First, consumers need to become aware of their energy consumption. However, end-consumers often
lack knowledge about potential energy savings, existing policy measures and relevant technologies.
Most household consumers are usually aware of general information related to their consumption
through monthly electricity bills. Nonetheless, the information about their consumption is not
translated into good practices and tailored advice for energy saving. Non-Intrusive Load Monitoring
(NILM) uses the aggregate power signal of a household as input to estimate the extent to which
each appliance contributes to the aggregate energy consumption signal [97]. Thus, NILM is an
efficient and cost effective framework for energy consumption awareness, providing itemized energy
bills and personalized energy savings recommendations. Power disaggregation is applied to enhance
awareness on the energy consumption behavior of consumers in the household and therefore guide
them towards a prudent and rational utilization of energy resources [98].

Another usage of the disaggregated electrical consumption is to identify malfunctioning appli-
ances. As an instance, NILM approach is applied to detect the frosting cycle of a fridge with a
damaged seal, which is more frequent than the normal one [98]. Applying automated analysis is
essential to detect appliance’s performance problem; this can effectively be accomplished through
online energy disaggregation [99].

Demand side response provides the possibility of shifting demand away from the peak and thus
decreasing the corresponding cost of energy, although the average daily consumption is not altered
[99]. Furthermore, it helps modifying the demand based on the intermittent power generation of
renewable energy sources; hence decreases the need for expensive energy storage systems. Energy
disaggregation permits the utility companies to identify a device with a high consumption rate at a
peak hour in a household and sends a message to the corresponding users asking them to postpone

their usage to smooth out the current peak in the demand.
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Disaggregation of households’ power consumption allows grid operators to improve their pre-
dictions in energy demand and is an important part of providing a stable supply of power to
all customers on a power grid [100]. In [101] and [100] the consumption profile of appliances is
identified through disaggregation and then, the obtained appliance-level load profiles along with
meteorological information are employed to predict the future usage.

For the above mentioned reasons energy disaggregation is of great importance for energy
conservation and planning. Given the power consumption per appliance the forward problem is
to predict the total power consumption in a household. We assume the aggregate signal p(t) at a
discrete time index ¢, to be equal to the summary of the individual appliances’ power consumption

Pm(t) plus an additional noise €(¢). Thus, the total power consumption p(t) is:

M

B(t) = pm(t) +e(t) (6.1)
m=1

In Eq. (9.1) variable m refers to the m-th out of M available appliances. Under a NILM
framework, the individual appliance power consumption p,,(t) is not a priori available, assuming
the absence of installed smart plugs. Instead, only p(t) is given. The inverse ill-posed problem,
called NILM, is to calculate the best estimates p,,(t) of the appliance power consumption, given
the aggregate power value p(t).

Various approaches have been proposed to solve the NILM problem, as presented in Section 6.2.
Some of the most successful ones exploit deep learning neural network structures for modelling
an energy disaggregation problem (e.g., [56]). Nevertheless, non-intrusive load monitoring is a
difficult task, especially when considering nonlinear and continuous appliances, and until recently,
there are barriers and limitations that have not been properly addressed. In particular, the
proposed techniques have not been applied successfully across different households and datasets
[57]. Thus, it is difficult to create algorithms with a good generalization ability. In addition, noisy
aggregate energy consumption measurements significantly deteriorate the performance of NILM
methods. Usually, the detected appliances have unsteady signatures or present abnormal behavior
and additionally, the existence of noisy as well as inadequate datasets deteriorates overall models’
performance [58]. The latter issue is more evident in case that deep learning structures are used for
energy disaggregation, since a large number of labeled samples is required during training.

Here, we collect the good practices for solving the NILM problem, providing suggestions and
recommendations in three main pillars: (i) data pre-processing, (ii) NILLM algorithms and (iii)

outcomes validation. A short literature review, divided into three different periods follows.

6.2 A Brief NILM Literature Review

6.2.1 The early NILM era [1995-2014]

Hart was the first to propose a method for disaggregating electrical loads based on Combinatorial
Optimization (CO) through clustering of similar events based on appliances’ characteristics [97].

The first approach to NILM employed Combinatorial Optimization, which at the time was the
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standard technique for disaggregation problems. For historical review of the evolution of NILM
techniques, see for instance [102, 1, 55]. This first approach had a major shortcoming: Combinatorial
Optimization performed the power disaggregation on each instant independently of the others,
without considering the load evolution through time. Most common approaches to solve the NILM
problem are based on unsupervised event detection in the aggregate signal, whereas supervised
classifiers are used to assign known appliances to detected events in order to estimate the power
trace of individual appliances [103]. Different classification tools have been widely used, including
Sup-port Vector Machines (SVM) [104], neural networks, Decision Trees (DT) [105], and hybrid
classification methods [106], [107]. Contrary to the aforementioned classic methods, other methods
such as Dynamic Time Warping (DTW) are used for comparing and grouping windows from
daily profiles and identifying unique load signatures [108]. The main object of controversy in
these approaches refers to the difficulty of classifying multi-state appliances [106]. Multi-state
appliances require a long range pattern to be trained for their detection [109]. Graph Signal
Processing (GSP) [107] is a concept that effectively captures spatio-temporal correlation among
data samples by embedding the structure of signals onto a graph. Zhao et al. [110] propose a
low-resolution, event-based, unsupervised GSP approach. Recently, a Modified Cross-Entropy
method for event classification has been suggested [111], which is based on CO and formulates
NILM as a Cross-Entropy problem.

Hidden Markov Models (HMM) and various extensions of this model are advocated in order to
explore the possible combinations among the different appliances’ state sequences [112, 113, 25, 114].
In this light, HMMs are state-based, so the studied appliances should have discrete states in
their signatures [103]. As the number of appliances increases, the number of combinations of
states sequences is increased exponentially, increasing respectively problem’s complexity [103]. In
addition to this, time complexity is also increased, leading to the reduction of model’s classification
performance [115]. Makonin et al. [116] have proposed a super-state HMM and a sparse Viterbi
algorithm in order to reduce the complexity. Another limitation of HMM-based approaches is that
they tend to fail in the presence of unknown appliances [103]. Rahimpour et al. [117] proposed
a matrix factorization technique for linear decomposition of the aggregated signal using as bases
of this learned model the appliances’ signatures resulting in an efficient estimation of the energy

consumption per appliance.

6.2.2 Deep learning based NILM [2015-2019]

Soon after various open datasets became available ([118], [119]), and thanks to the increased
number of datasets coming from smart electric meters installed in domestic residences, the proposed
solutions to NILM shifted to a supervised learning process. With the rise of deep learning, a new
family of methods have been introduced that exploit deep neural network structures to solve the
ill-posed NILM problem. Deep learning techniques have been applied mostly to low frequency
NILM approaches since 2015 [99].

It’s a common way to treat aggregated signal as a corrupted by noise signal of an appliance.

Under this view, denoising autoencoders (DAE) are excellent techniques used to to reconstruct a
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signal from its noisy version. This architecture has been initially proposed by Kelly and Knottenbelt
[99], while others expand the idea proposing alternative DAE architectures, such as [113].

Exploiting the temporal character and dependencies of the power signal, another deep learning
scheme called Recurrent Neural Networks (RNN), have proved efficient under the NILM framework.
Here, NILM is treated as a supervised learning problem with times series. RNNs and their variants,
such as Long Short-Term Memory Networks (LSTM) and Gated Recurrent Units (GRU) have
been primarily used, as they are very popular and effective with 1D time series data. Relevant
studies have been carried out in the past ([57], [99], [109]). In a previous work of ours, we have
also proposed a Bayesian optimized bidirectional LSTM model for NILM [56], whereas in [54] a
context-aware LSTM model adaptable to external environmental conditions is presented.

Although Convolutional Neural Networks (CNN) are traditionally developed for two-dimensional
imagery data ([36]), one-dimensional CNN can be used to model the temporal character of sequential
timeseries data. Few researches [1] have tried to enrich CNN structures providing a recurrent
character, such as CNN-LSTM and Recurrent Convolutional Networks. In [3] a causal 1-D
convolutional neural network for NILM is proposed. Others introduce the concept of data sequences
[99] to feed the classic structure with historical past values of power load. Others [120] propose a
sequence to point CNN architecture, underscoring the importance of sliding windows to handle
long-term timeseries. Alternatively, sequence to sequence architectures have also been proposed
[121].

6.2.3 Advancements in NILM [2020— |

Recently, there are various advanced machine learning methods applied for NILM. These methods
provide competitive accuracy against the traditional NILM methods. Some of the worth mentioned
works are presented here.

Generative adversarial networks recently have been applied for NILM. [122] adopt a GAN-based
framework for solving NILM in an early attempt. Then, Kaselimi et al. [79] propose a generative
adversarial network for sequence to sequence learning, whereas Pan et al. [2] achieve sequence
to sub-sequence learning with conditional GANs. Chen et al. [123] propose a context aware
convolutional network for NILM that has been trained adversarially. Most of these studies exploit
the robustness to noise that the adversarial training process achieves.

Transformer models were explored as alternative architecture for neural machine translation
tasks within the past two years [124]. Recently, a transformer based architecture that utilizes
self-attention for energy disaggregation has been adopted by [125], to handle power signal sequential
data.

Given that, most of the existing DNNs models for NILM use a single-task learning approach in
which a neural network is trained exclusively for each appliance, propose UNet-NILM for multi-task
appliances’ state detection and power estimation, applying a multi-label learning strategy and
multi-target quantile regression. The UNet-NILM is a one-dimensional CNN based on the U-Net
architecture initially proposed for image segmentation.

Explainable AI (XAI) attempts to promote a more transparent Al through the creation of

methods that make the function and predictions of machine learning systems comprehensible to
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humans, without sacrificing performance levels. Explainable NILM networks these methods provide

competitive accuracy, the inner workings of these models is less clear.

6.3 Conclusion

Usually we treat NILM as a regression or classification problem, but actually NILM is an inverse
problem and that explains its complexity. There are various open access datasets to help the
research community, however the real life problem is too complex, and usually algorithms with
good performance in a specific dataset, do not share the same performance for other noes. The

variety of different appliances and types of appliances with various characteristics and






Chapter 7

The proposed CoBiLSTM model for
NILM

7.1 Our contribution

Although there is a significant interest from the industry, the research community has not yet
explored NILM techniques at a larger scale and across different households. This is mainly because:
(i) techniques developed for one household cannot be applied to other households (applicability), (ii)
the developed models do not have the ability to perform satisfactorily across different households
(scalability), (iii) and these models cannot be transferred across different datasets (transferability)
[126]. The main cause of the aforementioned difficulties lies in the fact that energy consumption
patterns of the appliances are highly correlated with the contextual conditions on which these
appliances operate. Hereby, the term context refers to: (i) the external weather and environmental
conditions (seasonal variations), (ii) the geographic location of the houses, (iii) the technology and
the configuration set-up of an appliance (eco versus normal or even turbo mode of an operation)
and (iv) other appliances’ operational anomalies (malfunction, etc.) Therefore, a dynamic context
adaptive model is developed to capture the new functional modes of an appliance, as the contextual
conditions are changing. The main innovative characteristics of the proposed CoBiLSTM method
are the following:

Sequence-to-sequence: Rather than estimating single time-points (Sequence-to-Point), our
proposed method estimates a whole target sequence, given a sequence of aggregate signal (Sequence-
to-Sequence). The final output is derived as the average of the different overlapping output values,
thus increasing accuracy. Furthermore, we introduce a bidirectional LSTM network as in one of
our earliest work in [103], which means that our approach remembers and draws inferences from
future data points as well as from the past ones for the target appliance. However, our previous
work [103] does not take into consideration contextual conditions and model adaptation techniques
due to the evolution of the context.

Adaptability: We propose a modular and a self-trained energy disaggregation model with the
capability of updating its behavior whenever a significant change of contextual conditions is detected.

Since it is difficult to define the general polyparametric notion of context and consequently, decide
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Fig. 7.1 The short-range recurrent regression model. (a) The bidirectional short-range recurrent
regression model. (b) Unfolded representation in time where the forward and backward passes are
depicted.

when a model update is required, an alternative approach is adopted. We implicitly define the
context through the distribution of the performance errors of the energy disaggregation model
during its operation. For this, the pursued solution to the problem of detecting changes in appliance
operation will be sought in the space of model performance deterioration observations, instead of
the space of contextual factors’ changes. In particular, a context change is considered to occur
when the distance between the probability distribution of the errors during model operation and
the probability distribution during the training and validation phase, is statistically significant
(Section 7.3.2). Then, model retraining is activated, through appropriate modification of the
network weights, to implement the context aware adaptive energy disaggregation strategy. As we
have stated previously, we call this model CoBiLLSTM, indicating its adaptive capability to fit to
current context.

Scalability: The proposed method is capable of handling situations where statistically significant
differences exist compared with the model training conditions. This means that the proposed model
is capable of generalizing its behavior to data of quite different statistics than those they have been
trained on. Instead, traditional methods [103, 127] fail to provide accurate regression results in
datasets of different statistical behavior than the trained ones.

Regression: The proposed approach handles energy disaggregation as a regression problem instead
of a classification one- as many traditional approaches do. Regression is beneficial as the model
can correctly detect not only the switch-on/off events but also reproduce the shape of the target
appliance load.

Modularity: Usually, the traditional energy disaggregation approaches (such as [113]) assume a
single model for all appliances. However, such an approach increases model complexity especially
in cases where the number of appliances increases. The proposed model adopts a modular design
by assigning a different regressor for every type of appliance. Similar approaches are also adopted
in other Recurrent Neural Network (RNN) methodologies such as [57].
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Fig. 7.2 The memory cell of an LSTM network. It contains three different components; (i) the
forget gate F'(n), (ii) the input gate I(n) and input node H(n) and (iii) the output node O(n).

The remainder of this chapter is structured as follows: In Section 9.2, NILM is formulated as a
non-causal problem for which a bidirectional LSTM regression model is proposed. In Section 7.3, a
method for dynamic adaptation and optimal hyperparameter selection under a Bayesian framework
is described. In Section 7.4, the proposed method is experimentally evaluated against state of the

art energy disaggregation methods in publicly available datasets, while Section 7.5 concludes the

final results.

7.2 Bidirectional LSTM Regression for Non-causal Energy Disag-
gregation
7.2.1 Bidirectional Short-Term Recurrent Regression

One way to model the unknown function g(-) of Eq. (2) is by means of a Feedforward Neural

Network [32]. Assuming L hidden neurons and one linear output layer, the estimate p;j(n) is given
by

ﬁ] (n) =uj (n)T Vi (7'1)
uji(n) tanh(wfl -p(n))

wi(n)=1| | = : (7:2)
uj,;(n) tanh(w] - p(n))

tanh(-) refers to the hyperbolic tangent, so each element of the vector u;(n) ranges between -1
and 1. The weights w;;,i=1,...,L, connect the input p(n) with the i-th hidden neuron. Similarly,

vj are the weights that connect the hidden neurons with the output neuron. Henceforth, subscript j
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Fig. 7.3 Bidirectional LSTM regression model used for NILM estimation.

is omitted for simplicity. Vector u(n) gathers the outputs of all L hidden neurons u;; and is a state
vector expressing latent operational modes of the j-th appliance. Their values range within the
[—1,1] interval. Each appliance has its own hidden states and these latent variables are estimated
through a learning process. Since the power load of an appliance follows a non-causal relationship,
the value of a state depends not only on its previous values and but also on its future ones (Fig.
7.1). Therefore,

u; (n) = tanh(wl -p(n)+t! -u(n—1)+F" -u(n+1)) (7.3)

]

In Eq. 7.3, 75 is a weight vector expressing the dependencies of previous states, while 7; the

future state dependencies [33].

7.2.2 Bidirectional Long-Term Recurrent Regression

Short-range dependencies are not adequate for power load estimation, as appliances often follow
repeated patterns spanning long time periods. For this reason, bidirectional LSTM networks are
adopted as an alternative regression model for power load estimation. LSTMs are of similar structure
with the bidirectional recurrent regression model, but each node in the hidden layer is replaced by
a memory cell, instead of a single neuron [128]. The structure of a single memory cell is depicted in
Fig. 7.2, while Fig. 7.3 indicates an unfolded LSTM network over time. The memory cell contains
three different components (see Fig. 7.2): (i) the forget gate, (ii) the input node and the input
gate, and (iii) the output gate. Each component applies a non-linear relation to the inner product
between the input vectors and respective weights (estimated through a training process). Some of
the components have the sigmoid function, expressed as o(+) in Fig. 7.3, while others the hyperbolic
tangent function, tanh(-). Forget gate F'(n) separates the worth-remembering information from the
unnecessary information, by keeping the latter out of the memory cell. Input node H(n) activates
appropriately the respective state (true or false output from the “tanh” activation). Input gate I(n)
regulates whether the respective hidden state is “significant enough” for the accurate estimation of

the power loads p;(n). Output gate O(n) regulates whether the response of the current memory cell
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is “significant enough” to contribute to the next cell. In the context of washing machine operation,
for example, the output gate indicates that if a pre-washing cycle is currently detected, a washing
cycle operation is expected in the next time instances. One shortcoming of the memory cell of Fig.
7.2, is that it processes only previous state information. Bidirectional LSTM, on the other hand,
processes data in both directions, including a forward and, additionally, a backward operation. The
structure of a bidirectional LSTM, unfolded in time, is presented in Fig. 7.3. The operation of all

the aforementioned modules is mathematically formulated by:

{F(n), H(n),I(n),0(n)}= {o,tanh}( (7.4)
wh L0 b () 4 fARHLOY oy (n — 1)+ 71 F H, 1,0 - uj(n+1)) '

. S, — (F,H,I,0 . . .
In Eq. (5), variables wEHLO) FFH, IO andrj(i HL0) ave similar meaning as the ones involved

in Eq. (4), with the difference that each node or gate has its own unique parameters.

7.2.3 A Detailed Description of the Proposed LSTM Network Configuration

Aggregate energy consumption signals (timeseries data) were used as inputs for the described
bidirectional LSTM networks. Initially, the input data are down-sampled in 1 min intervals (in
datasets with denser time intervals) and additionally, are normalized so that their values range
in [0, 1]. The input data represent a time window of an appliance operation. For appliances that
do not belong to the Type-IV (permanently active) category, the time window is set to be the
duration of the active operation of the appliance. For Type-IV devices, a time window of two hours
is considered.

The parameters of the bidirectional LSTM network are selected through the Bayesian opti-

mization approach described in Section 7.3.3. In particular, the following network parameters are
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Fig. 7.6 Performance metrics (MAE, RMSE, NRMS) per dataset (AMPds, REFIT, REDD). The
vertical axis in the table shows the three selected appliances per dataset. The horizontal axis indicates
MAE, RMSE and NRMS metrics per method. The three diagrams illustrate the performance (MAE,
RMSE, NRMS) per method for three selected appliances: WOE/AMPds (orange), WM/REFIT
(purple) and M/REDD (light purple), that proved to have the best performance.

optimized: network depth, number of hidden units, maximum number of epochs, mini batch size
and initial learning rate. The optimization strategy starts from an initial configuration network
set up and then, estimates the next network parameters in a way that model performance is
improved. Therefore, the parameters of the bidirectional LSTM network are dynamically adjusted
to fit appliance-specific characteristics as well as current contextual attributes. Fig. 7.4 shows
the adopted strategy and the basic structure of the proposed CoBiLSTM model. A network
configuration setup is provided for the clothes dryer: (i) the input layer, (ii) the bidirectional LSTM
layers and (iii) the regression layer. The input layer receives the current data in a sequence-like
form, of a time window with 60 min duration. The network includes two bidirectional LSTM layers:
the first layer consists of 60 filters with a kernel size 1x5, while the second layer consists of 72 filters
of the same kernel size. The regression layer consists of one fully connected hidden layer of 60
output neurons, and the final output regression layer. The output is a sequence of active power
load with size 60 and not a single point. Further details regarding model’s update constraints based

on Kullback-Leibler (K-L) divergence are presented in Section 7.3.2.

7.3 Context-Aware Adaptive Energy Disaggregation

The way that some appliances operate depend on specific contextual attributes of the environment.
For example, in case of an air-conditioning device, seasonality, external weather conditions or
even technology adopted (e.g., inverter or not), affect the energy consumption patterns. Another
characteristic example lies in energy signatures generated by a washing machine which highly
depend on laundry loads. Such parameters are in effect contextual conditions affecting NILM

performance. The purpose of the context-aware adaptation mechanism is to dynamically adapt the
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Fig. 7.7 Metrics (min, max, average and standard deviation) of the difference between the real and
the estimated values of appliance active power.
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Fig. 7.8 Comparison between CoBiLSTM, CNN and LSTM methods.

deep learning model so that it captures the new contextual operational conditions of the appliances,

thereby improving the performance of NILM modeling.

7.3.1 Context-Aware Energy Disaggregation Framework

Let us denote by g;’ () the non-linear model of the j-th appliance before model updating due to a

change of the contextual conditions. Model g? (+) has been trained and validated on data of a set

SP. which is divided into two mutually exclusive sets; the training Sfr and the validation SS dataset.

Set S?_ trains the network, whereas set S¥ assesses the energy disaggregation model performance

on data outside the training set. In order to build up an updated version of the model g? (+), we

need new additional samples capturing new contextual conditions of the j-th appliance. Let us

denote by S the set containing the samples, which is again divided into a training and a validation

subset. Considering the new samples of S® that model the current context as well as samples of the

previous knowledge in S°, we deliver a new updated model for the j-th appliance, denoted as g3 (+).
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The superscript variable a stand for the energy disaggregation model after updating. Data of the
training set S are obtained by using a set of houses equipped with smart plugs where the actual
active power load of each appliance is available. In our application scenario, we assume that the
smart-plug houses are very limited and they are only used to collect data for model updating. Then,
the updated version of the model is delivered to non-smart-plug houses. Therefore, smart plugs are
only used for network updating, that is, for collecting the new training samples in order to retrain
the network to capture the new contextual conditions. It should be mentioned that the proposed
scheme for dynamic model updating does not negatively impact on the practical applicability of the
algorithm. Instead, it provides a framework that enables the model to be dynamically modified to
include new operational ways of an appliance. In other words, the proposed context-aware adaptive
energy disaggregation framework is a methodology to dynamically assess the performance of the
model in a pool of representative houses. In case that model performance is not satisfactory, we
appropriately retrain the network (i.e., modify its weight parameters) so that they can capture new

contextual operational conditions of the appliances (i.e., different consumption signatures).

7.3.2 The Algorithm for Model Updating

Using Eq. (2), we can compute the performance error of the model g? (-) over data of the validation
set S. Let us denote by €’ (i), i, € S the performance error over all data of the set S%. These
errors form a probability distribution function (pdf), denoted by Py, expressing the error distribution
of the NILM model at those contextual conditions on which the model has been trained to over the
S? data. Let us now assume that the trained energy disaggregation model is applied to another
contextual condition than the one on which the model has been trained. Then, we evaluate the
performance of the model over a time window of duration T. This evaluation is carried out only
on the representative houses equipped with smart plugs. In our experiments, T is assumed as
equal to 30 days. Therefore, assuming a sampling rate of 1 min, a collection of 30x 1,440 = 43,200
errors is gathered. Let us denote by Q(n) the probability distribution of all errors over the time
window T. Q(n) models the current contextual conditions at a time instance n where the energy
disaggregation model is applied to. Therefore, Q(n) can be considered as a metric of the current

context ¢(n) which an appliance operates on.

c(n) ~Q(n) (7.5)

Depending on the values of distribution Q(n), two cases are considered. In the first case, Q(n) is
close to the probability P, i.e., the probability expressing the initially trained contextual conditions.
This means that no model updating is required. The second case refers to the condition where
the probability Q(n) is far away from P,. Then, the model is updated. For comparing the two
distributions @ (n) and P, the Kullback-Leibler divergence entropy [43] is adopted here.

Fig. 7.5 A graphical illustration of Bayesian optimization.

In statistics, the K-L divergence entropy is a measure indicating of how close a probability

distribution is against a reference probability. A K-L divergence of zero indicates that the two
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Fig. 7.9 Comparison of the proposed method (blue solid line) with ground truth (in gray) for
selected appliances in AMPds, REFIT and REDD dataset. The actual total energy consumption
and total error (between estimation and ground truth) for given time periods in every appliance
are also depicted.

distributions are identical. Instead, larger values of K-L entropy mean that the two distributions

are quite different. The K-L entropy is defined as

Dr_(B]|Q) = Pylog (P,/Q(n)) (7.6)

Eq. 7.6 implies that the distributions @ (n) and P, are discrete, namely frequency distributions.

7.3.3 Context-Aware Adaptive Bayesian Optimization

In this Section, a context-aware adaptive Bayesian optimization strategy is used for optimally

configuring the parameters of the bidirectional LSTM network. Bayesian optimization is a design
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Fig. 7.10 Performance comparison of CoBiLSTM method with benchmarks LSTM, CNN, CO,
FHMM for AMPds and REFIT (House 9) dataset.
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Fig. 7.12 Bayesian optimization results for CDE, HPE and WOE appliances of AMPds dataset.
The y-axis shows the RMSE performance error for every different configuration set ID (1, 2, 3), as
indicated in x-axis.
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strategy for optimizing an unknown, expensive and noisy objective function [129]. In particular,
the Bayesian framework estimates a set of configuration parameters of the LSTM network, such as
network depth and number of hidden units. More details about the configuration parameters can
be found in Section 7.4. Let us denote by m; a vector that contains the configuration parameters
as far as the model g;(-) is concerned. Then, the goal of the Bayesian optimization strategy is
to estimate an optimal configuration network wl(Op Y in a way that the performance error of the
network is minimized.

TrZ(Opt) = argn%rinE(w) (7.7)

where E(-) denotes the error of the estimated values as provided by the model g; (-) and the
ground truth data of the training and validation set. The main difficulty in solving Eq. 7.7 is that
the error function F(-) is unknown. Therefore, a Bayesian optimization approach is considered,
modeling the error E(-) as a Gaussian Process (GP). A GP models a distribution over function in
a similar way that a Gaussian distribution models a distribution of a random variable and it is
fully specified by the respective mean value and covariance [3].

Fig. 7.5 clarifies the way that the Bayesian optimization works, while more details can be found
in [37]. In Fig. 7.5, we assume 1D configuration vector for visualization purposes. We have depicted
3 configuration values, namely 71,72, 3. Each configuration value corresponds to E (m;),i=1,...,3.
However, the exact form of the function E(m;) is actually unknown. For this reason, we model
the errors E(m;) as Gaussian distribution functions. In this particular example, we have three
Gaussian distributions, each corresponds to one of the three configuration values 71,72, m3. These
functions are depicted in Fig. 7.5 as dashed lines. Assembling, all these Gaussian distribution
functions together, a GP is formed, as indicated with purple, Fig. 7.5. The scope of Bayesian
optimization is to estimate a better configuration parameter from the current one. This means that
it estimates the next configuration value, improving the error E(-). For example, let us assume
that configuration value 7o has been selected as the current optimal one. Then, a better choice for
the Bayesian optimization strategy is the configuration 73, since it provides a better mean value
than the current one even when standard deviation divergence is considered. In general, there is a
trade-off between the mean value and standard deviation, called Exploration-Exploitation trade-off
in a Bayesian context. More details can be found in [130]. Following these steps, the optimal

configuration parameters of the LSTM network are derived.

7.4 Experimental Evaluation

7.4.1 Dataset description and experimental setup

The evaluation of our context-aware bidirectional LSTM (CoBiLLSTM) model for energy disag-
gregation has been conducted on three publicly available datasets; AMPds (a single Canadian
house) [119], REFIT (21 UK houses) [131] and REDD (6 US houses) [112]. These open-access
energy consumption datasets provide the aggregate power measurements of the whole house and
sub-metered readings (smart plugs) from individual appliances at different time resolutions; 60s for
AMPds, 6-8s for REFIT and 1s for REDD. The time duration of these datasets varies, covering
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two years for AMPds and REFIT and only a few weeks for REDD dataset. AMPds is selected,
as it covers measurements from two years, so contextual variations (such as seasonal settings) are
easily observed. On the other hand, REFIT is challenging, as its measurements contain noise
due to numerous unknown appliances and measurements errors. Finally, REDD is selected as
it is the first public available dataset released by MIT in 2011 and is widely used for NILM
research. The proposed algorithm assumes low-sampling rate measurements so the measurements
from REFIT and REDD are down sampled to 60s resolution. CoBiLSTM is implemented using
MATLAB software. We trained our models using the adaptive moment estimation optimization
algorithm (adam) with a learning rate of 10-4. Model weights and coefficients are updated using
a mini-batch size of 50 samples at each training iteration. The maximum number of epochs for
training is selected to be 400. Deep learning performance is improved through data balance and
normalization of the data used as input to the CoBiLSTM network to the range [0, 1]. We have
individual networks, one per appliance of the aforementioned datasets. The network configurations
are optimally selected using the Bayesian optimization approach. When a statistical difference is
detected, the energy disaggregation model is updated to fit the current contextual conditions, while

retaining a satisfactory performance on the already gained knowledge.

7.4.2 Case Study 1: The effect of bidirectionality

In this study, we evaluate the effect of bidirectionality, that is the effect of future samples, on energy
disaggregation. In particular, we compare the proposed method against traditional deep learning
models such as CNNs [107] and unidirectional LSTMs [1], which receive as inputs only past time
instances. Additionally, we compare the proposed method against additional approaches such as
FHMM [132] and CO [97].

Fig. 7.6 presents the comparative results based on objective metrics of (i) Mean Absolute Error
(MAE), (ii) Root Mean Square Error (RMSE) and iii) Normalized RMSE (NRMS), which are
commonly used metrics for the evaluation of energy disaggregation [102]. The performance metrics

are defined as follows:

_ Salbi(n) —pj(n)]

MAE - (7.8)
v Fn (By(0) =) )
X0 (p3())

In this experimental setup, we have selected three appliances per dataset (AMPds, REFIT
and REDD) for simplicity. Particularly, we have used (i) clothes’ dryer (CDE), heat pump (HPE)
and wall oven appliance (WOE) of AMPds, (ii) washer dryer (WD), washing machine (WM)
and dishwasher (DW) of House 9 in REFIT and (iii) microwave (M), kitchen outlet (KO) and
dishwasher for REDD (House 2) dataset. We select these appliances, as the most common in

relevant studies focusing on deep learning low frequency NILM [99], [57]. As observed, the proposed
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Fig. 7.13 Top: Performance error distribution for May with Bayes-BiLSTM [3] model (left) and
CoBiLSTM model (right) for washer dryer. Bottom: the divergence K-L between distributions of
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RMSE (W)
Bayes-BiLSTM CoBiLSTM CNN
/3] (Proposed) [24] CoCNN
Dehumidifier 66.7 61.8 211.5 123.0
Heat Pump 135.7 125.6 291.6 314.6
Tumble Dryer 94.0 80.2 142.6 146.6
Washer Dryer 112.0 95.0 162.9 158.4

Fig. 7.15 Performance error per appliance and per method (Bayes-BiLSTM, Co-BiLSTM, CNN,
CoCNN).

method outperforms the compared ones. Our proposed CoBiLSTM as well as unidirectional LSTM
generally perform best mainly due to their capability to effectively model long-range dependencies.
Comparing these two, the proposed method attains the minimum error, since it is able to model
non-causal behavior and has been optimized using the Bayesian framework. Selected appliances for
REDD and AMPds dataset seem to have better performance than the case of the noisy REFIT
dataset. It should be mentioned that the model for detecting the HPE appliance (AMPds) is
not so accurate mainly due to recurring signal changes caused by external (seasonal) contextual
conditions. It is important to note that in Section 7.4.4, we consider these external factors that
cause signal appliances’ changes, further improving the performance of our proposed model. It
should be mentioned that for all scenarios the metrics have been calculated over the entire examined
time period, in which the appliances can be either in operation or not. Treating the outcome of the
model’s network as a timeseries of the estimated active power, we extract some summary descriptive
statistics to get an insight in models’ performance, through the comparison of the appliance’s
estimated timeseries with the ground truth. Thus, Table I provides minimum, maximum and
average difference between the estimated power and the real one, as well as the standard deviation.

The majority of the minimum values are close to zero. On the contrary, maximum values in
some appliances are quite high. This is mainly because in some cases there is a delay between
model estimates and ground truth label data, leading to high maximum deviations. However,
the mean and standard deviation indicate that the proposed CoBiLSTM model is an adequate
energy disaggregation estimator. It should be mentioned that the proposed method has one
further advantage compared to FHMM and CO approaches. In particular, the FHMM and CO
methods fail to provide adequate estimates as the number of the appliances under consideration
increases, mainly due to modularity related issues. Instead, the performance of the proposed
CoBiLSTM model is independent of the number of appliances considered. Fig. 7.7 shows the
temporal behavior performance of the proposed model compared with unidirectional LSTM and
CNN. As is observed, all models can correctly detect the time intervals when the target appliance
consumes energy. However, LSTM and CNN methods fail to follow the exact consumption pattern
of the appliance. For example, WOE appliance energy consumption pattern is detected with high
accuracy using the CoBiLSTM approach. The LSTM model tries to follow appliance’s pattern
but underestimates the amount of power that the appliance reaches. The CNN model detects
the existence of WOE appliance, but the method can’t follow the energy consumption profile of
WOE appliance. Additionally, Fig. 7.8 shows the real amount of energy that a specific appliance
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Fig. 7.16 Performance error for dishwasher appliance per method (Bayes-BiLSTM, CoBiLSTM,
CNN, CoCNN).

consumes at a given time period and the error (losses) of our CoBiLSTM deep learning model. In
the following, we perform comparisons using the Estimated Energy Fraction Index (EEFI) and
Actual Energy Fraction Index (AEFI) indicators which is used in the literature [102]:

EEFI(j) = % (7.11)
AEFI(j) = % (7.12)

where we recall that p;(n) and p;(n) is the estimated and ground truth power load for the j-th

appliance respectively. Then, the absolute difference is exploited:

DEFI(j) = |EEFI (j)— AEFI(j)| (7.13)

This metric is depicted in Fig. 7.9 for the three selected appliances of the AMPds, REFIT and
REDD dataset (i.e., total 9 appliances). In this figure, we also perform comparisons using other
NILM methods (unidirectional LSTM, CNN, FHMM, CO), verifying that CoBiLSTM yields the
minimum DEFT value (e.g., values close to zero). The performance of CoBiLSTM method is also
compared with the state of the art GSP-based method of [7], [13]. Particularly, Fig. 7.10 shows
the comparison of our method with algorithms of [107], [133], i.e. unsupervised GSP (UGSP),
supervised GSP (SGSP) and decision trees (DT) as far as the Kitchen Outlet (KO) and Microwave
(M) of REDD House 2. As is observed, our method presents almost similar behavior. It should
be mentioned that the operation of these devices is not highly affected by seasonal (contextual)

settings.
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Fig. 7.17 Performance error for dishwasher and washer dryer appliances per method (Bayes-BiLSTM,
CoBiLSTM, CNN, CoCNN).

7.4.3 Case Study 2: The effect of Bayesian optimization

Hyper-parameter tuning in a deep network is a major issue. In general, hyper-parameters are not
optimized and are assumed to be fixed through time. However, seasonal attributes affect appliance
electricity loads, influencing energy disaggregation performance. Bayesian optimization strengthens
model performance through an optimal hyper-parameter selection. Fig. 7.11 shows the performance
error (RMSE) of the three selected devices (CDE, HPE, WOE) of the AMPds dataset. In Fig. 7.11,
we plot the RMSE performance error versus the number of iterations of the Bayesian optimization.
As the number of iterations increases, RMSE is reduced. Similar results are derived for other

devices of other datasets.

7.4.4 Case Study 3: The effect of seasonality

Consumers’ energy consumption habits are characterized by heterogeneity across houses in dif-
ferent regions with varying weather conditions. The proposed CoBiLSTM model handles these
heterogeneities through a dynamic learning process in which we update the basic parameters of
the bidirectional LSTM model in a way to fit context changes (either internal or external). In this
particular example, the effect of seasonality is validated. In our approach, the core idea lies in
efficient triggering the update process, for the employed disaggregation networks. Trigger points
are strongly connected to contextual factors (i.e., seasonal variations). The quantification of such
factors is achieved by modeling the changes in model’s performance (i.e. disaggregation error
values). If the updated process is triggered, a new disaggregation network is created, using the

same optimization approaches, over a renewed dataset. The process operates on a monthly base
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Fig. 7.19 Performance error for dishwasher appliance for the four deep learning methods (Bayes-
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and evaluates the differences in error distribution functions. Every month, we fit a probability
distribution function on the observed performance errors. Typically, we have a normal distribution,
from which we can calculate the corresponding cumulative distribution function (cdf). Then, a
comparison between the distributions, i.e. monthly errors and validation set (reference distribution)
indicates whether these distributions are close enough (no need to update the model) or if those
distributions are far away (a model updating is required). Two types of statistical tests were
employed to estimate the proximity between the two compared distributions: Kullback-Leibler
(K-L) divergence and Kolmogorov-Smirnov (K-S). K-S test, at a significance level of 10% (since
variation in error is expected between months), evaluates the difference between the reference cdf
distribution and the cdf of the current month, as illustrated in the bottom diagram in Fig. 7.12. If
K-S test accepts the null hypothesis (the error distribution remains the same), there is no need for
the model to be updated. On the other hand, that is i.e. K-S rejects the null hypothesis, we should
probably update the model. However, K-S rejects too frequently the null hypothesis. Thus, the
necessity for model’s update is further investigated. In this case, K-L divergence is employed.

For example, in May, washer dryer’s model performance function has changed, as Fig. 7.12
illustrates. K-S test rejects the null hypothesis and the K-L divergence score is 0.16. Thus, according
to both tests, the applied disaggregation model should be updated. Consequently, we update the
model, expanding the training dataset to include measurements of the month, in which difference
in distribution of the performance error is observed. Fig. 7.13 shows the progress for the washer
dryer RMSE performance error per month for a year, assuming a static model [1] and the improved
performance achieved using the proposed Co-BiLSTM model. Furthermore, Fig. 7.14 shows the
exact RMSE values as presented through a heat map to highlight the difference in performance
between the approach of [1] and the CoBiLSTM model. The heat map is used here as a graphical
representation tool of models’ performance per month where the individual performance values are
co-tained in the matrix and presented as colors of a gradient color palette. In case that the static
model of [1] is considered, the performance for the next months will be worse in comparison to the
proposed approach when dynamic model updating is carried out (Fig. 7.14).

Washer dryer, tumble dryer, dehumidifier and heat pump are typical examples of appliances
that their usage patterns are highly dependent on external weather conditions. For those appliances,
we proceed to a similar procedure as in the case of washer dryer. In Fig. 7.15, we compare our
CoBiLSTM model performance with other methods such as CNN, as well as an improved version of
it, called Context-aware CNN (CoCNN), where a similar approach for model updated is considered
as in CoBiLSTM model. CoBiLSTM model has the minimum mean RMSE error over a period of

about a year.

7.4.5 Case Study 4: The effect of geographical location

Here, we consider the transferability of our CoBiLSTM model against different regions. Thus, we
evaluate our approach on two different datasets in different regions, namely the AMPds in Canada
and the REFIT in UK. The experiment was conducted for dishwasher and washer dryer appliances.
Firstly, we have our model trained in AMPds dataset. We check our model’s performance for two
different periods in time (CA1l and CA2) with mean RMSE error about 93.18 W for the dishwasher
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(Fig. 7.16). Having our model trained in AMPds dataset, we test its performance in the REFIT
dataset, for the same appliance. The results are considerably worse (328.11W and 332.66 W for UK1
and UK2 different periods of time respectively). Then, we create an updated CoBiLSTM model
that includes additional information regarding the houses in UK. We test our CoBiLSTM model
performance separately in the two aforementioned datasets (AMPds and REFIT). The attained
accuracy for AMPds dataset is now a little lower for the Canadian house (113.51W and 117.00W
for CA1 and CA2) but is significantly higher in the case of the UK dataset (216.82W and 187.84W).
We also compare our method with a CNN network, and its respective adaptive context-aware
implementation (CoCNN). The CoCNN version has a context-aware adaptive character similar to
our approach. The performance of the CoCNN model is improved compared to the CNN model,
but it is still far from the performance achieved with the proposed CoBiLSTM model. It has
been proved that CNNs work excellent with image data, but LSTMs can deal effectively with 1D
signal data [134]. Fig. 7.17 shows the performance error regarding the effect of regionality. In
particular, the work of [1] and the CNN methods have been statically trained using data from one
geographical region, Canada, in our specific example. Instead, the CoBiLSTM and CoCNN models
have dynamically changed their behavior to include new training samples for the new region of UK.

As is observed, the proposed method outperforms the compared ones.

7.4.6 Case Study 5: The effect of appliance’s operation mode

As observed (Fig. 7.18), different types of the dishwasher appliance, have different signature
patterns. This is mainly due to the fact that an appliance operates at different modes (e.g. eco
versus turbo mode). In this case, a model update is required to capture the new internal contextual
operational attributes of the appliance. Our experiment uses three different types of dishwasher
from three different houses (House 1, House 9 and House 18 of REFIT dataset). In the first row
of heat map (Fig. 7.18), we have the model of [56] trained with dishwasher appliance of house
18 and test its performance in House 18 as well as Houses 1 and 9. The second row of the heat
map tests model performance, using as training set the signature of dishwasher (House 9) and test
in these three Houses. The third row also presents model performance in the three houses. The
model is trained using dishwasher measurements of House 1. The last row presents CoBiLSTM
model’s performance on the three examined houses. The CoBiLSTM model in the last line uses as
training set the total measurements of the three houses. Fig. 7.19 shows the RMSE error between
the proposed CoBiLSTM model and the three other compared ones (the work of [1], a conventional
CNN model and a context-aware CNN). As is observed, our proposed method outperforms the
other compared ones, indicating that our method is capable of modelling the different internal

contextual attributes of an appliance.

7.5 Conclusions

In this chapter, we propose a contextually adaptive and Bayesian optimized bidirectional LSTM
model for modeling appliances’ consumption patterns in a NILM operational framework. The
proposed CoBiLLSTM model is a generalized bidirectional LSTM network, adaptable to different
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contextual factors with an internal process of adaptation based on model performance error. The
proposed approach based on progressive model updates can effectively adapt to a wider and more
diverse range of instances and conditions, thus making a successful step towards scaled up NILM
applicability. A bespoke, appliance-specific and specific to particular contextual configuration
model would have better performance than our scalable context aware model, but it would only be
applicable in a very constrained set of settings. The proposed model provides an updating solution
that is sufficiently general, while at the same time managing to capture individual particularities in
appliance operation. In our future work, we will further investigate the model’s scalability and
applicability to different contextual factors that constitute an obstacle to the solution of NILM
problem, by leveraging a new NILM dataset across 3 countries (Greece, Austria and France) being
currently created in the context of BENEFFICE EU project.






Chapter 8

The Proposed MR-TDLCNN model
for NILM

8.1 The Proposed MR-TDLCNN model for NILM

The proposed methodology deals with the disaggregation problem by utilizing consecutive deep
learning multi-input/multi-output regression models.

Let M be the number of household appliances and p(t,) be the measured aggregate active
power over all appliances at a time instance t,,. Considering a discrete time sampling, we can
express p(tn) as p(t,) = p(nT) = p(n), where T'=t, —t(,_1 is the sampling interval. Similarly,
we denote p;(n) the active power load of the j-th appliance out of the M available. Then, the
aggregate signal p(n) can be given as [105]

n) = ij(n)+e(n) (8.1)

where e(n) denotes the additive noise of the measurements. In a NILM modeling framework, the
measurements p;(n) are not available, since there are no smart plugs installed. Instead, only p(n)
is given. Therefore, the problem is to estimate p;(n) from p(n). Let us note hereby that Table 8.1

includes the notations used in this chapter.

Module-1 Module-2
1-D 1-D Full 1-D 1-D Full
CONVOLUTION  CONVOLUTION . u V‘ 4 Regression CONVOLUTION ~ CONVOLUTION Conl;e)éted Regression
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,,,] gt Num. of Kernels 30 Num. of Kernels 60 ayer =0 Num. of Kernels 30 Num. of Kernels 60 4 pl
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TDLCNN TDLCNN

Fig. 8.1 The proposed non-linear pipelined recurrent CNN structure.
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Fig. 8.2 The convolutional sequence to sequence NILM model. Time windows progress incrementally
in time. The output is derived as the average of the different overlapping output values.

Table 8.1 List of the notations.

Notation
ji=1...M number of appliances
T sampling interval
t,=nT =n time instance
p active power
r reactive power
q apparent power
I current
p(n) aggregate signal
p;(n) j-th appliance signal
pi(n) j-th appliance estimated signal
e(n) noise
k window of samples
Ag (n) output of Module-1 TDLCNN
ﬁ} (n) output of Module-2 TDLCNN
f),a9(9) non-linear function

8.1.1 TDLCNN Model: Designing a baseline CNN for NILM

Each appliance has a unique spectral signature. This is the main principle we exploit to decompose
the aggregate signal p(n) into its components p;(n). Aggregate signal is actually derived as an
integration of individual appliances’ power consumption values over time. Thus, in order to get the
estimates pj(n) of p;j(n), we need to assemble measurements of the aggregate signal p(n) over a
time window [p(n)p(n —1)...p(n—k)]T. Variable k expresses the number of previous samples that
should be considered for estimating the p;(n). The time window of the aggregate measurements
(sequence) covers the mean appliance’s operational duration in order to provide the full information
regarding appliance’s operational states for optimal feature maps selection later. Output sequences
are created considering the same length T as in the input sequences, respectively (Fig. 8.2).
According to the already implemented approaches [1], sequence to sequence learning for NILM

maps the input sequence of the aggregate signal to a same length output sequence of appliance’s
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Fig. 8.3 Schematic illustration of the proposed hybrid model in conjunction to a simple feedforward
and a recurrent neuron.

active power via LSTM networks. Here, we introduce an architecture based entirely on 1D
convolutional neural networks that incorporates time series data. At instant n, the set of input to
the module is a sequence of k most recent measurements of aggregate power values which can be

represented as vector p(n) given by:

p(n) = [p(n) p(n—1)...p(n— k)" (8.2)

proposing a Tapped Delay Line CNN model (TDLCNN). The purpose of the convolutional layer
is to apply non-linear transformations on the input data to maximize regression performance. A
set of parameterizable filters (e.g., learnable kernels) is convolved with the input data selecting
appropriate feature modalities and estimating kernel parameters, so that performance error on a
labeled training set is minimized. The L feature maps, say f1, fo,..., fr, optimally selected by the
convolutional layer, will be used as input to the final regression layer. The output is a sequence of

the j-th appliance active power data, formed as:

P} (n) = [p(n) p}(n—1)...5)(n = k)" (8:3)

Therefore, we have that:
P} (n) = g(p(n)) +e(n) (8.4)

where ¢g(-) is a nonlinear relationship modeled by the learning process. As derived in this section,
the first step to suitably decompose the aggregate signal to its components p;(n), is to consider
several previous observations of the aggregate signal over a time window, in a way to maximize

model’s performance.
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Table 8.2 Performance metrics (MAE, RMSE, NRMS) for AMPds dataset.

CDE DWE HPE WOE
= £ glg E Bl & 2|z £ g
= 2 B E 2 EBE 2 2z B2 2 E
5 Z s 2 ER = 2
TDLCNN 19.2 103.7 0.2 |32.0 84.6 0.8 [102.2 102.2 1.1 [42.2 201.3 1.3

R-TDLCNN 11.9  95.8 0.2 |16.0 74.8 0.7 |49.3 181.0 0.9 |204 139.2 0.9
M-TDLCNN 16.3  65.3 0.1 |239 717 0.6 |249 659 0.3 [27.0 99.1 0.6
MR-TDLCNN |[4.7 41.6 0.1 |14.3 645 0.6 |18.4 58.3 0.3 |152 76.68 0.5

LSTM][103] 253 1809 0.4 (240 721 1.0 |161.7 369.8 0.5 |15.8 141.2 0.8
ConvLSTM[99] |/14.1  107.0 0.2 |24.3 87.3 0.7 947 236.8 1.2 |55.9 298.0 2.0
COJ[128] 117.5 453.3 1.2 |156.2 317.6 4.4 [249.1 4587 1.2 |267.0 432.7 34
FHMM][128] 129.5 3232 09 |313.6 459.0 44 |121.6 4266 1.1 |49.3 360.8 2.8

8.1.2 R-TDLCNN Model: Introducing a Recurrent character to CNN for
NILM

It is intuitively clear that the active power signal observations per appliance are not independent
over time. A widely accepted way to model this dependence and dealing with these inherently
recursive data is through recurrent neural networks (RNN). RNNs can use the feedback connection
to store information over time in form of activations, successfully handling sequential data and
time series. On the other hand, CNNs capture patterns through non-linear relationships allowing
weights to be dynamically updated in a complicated way. An approach based entirely on CNN is
not adequate (see Section III.A), since significant variations in the disaggregated signal are observed
that should be taken into consideration.

Thus, a hybrid CNN model is hereby introduced that incorporates RNN model’s characteristics
into the basic CNN structure, leading to a novel CNN model with a recurrent character, as
illustrated in Fig. 8.3. The difference is that in the case of RNN model the update occurs in the
hidden state, whereas in our approach the update is carried out directly to the output. Except for
matching sequence inputs with sequence outputs, as introduced in the previous step (Section IV.A),
the model incorporates an a posteriori state estimation per appliance, at time n, given observations
up to and including time n.

Thus, based on (4) and given (2) and (3), we form an updated non-linear framework:

pj(n) = f(p(n),p}(n)) +e(n) (8.5)

where:
pj(n) = [pj(n)pj(n—1)...p;(n—k)|" (8.6)

The main difficulty in (5) is that the non-linear relationship f(-) is actually unknown. To address
the fact, machine learning methods can be applied to approximate f(-) in a way that minimizes

error e(n).
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Fig. 8.4 The power triangle.

8.1.3 M-TDLCNN Model: Introducing a multi-channel CNN architecture for
NILM

An important benefit of using CNNs is that they can support multiple inputs. In the literature,
the majority of the proposed methods adopt a solution that uses only active power measurements.
However, power utility companies are generally concerned about both active power (P) loads (W)
and reactive power (@) loads (VAR). In active power loads (e.g., an electric stove) dissipation of
the performed worked takes place, whereas reactive power loads (e.g., a capacitor) store the power
received from the grid, and release it back in the opposite direction later without dissipation. Loads
can often be both active and reactive, as for example an air conditioning unit. Mathematically,
active power results from in-phase voltage and current, whereas reactive power results from out
of phase voltage and current [3]. Apparent power S, sometimes referred to as total momentary
power, can also be a useful cue for disaggregation. Apparent power is conventionally expressed in

volt-amperes (units in V' A). These quantities are related as (Fig. 8.4):

s=1-Vp=s-cosbq=s-sinf (8.7)

where [ is current, V' is voltage, and 6 is the phase of voltage relative to current (i.e., the phase
angle).

The s,p,q, and I are inserted in the CNN model as multi-variable timeseries in order to
strengthen the model’s reliability, resulting in a non-linear regression problem. In correspondence
to Section IV.A, each variable (p,s,q,I) adopts the tapped delay line structure in order to be feed
in the model. Each input sequence ({p},{s},{q},{I}) is then, passed as a separate channel, in
correspondence to different channels of an image (e.g. red, green and blue), forming a multi-channel
CNN structure. As a result, a fused input that resembles a tensor is created. The tensorized
input ensures that the model encapsulates all necessary information to produce the output, using a
M-TDLCNN model.

8.1.4 MR-TDLCNN Model: Leveraging M-TDLCNN and R-TDLCNN models
into a novel NILM model

The architecture, as shown in Fig. 8.1, consists of a pipelined recurrent structure. As shown in the
figure, it is composed of two modules in parallel, TDLCNN Module-1 and TDLCNN Module-2,
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Fig. 8.5 Comparison of the proposed method (green solid line) with ground truth (in gray) for
selected appliances in AMPds dataset.

in such a manner that the output of Module-2 is used as an input to Module-1. MR-TDLCNN
model combines simple recursive approach with CNN architecture in order to allow learning
meaningful data-dependent weights. Furthermore, it exploits multiple input features succeeding

high performance.

8.2 EXPERIMENTAL EVALUATION

In this section, we will experimentally validate the superiority of the proposed MR-TDLCNN
method in comparison to (i) the basic TDLCNN model, (ii) individual updates (R-TDLCNN and
M-TDLCNN models) and, more importantly, (iii) other state of the art methods. Among them an
LSTM network [103] and a hybrid CNN-LSTM method [99] are included. LSTM has been selected
as a typical network for timeseries processing. Furthermore, an improved hybrid CNN-LSTM
model [135] is used with CNN layers for feature extraction on input data combined with LSTMs to
support sequence prediction. We also compare the aforementioned results with the state-of-the-art
NILM algorithms i.e., FHMM-based and CO-based methods from NILMTK [128], a Python-based
extension which is widely used in energy disaggregation research. We evaluate the model’s accuracy
and convergence speed across different models and different appliances. RMSE error of training
was selected as a frequently used measure of accuracy in order to keep track of the performance

measure of our model during training.
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8.2.1 Dataset description and experimental setup

The evaluation of the proposed method is conducted on the public AMPds dataset [116]. The
AMPds contains active, reactive and apparent power values as well as current measurements from
a Canadian house, at one-minute interval over a 2-year period. The selected appliances are of
multi-state type, making difficult their respective power load estimation (see Fig. 8.5 with grey
filled color).

8.2.2 Performance Evaluation and Comparisons

We trained our models using adam (adaptive moment estimation) optimization with a learning rate
of le-4. Model weights and coefficients are updated using a mini-batch size of 50 at each training
iteration. The maximum number of epochs for training is selected to be 400. Training period starts
at 18 August 2012 and ends at 13 April 2013; 30 days were used as test sample (17 May 2013-17
June 2013). This split is representative of the problem and in addition, the testing period is a

transitional period, so we can evaluate the ability of the model to adapt to seasonal variations.
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Fig. 8.9 The proposed model architecture. The model leverages the strength of rapid progress in
CNNs, among with the need to apply the convolutional models for temporal sequences of data.
Thus, a sequential input is entered into the model, a CNN layer is used for the optimal feature
extraction and then, the stacked recurrent layers follow.
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Deep learning performance is improved through data balance and normalization to 0-1 for each
channel. The proposed MR-TDLCNN model, along with TDLCNN, M-TDLCNN, R-TDLCNN
and LSTM are implemented using MATLAB software. CNN-LSTM algorithms have been trained
and deployed using Python with Tensorflow and Keras libraries. CO and FHMM methods have
implemented in NILMTK. Regarding the dataset, training and testing splits have already been
pre-split and pre-normalized, to ensure that the conditions are the same and the results are
comparable.

The proposed MR-TDLCNN regression model satisfies a set of crucial characteristics making
it superior than the other existing methods in literature, for NILM. Its modularity is one of its
main advantages in comparison to FHMM and CO approaches, in which dimensionality is a major
issue. In addition, the introduction of deep learning as part of the solution of NILM problem is
also a comparative advantage. Furthermore, model’s performance strengthens with the use of all
four components (current, active power, reactive power, and apparent power) available in AMPds
dataset, achieving faster convergence and higher performance than state-of-the-art results for the
same dataset.

Table 2 presents the comparative results based on objective metrics of (i) Mean Absolute Error
(MAE), (ii) Root Mean Square Error (RMSE) and iii) Normalized RMSE (NRMS), which are
commonly used metrics for the evaluation of energy disaggregation. In this experimental setup,
four appliances for AMPds dataset are presented. Particularly, we have used clothes’ dryer (CDE),
dishwasher (DWE), heat pump (HPE) and wall oven appliance (WOE) of single AMPds house. Our
proposed MR-TDLCNN method generally performs best mainly due to its capability to effectively
model time dependencies and its ability to incorporate different data observations (p, s, q, I)
strengthen model’s performance. R-TDLCNN and M-TDLCNN models proved to have better
performance compared to basic TDLCNN model. Here, it is worth mentioning that, CNN-LSTM
model’s performance is quite high and is a good alternative as a proposed solution to solve NILM
problem. It should be mentioned that the model for detecting the HPE appliance (AMPds) is not
so accurate mainly due to seasonal signal’s changes caused by external contextual conditions /
parameters. It should be mentioned that for all scenarios the metrics have been calculated over all
the examined time period, in which the appliances can be either in operation or not.

Fig. 8.5 shows the comparison among the predicted signal and the ground truth for clothes
dryer (CDE), heat pump (HPE) and wall oven appliance (WOE) of single AMPds House. Fig.
8.5 is representative of the MR-TDLCNN method’s superiority against the remaining TDLCNN,
M-TDLCNN and R-TDLCNN methods that have been presented before. Thus, the integrated
MR-TDLCNN model succeeds better performance in comparison to the results that the basic model
architecture succeeds. Particularly, the baseline TDLCNN model presents the worst results among
others for all the presented appliances. Also, we can notice the existence of false detections, especially
in HPE and WOE appliance. M-TDLCNN and R-TDLCNN models’ have adequate performance,
while MR-TDLCNN presents high-levels of performance and additionally, false detections have
been eliminated.

A way to get insight into the model’s learning behavior is through evaluation on the training

dataset. Thus, a model’s learning rate can be described using performance/epochs diagram. Fig.
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8.6, 8.7, 8.8 illustrate loss curves for the four aforementioned models, namely are TDLCNN,
R-TDLCNN, M-TDLCNN and MR-TDLCNN, in pairs.

Fig. 8.6 shows TDLCNN and R-TDLCNN models’ loss progress during training using RMSE
error and considering 60000 iterations per appliance for each of the presented CNN based models.
In general, the loss function is being minimized during training. As observed, R-TDLCNN model’s
performance is slightly better than TDLCNN model’s, as the former has a lower loss than the latter.
It is worth mentioning that the training loss for HPE and DWE appliances present considerably
lower values in R-TDLCNN than the values deriving from TDLCNN model. The loss curve, as
illustrated with green for R-TDLCNN model, has lower starting point value, decreases with a
smaller rate and is smoother than TDLCNN model’s loss curve (with orange line).

Fig. 8.7 shows loss progress for basic TDLCNN and M-TDLCNN models during training. In
general, the loss function is being minimized during training. In most cases, M-TDLCNN losses
are lower compared to TDLCNNs ones. DWE appliance presents intense slope with high starting
point values (3 for TDLCNN and 1.5 for M-TDLCNN) that converge at values <1. Finally, the
loss curve for M-TDLCNN and MR-TDLCNN models is presented with orange and green color
line, respectively, as Fig. 8.8 shows.

Taking as example WOE appliance, the box plot has been used to display the distribution of
RMSE error reduction during training in conjunction to elapsed time, based on the five-number
summary: minimum, first quartile, median, third quartile, and maximum. Furthermore, surprisingly
high and low values called outliers, are illustrated by dots. The central rectangle spans the first
quartile to the third quartile. A segment inside the rectangle shows the median and "whiskers"
above and below the box show the locations of the minimum and maximum. Comparing TDLCNN
and R-TDLCNN in Fig.9, we notice an increase in convergence speed leading to the reduction
of needed time for training in comparison to the time needed for TDLCNN | even though the
initial RMSE error (0.9) is greater than RMSE error of the simple CNN single channel model (0.8).
Furthermore, TDLCNN succeeds RMSE error 0.2 while R-TDLCNN reaches the value of 0.1. Also,
the presence of RMSE error value 0.1 starts early (the first minute of training time), even though as
an "outlier". As regards the other two models, M-TDLCNN model reaches the value of 0.1 RMSE
error, while MR-TDLCNN reaches the same value earlier and the training phase stops 10 minutes

earlier.



Chapter 9

The proposed Ener(GAN-++ model
for NILM

9.1 Motivation and Contribution

The main limitation of the aforementioned GAN-based NILM approaches is that the discriminator
is represented by a generic classifier which has not been optimised for the specific particularities of
energy disaggregation. More specifically, energy consumption follows long-range dependencies which
cannot be approximated by the traditional shallow-based (short-term) discriminant components.
Moreover, data consumption time-series of an appliance present non-linear auto-regressive behavior;
the output values at a time instance is non-linearly related with the output values of previous time
instances. Therefore, the discriminator classifier should simulate recurrent capabilities. Finally, a
GAN model used for NILM modelling is implemented using the inverse GAN framework, since we
need to approximate real energy consumption signals of an appliance instead of generating realistic
outputs.

In this section, we extend the EnerGAN approach of [79] by including a deep learning classifier in
the discriminator component of GAN [136], [137]. In particular, we enrich the concept of adversarial
learning in NILM by introducing a more efficient discriminator in our proposed EnerGAN-++ model
which is now constitute of a combined convolutional layer with a recurrent GRU unit instead of a
simple binary classifier. Advanced structures such as the recurrent GRU approximate long range
recurrent dependencies in a better way, compared to traditional recurrent neural networks suffering
from the vanishing gradient problem [138], [40]. In this work, we leverage the strengths of rapid
progress in CNNs and the desire to apply these models to time-varying power consumption data
sequences, under an adversarial training framework [139]. Here, we emphasize that alternative
ways of applying CNNs for sequential data with temporal character for NILM have been proposed,
such as [3]. However, none of the above mentioned methods that combine CNNs properties with
temporal character have been used in adversarial learning for energy disaggregation. In particular,
EnerGAN++ model has good performance, especially in case that (a) noisy aggregate signals are

used as input triggers and (b) abrupt changes in the appliance energy signals are encountered.
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We name this extended model, which is also based on an inverse GAN structure, EnerGAN++.

Therefore, the main contributions can be summarized as follows:

e The use of a deep learning recurrent classifier to model the discriminator component of
the EnerGAN++, with the capability to approximate long-term and regressive data signal
behaviour, instead of the traditional GAN discriminators relied on shallow and generic

classifiers.

e EnerGAN++ generates the entire signal waveform and it is capable of making more long-term
estimations, rather than predicting solely the single current value of the individual power

signal

e Our approach uses the aggregate energy measurements as the noise input vectors triggering
the GAN model. In addition, since our target is to approximate real energy consumption of a
specific appliance, EnerGAN-++ uses labeled time-series of single appliance as input vectors
of the generator during the training phase in contrast to conventional GAN modelling where
only random noise signals are considered as input triggers. The non-linear deep discriminator
unit competitively acts with the generator to reject generated sequences which are not well
approximates of energy time-series of an appliance during training. Instead during testing,
only the aggregate energy signal is used as input and the EnerGAN++ isolates the energy

consumption sequence of a specific appliance from aggregate measurements.

e EnerGAN++ are inherently more robust to noisy input signals and less sensitive to inconsis-
tencies or gaps in the input aggregate signal, since more sophisticated deep learning GAN

components are considered.

The structure of the chapter is as follows: In Section 9.2 a detailed description of the NILM
problem formulation is provided. Sections 9.3 and 7.4 describe the two EnerGAN++ network’s
components: the generator and the discriminator, explaining at the same time the challenges and
barriers that we should overcome to adopt a GAN network for solving NILM problem as well
as, the respective adaptations that EnerGAN++ introduces. Section 7.5 presents the proposed
EnerGAN++4 method configuration. In Section 9.6, the EnerGAN-++ approach is experimentally
evaluated against state of the art energy disaggregation methods in publicly available datasets,

whereas Section 9.7 concludes the results.

9.2 The NILM Problem Formulation

The residential total power consumption is measured using smart meter devices, thus the consumers
be aware of their total (aggregate) power consumption. However, as far as energy efficiency is
concerned, energy consumption awareness at appliance level is essential. One way to measure
consumption per appliance is through the usage of smart plugs, a solution which is economically
unaffordable. For this reason, usually NILM or energy disaggregation methods are applied. NILM is

the problem of decomposing the total power consumption of a household, into individual appliance
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Fig. 9.1 Comparison between a typical GAN approach and the EnerGAN+ structure approach.
Three main specifications are introduced there: (i) the use of the aggregated signal as input noise,
(ii) the encoding layer used to map the aggregated signal into a desired latent feature, and (iii) the
advanced CNN-GRU discriminator dedicated to achieve the optimal sequence classification, that
ensure the EnerGAN++ ability to achieve energy disaggregation, even if the data input samples
are noisy.

power signal components, using signal processing and machine learning tools, without prior existence
of smart-plug equipment.

At a discrete time index ¢, we assume p(t) the noisy aggregate measured energy signal for the
whole household under study. Signal p(¢) is the sum of the individual appliances’ power consumption
p;(t) plus an additional noise €(t). Thus, in a NILM framework [97], we express the total power

consumption p(t) as:

M
B(t) =Y pm(t) +e(t) (9.1)
m=1

In Eq. (9.1) variable m refers to the m-th out of M available appliances. Here, we need a
robust to noise model able to separate the total noisy power measurements p(t) into the individual
-free of noise- appliance source signals p,,(t). Under a NILM framework, the individual appliance
power consumption p,,(t) is not a priori available, assuming the absence of installed smart plugs.
Instead, only p(t) is given. Therefore, the problem is to calculate the best estimates p,(t) of the
appliance power consumption, given the noisy p(t) values.

NILM methods often look at the problem as decomposing a mixture signal into individual
appliances signals (based on single-channel source separation) and formulate the task as an
optimization problem [see Eq. (9.1)]. Traditional generative models such as independent component
analysis [140] and non-negative matrix factorization [117] have been proposed to solve the NILM
problem. Linear independent component analysis (ICA) has been especially popular as a method
for blind source separation (BSS), with applications in various domains including audio source
separation and image processing. However, it would be interesting to replace the linear ICA model,
with an alternative model to model the non-linearities existing in energy data consumption signals.
In the light of the recent success of deep learning methods, auto-encoders (AEs) have been proposed
as an approach to supervised non-linear source separation, by for example Pandey et al. [141] and
Grais and Plumbley [142]. In the context of NILM, the work of Kelly [99] is one of the first works

that have used denoising autoencoders.
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Fig. 9.2 The proposed EnerGAN++ architecture. The proposed method aims to unify existing AE
and GAN architectures into a single framework, in which AE achieves a non-linear total power signal
source separation, and adversarial training enhances model’s robustness to noise. The generator
is a convolutional autoencoder and as input has the noisy version of the aggregated power signal.
The autoecoder is trained adversarially with the discriminator. The discriminator is a long-term
convolutional recurrent network for sequence classification, and is conditioned with the aggregated
power signal.

9.2.1 Adversarial learning in Energy Disaggregation - The EnerGAN++ ap-
proach

In general estimates of p,,(t) given as input the aggregate signal p(t) is approximated through
a non-linear relationship and therefore neural network structures are considered as universal
approximators [143], [33]. However, unlike other deep learning neural networks that are trained
with a loss function until convergence, a GAN model is trained in an adversarial manner between
two main components: the generator G and the discriminator D. In our NILM modelling, the
generator G is trained to produce time sequences resembling energy consumption of an appliance,
while the discriminator D is trained to check whether the produced time series by the generator
coincide with a specific (real) appliance energy consumption sequence or not. Therefore G is trained
in a way to cheat D in the sense that it produces data sequences that they are not be able to be

distinguished by D. In other words G and D play a two-play minmax game with value function of

V(D,9)
mginmng(D, G) = Epmpaataip 108D (0m)] + Ep. () [log(1 = D(G(2)] (9.2)

Eq. (9.2) means that the discriminator D is trained to maximize the probability of assigning

the correct label between the ground truth samples and the “fake” samples produced by G, while
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simultaneously G to minimize log(1 —D(G(z)) that is the generator to produce samples of being
indistinguishable by D. The discriminator is trained to reject the artificially generated sequences
by the G and the generator to produce sequences confusing D.

A typical generative model takes a noise signal vector z in space R¥ and generates another
signal, G(z), of a higher dimensional space R"™ with n > k. The generative models produce data that
resemble the real data [144]. Probabilistic generative models demonstrate excellent performance for
various tasks such as denoising, inpainting, texture synthesis, video and natural language processing
[145].

In our case, a typical generative model will try to successfully reproduce the power consumption
signal of an appliance in households. In particular, in the following, we denote as {plabel = HT the
target signals over a time window 1" and as {pm t}t —+T the data generated by the generator G
over the same time interval. A traditional GAN generator is optimized to create data sequence
resembling the labeled data. This is achieved by propagating the noise signal into a higher dimension
space through a neural network structure (i.e., a decoder) with the purpose of transforming the
noise input z into a data sequence {pm t}t ?T This is illustrated in Fig. 9.1, where the noise input
signal z is forwarded into a convolutional decoder to generate a data sequence of ¥, of similar

statistical properties with the labelled data plabe,

Even though the generated data {pm =T are indistinguishable from the real data {p

label}t =t+T
as they follow the same statistical properties, their resemblance to the actual power values is purely
coincidental. Until now, we have underlined the GAN’s ability to reproduce appliances power signals
that resemble to the actual appliance operation power signal. However, solving NILM problem
implies the need for a network trained not only to reproduce the power signal of an appliance
but to know the exact operation and consumption of the appliance at a given time epoch. Thus,
our method extends beyond the need for randomly generated appliance power consumption value
having the same statistics. The trained network should be able to provide information regarding
the estimated appliance power consumption value at a specific time, and this, in turn, means
that z values should not be purely randomly generated but to move in a space appropriate for

label t t+T [146]

extracting the desirable sequential data {p,2% In case that the desirable output (i.e.

label t t+T is a priori known, we need to solve the inverse

the disaggregated appliance values) {p,2%
problem, which corresponds to finding the latent vector z that explains the output measurements
as much as possible.

To address the aforementioned difficulties, we modify the traditional GAN configuration to
fit the particularities of energy disaggregation problem. In energy disaggregation the purpose
of a NILM-based GAN network is to generate real appliance power sequence which is almost

identical with the labelled data over a time interval T, that is {9, t =T ~ {pl“bel A

instead
of producing realistic data sequences. Thus, it is important to find a way of inverting the “non-
invertible” generator. This is achieved through the following modifications of the traditional GAN

structure (see Fig. 9.1).

o First, instead of using a noise input signal z the aggregate energy consumption signal p(t)
is considered. Aggregate signal p(t), which is the sum of appliance’s energy consumption

signals, can be considered as an “noise” input trigger of the EnerGAN++ model. In this way,
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the generator G is capable of producing real and not realistic energy consumption sequences

for the m-th appliance, confusing the discriminator D.

o Second, in case that the aggregate signal p(t) is used as input trigger of the proposed GAN-
based model for NILM, an additional layer is required for the generator G. In particular,
we add an encoder prior to the decoder with the main purpose of compressing the input
aggregate signal p(t) in a way to produce a noise vector resembling z of the traditional GAN

structure.

e Third, the traditional GAN models considers simple classification structure for the discrimi-
nator D. Energy consumption signal presents high temporal relationships and auto-regressive
properties. Therefore, the traditional GAN discriminator can be easily cheated by the gener-
ator, reducing the overall NILM performance. For this reason, the proposed EnerGAN—++
model modifies the conventional GAN discriminator by using GRU unit which has recurrent
capabilities in order to address the temporal appliance’s energy consumption properties. En-
erGAN-++ has a more clever discriminator, forcing the generator to produce almost identical

appliance energy consumption to cheat D.

9.3 The EnerGAN++ Generator

Fig. 9.2 presents the structure of the generator of the proposed EnerGAN++ model. Our method
extends the traditional operation of a GAN beyond the need for randomly generated appliance’s
power data sequence of the same statistics with the labeled data. The NILM framework implies
the need for a network trained to generate the exact operation and consumption of an appliance at
a given time instance t.

This is achieved by using as input trigger of the EnerGAN-++ the aggregate signal {p; Z?T

t=t+T
t

over a time window of 7" duration. The signal {p;};— is considered as a noise trigger since

it is the summation of independent energy consumption signals of the appliances. In addition,

label t:?—T

ot fi— over a time window

during training, the ground truth data of the m-th appliance {p
of T duration is considered in order to initiate the EnerGAN++ generator to simulate the real
energy consumption data of the m-th appliance. We denote as Z;qin the input trigger vector of the

GEnerGAN++(+) generator during the training phase,

_ _ T
Typain = {2 (Pl 2] (9:3)

To handle the aggregate signal {p; E?T and the ground truth labels of {pf%f’fl §j+T as input
trigger of the EnerGAN++ model, an encoder layer is added prior to the decoder. The encoder
generates a compressed “noise” signal z,, (by encoding the input vector signal of Zy,4in) [99] which
is used as input trigger of the decoder of the EnerGAN-++ generator to produce a real appliance
energy consumption time series G(z,,) for the m-th appliance. Thus, the pipeline of the EnerGAN+

generator during the training phase is the following:
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the pipeline of EnerGAN++ generator during training: (9.4)
Lirain — Encoder (Zipqin) — 2m — Decoder (zm) — GEnerGAN++(Zm)

Eq. (9.4) means that the input signal Z;qin = {{pt}i s {plabelyi= t+T} is transformed (com-
pressed) to a latent noise trigger z,,, through a convolutional encoder and then, the noise signal z,,
is decompressed to generate a signal GpnergAN++(2m) that resembles the real energy consumption
of the m-th appliance. The encoder with convolutional layers, is forced to be an inverted version of
the decoder (with transposed convolutional layers), where corresponding layers perform opposite
mappings and share parameters [147]. The model tries to minimize the difference between the
{p9, =11 sequence values and the actual sequence values {pl“bel =11 generating data sequences
GEnerGAN++(zm) that confuse the discriminator D.

During the testing phase, the generator of the EnerGAN++ model Ggnergan++(+) receives as
input only the aggregate signal {p;}/=:"7 and not the appliance ground truth data of {plabel =T
since it has been learned during the training phase to produce almost identical energy consumption
time series of the m-th appliance. Thus, the pipeline of the EnerGAN++ generator Gepergan++(+)

during the testing phase is the following:

the pipeline of EnerGAN++ generator during testing:
(9.5)

(FYET 5 Encoder ( (=T ) — Zm — Decoder (2m) = GEnerGAN ++(2m)

It is clear that the output of the EnerGAN++ generator during the testing phase approximates
its output during training since the ground truth data of the m-th appliance are available only
during training. Therefore, we have that Gpnercgan++(Zm) = GEnerGAN++(2m), meaning that

}t =t+T

the propoduce data time series by the generator {pm it is very close to the labeled data of

{ label t t+T

9.4 The EnerGAN++ Disciminator

In the EnerGAN++ model there is not a loss function for training the network until convergence.
Instead, adversarial learning is adopted based on a min-max two-player game between the generator
GpnergAN++ and the discriminator Dgpergans+. The generator produces a sequence of data
1D, T to cheat the discriminator, while the discriminator seeks to distinguish whether the
data sequence produced by G is real (assigned a value of 1) or fake (assigned a value of 0). The
traditional discriminator of a GAN network does not take into account the regressive temporal
characteristics of the energy consumption signals. Therefore, it can be easily cheated by the
generator which has been appropriately modified to produce almost identical time series for the

m-th appliance (see Section 9.3).
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Fig. 9.4 The discriminator is a long-term convolutional recurrent network for sequence classification.
The proposed architecture of the discriminator leverages the strength of rapid progress in CNNs,
among with the need to apply the convolutional models for temporal sequences of data. Thus,
a sequential input is entered into the discriminator, a CNN layer is used for the optimal feature
extraction and then, the stacked recurrent layers follow. The scope of the discriminator is to decide
whether the given sequence is the generated or the real one.
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Here, the discriminator solves a binary sequence classification problem. Sequence classification
is posed as a problem of assigning a label to a sequence of observations. Recently deep learning
reccurent networks have been proposed in the literature for sequence classification. Examples are
the LSTM [40] and the GRU [148] structures. These networks have an internal mechanism to
balance between current and previous time steps, and thus, memorizing the temporal information

flow.

9.4.1 CNN Enriched - Gated Recurrent Networks for EnerGAN++ Discrimi-

nator

In the EnerGAN++ model, a combined CNN enriched - GRU classifier is adopted as the discrimina-
tor unit. GRU networks are appropriate for modelling the temporal auto-regressive properties of a
time series (Fig. 3). However, GRU structures are not able to extract features from the input data
in a way to optimize the overall classification performance. For this reason, we adopt a combined
approach by introducing a CNN model [36] prior to the GRU framework. Hereby, CNNs have
been used as feature extractors for the GRUs. In other words, the combination of CNN as an
efficient feature extractor with the GRU model, is capable of representing, synthesize and therefore
distinguish the temporal dynamic nature of the power sequence signals.

GRU is a modern version and very similar to the traditional LSTM cell, albeit less complex. It
merges the cell state and hidden state of the traditional LSTM cell, and in addition, it combines
the forget and input gates into a single update gate. Thus, it is more computational efficient as it
need less parameters for training and it has less complex structure. GRUs make use of a gated
activation function and are designed so as to have more persistent memory thereby making it easier
to capture long-term dependencies.

In the proposed EnerGAN-++ dicriminator, a stack of I GRU layers is considered. In general,
stacking improves discrimination performance [149]. Stacked GRU layers have two main operations
of dependence; the in-depth dependence and the temporal dependency. The in-depth dependence
implies that the output of the current GRU layer is related with the output of the previous layer,
while temporal dependency assumes that the hidden GRU states in a layer are inter-related in the
time domain. Each GRU unit has two additional control variables; the reset gate r!(¢) and the
update gate u!(t) (see Fig. 9.3). The reset gate r!(t) is responsible for determining how much of
information to forget. The update gate u!(t) is responsible for determining the worth-remembering
information of the previous states that should be forwarded to the next state. Therefore, the gates
rl(t) and u'(t) are related with the hidden states h!(t) and h'(t —1) as follows

ul(t ht—1)] |
l() = |7 w, 1(71 )|+ l (9.6)

r(t) o h*=(t) b,.
In Eq. (9.6) o is the sigmoid function and b} and b} are the respective biases of each component
for the GRU cell. Variables W and U are the transition matrices of the I-th GRU. In case of [ =1,

the convolutional layer is considered as previous layer and the input vector is the feature vector
[see Eq. (9.9)]. This means that h*=0(t) = fp(t).
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In stacked GRUs configuration a recursive approach is considered as regards the operation
of each GRU cell. In particular, a new memory state, denoted as le(t), is considered, acting as
the consolidation of the hidden state of the previous layer h!~'(¢) and the previous hidden state
hi(t—1) of the current layer. The consolidated hidden state h!(t) is given by:

B () = tanh (v (1) UR! (£ = 1) + WHI =L (1)) (9.7)

In Eq. (9.7) function tanh(-) refers to the hyperbolic tangent relationship. As we stated previous,
for I = 0 the value of the hidden state equals h'=°(t) = fp(t) (see Fig. 9.4). Eq. (9.7) means that
the consolidated state is related with the output of the hidden state h'(t—1) at the time instance
t—1 and the output of the previous hidden layer h'~1(t) at the time instance ¢. Using the values of
the consolidated state hl(t) [see Eq. (9.7)] and the values of the update gate ul(t) [see Eq. (9.6)]
the value of the hidden state of the I-th GRU element is estimated

B = (1= (8) ) RL(e) +ul (B! (£ = 1) (9.8)

In more detail, the GRU related above mentioned operations are illustrated in Fig. 9.4.

9.4.2 Operation of the EnerGAN+ discriminator

The proposed discriminator has two main components; the convolutional layer and the GRU unit.
The convolutional layer transform the input signal to a reliable feature vector fp(t), while the GRU
unit performs the discrimination. As input signal the generated power signal GrnergAN++(Zm) of
the m-th appliance is used [see Eq.(9.5)]. In addition, the labeled training samples of the respective
appliance {plabd }thrT = HT

classification comparisons. The discriminator has been optlmlzed through training to distinguish

and the aggregate measurements {p;},— is used as input triggers for
the “fake” data sequences produced by the generator {pm MEHT from the real ones.
Initially, the input vector of the discriminator, that is the data produced by the generator

{ﬁm,t =T HT are fed

i—¢ , the real labelled data {pl“bEZ = HT and the aggregate measurements {pt
as inputs to a CNN structure with the main purpose of transforming them into optlmlzed feature
maps of fp(t).
fo(t) ~ CO”“’DEMTGAN++ (Iinput)
with (9.9)

Tingu = [0 Y207 (05, 20T o]

The features fp(t) at the time instance ¢ are fed to the GRU structure trained to distriguish
the “fake” sequence produced by Ggnergan++ from the real one (available in the training set).

Therefore, we have that

Lif (g5 e R el st
DEnerGANJrJr =GRU (fD(t)) = (910)

0 if {p9,, =T 0t N{plabel}t t+T
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Table 9.1 Performance metrics( MAE, SAE, RMSE) for nine appliance of the AMPds and REFIT
datasets. In bolds, we have highlighted the method that succeeds the best performance per
appliance.

Clothes Dryer Heat Pump Oven

MAE SAE RMSE MAE SAE RMSE MAE SAE RMSE
EnerGAN++ 17.700 0.018 192.523 80.032 0.065 227.704 8.051 0.011 108.909
ENERGAN [79] 25.030 0.034 260.748 80.125 0.255 256.610 10.258 0.619 145.82
BabiLSTM [56] 10.009 0.062 99.211 88.215 0.354 230.155 17.645 1.420 146.459
DAE [99] 37.355 0.170 310.081 55.608 0.261 228.690 19.255 1.306 137.930

seq2seq CNN [121] 15.473 0.116 149.819 107.119 1.501 260.468 67.578 7.536 322.287
unidirectional LSTM [109] 90.200 1.104 219.296 154.947 2.181 285.355 57.685 6.094 242.572
FHMM ([128] 129.568 3.422 323.225 121.689 2.641 426.662 49.383 9.047 360.852

CO [128] 120.191 2.712 468.625 249.389 2.731 459.612 267.089 50.242 433.586

Dishwasher Kettle Microwave

MAE SAE RMSE MAE SAE RMSE MAE SAE RMSE

EnerGAN++ 20.320 0.079 156.633 7.811 0.232 119.102 8.302 1.417 75.840
ENERGAN [79] 22.166 0.154 197.087 31.304 0.788 122.357 12.046 1.444 94.008
BabiLSTM [56] 29.200 0.716 144.776 41.286 4.835 137.877 15.263 0.210 89.678
DAE [99] 25.410 0.235 205.516 9.063 0.303 114.404 12.252 0.391 89.587

seq2seq CNN [121] 34.987 0.886 188.099 19.896 1.968 115.482 14.830 0.408 79.568
unidirectional LSTM [109] 102.171 3.432 241.053 41.120 4.332 149.885 15.922 0.168 92.983
FHMM ([128] 147.701 3.902 493.499 40.856 2.433 204.101 77.342 3.599 196.579

CO [128] 138.805 3.629 492.172 40.659 2.567 203.586 51.826 2.042 165.419

Toaster Tumble Dryer ‘Washing Machine

MAE SAE RMSE MAE SAE RMSE MAE SAE RMSE

EnerGAN++ 2.255 0.249 32.979 16.992 0.060 108.256 7.362 1.519 105.555
ENERGAN [79] 2.645 0.632 38.743 19.207 0.069 133.004 8.171 0.265 101.452
BabiLSTM [56] 12.810 11.897 45.886 48.749 1.097 121.309 17.696 0.811 88.099
DAE [99] 8.294 7.737 57.960 32.864 0.149 142.340 13.400 0.275 109.782

seq2seq CNN [121] 15.044 13.790 50.837 42.513 0.648 158.970 27.090 2.196 133.218
unidirectional LSTM [109] 26.708 14.471 50.413 87.832 1.966 183.102 31.859 2.617 121.371
FHMM ([128] 32.457 15.443 57.786 91.554 2.456 193.771 177.015 2.747 535.198

CO [128] 35.664 12.544 67.729 91.988 3.211 201.533 210.956 2.936 458.503

9.5 The Proposed EnerGAN++ Model Configuration

The min-max game refers to the minimization of generator and the maximization of the discriminator.

9.5.1 The adversarial learning between the generator and the discriminator

Eq. (9.10) means that the disctiminator is trained not to be cheated by the generator GgnerGAN++-
At the same time the generator is optimized to produce a sequence of the m-th appliance in a way
to cheat the discriminator, that is GpperGAN++ (Zm) & {pf%{’fl E?T. This results into a 2-player

adversarial learning between the discriminator and the generator

EnerGAN++: mgianaXV(DEnerGAN++7gEnerGAN++) =

E [lOgDEnerGAN++ (pigzbela gEnerGAN-l——i— (2m))} +E [IOg(l - DEnerGAN++ (gEnerGAN—l--i- (2m) 7}5))]

(9.11)

In Eq. (9.11) it is held that Gpnergan++(2m) = (B iy -
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9.5.2 The proposed EnerGAN-++ network configuration

Fig. 2 shows the proposed methodology and the basic structure of the proposed model. As we have
stated previously two main components are included in the EnerGAN++ model; the generator and
the discriminator.

EnerGAN++ generator configuration: The EnerGAN++ generator consists of an autoen-
coder having (i) a convolutional encoder and (ii) a decoder part, which is an inverted convolutional
version of the encoder. During the training phase the encoder part takes the aggregate signal
measurements j(t) and the labelled energy consumption time series of the m-th appliance pl2%¢(t)
and maps it to a latent compressed vector of z,,(t). The compressed vector z,,(t) feeds the decoder
part of the generator with the purpose of reconstructing an approximate version of pf%bel(t) denoted
as P (t). During the testing phase only the aggregate measurements are used as inputs to the
encoder part of the generator and therefore, it produces an approximate latent compressed vector
of 2,,(t). The decoder part has been learned, during the training phase, to produce approximate

energy consumption time series of the m-th appliance. Therefore, during the test phase, the decoder

label
m

part of the generator produces a data sequence of p9 (t) close to pl?¢!(¢) from the input latent

signal Z,,(t). Therefore, the loss function of the generator autoencoder will be:
plabel () — Decoder (2, (t))

LgEnerGAN-!—-l» L nan

2
with (9-12)

Zm(t) = Encoder(p(t))

Eq. (9.12) means that the encoder part of the generator has been trained to produce a latent
compressed signal 2, with the capability of generating the energy time series pl2%¢ for the m-th
appliance.

The encoder configuration structure has three convolutional layers: the first layer consists of 256
filters with a kernel size 1x8, the second layer consists of 128 filters of 1x16 kernel size, whereas
the third layer consists of 64 filters with size 1x32. The decoder maps the latent value z,, to a
higher feature space, which describes accurately the individual appliance waveform. The proposed
topology layout has two deconvolution layers: the first layer consists of 64 filters with a kernel
size 1x8 and the second layer consists of 128 filters of 1x16 kernel size. The latent vector is not
randomly generated, on the contrary it comes from an inverted generator (the encoder) and encloses
information from the aggregate signal.

EnerGAN++4 discriminator configuration: The discriminator D comprises of a convolu-
tional layer with 60 different kernels consisting of trainable parameters which can convolve the
given input and extract the appropriate features. After the automated feature selection, a sequence
classification with two stacked recurrent GRU layer follows. The first GRU layer comprises of 40
filters and the second with 30 filters, whereas the network architecture ends up with two dense
layers. The first one consists of 30 neurons, whereas the second one is fully connected to the output
neuron to predict whether the input pair is the actual data or the generated one. The neurons in
output layer use as the activation function the sigmoid function, whereas all the remaining layers

use ReLU as the activation function.
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Fig. 9.5 Comparison of the proposed method (purple line) with ground truth (in orange) for selected
appliances in AMPds and REFIT dataset. Furthermore, the aggregated data are also illustrated.
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Fig. 9.6 Generated power appliance samples for dishwasher appliance (REFIT). The diagrams show
the GAN’s model robustness to noise, for all the cases (adding Gaussian noise in 5%, 10%, 20%,
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Fig. 9.7 Generated power values for toaster appliance, The diagrams indicate that the proposed
model is robust to noise, whereas the baselines are weak for the cases with noise.
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Fig. 9.8 Quantitative results on AMPds and REFIT datasets. The small MAE error values provide

better performance.
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Fig. 9.9 Comparison between EnerGAN-++ model results provided after applying Gaussian noise
to the aggregate signal and the respective results of the disaggregation using the sequence to sub-
sequence conditional GAN model of [2]. The small MAE error values provide better performance.
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Fig. 9.10 Comparison between EnerGAN++ model results provided after applying Gaussian noise
to the aggregate signal and the respective results of the disaggregation using the WaveNILM model

of [3]. The small MAE error values provide better performance.
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9.6 Experiments

9.6.1 Description of the Dataset

The evaluation of our generative adversarial model for energy disaggregation has been conducted
on nine appliances derived from AMPds [119] and REFIT [131] datasets. These open-access
energy consumption datasets provide the aggregate power measurements of the whole house and
sub-metered readings (smart plugs) from individual appliances at different time resolutions; 60s for
AMPds, 8s for REFIT. In our study, REFIT data are down sampled to 60s resolution. The AMPds
consists of a single house in Canada, whereas the REFIT consists of 20 houses located in UK. Both
the AMPds and REFIT datasets collected over a period of two years. The appliances are: clothes
dryer, heat pump and oven appliances from AMPds and dishwasher, kettle, microwave, toaster,
tumble dryer and washing machine appliances from REFIT dataset.

The section 9.6 presents: (i) the evaluation performance metrics for our proposed methods in
contrast to the other state of the art methods (see section 9.6.3), (ii) the robustness of our method
to noise, which is our comparative advantage in contrast to other conventional NILM methods (see
section 9.6.4).

The chapter points out the EnerGAN++ method’s comparative advantage for noisy aggregate
data. Furthermore, REFIT measurements contain noise in the label ground truth data due to
numerous unknown appliances and measurement errors. This introduces an additional challenges
for our proposed method.

Our EnerGAN++ algorithm is implemented in Python 3.6 using the Keras API integrated into
TensorFlow 2. The computer used for all of the training and testing was an Intel Core i7-8750H
CPU at 2,20 GHz with 8 GB of random-access memory and an NVIDIA GeForce GTX 1050 with
4096 MB of DDR5 memory.

9.6.2 Quantitative Evaluation Metrics

In this study, we compare the proposed EnerGAN++ method for NILM, against other state of the
art methods. In particular, our method is evaluated against the previous version of our proposed
GAN (EnerGAN) [79], as well as the BabiLSTM network, as presented in [56]. Furthermore,
the method is compared against the traditional deep learning models, applied for NILM, such
as sequence to sequence CNNs (seq2seq CNN), [121], [56], unidirectional LSTMs [109], [57] and
denoising autoencoders [99]. These models have also been implemented in Python 3.6 using Keras.
Finally, we compare the proposed method against additional benchmark approaches such as FHMM
[128] and CO [128]. These approaches are implemented in NILMTK library [128].

Table I is a summary that compares the aforementioned techniques with the proposed Ener-
GAN++ model. The metrics used are:
(i) the Mean Absolute Error (MAE) that measures the average magnitude of the errors in the set
of predictions and is a commonly used metric for NILM [58]. MAE metric is used when we are

interested in the error in power at every time point, and is less affected by outliers, i.e. isolated
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predictions that are particularly inaccurate:

_ S|Py (t) — s (1)
N

MAFE

(9.13)

(ii) the Signal Aggregate Error (SAE) is a common metric used to estimate the total energy
consumed by each appliance over a period of time [58]. This measure is useful because a method
could be accurate enough for reports of daily power usage even if its per-timestep prediction is less

accurate,
=X 1B5(6) — By (1)
2 ps(t)

(iii) the Root Mean Squared Error (RMSE), that is more sensitive to large errors, occurring either

SAE =

(9.14)

due to time delays or even fault detection (outliers),

S (D;(t) — pj(t))?
RMSE = 1 N

(9.15)

From the above, we consider that the smaller the MAE, SAE and RMSE errors are, the better the
performance of the examined method is.

Table 9.2 Rate of change in MAE error with an increase on Gaussian noise. The comparison is
between the proposed EnerGAN++ method and the BabiLSTM as well as sequence to sequence
CNN methods.

Appliance Clothes dryer Heat pump Oven
Method | EnerGAN++ BabiLSTM seq2seqCNN | EnerGAN++ BabiLSTM seq2seqCNN | Proposed BabiLSTM  seq2seqCNN
(0-5)% -0.16 1.58 1.07 1.20 1.84 2.26 0.67 0.70 0.32
(5-10)% 1.67 1.63 2.25 0.07 -0.15 0.99 1.31 0.90 0.51
<§| (10—20)% 0.03 0.73 2.27 -0.15 0.52 2.61 0.88 0.56 0.06
(20—30)% 0.77 2.37 -0.76 0.58 0.33 0.26 0.67 0.62 0.61
(30—40)% 1.53 0.39 0.79 -0.05 1.60 0.66 0.28 1.30 1.22
Ar 0.83 1.34 1.43 0.41 0.89 1.36 0.76 0.82 0.55
Appliance Dishwasher Kettle Microwave
Method | EnerGAN++ BabiLSTM seq2seqCNN | EnerGAN++ BabiLSTM seq2seqCNN | Proposed BabiLSTM  seq2seqCNN
(0-5)% 0.37 1.10 0.75 0.19 1.59 1.05 0.01 0.32 -0.05
(5-10)% 0.61 1.50 0.04 0.93 0.65 -0.15 0.06 0.04 0.02
<§| (10—20)% 0.94 0.74 -0.07 0.15 0.13 0.33 0.34 -0.11 0.13
(20—30)% 0.16 0.33 0.05 -0.29 -0.13 0.03 0.03 0.05 0.20
(30—40)% 0.29 0.92 0.58 0.08 0.46 0.10 -0.04 0.06 0.07
Ar 0.47 0.92 0.30 0.33 0.59 0.34 0.09 0.12 0.09
Appliance Tumble dryer ‘Washing machine Toaster
Method | EnerGAN++ BabiLSTM seq2seqCNN | EnerGAN++ BabiLSTM seq2seqCNN | Proposed BabiLSTM  seq2seqCNN
(0-5)% 0.62 1.19 0.23 -0.19 1.82 0.70 -0.08 1.18 0.53
(5-10)% 0.38 1.88 -0.47 0.15 0.41 1.15 0.10 -0.08 0.57
<§| (10—20)% 0.15 -0.02 0.48 0.03 0.45 -0.07 0.33 0.10 -0.08
(20—30)% 0.01 0.42 0.13 0.17 0.16 0.30 -0.06 0.01 -0.05
(30—40)% 0.21 -0.49 0.13 0.35 -0.30 -0.08 0.02 0.19 0.35
Ar 0.27 0.80 0.29 0.18 0.63 0.46 0.12 0.31 0.31

9.6.3 Experimental Results

In Table 1, our proposed method has the lower values for MAE metric. This indicates that the
proposed EnerGAN++ has the best performance compared to the other methods, in terms of MAE.
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The exception is the clothes dryer appliance, where MAE as well as RMSE values seem to be higher,
while SAE error succeeds the minimum value. This is probably occurs due to the “jagged edges”
appeared in clothes dryer appliance pattern, that successfully cashed by the bidirectional-LSTM
scheme, but only as outline in the proposed scheme (also see Fig. 9.5). SAE and RMSE metric
values show also good performance for the majority of appliances. In terms of RMSE error, however,
the “failures” observed refereed to time delays occurred between the generated and ground truth
data. Furthermore, from previous studies in NILM, has been observed that architectures such as
LSTM and CNN, underestimate power values during the training process. As a result, such schemes,
produce patterns with lower power values, leading to small RMSE values, but, on the contrary,
to increased MAE values. Furthermore, it should be pointed out that the proposed network has
been significantly improved compared to our former EnerGAN network [79]. The improvement
is due to the different discriminator configuration, i.e. the recurrent convolutional network for
sequence classification that is trained to discriminate samples from data, as well as the different
loss functions selected for our proposed GAN network.

Fig. 9.5 shows the aggregate signal (grey line) and the generated power timeseries from our
GAN network (purple line) at a given time period. Also, with orange line the ground truth data
are depicted. As shown, the operation of each appliance is detected at an adequate level. In Fig.
9.5, the generated timeseries of power data are identical with the actual operation (ground truth)
of clothes dryer, oven, kettle, microwave, toaster, tumble dryer and washing machine appliances.
However, during the snapshot in time as illustrated in Fig. 9.5, for the heat pump appliance, a
false positive is appeared, since the appliance is detected in operation five times, whereas 4 times is
actually ON. On the contrary, a false negative is detected, at first, for dishwasher appliance, but
actually the orange undetected signal for this case indicates noise and not actual presence of the

dishwasher appliance.

9.6.4 Robustness to noise

Hereby we compare the results of our proposed method after having applied additive white
Gaussian noise in the aggregate signal in varying percentages (5%,10%,20%,30% and 40%). The
n% percentage values means that the power measurements of the aggregated signal (in W) have
a deviation of n% with 68%. Fig. 9.6 shows the generated values and their respective ground
truth, assuming clear aggregated signal (as illustrated in the up left diagram) and aggregated
signal, corrupted with 5%, 10%, 20%, 30% and 40% Gaussian noise, respectively. As noticed, the
aggregated power values are differentiated from the real ones, according to the percentage of the
Gaussian noise, and gradually “new” peak values in the aggregate timeseries are appeared, that
could lead to an erroneously detection of an appliance in operation or to degrade the quality of the
generated appliance power signal. In Fig. 9.6, the aggregated signal distortion, is observed, for
the different percentages of the Gaussian noise. For example, on the 6th of May, at 6:00 AM, the
aggregated signal has its maximum, with peak values reaching the 4000 W, while, after adding
the Gaussian noise (40%), the same maximum is now higher ( 6000W). Despite of the additive

Gaussian noise, it appears that the GAN’s performance isn’t affected.
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Dishwasher appliance has a duration in operation of about a half hour or even 1 hour. The
Gaussian noise, distorts the aggregated signal, however, this distortion is not enough to fool the
EnerGAN++ and force it to fault detection. In the next step, the study examines the behaviour of
the EnerGAN++ model in detecting appliances in operation for short time, since the peak values
from the Gaussian noise act as a catalyst for techniques that detect the appliance pattern into the
aggregated signal. Toaster, an appliance that remains ON for a short period of time (some minutes),
has been selected. Fig. 9.7 compares the generated appliances power values (dark green line) using
as input an aggregate signal corrupted with Gaussian noise (gray filled color), with the respective
estimations after applying the traditional LSTM (yellow line) and CNN (orange line) methods. In
contrast to EnerGAN++ method that performs learning in an adversarial framework (between
generator and discriminator), CNN and LSTM methods try to catch the appliance signal from
the aggregated signal using non-linear regression relationships. Thus, a possible aggregated signal
distortion, leads to erroneous appliance signal detection and the opposite one. This is obvious, in
Fig. 9.7, where the CNN and LSTM architectures underestimate the toaster appliance power values
during operation at 8:00 AM, as the Gaussian noise increases from 5% to 40%. In addition, fault
detection seems to be appeared for LSTM and CNN models. The right down diagram (40%) is
indicative of the CNN method’s “confusion”. In particular, it appears that the CNN model detects
the toaster appliance in operation, two times in the time interval between 7:45 and 8:00 AM, and
in addition, the peak power values for the appliance in operation reach almost the 400 W, whereas
the actual power values should be of about 900 W.

Fig. 9.8 shows the MAE metric results for noise in the aggregate signal in all cases (5%, 10%,
20%, 30%, 40%) between the proposed approach and the LSTM and CNN methods, per appliance.
The quantitative results on AMPds and REFIT datasets, shown that the EnerGAN++ approach is
robust to noise in the aggregate signal. Here, it is nevertheless necessary to remind that the smaller
MAE error values provide a better performance. It is indicative that in most appliances, the rate
of change of the MAE is lower than the increase in Gaussian error (for further details see Table II).

Fig. 9.9 compares the results of EnerGAN++ model with the corresponding results provided
by the sequence to sub-sequence conditional GAN model [2], given noisy aggregate signal values,
for the REFIT dataset. EnerGAN-++ is a robust to noise model and achieves good performance,
regardless of noise, in contrast to the SEQ2SUB model. SEQ2SUB model achieves good results
in normal cases as shown in [2], however, given noise aggregate signal input, its performance is
degraded (Fig. 9.9). Fig. 9.10 compares the result of EnerGAN model and WaveNILM [3] model
given noisy aggregated inputs, for the AMPds dataset. The results using WaveNILM method are
significantly degraded with the noisy inputs.

Table IT shows the MAE error rate of change Ar for the respective increase of Gaussian noise
((0-5)%,(5—10)%, (10 — 20)%, (20 — 30)%, (30 — 40)%), as well as the average rate of change Ar

for all the above mentioned cases.
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As observed, the change of MAE by an additional one percentage point, referred as Ar, is lower

in our proposed case, rather than in the two other methods (BaBiLSTM and seq2seqCNN).

9.7 Conclusion

In this chapter, we attempt to incorporate the autoencoder architecture under a generative
adversarial network, to achieve the inverse mapping and extract meaningful appliance power
consumption signal from the generator. Furthermore, we propose a novel discriminator for sequence
classification, that successfully distinguishes the generated appliance sequences from the real ones.
A hybrid CNN-GRU model ensures that the discriminator creates proper features and exploits the
temporal information of the timeseries. In the discriminator, the appliance power signal is paired
with the aid of the aggregated signal, to assist the discriminator to properly separate the generated
from the real values. Experimental results indicate the proposed method’s superiority compared to

the current state of the art.



Chapter 10

Conclusions

10.1 Summary and Contribution of the Dissertation

Deep neural networks have successfully been applied to address time series modelling problems.
They have proved to be an effective solution given their capacity to automatically learn the temporal
dependencies present in time series. However, selecting the most convenient type of deep neural
network and its parametrisation is a complex task that requires considerable expertise. Numerous
deep learning architectures have been developed to accommodate the diversity of time-series datasets
across different domains. In this dissertation, we proposed architectures in both one-step-ahead
and multi-horizon time-series prediction—describing how temporal information is incorporated into
the model. Furthermore, we have proposed hybrid deep learning models, which combine different

neural network components to improve pure methods in either category.

10.1.1 Contribution in the field of ionospheric TEC modeling

To establish high-precision forecast products and use them for positioning needs, it is necessary
to introduce reliable regional observation data to characterize regional anomalies that affect the
ionosphere. In this dissertation, we review a variety of deep learning models for time series
ionospheric TEC prediction that have been developed to explicitly capture temporal relationships.

Recurrent Neural Networks and their variants have become competitive methods for time series
TEC modeling. In chapter 3, a supervised unidirectional LSTM regression model that predicts
vertical TEC values has been proposed. The LSTM structure models the temporal dependencies
of the phenomenon and additionally the entrance to the model of external parameters related to
solar and geomagnetic activity, enhances the models accuracy. Furthermore, non-linearity and
sequence-to-sequence modelling is an additional advantage of the proposed LSTM method.

A Recurrent Neural Network is a type of neural network well-suited to time series data. Moving
towards RNN models that have as basic structure recurrent layers, that are able to process a time
series step-by-step, alternative architectures are proposed here, that adopt convolutional la yers
as basic structure. The proposed network has its origins in the traditional CNN network that is
popular for imaging applications. However, here is attempted to explore CNN correspondence

in detecting temporal recurrent patterns in timeseries structures, through the implementation of
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various adjustments and proposing specialized convolutional architectures. A temporal convolutional
neural network is proposed that consists of causal dilated 1D convolutions with autoregressive
character to predict ionosphere variations above a ground station and extract individualized VTEC
values per observed satellite. For ionosphere TEC modelling, the proposed network has statistically
higher accuracy than the other compared models, due to the successful combination between dilated
convolutions and very deep networks (augmented with residual layers). Thus, the temporal CNN
model looks very far into the past to make a prediction, allowing temporal dependencies.

Then, a model for accurate TEC estimates from GNSS data, surpassing problems related to
ionosphere irregular behavior at regional level, is proposed. The model creates robust regional TEC
models, which can eventually be used to estimate ionosphere variations at different geographic
locations (spatial), for different time periods (temporal) and under various solar and geomagnetic
conditions. The proposed model allows different solar and geomagnetic parameters as features.
As regards the spatial variability, depending on the station latitude, different weights to the
model should be assigned. These weights are learnable during the training phase and the features
contribute in a different way to the predictions of the model, depending on the station. In this
step, the convolutional neural networks (CNN) properly adjust the weights to better capture the
particularities of each station [36]. The proposed deep learning architecture is a combination
between convolutional and recurrent layer structures, to enhance temporal variability. Our model
leverages the strength of rapid progress in CNN, among with the need to apply the convolutional
models for temporal sequences of data. The CNN layer is used for the optimal feature extraction

and then, the stacked recurrent layers follow, to control and manage the temporal information flow.

10.1.2 Contribution in the field of energy disaggregation

In chapter 7, a contextually adaptive and Bayesian optimized bidirectional LSTM model for
modeling appliances’ consumption patterns in a NILM operational framework is proposed. The
CoBiLSTM model is a generalized bidirectional LSTM network, adaptable to different contextual
factors with an internal process of adaptation based on model performance error. The proposed
approach based on progressive model updates can effectively adapt to a wider and more diverse range
of instances and conditions, thus making a successful step towards scaled up NILM applicability.
A bespoke, appliance-specific and specific to particular contextual configuration model would
have better performance than our scalable context aware model, but it would only be applicable
in a very con-strained set of settings. The proposed model provides an updating solution that
is sufficiently general, while at the same time managing to capture individual particularities in
appliance operation.

Then, a novel deep learning based on CNN structure is introduced for energy disaggregation.
The proposed CNN deep-learning multi-input /multi-output regression model leverages the recurrent
property to effectively model the temporal interdependencies of the power signals. Moreover, the
incorporation of multiple channels, each for a different signal (active, reactive, apparent power and
current), offers additional streams of information resulting in a more accurate model. Experimental
results suggest higher performance and faster convergence times compared to state of the art

approaches.
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Then, the NILM problem is solved by incorporating an autoencoder architecture to a generative
adversarial network, to achieve the inverse mapping and extract meaningful appliance power
consumption signal from the generator. Furthermore, a novel discriminator for sequence classification
is proposed. The discriminator successfully distinguishes the generated appliance sequences from
the real ones. A hybrid CNN-GRU model ensures that the discriminator creates proper features
and exploits the temporal information of the timeseries. In the discriminator, the appliance power
signal is paired with the aid of the aggregated signal, to assist the discriminator to properly separate
the generated from the real values. Experimental results indicate the proposed method’s superiority

compared to the current state of the art.

10.2 Future Prospects

There is, of course, room for additional work in each of the topics covered in this dissertation. Hence,
in this final section, some ideas for future research are discussed. An issue that falls under the
broader research area of this dissertation is the incorporation of the current trends in the literature
such as ensemble models to enhance accuracy or transfer learning and to reduce the burden of high
training times. As for time series prediction, providing explainable result is beneficial for measuring
its reliability. Therefore, enhancing interpretability becomes a future topic attracting intensive
attention. Acceleration for the learning process is another area in which deep learning needs to
be improved over the next few years. In order to determine the weights of multiple layers in the
network, deep learning-based approaches usually requires hours or even days for training, even
using the latest GPU processors, which is unacceptable for time series prediction in some real-world
application cases. For improving the computational efficiency, some studies have been conducted to

propose algorithms and strategies for accelerating deep learning [20].

10.2.1 TIonospheric TEC modeling

The transmitted signals from Global Navigation Satellite Systems (GNSS) are directly affected
by the ionospheric variations, causing delays [50]. These delays depend on the signal frequency
and the electron density along the transmission path. Hence, ionospheric variability introduces
an additional error source in GNSS positioning [51]. The use of multiple navigation signals of
distinct center frequency transmitted from the same GNSS satellite allows direct estimation of these
ionospheric delays. Exploiting the fact that different signal frequencies are affected differently by the
ionosphere, an appropriate processing strategy of multiple-frequency GNSS signals, eliminates the
ionospheric error [51]. Contrary to multi-frequency GNSS receivers, real-time (RT) single-frequency
(SF) positioning with a low-cost receiver has received increasing attention in recent years due
to its large amount of possible applications. However, in this case, one major challenge is the
effective mitigation of these ionospheric delays [52]. RT-SF-SPP (Standard Point Positioning)/PPP
(Precise Point Positioning) techniques use ionospheric vertical TEC (VTEC) products released by
the International GNSS Service (IGS) real-time service [53], to eliminate the ionospheric error and
apply corrections to the model as external parameters. However, these ionospheric VTEC products

have global coverage. An interesting future prospect would be to extend the applicability of the
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proposed non-linear regional models for ionospheric variability modelling and to apply them as
external ionosphere corrections in near-real time PPP-RTK processing. The outcomes of these
models could be used as part of the integer ambiguity resolution (IAR)-enabled PPP owing to the
use of predicted ionospheric delays in addition to other corrections.

As future work, it is important to assess the accuracy of the TECs computed by the model
in the position domain, with precise coordinates of the IGS stations. Also, it is important to
investigate model reliability, given as inputs GNSS observational data from a regional network
of stations close to each other, to examine the extent to which such models capture the regional
anomalies.

In addition, more complicated deep learning architectures such as semi-supervised learning
[94], [95] and/or Generative Adversarial Networks (GAN) [90] can be examined to see if they can

improve the results while retaining small computational cost.

10.2.2 Energy disaggregation

Efficient and careful utilisation of energy resources is necessary in order to conserve them. Energy
disaggregation is an essential element in the conservation of energy since it elaborates the energy
usage tendencies. The trends observed in the energy-usage patterns from a household can be used
for security purposes. A detected anomaly behaviour might implies a sign of appliance failure or
illegal use of supplied electricity. The appliance usage patterns can also be used to calculate and
control the amount of carbon emissions. Also, investigating model’s scalability and applicability to
different contextual factors that constitute an obstacle to the solution of NILM problem, is another

interesting prospect for future research.
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