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#### Abstract

Space constitutes a nascent and promising industry with countries and individuals investing a tremendous amount of money every year. By 2021, more than 6000 satellites were orbiting Earth. The immense increase in the number of satellites mandates the organization of missions which would provide a wide range of on-orbit servicing operations. The potential dangers of space render space robotic systems the most appropriate choice for these tasks.

In this thesis, a Model Predictive Controller (MPC) is used for the control of the manipulator of a space robotic system for a variety of different scenarios. The controller is compared to a regular PID Controller to manifest its benefits and shortcomings. Firstly, the kinematics and dynamics of a Free-Floating Space Robotic System (FFSMS) as well as the theory for the design of the MPC -with and without constraints- are presented. When the system operates in Free-Floating mode, the controller of the base is turned off and only the manipulator's controller is active. A plethora of simulations is performed using a planar FFSMS with a single manipulator of 3 Degrees of Freedom (DoF). The simulations are conducted using Matlab/Simulink as well as the Multibody Dynamics software MSC Adams.

The studied scenarios involve different missions with various path planning techniques and impediments (like disturbances, parametric uncertainties and noise) which the controller of an FFSMS might face throughout its various missions. The first scenario contains the study of the performance of the MPC when constant disturbances are applied to the joints' actuators of an FFSMS. These disturbances can model the friction that might appear due to the extensive usage of the manipulator. The MPC is compared to a regular PID using various criteria like the error of the end-effector's position and orientation, the resulted torques, the convergence of the errors at the steady-state and the simulation time. The motion of the FFSMS, whose purpose is to capture a stationary object-target, is planned in the Cartesian space.

Similar studies were performed for the rest of the scenarios. The second scenario includes the comparison of the aforementioned controllers when the plant's parameters are not accurately known but estimated. A Monte-Carlo simulation is performed for 200 different combinations of parameters and the controllers' performance is compared based on the resulting errors and torques. The motion is planned in the Cartesian space for a stationary target. In the third scenario, the comparison of the controllers, when the FFSMS has already captured and stabilized a target of undefined mass with the intention to move it, is presented. The motion of the FFSMS for this scenario was planned in the joint space.

Finally, in the fourth scenario, two different types of noise are inserted in the process variables and the performance of each controller is examined based on their ability to compensate for the noise. The motion of the FFSMS is planned in the Cartesian space. However, the target is not considered stationary but it moves with a constant velocity. Therefore, the errors of the final velocities of the end-effector have to be considered too.
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## 1 Introduction

### 1.1 Objective

The alarmingly emerging problem of the immense increase of space debris as well as the wide variety of space operations like catching, refueling, repairing and re-orbiting of satellites and objects with unknown parameters in general, mandate the development of space systems, capable to cope with these tasks. Considering the fact that space is an inhospitable environment to humans, a Space Manipulator System (SMS) is the most appropriate choice.

An SMS consists of the satellite-base and the manipulators. The base transfers and orients in space using its Attitude and Orbit Control Systems (AOCS) which controls the momentum control devices such as the reaction wheels and the thrusters. Every manipulator has its own control system and joint motors to reach the desired position and orientation of its end-effector. However, the motion of the end-effector affects the motion of the base and vice versa due to the dynamic coupling. If it is considered necessary, the AOCS is used to counterbalance this effect. Some notable examples of SMS are the ETS-7 [24] and the Orbital-Express [25] . Figure 1-1 presents a photorealistic image of an SMS with three manipulators.


Figure 1-1. Photorealistic Picture of a Typical SMS (the image was rendered using Solidworks).

As Rekleitis et al. [31] present, there are seven main operations that are conducted in a typical on-orbit servicing mission. These operations are:

1. Long-Range Rendezvous
2. Short-Range Rendezvous
3. Station Keeping
4. Capture
5. Securing the Target Satellite
6. Service Operations
7. Release

In this thesis, the fourth of the aforementioned phases is studied thoroughly. In this phase, the SMS operates in a Free-Floating mode, during which the AOCS is turned-off to avoid any disturbances from the thrusters of the base and minimize fuel consumption. Besides that, an additional post-capture scenario of the fifth phase is also presented. According to this, the SMS has already captured the target and stabilized it and it desires to change its position and orientation.

A Model Predictive Control (MPC) algorithm for the actuators of the manipulator is suggested to compensate for the effect of external disturbances, noise as well as parametric uncertainties that occur during most of these phases. The Controller would be applied in a planar SMS with a single manipulator of three joints for both motions in the joint and Cartesian space. The results would be compared with a PID Controller to show its advantages and disadvantages.

The main reason behind the parametric uncertainties of an SMS is the variance of the mass of the base due to fuel consumption, since the fuel tanks are embedded in the base. Some other uncertainties that should be noted are discrepancies in the lengths of the manipulator's components due to the temperature variation as well as small variance of the masses of the manipulator's parts because of inaccuracies between real and simulation model. As far as the external disturbances are concerned, these might be the result of collisions of the satellite with unidentified small bodies that float into space.

The preservation of the stability and performance, despite the preceding disturbances, requires a robust controller, which ensures an acceptable performance under bounded parametric uncertainties. Although proofs about robustness and stability of Model Predictive Control are hard to acquire due to the usage of constraints and the finite horizon -a characteristic that would be described in Chapter 3, a plethora of applications illustrates its robustness. Another alternative for this task would be an Adaptive Controller, which "learns" the system parameters on its own and adapts accordingly. However, due to the limited number of sensors and consequently the data that today's SMS obtain, it is a rather unrealistic option for the present.

### 1.2 Bibliographic Review

### 1.2.1 Dynamics \& Kinematics of SMS

The aforementioned dynamic coupling between the base and the manipulators of an SMS renders the study of this system significantly different from the one used for a fixed-base manipulator. During the past decades, many researchers have studied the dynamics and kinematics of an SMS and ample noteworthy papers have been published in this domain.

Papadopoulos and Dubowsky [27] \& [29] described the kinematics and dynamics of Free-Floating Space Manipulator Systems (FFSMS) using the Barycentric vector approach and proved that any fixed-base control algorithm can be applied to FFSMS under some conditions. The same authors introduced the idea of Dynamic Singularities (DS) that occur in an FFSMS due to the dependence of the velocity of the end-effector to the motion of the manipulator as well as the motion of the base [28] .

Umetani and Yoshida [39] presented the Generalized Jacobian Matrix for an FFSMS and a control method based on it. Caccavale and Siciliano [2] solved the inverse kinematics of an FFSMS using the Generalized Jacobian Matrix. Nanos and Papadopoulos extended the study of the dynamics and control of FFSMS with the additional condition of non-zero angular momentum [23] as well as flexible joint space manipulators [22]. In this thesis, although the results can be generalized by considering the accumulation of the angular momentum, a flexible manipulator and three-dimensional space, a rigid planar manipulator with three joints and zero angular momentum is studied for the sake of simplicity.

### 1.2.2 Model Predictive Control

While some underlying ideas of MPC were presented in the sixties, a complete idea of MPC was introduced in the late seventies with the papers of Richalet et al. [32] \& [33] where a dynamic model was used to predict the future control input by minimizing the error variance and by repeating the optimization after each sampling period, as well as the paper of Cutler and Ramaker [5] where a Dynamic Matrix Control was implemented. This engendered the alacrity to study and apply this kind of algorithms in a wide variety of domains, mostly in slow systems, like the ones appearing in chemical process industries [7] .

A few decades later, the evolution of computational hardware as well as the simplicity and effectiveness of the MPC in handling multi-variable and multi-constrained control problems permitted its application to faster systems like robots. Gomez-Ortega and Camacho [8] implemented a Model-Based Predictive Controller for path tracking of a mobile robot with the use of a neural network. Ullah et al. [38] compared an MPC algorithm with an $\mathrm{H}_{\infty}$ controller for a robot manipulator. Maasoumy et al. [18] applied a robust MPC to handle the parametric uncertainties of a building and maximize its energy efficiency. Dai et al. [6] presented a robust model predictive control with joint state constraints and input torque limits to deal with the disturbances as well as parametric uncertainties problem and implemented the results in a Baxter robot. For further study of MPCs handling parametric uncertainties, Camacho and Bordons in their book [3] applied a min-max MPC algorithm to handle the parametric uncertainties and improve the robustness of the controller.

With the start of the new century, MPC algorithms were applied in space systems too. Richards and How [34] presented a robust MPC formulation to minimize fuel consumption in the performance of spacecraft rendezvous given an unknown but bounded disturbance. Kayastha et al. [12] presented a nonlinear MPC for a free-flying planar space manipulator with 3 links and compared the results with a Sliding Mode Control. Rybus et al. [36] \& [37] proposed a Non-Linear Model Predictive Controller for FFSMS and presented simulation examples with realistic parameters.

As it can be concluded from the preceding bibliography, although some MPC algorithms have been applied to FFSMS in the past, complete results about its competence to deal with disturbances and parametric uncertainties that occur in FFSMS have not been presented. In this thesis, an MPC would be implemented in an FFSMS for various scenarios and its performance would be compared with a PID Controller.

### 1.3 Thesis Outline

This thesis consists of six chapters. The first chapter contains the introduction, the bibliographic review and the thesis outline. The purpose of the thesis is presented and the most important publications about the dynamics and control of FFSMS and the applications of MPC are briefly mentioned.

The second chapter presents the kinematics, inverse kinematics, differential kinematics and dynamics of an FFSMS. The equations that relate the angles of the joints to the endeffector's position and orientation are presented as well as the equations that relate their respective velocities. This leads to the formation of the Jacobian and the finding of the positions that dynamic singularities might occur. Furthermore, the equations of motion of the FFSMS are derived. These equations are fundamental for the implementation of the controller.

The third chapter contains the theory and methodology of the MPC that is implemented. The Laguerre functions that are used for the representation of the control signal are presented and the different steps that the MPC follows (prediction, minimization, implementation) are described extensively. Moreover, input and output constraints are integrated in the design using Hildreth's quadratic programming procedure. At the end of this chapter, a simple example is presented according to which an MPC desires to control the motion of a mass-spring-damper model. Constraints are also inserted in the design.

The fourth chapter contains the implementation of different control laws in an FFSMS. The control signal's equations for a Model Based PD Controller, Model Based PID Controller and Model Based PD Controller with an auxiliary MPC input are presented for motion in the joint and Cartesian space. The plant that is used in the simulation is also defined using MSC Adams. At the end of this chapter, an example of implementing a Model Based PID Controller and a Model Based PD Controller with an auxiliary MPC input in an FFSMS for motion in the joint space is presented to validate the design of the controllers.

The fifth chapter contains the simulations and various scenarios that are performed to compare the Model Based PID Controller to the Model Based PD Controller with an auxiliary MPC input. For the first scenario, the path planning is determined in the Cartesian space and the target is considered relatively stationary. Constant disturbances are applied to the actuators of the joints. The criteria of the comparison are the errors of the position and orientation of the end-effector, the maximum torques that each controller produces as well as the duration of the simulation. For the second scenario, the same path planning and parameters of controllers are used. However, the parameters of the FFSMS are not accurately known but estimated. Therefore, parametric uncertainties occur. A Monte-Carlo simulation is performed for 200 different combinations of parameters. A more scrutinous study is performed containing the parameters that result in the maximum error of the $x$ coordinate of the end-effector.

For the third scenario, the path planning is determined in the joint space. However, the target is considered captured by the FFSMS and it is desired to change its position and orientation. The parameters of the target are not accurately known but estimated. Therefore, parametric uncertainties occur. For the fourth and final scenario, the path planning is determined in the Cartesian space but the target is considered to move with a relatively constant velocity. Two different types of noise are also inserted in the study to illustrate the performance of the controllers in the presence of noise.

The sixth chapter presents the conclusions and proposals for future work.

## 2 Kinematics \& Dynamics of Planar Free-Floating Space Manipulator System (FFSMS)

### 2.1 Introduction

There are two main modes that a Space Manipulator System (SMS) -which is regarded as the "chaser"- will use to capture a target. The Free-Flying mode and the Free-Floating mode. The former mode is being applied when the SMS is considerably distant from the target. According to this mode, the Attitude and Orbit Control Systems (AOCS) and its actuators are used to reach the target. The control system of the manipulator of the SMS -which is usually independent of the AOCS- might also be used, if it is regarded as necessary. However, the dynamic coupling between the satellite and the manipulator affects the motion of the end effector and the motion of the base. In the case that the base must follow a predetermined path, the AOCS is applied to compensate for this effect.

Nevertheless, when the SMS is significantly close to the target, the AOCS should not be used since the base thrusters might disturb the target or the position and/or orientation of the manipulator's end-effector. This is called the Free-Floating mode. The position and orientation of the end-effector are determined by the manipulator's controller as well as the path that the end-effector will follow.

In this chapter, the kinematics and dynamics of a planar Free-Floating Space Manipulator System (FFSMS) with a single manipulator consisting of three joints are presented. The manipulator is non-redundant to simplify the modelling procedure and to minimize the mass of the system. It should be noted that there are three extra Degrees of Freedom (DOF) due to the position and the orientation of the base. The manipulator is also characterized as open-chain and its three joints are revolute, for the maximization of the workspace.

The study is performed under the assumptions that the forces and torques which are produced by the Earth's gravitational and magnetic field as well as the air's resistance are small enough and therefore negligible. Besides that, the links of the manipulator are considered inflexible and the angular momentum of the system equals zero.

First, the forward and inverse kinematics of the general problem of a spatial FFSMS are presented. Then, the results are simplified for the specific case of a planar FFSMS with a 3DoF manipulator. Secondly, the differential forward and inverse kinematics are studied to elicit the equations of the velocities. From the derived equations, the positions on the Cartesian plain where a singularity might occur are presented. Finally, the dynamics of the general spatial FFSMS problem as well as the simplified planar problem are presented. These equations are of integral importance for the control of an FFSMS which is studied in Chapter 4.

### 2.2 Kinematics

The main goal of the study of the kinematics of an FFSMS is to obtain the equations for the position of the end-effector. In contrast to the kinematics of the clasical manipulators with a stable base, the aforomentioned dynamic coupling between the manipulator and the base of an FFSMS results in the dependence of the position of each joint on the position and the mass properties of all the joints and the base. For this reason, the Barycentric Vector Approach, presented in [26] is applied.

The notation that will be used from now on defines bold lowercase symbols to represent column vectors and bold uppercase symbols to represent matrices.

Considering a planar FFSMS, the rotation of the base is described by the rotation matrix:

$$
\mathbf{R}_{\mathbf{0}}\left(\theta_{0}\right)=\left[\begin{array}{cc}
\cos \left(\theta_{0}\right) & -\sin \left(\theta_{0}\right)  \tag{2-1}\\
\sin \left(\theta_{0}\right) & \cos \left(\theta_{0}\right)
\end{array}\right]
$$

Assuming a point $o$ on the $k$-th joint, the position vector with respect to a given inertial frame of reference $(x, y, z)$ (Figure 2-1) is described by:

$$
\begin{equation*}
\mathbf{r}_{k, o}=\mathbf{r}_{c m}+\boldsymbol{\rho}_{k}+\overline{\mathbf{r}}_{k, o} \tag{2-2}
\end{equation*}
$$

where $\mathbf{r}_{c m}$ is the position vector of the Center of Mass (CM) of the whole model with respect to the inertial frame, $\boldsymbol{\rho}_{k}$ is the position vector of the CM of the $k$-th joint with respect to the CM of the whole model and $\overline{\mathbf{r}}_{k, o}$ is the position vector of the point $o$ with respect to the CM of the $k$-th joint.


Figure 2-1. Planar FFSMS with a manipulator of 3 DoF (a) Geometrical \& Dynamic parameters (b) Parameters of the Barycenters.

As shown in [26] , the position vector $\boldsymbol{\rho}_{k}$ can be calculated by finding the barycenter of each of the joints and the base. The barycenter of the $i$-th body is the CM of the augmented body which is formed by adding a point mass equal to $M \mu_{i}$ to the $i$-th joint and a point mass $M\left(1-\mu_{i+1}\right)$ to the joint $i+1$ where:

$$
M=\sum_{i=0}^{N} m_{i} \text { and } \mu_{i}= \begin{cases}0, & i=0  \tag{2-3}\\ \sum_{j=0}^{i-1} \frac{m_{i}}{M}, & i=1, \ldots, N \\ 1, & i=N+1\end{cases}
$$

Then, if the position vectors $\mathbf{l}_{i}$ and $\mathbf{r}_{i}$ of the $i$-th joint and joint $i+1$ (respectively) with respect to the $i$-th body CM are known, the position vectors with respect to each barycenter can be calculated by (see Figure 2-2):


Figure 2-2. Definition of Barycenter and its parameters.
Finally, the position vector $\boldsymbol{\rho}_{k}$ is given by:

$$
\boldsymbol{\rho}_{k}=\sum_{i=0}^{N} \mathbf{v}_{i, k} \text { with } \mathbf{v}_{i, k}= \begin{cases}\mathbf{r}_{i}^{*} & i<k  \tag{2-5}\\ \mathbf{c}_{i}^{*} & i=k \\ \mathbf{l}_{i}^{*} & i>k\end{cases}
$$

Substituting Eq. (2-5) into (2-2) it can be derived:

$$
\begin{equation*}
\mathbf{r}_{k, o}=\mathbf{r}_{c m}+\sum_{i=0}^{N} \mathbf{v}_{i, k, o} \quad \text { with } \quad \mathbf{v}_{i, k, o}=\mathbf{v}_{i, k}+\delta_{i, k} \overline{\mathbf{r}}_{k, o} \tag{2-6}
\end{equation*}
$$

where $\delta_{i, k}$ is the Kronecker delta.

Before the preceding methodology is applied to an FFSMS with a 3-DOF manipulator, it is of immense importance to point out that if all the external forces are considered negligible, therefore equal to zero, it can be derived from the derivative of the linear momentum $\mathbf{p}$ that:

$$
\begin{equation*}
\frac{d \mathbf{p}}{d t}=\frac{d\left(M \dot{\mathbf{r}}_{C M}\right)}{d t}=\sum \mathbf{F}_{\text {external }}=0 \Rightarrow \dot{\mathbf{r}}_{C M}=\text { const } \tag{2-7}
\end{equation*}
$$

Assuming that the initial linear momentum is zero, then:

$$
\begin{equation*}
\dot{\mathbf{r}}_{C M}=0 \Rightarrow \mathbf{r}_{C M}=\text { const } \tag{2-8}
\end{equation*}
$$

Therefore, from now it will be considered that the origin of the inertial frame is at the system's CM.

Considering these assumptions, the position and the rotation of the end-effector of an FFSMS with a 3-DOF manipulator is given by [21] (see Figure 2-1):

$$
\begin{gather*}
x_{E}=a \mathrm{c}_{\theta_{o}}+b \mathrm{c}_{\theta_{o}+q_{1}}+c \mathrm{c}_{\theta_{o}+q_{1}+q_{2}}+d \mathrm{c}_{\theta_{o}+q_{1}+q_{2}+q_{3}} \\
y_{E}=a \mathrm{~s}_{\theta_{o}}+b \mathrm{~s}_{\theta_{o}+q_{1}}+c \mathrm{~s}_{\theta_{0}+q_{1}+q_{2}}+d \mathrm{~s}_{\theta_{0}+q_{1}+q_{2}+q_{3}}  \tag{2-9}\\
\theta_{E}=\theta_{o}+q_{1}+q_{2}+q_{3}
\end{gather*}
$$

where:

$$
\begin{gather*}
a=\frac{m_{0} r_{0}}{M} \\
c=\frac{m_{0} l_{1}+\left(m_{0}+m_{1}\right) r_{1}}{M} \\
\left(m_{0}+m_{1}\right) l_{2}+\left(m_{0}+m_{1}+m_{2}\right) r_{2}  \tag{2-10}\\
M \\
d=\frac{\left(m_{0}+m_{1}+m_{2}\right) l_{3}}{M}+r_{3} \\
M=m_{0}+m_{1}+m_{2}+m_{3}
\end{gather*}
$$

For the inverse kinematics problem, it is considered that the base's orientation $\theta_{0}$, the endeffector's coordinates $x_{E}$ and $y_{E}$ as well as the end-effector's rotation $\theta_{E}$ are known. By raising Eq. (2-9) to the second power and subtract them, it is derived:

$$
\begin{align*}
& \cos \left(q_{2}\right)=\frac{\left(x_{E}-a \mathrm{c}_{\theta_{o}}-d \mathrm{c}_{\theta_{o}+q_{1}+q_{2}+q_{3}}\right)^{2}+\left(y_{E}-a \mathrm{~s}_{\theta_{o}}-d \mathrm{~s}_{\theta_{o}+q_{1}+q_{2}+q_{3}}\right)^{2}-b^{2}-c^{2}}{2 b c} \\
& \sin \left(q_{2}\right)= \pm \sqrt{1-\mathrm{c}_{q_{2}}^{2}} \\
& \sin \left(\theta_{o}+q_{1}\right)=-\frac{A_{k i n}\left(x_{E}-a \mathrm{c}_{\theta_{o}}-d \mathrm{c}_{\theta_{o}+q_{1}+q_{2}+q_{3}}\right)-B_{k i n}\left(y_{E}-a \mathrm{~s}_{\theta_{o}}-d \mathrm{~s}_{\theta_{o}+q_{1}+q_{2}+q_{3}}\right)}{b^{2}+c^{2}+2 b c \mathrm{c}_{q_{2}}}  \tag{2-11}\\
& \cos \left(\theta_{o}+q_{1}\right)=\frac{A_{k i n}\left(y_{E}-a \mathrm{~s}_{\theta_{o}}-d \mathrm{~s}_{\theta_{o}+q_{1}+q_{2}+q_{3}}\right)+B_{k i n}\left(x_{E}-a \mathrm{c}_{\theta_{o}}-d \mathrm{c}_{\theta_{o}+q_{1}+q_{2}+q_{3}}\right)}{b^{2}+c^{2}+2 b c \mathrm{c}_{q_{2}}}
\end{align*}
$$

where:

$$
\begin{gather*}
A_{k i n}=c \mathrm{~s}_{q_{2}}  \tag{2-12}\\
B_{k i n}=b+c \mathrm{c}_{q_{2}}
\end{gather*}
$$

Finally, the joint's angles are given by:

$$
\begin{gather*}
q_{2}=\operatorname{atan} 2\left(\sin \left(q_{2}\right), \cos \left(q_{2}\right)\right) \\
q_{1}=\operatorname{atan} 2\left(\sin \left(\theta_{o}+q_{1}\right), \cos \left(\theta_{o}+q_{1}\right)\right)-\theta_{o}  \tag{2-13}\\
q_{3}=\theta_{E}-\theta_{o}-q_{1}-q_{2}
\end{gather*}
$$

where $\operatorname{atan} 2(y, x)$ is defined as the four-quadrant $(-\pi, \pi)$ inverse tangent of the numbers $(x, y)$.

### 2.3 Differential Kinematics

The equations of differential kinematics describe the relation between linear and angular velocity of the end-effector to the joints' angular velocity as well as the angular velocity of the base and vice versa. The derivation of these equations requires the equation of the angular velocity of the $k$-th body with respect to the inertial frame of reference. For the general problem of spatial FFSMS is given by [26] :

$$
\begin{gather*}
\boldsymbol{\omega}_{k}=\boldsymbol{\omega}_{0}+\mathbf{R}_{0} \sum_{i=1}^{k}{ }^{0} \mathbf{R}_{i}(\mathbf{q})^{i} \mathbf{z}_{i} \dot{q}_{i}=\mathbf{R}_{0}\left({ }^{0} \boldsymbol{\omega}_{0}+{ }^{0} \mathbf{F}_{k} \dot{\mathbf{q}}\right)  \tag{2-14}\\
{ }^{0} \mathbf{F}_{k}=\left[\begin{array}{llll}
{ }^{0} \mathbf{R}_{1}{ }^{1} \mathbf{z}_{1} & \ldots & { }^{0} \mathbf{R}_{k}{ }^{k} \mathbf{z}_{k} & \mathbf{0}_{3(N-k)}
\end{array}\right]
\end{gather*}
$$

where left superscripts are interpreted as "expressed in frame". Missing left superscript means that it is expressed in the inertial frame. The $\omega_{0}$ is the angular velocity of the base, ${ }^{0} \mathbf{R}_{i}$ is the rotation matrix of the frame of reference $\{i\}$ expressed in the frame of reference $\{0\}$. ${ }^{i} \mathbf{z}_{i}$ is the unit vector parallel to the axis of the $i$-th joint (for the planar case, they are all perpendicular to the model) and $0_{3}(\mathrm{~N}-\mathrm{k})$ is a $3(\mathrm{~N}-\mathrm{k})$ zero vector.

By differentiating Eq. (2-6), the linear velocity of point $o$ on the $k$-th joint is:

$$
\begin{equation*}
\dot{\mathbf{r}}_{k, o}=\dot{\mathbf{r}}_{c m}+\sum_{i=0}^{N} \boldsymbol{\omega}_{i} \times \mathbf{v}_{i, k, o}=\dot{\mathbf{r}}_{c m}-\sum_{i=0}^{N} \mathbf{v}_{i, k, o}^{\times} \boldsymbol{\omega}_{i} \tag{2-15}
\end{equation*}
$$

where the cross-product operator is given by:

$$
(\cdot)^{\times}=\left[\begin{array}{ccc}
0 & -(\cdot)_{z} & (\cdot)_{y}  \tag{2-16}\\
(\cdot)_{z} & 0 & -(\cdot)_{x} \\
-(\cdot)_{y} & (\cdot \cdot)_{x} & 0
\end{array}\right]
$$

According to a property of the cross-product, the following holds:

$$
\begin{equation*}
\mathbf{v}_{i, k, o}^{\times}=\left(\mathbf{R}_{0}{ }^{0} \mathbf{v}_{i, k, o}\right)^{\times}=\mathbf{R}_{0}{ }^{0} \mathbf{v}_{i, k, o}^{\times} \mathbf{R}_{0}^{T}=\mathbf{R}_{0}{ }^{0} \mathbf{v}_{i, k, o}^{\times} \mathbf{R}_{0}^{-1} \tag{2-17}
\end{equation*}
$$

Substituting Eq. (2-14) and Eq. (2-17) into Eq. (2-15):

$$
\begin{equation*}
\dot{\mathbf{r}}_{k, o}=\dot{\mathbf{r}}_{c m}+\mathbf{R}_{0}\left[-\sum_{i=0}^{N}\left({ }^{0} \mathbf{R}_{i}{ }^{i} \mathbf{v}_{i, k, o}\right)^{\times}{ }^{0} \boldsymbol{\omega}_{0}-\sum_{i=1}^{N}\left({ }^{0} \mathbf{R}_{i}{ }^{i} \mathbf{v}_{i, k, o}\right)^{\times}{ }^{0} \mathbf{F}_{i} \dot{\mathbf{q}}\right] \tag{2-18}
\end{equation*}
$$

To conclude, the angular velocity of the $k$-th joint and the linear velocity of a point $o$ on one of the joints is given by:

$$
\begin{gather*}
\dot{\mathbf{r}}_{k, o}=\dot{\mathbf{r}}_{c m}+\mathbf{R}_{0}\left({ }^{0} \mathbf{J}_{11, k}{ }^{0} \boldsymbol{\omega}_{0}+{ }^{0} \mathbf{J}_{12, k} \dot{\mathbf{q}}\right) \\
\boldsymbol{\omega}_{k}=\mathbf{R}_{0}\left({ }^{0} \boldsymbol{\omega}_{0}+{ }^{0} \mathbf{J}_{22, k} \dot{\mathbf{q}}\right)  \tag{2-19}\\
\text { with }{ }^{0} \mathbf{J}_{11, k}=-\sum_{i=0}^{N}\left({ }^{0} \mathbf{R}_{i}{ }^{i} \mathbf{v}_{i, k, o}\right)^{\times},{ }^{0} \mathbf{J}_{12, k}=-\sum_{i=1}^{N}\left({ }^{0} \mathbf{R}_{i}{ }^{i} \mathbf{v}_{i, k, o}\right){ }^{\times} \mathbf{F}_{i} \text { and }{ }^{0} \mathbf{J}_{22, k}={ }^{0} \mathbf{F}_{k}
\end{gather*}
$$

Considering the assumption of zero linear momentum (and the initial linear momentum too), Eq. (2-8) gives that $\dot{\mathbf{r}}_{C M}=0$. Consequently, the linear velocity of the end-effector of an FFSMS with a 3-DOF manipulator is given by [21] (see Figure 2-1):

$$
\begin{gather*}
\dot{\mathbf{r}}_{E}=\mathbf{R}_{0}\left({ }^{0} \mathbf{j}_{11} \dot{\theta}_{0}+{ }^{0} \mathbf{J}_{12} \dot{\mathbf{q}}\right) \\
\mathbf{R}_{\mathbf{0}}\left(\theta_{0}\right)=\left[\begin{array}{cc}
\mathrm{c}_{\theta_{o}} & -\mathrm{s}_{\theta_{o}} \\
\mathrm{~s}_{\theta_{o}} & \mathrm{c}_{\theta_{o}}
\end{array}\right] \\
{ }^{0} \mathbf{j}_{11}(\mathbf{q})=\left[\begin{array}{ccc}
-\left(b \mathrm{~s}_{q_{1}}+c \mathrm{~s}_{q_{1}+q_{2}}+d \mathrm{~s}_{q_{1}+q_{2}+q_{3}}\right. \\
a+b \mathrm{c}_{q_{1}}+c \mathrm{c}_{q_{1}+q_{2}}+d \mathrm{c}_{q_{1}+q_{2}+q_{3}}
\end{array}\right]  \tag{2-20}\\
{ }^{0} \mathbf{J}_{12}(\mathbf{q})=\left[\begin{array}{ccc}
-\left(b \mathrm{~s}_{q_{1}}+c \mathrm{~s}_{q_{1}+q_{2}}+d \mathrm{~s}_{q_{1}+q_{2}+q_{3}}\right) & -\left(c \mathrm{~s}_{q_{1}+q_{2}}+d \mathrm{~s}_{q_{1}+q_{2}+q_{3}}\right) & -d \mathrm{~s}_{q_{1}+q_{2}+q_{3}} \\
b \mathrm{c}_{q_{1}}+c \mathrm{c}_{q_{1}+q_{2}}+d \mathrm{c}_{q_{1}+q_{2}+q_{3}} & c \mathrm{c}_{q_{1}+q_{2}}+d \mathrm{c}_{q_{1}+q_{2}+q_{3}} & d \mathrm{c}_{q_{1}+q_{2}+q_{3}}
\end{array}\right]
\end{gather*}
$$

where $\theta_{0}$ is the orientation of the base and $\mathbf{q}=\left[\begin{array}{lll}q_{1} & q_{2} & q_{3}\end{array}\right]^{\mathrm{T}}$.
The angular velocity of the end-effector is given by:

$$
\begin{gather*}
\dot{\theta}_{\mathrm{E}}=\dot{\theta}_{0}+{ }^{0} \mathbf{j}_{22} \dot{\mathbf{q}}  \tag{2-21}\\
{ }^{0} \mathbf{j}_{22}(\mathbf{q})=\left[\begin{array}{lll}
1 & 1 & 1
\end{array}\right]
\end{gather*}
$$

### 2.3.1 Conservation of Angular Momentum

The angular momentum with respect to the system's CM of the general spatial problem is given by:

$$
\begin{equation*}
\mathbf{h}_{C M}=\sum_{k=0}^{N}\left(\mathbf{I}_{k} \boldsymbol{\omega}_{k}+m_{k} \boldsymbol{\rho}_{\kappa} \times \dot{\boldsymbol{\rho}}_{k}\right) \tag{2-22}
\end{equation*}
$$

where $\mathbf{I}_{k}$ is the inertia matrix of the $k$-th body, $\boldsymbol{\omega}_{k}$ is the angular velocity of the $k$-th body and $\boldsymbol{\rho}_{k}$ is the position vector of the system's CM to the $k$-th body's CM. The derivative of $\boldsymbol{\rho}_{k}$ is given by the differentiation of Eq. (2-5):

$$
\begin{equation*}
\dot{\boldsymbol{\rho}}_{k}=\sum_{i=0}^{N} \boldsymbol{\omega}_{i} \times \mathbf{v}_{i, k} \tag{2-23}
\end{equation*}
$$

Substituting Eq. (2-5) and Eq. (2-23) into Eq. (2-22):

$$
\begin{equation*}
\mathbf{h}_{C M}=\sum_{j=0}^{N} \sum_{i=0}^{N} \delta_{i j} \mathbf{I}_{i} \boldsymbol{\omega}_{j}+\sum_{j=0}^{N} \sum_{i=0}^{N} \sum_{k=0}^{N} m_{k}\left(\mathbf{v}_{i, k} \times \boldsymbol{\omega}_{j} \times \mathbf{v}_{j, k}\right) \tag{2-24}
\end{equation*}
$$

Finally, by using the following property of the cross-product:

$$
\begin{equation*}
\mathbf{a} \times \mathbf{b} \times \mathbf{c}=\mathbf{b}(\mathbf{a} \cdot \mathbf{c})-\mathbf{c}(\mathbf{a} \cdot \mathbf{b})=[(\mathbf{c} \cdot \mathbf{a}) \mathbf{1}-\mathbf{c}]] \cdot \mathbf{b} \tag{2-25}
\end{equation*}
$$

where $\mathbf{1}$ is the unit dyadic and substituting the angular velocity from Eq. (2-14), Eq. (2-24) can be written as:

$$
\begin{equation*}
\mathbf{h}_{C M}=\mathbf{R}_{0}\left({ }^{0} \mathbf{D}^{0} \boldsymbol{\omega}_{0}+{ }^{0} \mathbf{D}_{q} \dot{\mathbf{q}}\right) \tag{2-26}
\end{equation*}
$$

with:

$$
\begin{gather*}
{ }^{0} \mathbf{D}=\sum_{j=0}^{N}{ }^{0} \mathbf{D}_{j} \\
{ }^{0} \mathbf{D}_{j}=\sum_{i=0}^{N}{ }^{0} \mathbf{D}_{i j} \\
{ }^{0} \mathbf{D}_{i j}=\mathbf{R}_{0}^{T} \mathbf{D}_{i j} \mathbf{R}_{0}  \tag{2-27}\\
\mathbf{D}_{i j}=\delta_{i j} \mathbf{I}_{i}+\sum_{k=0}^{N} m_{k}\left[\left(\mathbf{v}_{j, k} \cdot \mathbf{v}_{i, k}\right) \mathbf{1}-\left(\mathbf{v}_{j, k} \mathbf{v}_{i, k}\right)\right] \\
{ }^{0} \mathbf{D}_{q}=\sum_{j=1}^{N}{ }^{0} \mathbf{D}_{j}{ }^{0} \mathbf{F}_{j}
\end{gather*}
$$

Applying the preceding equations into a planar FFSMS with a 3-DOF manipulator, the angular momentum is given by [21]:

$$
\begin{equation*}
h_{C M}={ }^{0} D \dot{\theta}_{0}+{ }^{0} \mathbf{D}_{q} \dot{\mathbf{q}} \tag{2-28}
\end{equation*}
$$

with:

$$
\begin{gather*}
{ }^{0} D={ }^{0} D_{0}+{ }^{0} D_{1}+{ }^{0} D_{2}+{ }^{0} D_{3} \\
{ }^{0} \mathbf{D}_{q}=\left[{ }^{0} D_{1}+{ }^{0} D_{2}+{ }^{0} D_{3} \quad{ }^{0} D_{2}+{ }^{0} D_{3} \quad{ }^{0} D_{3}\right] \\
{ }^{0} D_{0}=a_{00}+a_{01} \mathrm{c}_{q_{1}}+a_{02} \mathrm{c}_{q_{1}+q_{2}}+a m_{3} l_{3} \mathrm{c}_{q_{1}+q_{2}+q_{3}}  \tag{2-29}\\
{ }^{0} D_{1}=a_{01} \mathrm{c}_{q_{1}}+a_{11}+a_{12} \mathrm{c}_{q_{2}}+b m_{3} l_{3} \mathrm{c}_{q_{2}+q_{3}} \\
{ }^{0} D_{2}=a_{02} \mathrm{c}_{q_{1}+q_{2}}+a_{12} \mathrm{c}_{q_{2}}+a_{22}+c m_{3} l_{3} \mathrm{c}_{q_{3}} \\
{ }^{0} D_{3}=a_{33}+c m_{3} l_{3} \mathrm{c}_{q_{3}}+b m_{3} l_{3} \mathrm{c}_{q_{2}+q_{3}}+a m_{3} l_{3} \mathrm{c}_{q_{1}+q_{2}+q_{3}}
\end{gather*}
$$

where $a, b$ and c are given by Eq. (2-10) and:

$$
\begin{gather*}
a_{00}=I_{0}+\frac{m_{0}\left(m_{1}+m_{2}+m_{3}\right) r_{0}^{2}}{M} \\
a_{01}=\frac{m_{0} r_{0}\left[l_{1}\left(m_{1}+m_{2}+m_{3}\right)+r_{1}\left(m_{2}+m_{3}\right)\right]}{M} \\
a_{02}=\frac{m_{0} r_{0}\left[l_{2}\left(m_{2}+m_{3}\right)+r_{2} m_{3}\right]}{M} \\
a_{11}=I_{1}+\frac{m_{0} m_{1} l_{1}^{2}+m_{1}\left(m_{2}+m_{3}\right) r_{1}^{2}+m_{0}\left(m_{2}+m_{3}\right)\left(l_{1}+r_{1}\right)^{2}}{M}  \tag{2-30}\\
a_{12}=\frac{\left[l_{1} m_{0}+\left(m_{0}+m_{1}\right) r_{1}\right]\left[l_{2}\left(m_{2}+m_{3}\right)+m_{3} r_{2}\right]}{M} \\
a_{22}=I_{2}+\frac{m_{2} m_{3} r_{2}^{2}+m_{2}\left(m_{0}+m_{1}\right) l_{2}^{2}+m_{3}\left(m_{0}+m_{1}\right)\left(l_{2}+r_{2}\right)^{2}}{M} \\
a_{33}=I_{3}+\frac{m_{3}\left(m_{0}+m_{1}+m_{2}\right) l_{3}^{2}}{M}
\end{gather*}
$$

### 2.3.2 Jacobian \& Dynamic Singularities

Eq. (2-20), Eq. (2-21) and Eq. (2-28) form a system of four equations with four unknown variables (for the forward or inverse kinematic problem). They can be written in a more compact form:

$$
\left[\begin{array}{c}
h_{C M}  \tag{2-31}\\
\dot{\mathbf{r}}_{E} \\
\dot{\theta}_{\mathrm{E}}
\end{array}\right]=\left[\begin{array}{ccc}
1 & \mathbf{0}_{1 \times 2} & 0 \\
\mathbf{0}_{2 \times 1} & \mathbf{R}_{0} & \mathbf{0}_{2 \times 1} \\
0 & \mathbf{0}_{1 \times 2} & 1
\end{array}\right]\left[\begin{array}{cc}
{ }^{0} D & { }^{0} \mathbf{D}_{q} \\
{ }^{0} \mathbf{j}_{11} & { }^{0} \mathbf{J}_{12} \\
1 & { }^{0} \mathbf{j}_{22}
\end{array}\right]\left[\begin{array}{c}
\dot{\theta}_{0} \\
\dot{\mathbf{q}}
\end{array}\right]
$$

where $\mathbf{0}_{\mathbf{2} \times 1}$ is a $2 \times 1$ column zero vector and $\mathbf{0}_{1 \times 2}$ is a $1 \times 2$ row zero vector. Knowing that the first matrix on the right side of the equation which contains the rotation matrix is always invertible, the second matrix can be characterized as the Jacobian of the problem:

$$
{ }^{0} \mathbf{J}=\left[\begin{array}{cc}
{ }^{0} D & { }^{0} \mathbf{D}_{q}  \tag{2-32}\\
{ }^{0} \mathbf{j}_{11} & { }^{0} \mathbf{J}_{12} \\
1 & { }^{0} \mathbf{j}_{22}
\end{array}\right]
$$

It is evident that the Jacobian contains not only kinematic terms like link lengths and joint angles, but also dynamic terms like masses and inertias. This characteristic results in the existence of dynamic singularities along with kinematic ones. Due to the dynamic coupling between the manipulator and the base, a Cartesian point might develop a dynamic singularity depending on the attitude of the base. In other words, the manipulator might lose a Degree of Freedom, depending on the orientation of the base. This is also one of the fundamental discrepancies between FFSMS and manipulators with stable base. The finding of the positions that singularities occur requires the study of the Jacobian.

Since the manipulator of the FFSMS is non-redundant, the solution of the inverse kinematic problem requires the Jacobian to be invertible. Therefore, it is required:

$$
\begin{equation*}
\operatorname{det}(\mathbf{J}) \neq 0 \tag{2-33}
\end{equation*}
$$

By using the following property of matrix determinant:

$$
\operatorname{det}\left[\begin{array}{ll}
\mathbf{A} & \mathbf{B}  \tag{2-34}\\
\mathbf{C} & \mathbf{D}
\end{array}\right]=\operatorname{det}(\mathbf{A}) \operatorname{det}\left(\mathbf{D}-\mathbf{C A}^{-1} \mathbf{B}\right)(\mathbf{A} \text { : invertible })
$$

the determinant of $\mathbf{J}$ can be written as:

$$
\operatorname{det}(\mathbf{J})=\operatorname{det}\left({ }^{0} D\right) \operatorname{det}\left(\left[\begin{array}{c}
{ }^{0} \mathbf{J}_{12}  \tag{2-35}\\
{ }^{0} \mathbf{j}_{22}
\end{array}\right]-\left[\begin{array}{c}
{ }^{0} \mathbf{j}_{11} \\
1
\end{array}\right]\left({ }^{0} D\right)^{-1}{ }^{0} \mathbf{D}_{q}\right)
$$

where ${ }^{0} \mathbf{D}_{q}$ has dimensions $1 \times 3,{ }^{0} \mathbf{J}_{12}$ has dimensions $2 \times 3,{ }^{0} \mathbf{j}_{22}$ has dimensions $1 \times 3$ and ${ }^{0} \mathbf{j}_{11}$ has dimensions $2 \times 1$.

Since ${ }^{0} D$ is depended on the inertia of the FFSMS in reference to its CM, it is always non-zero. Consequently, substituting Eq. (2-35) into Eq. (2-33) it can be concluded that a prerequisite of the solution of the inverse kinematic problem is:

$$
\operatorname{det}\left(\left[\begin{array}{c}
{ }^{0} \mathbf{J}_{12}  \tag{2-36}\\
{ }^{0} \mathbf{j}_{22}
\end{array}\right]-\left[\begin{array}{c}
{ }^{0} \mathbf{j}_{11} \\
1
\end{array}\right]\left({ }^{0} D\right)^{-1}{ }^{0} \mathbf{D}_{q}\right) \neq 0
$$

The matrix:

$$
\mathbf{J}^{*}=\left[\begin{array}{c}
{ }^{0} \mathbf{J}_{12}  \tag{2-37}\\
{ }^{0} \mathbf{j}_{22}
\end{array}\right]-\left[\begin{array}{c}
{ }^{0} \mathbf{j}_{11} \\
1
\end{array}\right]\left({ }^{0} D\right)^{-1}{ }^{0} \mathbf{D}_{q}
$$

is called the Generalized Jacobian Matrix [39]. The same matrix can also be derived if $\mathrm{h}_{С M}$ is zero and $\dot{\theta}_{0}(\dot{\mathbf{q}})$ from Eq. (2-28) is substituted to Eq. (2-20) and Eq. (2-21).

After substituting ${ }^{0} \mathbf{J}_{12},{ }^{0} \mathbf{j}_{22},{ }^{0} \mathbf{j}_{11},{ }^{0} \mathrm{D}$ and ${ }^{0} \mathbf{D}_{q}$ from Eq. (2-20), Eq. (2-21) and Eq. (2-29) into the determinant of the Generalized Jacobian Matrix, it can be written as [21] :

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{J}^{*}\right)=\frac{a b^{0} D_{2} \mathrm{~s}_{q_{1}}+b c^{0} D_{0} \mathrm{~s}_{q_{2}}-a c^{0} D_{1} \mathrm{~s}_{q_{1}+q_{2}}}{{ }^{0} D} \tag{2-38}
\end{equation*}
$$

Therefore, the determinant equals zero if and only if the following quantity equals zero:

$$
\begin{equation*}
j^{*}=a b^{0} D_{2} \mathrm{~s}_{q_{1}}+b c^{0} D_{0} \mathrm{~s}_{q_{2}}-a c^{0} D_{1} \mathrm{~s}_{q_{1}+q_{2}} \tag{2-39}
\end{equation*}
$$

After substitution, $j^{*}$ can be written as:

$$
\begin{equation*}
j^{*}=k_{0}\left(q_{1}\right)+k_{1}\left(q_{1}\right) \sin \left(q_{2}\right)+k_{2}\left(q_{1}\right) \cos \left(q_{2}\right) \tag{2-40}
\end{equation*}
$$

where:

$$
\begin{gather*}
k_{0}=b\left(a a_{22}-c a_{02}\right) \sin \left(q_{1}\right) \\
k_{1}=-\frac{a b a_{02}+a c a_{01}-2 b c a_{00}}{2}+c\left(-a a_{11}+b a_{01}\right) \cos \left(q_{1}\right)+\frac{a\left(b a_{02}-c a_{01}\right) \cos \left(2 q_{1}\right)}{2}  \tag{2-41}\\
k_{2}=a\left(b a_{12}-c a_{11}\right) \sin \left(q_{1}\right)+\frac{a\left(b a_{02}-c a_{01}\right) \sin \left(2 q_{1}\right)}{2}
\end{gather*}
$$

Eq. (2-40) can give joint angle $q_{2}$ with respect to joint angle $q_{1}$ and $j^{*}$ :

$$
\begin{align*}
& q_{2}\left(q_{1}\right)=\arcsin \left[\frac{\left(j^{*}-k_{0}\right) \cos \varphi}{k_{1}}\right]-\varphi  \tag{2-42}\\
& q_{2}\left(q_{1}\right)=\pi-\arcsin \left[\frac{\left(j^{*}-k_{0}\right) \cos \varphi}{k_{1}}\right]-\varphi
\end{align*}
$$

where:

$$
\begin{equation*}
\varphi=\arctan \left(\frac{k_{2}}{k_{1}}\right) \tag{2-43}
\end{equation*}
$$

It is obvious that Eq. (2-42) and Eq. (2-43) that will be used for the finding of the dynamic singularities do not depend on the joint angle $q_{3}$. Therefore, the dynamic singularities' positions will be defined with respect to the barycenter of the $3^{\text {rd }}$ link.

The distance of the $3^{\text {rd }}$ link's barycenter and the system CM is defined by the equation:

$$
\begin{equation*}
R=\left\|R_{0}\left(\theta_{0}\right)^{0} r_{3}\left(q_{1}, q_{2}\right)\right\|=\left\|R_{0}\left(\theta_{0}\right)\right\|\left\|^{0} r_{3}\left(q_{1}, q_{2}\right)\right\|=\left\|^{0} r_{3}\left(q_{1}, q_{2}\right)\right\| \tag{2-44}
\end{equation*}
$$

which is independent of the rotation of the base $\theta_{0}$. Therefore, it can be assumed that $\theta_{0}=0$.

Thus:

$$
\begin{gather*}
R=\sqrt{x_{3}^{2}+y_{3}^{2}} \Rightarrow  \tag{2-45}\\
\Rightarrow R=\sqrt{a^{2}+b^{2}+c^{2}+2 a b \cos \left(q_{1}\right)+2 a c \cos \left(q_{1}+q_{2}\right)+2 b c \cos \left(q_{2}\right)}
\end{gather*}
$$

where $x_{3}$ and $y_{3}$ are the x and y distance of the $3^{\text {rd }}$ link's barycenter from the system CM respectively.
Eq. (2-42) and Eq. (2-43) should be substituted into Eq. (2-45) to find the positions in the Cartesian space that dynamic singularities might occur. This can be done by considering $j^{*}$ $=0$ and vary the joint angle $q_{1}$ in the interval $[0,2 \pi)$. From each of the Eq. (2-42) a pair of a minimum and a maximum distance $R$ is derived. These pairs will demarcate two different surfaces in the workspace. These are the surfaces that if the barycenter of the $3^{\text {rd }}$ link enters, a dynamic singularity might occur. It is noteworthy to point out again that the same position might develop or not a singularity depending on the rotation of the base. The subspace of these two surfaces that a dynamic singularity might occur is named Path Dependent Workspace (PDW). The rest space is named Path Independent Workspace (PIW). Figure 2-3 presents the curves $q_{2}\left(q_{1}\right)$ that singularities occur for a planar FFSMS with a 3 DoF manipulator as well as its Workspace.


Figure 2-3. (a) Curves of Angles $q_{1}$ and $q_{2}$ of a Planar FFSMS with a 3-DoF Manipulator that Singularities occur according to Eq. (2-42) (b) Workspace of a Planar FFSMS with a 3-DoF Manipulator.

### 2.4 Dynamics

The formulation of the equations that describe the dynamics of an FFSMS requires the potential and the kinetic energy of the system. Since the system is considered inflexible, the potential energy is equal to zero. Hence, only the kinetic energy is required and for the general spatial problem it is given by:

$$
\begin{equation*}
T=\frac{1}{2} \sum_{k=0}^{N} m_{k} \dot{\boldsymbol{\rho}}_{k} \cdot \dot{\boldsymbol{p}}_{k}+\frac{1}{2} \sum_{k=0}^{N} \boldsymbol{\omega}_{k} \cdot \mathbf{I}_{k} \cdot \boldsymbol{\omega}_{k} \tag{2-46}
\end{equation*}
$$

where $\mathrm{m}_{k}$ is the mass of the $k$-th body, $\mathbf{I}_{k}$ is the inertia matrix of the $k$-th body, $\boldsymbol{\omega}_{k}$ is the angular velocity of the $k$-th body and $\boldsymbol{\rho}_{k}$ is the position vector of the system's CM to the $k$-th body's CM.

After calculations and substitution of the variables [21], the kinetic energy can be written as:

$$
T=\frac{1}{2}\left[\begin{array}{ll}
{ }^{0} \boldsymbol{\omega}_{0}^{T} & \dot{\mathbf{q}}^{T}
\end{array}\right] \mathbf{H}^{*}(\mathbf{q})\left[\begin{array}{c}
{ }^{0} \boldsymbol{\omega}_{0}  \tag{2-47}\\
\dot{\mathbf{q}}
\end{array}\right]
$$

where:

$$
\begin{gather*}
\mathbf{H}^{*}(\mathbf{q})=\left[\begin{array}{cc}
{ }^{0} \mathbf{D} & { }^{0} \mathbf{D}_{q} \\
{ }^{0} \mathbf{D}_{q}^{T} & { }^{0} \mathbf{D}_{q q}
\end{array}\right]  \tag{2-48}\\
{ }^{0} \mathbf{D}_{q q}=\sum_{j=1}^{N} \sum_{i=1}^{N}{ }^{0} \mathbf{F}_{i}^{T 0} \mathbf{D}_{i j}{ }^{0} \mathbf{F}_{j}
\end{gather*}
$$

${ }^{0} \mathbf{D},{ }^{0} \mathbf{D}_{q}$ are given by Eq. (2-27) and ${ }^{0} \mathbf{F}$ is given by Eq. (2-14).
The next step to the derivation of the equations of motion is the application of the Lagrange method [20]. First, the Lagrangian is found:

$$
\begin{equation*}
L=T-U=\frac{1}{2}{ }^{0} \boldsymbol{\omega}_{0}^{T 0} \mathbf{D}^{0} \boldsymbol{\omega}_{0}+{ }^{0} \boldsymbol{\omega}_{0}^{T 0} \mathbf{D}_{q} \dot{\mathbf{q}}+\frac{1}{2} \dot{\mathbf{q}}^{T 0} \mathbf{D}_{q q} \dot{\mathbf{q}} \tag{2-49}
\end{equation*}
$$

where $U$ is the total potential energy of the system.
The Lagrangian will be used in the Lagrange equations:

$$
\begin{gather*}
\frac{d}{d t}\left(\frac{\partial L\left({ }^{0} \boldsymbol{\omega}_{0}, \mathbf{q}, \dot{\mathbf{q}}\right)}{\partial^{0} \boldsymbol{\omega}_{0}}\right)+{ }^{0} \boldsymbol{\omega}_{0}^{\times} \frac{\partial L\left({ }^{0} \boldsymbol{\omega}_{0}, \mathbf{q}, \dot{\mathbf{q}}\right)}{\partial^{0} \boldsymbol{\omega}_{0}}=\mathbf{R}_{0}^{T} \mathbf{g}_{C M}  \tag{2-50}\\
\frac{d}{d t}\left(\frac{\partial L\left({ }^{0} \boldsymbol{\omega}_{0}, \mathbf{q}, \dot{\mathbf{q}}\right)}{\partial \dot{\mathbf{q}}}\right)-\frac{\partial L\left({ }^{0} \boldsymbol{\omega}_{0}, \mathbf{q}, \dot{\mathbf{q}}\right)}{\partial \mathbf{q}}=\boldsymbol{\tau}
\end{gather*}
$$

where $\mathbf{g}_{C M}$ is the vector of the external torques that act on the base produced by the thrusters and the reaction wheels which for an FFSMS equals zero, $(\cdot)^{\mathrm{x}}$ is the cross-product operator given by Eq. $(2-16)$ and $\tau$ is the vector containing the torques of the manipulator's actuators. It should be noted that for $\mathbf{g}_{C M}=0$, the first part of Eq. (2-50) is the differentiated angular momentum Eq. (2-26).

Finding the derivatives of Eq. (2-50), considering $\mathbf{g}_{C M}=0$ and substituting the velocity ${ }^{0} \boldsymbol{\omega}_{0}$ from Eq. (2-26), the equations of motion for a spatial FFSMS are given by [21] :

$$
\begin{equation*}
\mathbf{H} \ddot{\mathbf{q}}+\mathbf{C}^{*} \dot{\mathbf{q}}+\mathbf{g}_{h}=\boldsymbol{\tau} \tag{2-51}
\end{equation*}
$$

where:

$$
\begin{gather*}
\mathbf{H}={ }^{0} \mathbf{D}_{q q}-{ }^{0} \mathbf{D}_{q}^{T}{ }^{0} \mathbf{D}^{-10} \mathbf{D}_{q} \\
{ }^{0} \mathbf{D}_{q q}=\sum_{j=1}^{N} \sum_{i=1}^{N}{ }^{0} \mathbf{F}_{i}^{T{ }^{0} \mathbf{D}_{i j}{ }^{0} \mathbf{F}_{j}} \\
\mathbf{C}=\frac{1}{2} \frac{\partial\left(\dot{\mathbf{q}}^{T 0} \mathbf{D}_{q}^{T}{ }^{0} \mathbf{D}^{-10} \mathbf{D}_{q}\right)}{\partial \mathbf{q}}+\frac{\partial\left({ }^{0} \mathbf{D}_{q q} \dot{\mathbf{q}}\right)}{\partial \mathbf{C}+\mathbf{C}_{h}}-\frac{1}{2} \frac{\partial\left(\dot{\mathbf{q}}^{T}{ }^{0} \mathbf{D}_{q q}\right)}{\partial \mathbf{q}}-\frac{\partial\left({ }^{0} \mathbf{D}_{q}^{T}{ }^{0} \mathbf{D}^{-10} \mathbf{D}_{q} \dot{\mathbf{q}}\right)}{\partial \mathbf{q}} \\
\mathbf{C}_{h}=\frac{\partial\left({ }^{0} \mathbf{D}_{q}^{T 0} \mathbf{D}^{-1} \mathbf{R}_{0}^{T} \mathbf{h}_{C M}\right)}{\partial \mathbf{q}}-\frac{\partial\left(\mathbf{h}_{C M}^{T} \mathbf{R}_{0}{ }^{0} \mathbf{D}^{-10} \mathbf{D}_{q}\right)}{\partial \mathbf{q}}  \tag{2-52}\\
\mathbf{g}_{h}=\frac{1}{2} \frac{\partial\left(\mathbf{h}_{C M}^{T} \mathbf{R}_{0}{ }^{0} \mathbf{D}^{-1} \mathbf{R}_{0}^{T}\right)}{\partial \mathbf{q}} \mathbf{h}_{C M}-{ }^{0} \mathbf{D}_{q}^{T}{ }^{0} \mathbf{D}^{-1}\left[{ }^{0} \mathbf{D}^{-1}\left(\mathbf{R}_{0}^{T} \mathbf{h}_{C M}-{ }^{0} \mathbf{D}_{q} \dot{\mathbf{q}}\right)\right]^{\times} \mathbf{R}_{0}^{T} \mathbf{h}_{C M}
\end{gather*}
$$

It is obvious that when the angular momentum is equal to zero, the terms $\mathbf{g}_{h}$ and $\mathbf{C}_{h}$ are also zero.

The aforementioned methodology and equations can be simplified significantly for the problem of a planar FFSMS with a 3-DOF manipulator. For this case, the Lagrangian is given by:

$$
\begin{equation*}
L\left(\dot{\theta}_{0}, \mathbf{q}, \dot{\mathbf{q}}\right)=\frac{1}{2}{ }^{0} \mathbf{D} \dot{\theta}_{0}+\dot{\theta}_{0}{ }^{0} \mathbf{D}_{q} \dot{\mathbf{q}}+\frac{1}{2} \dot{\mathbf{q}}^{T}{ }^{0} \mathbf{D}_{q q} \dot{\mathbf{q}} \tag{2-53}
\end{equation*}
$$

Because the terms of the Lagrangian are independent of the base's rotation, $\theta_{0}$ is a cyclic coordinate [20] . Therefore, instead of the Lagrangian, the Routhian can be used:

$$
\begin{equation*}
R(\mathbf{q}, \dot{\mathbf{q}})=L\left(\dot{\theta}_{0}, \mathbf{q}, \dot{\mathbf{q}}\right)-\frac{\partial L}{\partial \dot{\theta}_{0}} \dot{\theta}_{0}=L\left(\dot{\theta}_{0}, \mathbf{q}, \dot{\mathbf{q}}\right)-h_{C M} \dot{\theta}_{0} \tag{2-54}
\end{equation*}
$$

Substituting Eq. (2-28) into the Eq. (2-54), the Routhian can be written as:

$$
\begin{gather*}
R(\mathbf{q}, \dot{\mathbf{q}})=\frac{1}{2} \dot{\mathbf{q}}^{T} \mathbf{H}(\mathbf{q}) \dot{\mathbf{q}}+h_{C M}{ }^{0} D^{-10} \mathbf{D}_{q} \dot{\mathbf{q}}-\frac{1}{2} h_{C M}^{2}{ }^{0} D^{-1}  \tag{2-55}\\
\mathbf{H}(\mathbf{q})={ }^{0} \mathbf{D}_{q q}-{ }^{0} \mathbf{D}_{q}^{T{ }^{0}} D^{-10} \mathbf{D}_{q}
\end{gather*}
$$

Finally, by using the Lagrange equation on the Routhian, the equations of motion for a planar FFSMS with a 3-DOF manipulator can be written as:

$$
\begin{equation*}
\mathbf{H}(\mathbf{q}) \ddot{\mathbf{q}}+\mathbf{C}^{*}\left(\mathbf{q}, \dot{\mathbf{q}}, h_{C M}\right) \dot{\mathbf{q}}+\mathbf{g}_{h}\left(\mathbf{q}, h_{C M}\right)=\boldsymbol{\tau} \tag{2-56}
\end{equation*}
$$

where:

$$
\begin{align*}
& \mathbf{H}(\mathbf{q})={ }^{0} \mathbf{D}_{q q}-{ }^{0} \mathbf{D}_{q}^{T{ }^{0}} D^{-1}{ }^{0} \mathbf{D}_{q} \\
&{ }^{0} \mathbf{D}_{q q}=\sum_{j=1}^{N} \sum_{i=1}^{N}{ }^{0} \mathbf{F}_{i}^{T 0} \mathbf{D}_{i j}{ }^{0} \mathbf{F}_{j} \\
& \mathbf{C}^{*}\left(\mathbf{q}, \dot{\mathbf{q}}, h_{C M}\right)=\mathbf{C}+\mathbf{C}_{h} \tag{2-57}
\end{align*}
$$

$\mathbf{C}(\mathbf{q}, \dot{\mathbf{q}})=\frac{1}{2} \frac{\partial\left(\dot{\mathbf{q}}^{T{ }^{0} 0} D^{-10} \mathbf{D}_{q}\right)}{\partial \mathbf{q}}+\frac{\partial\left({ }^{0} \mathbf{D}_{q q} \dot{\mathbf{q}}\right)}{\partial \mathbf{q}}-\frac{1}{2} \frac{\partial\left(\dot{\mathbf{q}}^{T}{ }^{0} \mathbf{D}_{q q}\right)}{\partial \mathbf{q}}-\frac{\partial\left({ }^{0} \mathbf{D}_{q}^{T 0} D^{-10} \mathbf{D}_{q} \dot{\mathbf{q}}\right)}{\partial \mathbf{q}}$

$$
\left.\left.\left.\begin{array}{rl}
\mathbf{C}_{h}\left(\mathbf{q}, h_{C M}\right)= & h_{C M}
\end{array}\right] \frac{\partial\left({ }^{0} D^{-10} \mathbf{D}_{q}^{T}\right)}{\partial \mathbf{q}}-\frac{\partial\left({ }^{0} D^{-10} \mathbf{D}_{q}\right)}{\partial \mathbf{q}}\right]\right]
$$

and ${ }^{0} D,{ }^{0} \mathbf{D}_{q}$ are given by Eq. (2-29) and ${ }^{0} \mathbf{F}$ is given by Eq. (2-14).

## 3 Model Predictive Control (MPC)

### 3.1 Introduction

The term Model Predictive Control (MPC) designates a plethora of advanced control methods which use a model to predict the output at future time instants while minimizing an objective function to obtain the control sequence. Some other notable characteristics of these controllers is the "receding strategy" or "receding horizon" according to which the final future time instant is consistently displaced towards the future as well as the fact that only the first control signal of the sequence is applied to the plant.

The vast dissemination of MPC among the industry and the research community can be attributed to its simple implementation and its ability to discover the optimum solution based on an objective function while it compensates for measurable disturbances and dead times, and handles input and output constraints. Another important benefit is the ability to deal with multivariable problems easily. Nonetheless, MPC presents also some shortcomings. The need for an accurate model of the process and the surge of computational power when constraints are considered, are the most important drawbacks. Albeit most MPC algorithms are quite robust, the number and significance of discrepancies between the dynamic model that MPC uses and the real model is inversely proportional to the successful performance of the controller.

There are ample different categorizations of MPC algorithms. As Camacho and Bordons [3] point out, the main criteria to classify the algorithms are the model used to represent the process (and the noise) and the cost function which is minimized. The basic types of the first category include the Truncated Impulse Response Model, the Step Response Model, the Transfer Function Model and the State Space Model. The distilled idea of the first two is the measurement of the output when an impulse or step input is used to excite the process. Both of these methods are quite simple which is also the reason for the immense usage in industrial applications. The third type uses the Transfer Function of the Model to implement the MPC algorithm while the fourth uses the State Space representation of the model. As far as the second category is concerned, the main representatives are the MPC algorithms that use a quadratic cost function which consists of the past inputs and outputs as well as the future reference trajectory. However, when constraints are considered, which is one of the main advantages of MPC, different numerical algorithms are created.

Besides the aforementioned categories, some other classes of MPC which are worth mentioning too is the Robust MPC which considers the bounded disturbances of the model and the constraints. Its most common types are the Min-max MPC [4] , [13] , [1], the Constraint Tightening MPC [9], [35], MPC using tubes [15] and Multi-stage MPC [17] . Apart from that, Marruedo et al. [19] proved that under certain assumptions, MPC is always stable and feasible despite the existence of uncertainties.

Although there are boundless different MPC algorithms, all of them follow a basic strategy which will be briefly presented below. As it was previously stated, MPC requires an accurate model of the process to predict the future outputs of the system. In particular, the controller predicts the outputs $y$ on a finite horizon of N samples or time T after the present output, which is also reffered as the prediction horizon of the MPC:

$$
\begin{equation*}
y(t+\tau \mid t) \text { for } \tau \in(0, \mathrm{~T}] \tag{3-1}
\end{equation*}
$$

The preceding notation designates the prediction at time instant $t+\tau$ computed at time instant $t$. It is evident that the prediction of the outputs depends on the inputs and outputs (until the time instant $t$ ) as well as the future control sequence:

$$
\begin{equation*}
u(t+\tau \mid t) \text { for } \tau \in[0, \mathrm{~T}] \tag{3-2}
\end{equation*}
$$

In some MPC algorithms, the predicted horizon T which is used for the outputs is larger than the one for the control values, which is called the control horizon, to abate the required computational power. The control signal after the control horizon is considered constant.

The control signals result from the optimization of a criterion which includes information about the error between the output and the desired trajectory (or just the output) and/or the control effort. Most MPC algorithms use quadratic functions for this task which might take the form of:

$$
\begin{equation*}
J=\int_{0}^{T}\left(\mathbf{y}(t+\tau \mid t)^{T} \mathbf{Q} \mathbf{y}(t+\tau \mid t)+\mathbf{u}(\tau)^{T} \mathbf{R u}(\tau)\right) d \tau \tag{3-3}
\end{equation*}
$$

The matrices $\mathbf{Q}$ and $\mathbf{R}$ are weighting factors and can be used to tune the performance index fittingly. In the case the criterion is quadratic, the model is linear, and there is no usage of constraints, then an explicit solution can be acquired and, in some cases, it can be obtained off-line to save computational power. In all other cases, an iterative optimization method is required.

From the time-set of control signals, only the first one is sent to the process while the others are rejected. The above methodology is repeated for its time instant while the receding horizon "moves" with every step.

In Figure 3-1 a qualitative example of the application of an MPC at a time instant is presented, while in Figure 3-2 the block diagram of a basic MPC is depicted.


Figure 3-1. Example of Model Predictive Control's strategy.


Figure 3-2. (a) Block Diagram (b) General Model Predictive Controller strategy.
The MPC algorithm that is implemented in this thesis is a linear MPC with a State Space Model due to its simplicity and its ability to deal with bounded disturbances. The technique is based on the methodology provided in the book of Wang [40]. An application of non-linear MPC was avoided because of its implementation complexity and the increase of computational power. The linearization of the model is accomplished through Feedback Linearization which is presented thoroughly in Chapter 4.

### 3.2 Design of Model Predictive Controller

In this section, the design of the model Predictive Controller which is used for the control of a Free-Floating Space Manipulator System (FFSMS) is presented. Although the implementation is performed in a digital environment, the controller is studied in continuoustime to connect it directly with the requirements that the study of the control of an FFSMS sets. First, the studied model is formed. After that, the so-called Laguerre functions which MPC requires to approximate the control signal are presented. Finally, the prediction and the optimization procedure are showed and the control signal of the plant is acquired.

### 3.2.1 Model

The model that is used for the process is an augmented model with an embedded integrator (but with the same output as the initial model) since the derivative of the control signal is required. The reason for that is the fact that the orthonormal function which is used for the representation of the control signal and will be presented in the Section 3.2.2 mandates its variable's integral squared value to be bounded (Eq. (3-12)). Consequently, the convergence to a set-point input or the counterbalance of constant disturbances require the use of the derivative.

Consider the plant is described by the following state-space model:

$$
\begin{align*}
& \dot{\mathbf{x}}_{\mathbf{m}}(t)=\mathbf{A}_{\mathbf{m}} \mathbf{x}_{\mathbf{m}}(t)+\mathbf{B}_{\mathbf{m}} \mathbf{u}(t)  \tag{3-4}\\
& \mathbf{y}(t)=\mathbf{C}_{\mathbf{m}} \mathbf{x}_{\mathbf{m}}(t)
\end{align*}
$$

where $\mathbf{x}_{\mathbf{m}}$ is the state vector of dimension $\mathrm{n}_{1}, \mathbf{u}$ is the input with dimension m and $\mathbf{y}$ is the output with dimension $\mathrm{q}(\mathrm{q} \leq \mathrm{m})$ and the matrices $\mathbf{A}_{\mathbf{m}}, \mathbf{B}_{\mathrm{m}}, \mathbf{C}_{\mathbf{m}}$ contain constant values.

The differentiation of the preceding equation results in the augmented model:

$$
\begin{align*}
& \dot{\mathbf{x}}(t)=\left[\begin{array}{c}
\ddot{\mathbf{x}}_{\mathbf{m}}(t) \\
\dot{\mathbf{y}}(t)
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{A}_{\mathbf{m}} & \mathbf{0}_{\mathbf{m}}^{\mathbf{T}} \\
\mathbf{C}_{\mathbf{m}} & \mathbf{0}_{\mathbf{q \times q}}
\end{array}\right]\left[\begin{array}{c}
\dot{\mathbf{x}}_{\mathbf{m}}(t) \\
\mathbf{y}(t)
\end{array}\right]+\left[\begin{array}{c}
\mathbf{B}_{\mathbf{m}} \\
\mathbf{0}_{\mathbf{q} \times \mathbf{m}}
\end{array}\right] \dot{\mathbf{u}}(t)=\mathbf{A x}(t)+\mathbf{B} \dot{\mathbf{u}}(t)  \tag{3-5}\\
& \mathbf{y}(t)=\left[\begin{array}{ll}
\mathbf{0}_{\mathbf{m}} & \mathbf{I}_{\mathbf{q \times a}}
\end{array}\right]\left[\begin{array}{c}
\dot{\mathbf{x}}_{\mathbf{m}}(t) \\
\mathbf{y}(t)
\end{array}\right]=\mathbf{C x}(t)
\end{align*}
$$

where $\mathbf{x}$ is the state vector of the augmented model with dimensions $\mathrm{n}=\mathrm{n}_{1}+\mathrm{q}, \mathbf{I}_{\mathbf{q} \mathbf{q}}$ is the identity matrix with dimensions $q \times q, \mathbf{0}_{\mathbf{q x q}}$ is a q x q zero matrix, $\mathbf{0}_{\mathbf{q x m}}$ is a q x m zero matrix and $\mathbf{0}_{\mathrm{m}}$ is a q x $\mathrm{n}_{1}$ zero matrix.

The preceding augmented model is both controllable and observable in the assumption that the plant model described in Eq. (3-4) has a minimal realization and no zero at $\mathrm{s}=0$.

In the case of unmeasured disturbances $\boldsymbol{\omega}(\mathrm{t})$, the plant model presented in Eq. (3-4) becomes:

$$
\begin{align*}
& \dot{\mathbf{x}}_{\mathbf{m}}(t)=\mathbf{A}_{\mathbf{m}} \mathbf{x}_{\mathbf{m}}(t)+\mathbf{B}_{\mathbf{m}} \mathbf{u}(t)+\mathbf{B}_{\mathbf{d}} \boldsymbol{\omega}(t)  \tag{3-6}\\
& \mathbf{y}(t)=\mathbf{C}_{\mathbf{m}} \mathbf{x}_{\mathbf{m}}(t)
\end{align*}
$$

When the disturbance is a deterministic constant disturbance or a stochastic integrated white noise with the form presented in Eq. (3-7), then the augmented model compensates for these disturbances:

$$
\begin{align*}
& \omega_{i}(t)=\int_{0}^{t} \varepsilon(\tau) d \tau \quad i=1,2, \ldots d \\
& \text { with } \mathrm{E}\left\{\frac{d \omega_{i}(t)}{d t}\right\}=\mathrm{E}\{\varepsilon(\tau)\}=0, \mathrm{E}\{\varepsilon(t) \varepsilon(\tau)\}=W_{\omega} \delta(t-\tau) \tag{3-7}
\end{align*}
$$

where $\varepsilon()$ is a band-limited, zero-mean, white noise, $\mathrm{E}\}$ is the expectation and $\delta()$ is the Dirac function.

### 3.2.2 Laguerre Functions \& Control Signal

The MPC design that will be presented in this study, requires a set of orthonormal function to approximate the trajectory of the desired control signal. For this task, Laguerre functions [16] were selected for their efficiency in handling this issue as well as their simplicity.

To be designated as orthonormal over the interval $[0, \infty)$, a set of real functions $l_{i}(t), i=$ $1,2, \ldots$ should satisfy the properties [40] :

$$
\begin{equation*}
\int_{0}^{\infty} l_{i}^{2}(t) d t=1 \quad \text { and } \quad \int_{0}^{\infty} l_{i}(t) l_{j}(t) d t=0 \quad(i \neq j) \tag{3-8}
\end{equation*}
$$

A set of orthonormal functions $l_{i}(t)$ is characterized as complete if the relation:

$$
\begin{equation*}
\int_{0}^{\infty} f(t) l_{i}(t) d t=0 \tag{3-9}
\end{equation*}
$$

is true for all values of i , only if $f(t)$ satisfies the relation:

$$
\begin{equation*}
\int_{0}^{\infty} f^{2}(t) d t=0 \tag{3-10}
\end{equation*}
$$

Taking into account the preceding theorem, it can be shown [16] that an arbitrary function $f(t)$ has a formal expansion with respect to a set of orthonormal and complete functions $l_{i}(t), i=1,2, \ldots$ over the interval $[0, \infty)$, which can be described by:

$$
\begin{equation*}
f(t)=\sum_{i=1}^{\infty} c_{i} l_{i}(t) \quad \text { with } \quad c_{i}=\int_{0}^{\infty} l_{i} f(t) d t \quad(i=1,2, \ldots) \tag{3-11}
\end{equation*}
$$

The number of the expansion's coefficients can become finite due to the completeness of the functions since it can be derived [16] that for any piece-wise continuous function $f(t)$ with:

$$
\begin{equation*}
\int_{0}^{\infty} f^{2}(t) d t<\infty \tag{3-12}
\end{equation*}
$$

and any $\varepsilon>0$, there exists an integer N such that:

$$
\begin{equation*}
\int_{0}^{\infty}\left(f(t) d t-\sum_{i=1}^{N} c_{i} l_{i}(t)\right)^{2} d t<\varepsilon \tag{3-13}
\end{equation*}
$$

A set of Laguerre functions $\mathbf{L}(\mathrm{t})=\left[\begin{array}{llll}l_{1}(t) & l_{2}(t) & \ldots & l_{N}(t)\end{array}\right]^{\mathrm{T}}$ satisfies the properties of orthonormality and completeness described in Eq. (3-8) to Eq. (3-11) and is designated as:

$$
\begin{gather*}
\mathbf{L}(t)=e^{\mathbf{A}_{\mathbf{p}} t} \mathbf{L}(0) \\
\text { with } \quad \mathbf{A}_{\mathbf{p}}=\left[\begin{array}{cccc}
-p & 0 & \ldots & 0 \\
-2 p & -p & \ldots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
-2 p & \ldots & -2 p & -p
\end{array}\right] \text { and } \mathbf{L}(0)=\sqrt{2 p}\left[\begin{array}{c}
1 \\
1 \\
\vdots \\
1
\end{array}\right] \tag{3-14}
\end{gather*}
$$

where the parameter $p$ is called the time scaling factor. It is a design requirement (as well as the number of Laguerre functions N ) and determines the exponential decay rate of the set of functions.

According to Wang [40], to apply the aforementioned theory about Laguerre functions in modelling the control signal, suppose that the augmented model is described by Eq. (3-5), $t_{i}$ is the present time instant, $T_{p}$ the control/prediction horizon, $\tau$ the variable within the
prediction time window $\left[t_{i}, t_{i}+T_{p}\right]$ which takes values in $\left[0, T_{p}\right]$ and $\mathbf{K}$ the gain matrix of the feedback control. By knowing the initial value of the state vector $\mathbf{x}\left(\mathrm{t}_{\mathrm{i}}\right)$, the control of the augmented model (derivative of the control signal) takes the form:

$$
\begin{equation*}
\dot{\mathbf{u}}(\tau)=-\mathbf{K} \mathbf{x}(\tau) \quad \text { with } \quad 0 \leq \tau \leq T_{p} \tag{3-15}
\end{equation*}
$$

Substituting it into Eq. (3-5), the closed-loop system is described by:

$$
\begin{align*}
& \mathbf{x}(\tau)=e^{(\mathbf{A}-\mathbf{B K}) \tau} \mathbf{x}\left(t_{i}\right) \quad \text { with } \quad 0 \leq \tau \leq T_{p} \\
& \dot{\mathbf{u}}(\tau)=-\mathbf{K} e^{(\mathbf{A}-\mathbf{B K}) \tau} \mathbf{x}\left(t_{i}\right) \tag{3-16}
\end{align*}
$$

Taking into account the requirement that the eigenvalues of the closed-loop system should be strictly within the left-half complex plane, the control value decays exponentially to zero. A direct result from this fact is that the control signal of the augmented model is bounded and satisfies the requirement of Eq. (3-12):

$$
\begin{equation*}
\lim _{T_{p} \rightarrow \infty} \int_{0}^{T_{p}} \dot{\mathbf{u}}^{2}(\tau) d \tau<\infty \tag{3-17}
\end{equation*}
$$

Hence, a set of Laguerre functions can be used to describe each of the $i(1 \leq i \leq m)$ inputs of the control signal of the augmented model (derivative of the control signal of the plant model):

$$
\begin{equation*}
\dot{u}_{i}(\tau)=\sum_{j=1}^{\mathrm{N}} c_{j} l_{j}(t)=\mathbf{L}_{i}(\tau)^{\mathrm{T}} \boldsymbol{\eta}_{i} \quad i=1,2, \ldots m \tag{3-18}
\end{equation*}
$$

Where $\boldsymbol{\eta}_{\mathbf{i}}=\left[\begin{array}{llll}c_{1} & c_{2} & \ldots & c_{N}\end{array}\right]^{\mathrm{T}}$ is the vector of coefficients and $\mathbf{L}_{\mathbf{i}}$ is the set of Laguerre function given by Eq. (3-14) for a given scaling factor $p_{i}>0$ and number of functions $\mathrm{N}_{\mathrm{i}}$.

### 3.2.3 Prediction

One of the main characteristics of the MPC is the prediction of the plant response which is used in the optimization. Consider that the initial state variable $\mathbf{x}\left(t_{i}\right)$ is known, the solution of the differential Eq. (3-5) yields the predicted state space variable:

$$
\begin{equation*}
\mathbf{x}\left(t_{i}+\tau \mid t_{i}\right)=e^{\mathbf{A} \tau} \mathbf{x}\left(t_{i}\right)+\int_{0}^{\tau} e^{\mathbf{A}(\tau-\gamma)} \mathbf{B} \dot{\mathbf{u}}(\gamma) d \gamma \tag{3-19}
\end{equation*}
$$

where $\mathbf{x}$ has dimensions n and $\dot{\mathbf{u}}$ has dimensions m .
For each one of the minputs, there is a set of Laguerre functions $\mathbf{L}$ and coefficients $\boldsymbol{\eta}$ to describe their trajectory (see Eq. (3-18)). Therefore, there are m pairs of scaling factors $p$ and parameters $N$, one for each input. These pairs are described as $\mathbf{p}$ and $\mathbf{N}$ (an exception to the classic notation since it is a vector and not a matrix) correspondingly. By substituting Eq. (3-18) into Eq. (3-19):

\[

\]

where $\mathbf{B}_{\mathrm{i}}$ is the $i$-th column of the $\mathbf{B}$ matrix.
Taking into account Eq. (3-5) and Eq. (3-20), it is evident that the predicted output is:

$$
\begin{equation*}
\mathbf{y}\left(t_{i}+\tau \mid t_{i}\right)=\mathbf{C} e^{\mathbf{A} \tau} \mathbf{x}\left(t_{i}\right)+\mathbf{C} \boldsymbol{\Phi}(\tau)^{\mathrm{T}} \boldsymbol{\eta} \tag{3-21}
\end{equation*}
$$

By taking a closer look into Eq. (3-20), it can be concluded that the convolution integral $\boldsymbol{\Phi}(\tau)$ is uniquely determined considering that $\mathbf{A}, \mathbf{B}$ and $\mathbf{L}$ are known. Consequently, the coefficients $\boldsymbol{\eta}$ are the ones to capture the prediction of the state variable.

It is obvious that the numerical calculation of the integral $\boldsymbol{\Phi}(\tau)$ will consume an immense amount of computational power. For this reason, Wang [40] proved that for a given time $\tau$, the $i$-th sub-matrix (dimensions $\mathrm{n} \mathrm{x}_{\mathrm{i}}$ ) of the matrix $\boldsymbol{\Phi}(\tau)$ satisfies the relation:

$$
\begin{equation*}
\mathbf{A} \boldsymbol{\varphi}_{i}(\tau)^{T}-\boldsymbol{\Phi}_{i}(\tau)^{T} \mathbf{A}_{\mathbf{p}_{i}}^{T}=-\mathbf{B}_{i} \mathbf{L}_{i}(\tau)^{T}+e^{\mathbf{A} \tau} \mathbf{B}_{i} \mathbf{L}_{i}(0)^{T} \quad i=1,2, \ldots m \tag{3-22}
\end{equation*}
$$

where $\mathbf{L}_{i}(\tau)^{\mathrm{T}}, \mathbf{L}_{\mathbf{i}}(0)^{\mathrm{T}}$ and $\mathbf{A}_{\mathbf{p}_{i}}$ are given by Eq. (3-14)
The right side of Eq. (3-22) is determined. Hence, a profound abatement of the computation power can be achieved by finding the matrix $\boldsymbol{\Phi}(\tau)$ numerically through the solution of this linear algebraic equation.

### 3.2.4 Optimization

As was stated at the beginning of this chapter, the most usual criterion used for optimization in MPC algorithms is a quadratic function like the one presented in Eq. (3-3). This is the one that will be used for this study too. However, prior to proceeding with the function, it is crucial to point out that if the desired trajectory is a constant set-point within the prediction window given by $y_{d}\left(t_{i}\right)$, then the augmented model of Eq. (3-5) can be converted to:

$$
\begin{align*}
& \dot{\mathbf{x}}\left(t_{i}+\tau \mid t_{i}\right)=\left[\begin{array}{c}
\ddot{\mathbf{x}}_{\mathbf{m}}\left(t_{i}+\tau \mid t_{i}\right) \\
\dot{\mathbf{e}}\left(t_{i}+\tau \mid t_{i}\right)
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{A}_{\mathbf{m}} & \mathbf{0}_{\mathrm{m}}^{\mathrm{T}} \\
\mathbf{C}_{\mathbf{m}} & \mathbf{0}_{\mathbf{q \times 9}}
\end{array}\right]\left[\begin{array}{c}
\dot{\mathbf{x}}_{\mathbf{m}}\left(t_{i}+\tau \mid t_{i}\right) \\
\mathbf{e}\left(t_{i}+\tau \mid t_{i}\right)
\end{array}\right]+\left[\begin{array}{c}
\mathbf{B}_{\mathbf{m}} \\
\mathbf{0}_{\mathbf{q} \times \mathrm{m}}
\end{array}\right] \dot{\mathbf{u}(\tau)} \quad 0 \leq \tau \leq T_{p}  \tag{3-23}\\
& \mathbf{e}\left(t_{i}+\tau \mid t_{i}\right)=\left[\begin{array}{ll}
\mathbf{0}_{\mathbf{m}} & \mathbf{I}_{\mathbf{q} \times \mathrm{G}}
\end{array}\right]\left[\begin{array}{c}
\dot{\mathbf{x}}_{\mathbf{m}}\left(t_{i}+\tau \mid t_{i}\right) \\
\mathbf{e}\left(t_{i}+\tau \mid t_{i}\right)
\end{array}\right]=\mathbf{C x}\left(t_{i}+\tau \mid t_{i}\right)
\end{align*}
$$

since $\mathbf{e}\left(t_{i}+\tau \mid t_{i}\right)=\mathbf{y}\left(t_{i}+\tau \mid t_{i}\right)-\mathbf{y}_{d}\left(t_{i}\right)$ and $\dot{\mathbf{e}}\left(t_{i}+\tau \mid t_{i}\right)=\dot{\mathbf{y}}\left(t_{i}+\tau \mid t_{i}\right)$.
By using the new variable $\dot{\mathbf{x}}$ of the above equation, the cost function of Eq. (3-3) becomes:

$$
\begin{equation*}
J=\int_{0}^{T_{p}}\left(\mathbf{x}\left(t_{i}+\tau \mid t_{i}\right)^{T} \mathbf{Q} \mathbf{x}\left(t_{i}+\tau \mid t_{i}\right)+\dot{\mathbf{u}}(\tau)^{T} \mathbf{R} \dot{\mathbf{u}}(\tau)\right) d \tau \quad 0 \leq \tau \leq T_{p} \tag{3-24}
\end{equation*}
$$

where without loss of generality it was considered $\mathbf{Q}=\mathbf{C}^{T} \mathbf{Q}_{\text {old }} \mathbf{C}$. The matrices $\mathbf{Q} \geq \mathbf{0}$ and $\mathbf{R} \geq \mathbf{0}$ are weighting factors and can be used to tune the performance index fittingly.

Considering $\mathbf{R}$ to be diagonal with elements $r_{1}, r_{2}, \ldots r_{m}$ as well as a sufficiently large prediction horizon $T_{p}$ to assume $\dot{\mathbf{u}} \simeq 0$ for $\tau \geq T_{p}$, then the second term of the cost function can be written as:

$$
\begin{align*}
& J=\int_{0}^{T_{p}} \dot{\mathbf{u}}(\tau)^{T} \mathbf{R} \dot{\mathbf{u}}(\tau) d \tau=\sum_{k=1}^{m} r_{k} \int_{0}^{T_{p}} \dot{u}_{k}(\tau)^{T} \dot{u}_{k}(\tau) d \tau \approx \sum_{k=1}^{m} r_{k} \int_{0}^{\infty} \boldsymbol{\eta}_{\mathbf{k}}^{T} \mathbf{L}_{\mathbf{k}}(\tau) \mathbf{L}_{\mathbf{k}}(\tau)^{T} \boldsymbol{\eta}_{\mathbf{k}} d \tau=  \tag{3-25}\\
& =\sum_{k=1}^{m} r_{\mathbf{k}} \boldsymbol{\eta}_{\mathbf{k}}^{T} \boldsymbol{\eta}_{\mathbf{k}}=\boldsymbol{\eta}^{T} \mathbf{R}_{\mathbf{L}} \boldsymbol{\eta} \quad \text { with } \quad \mathbf{R}_{\mathbf{L}}=\operatorname{diag}\left\{r_{k} \mathbf{I}_{\mathbf{N}_{\mathbf{k}} \times \mathbf{N}_{\mathbf{k}}}\right\}
\end{align*}
$$

due to the use of the orthonormality property (Eq. (3-8)). The matrix $\mathbf{R}_{\mathbf{L}}$ is a block diagonal matrix and $\mathbf{I}_{\mathbf{N k N N}_{k}}$ is the identity matrix with dimensions $\mathrm{N}_{\mathrm{k}} \times \mathrm{N}_{\mathrm{k}}$ (number of Laguerre functions).

By substituting Eq. (3-25) and Eq. (3-20) into Eq. (3-24), the cost function takes the form:

$$
\begin{equation*}
J=\int_{0}^{T_{p}}\left(e^{\mathbf{A} \tau} \mathbf{x}\left(t_{i}\right)+\boldsymbol{\Phi}(\tau)^{\mathrm{T}} \boldsymbol{\eta}\right)^{T} \mathbf{Q}\left(e^{\mathbf{A} \tau} \mathbf{x}\left(t_{i}\right)+\boldsymbol{\Phi}(\tau)^{\mathrm{T}} \boldsymbol{\eta}\right) d \tau+\boldsymbol{\eta}^{T} \mathbf{R}_{\mathbf{L}} \boldsymbol{\eta} \quad 0 \leq \tau \leq T_{p} \tag{3-26}
\end{equation*}
$$

After calculations, the cost function can be also written in a more convenient form:

$$
\begin{align*}
& J=\left[\boldsymbol{\eta}+\boldsymbol{\Omega}^{-1} \boldsymbol{\Psi} \mathbf{x}\left(t_{i}\right)\right]^{T} \boldsymbol{\Omega}\left[\boldsymbol{\eta}+\boldsymbol{\Omega}^{-1} \boldsymbol{\Psi} \mathbf{x}\left(t_{i}\right)\right]+\mathbf{x}\left(t_{i}\right)^{T} \int_{0}^{T_{p}} e^{\boldsymbol{A}^{T} \tau} \mathbf{Q} e^{\mathbf{A} \tau} d \tau \mathbf{x}\left(t_{i}\right)-\mathbf{x}\left(t_{i}\right)^{T} \Psi^{T} \boldsymbol{\Omega}^{-1} \Psi \mathbf{x}\left(t_{i}\right) \\
& \text { with } \boldsymbol{\Omega}=\int_{0}^{T_{p}} \boldsymbol{\Phi}(\tau) \mathbf{Q} \boldsymbol{\Phi}(\tau)^{\mathrm{T}} d \tau+\mathbf{R}_{\mathbf{L}} \quad \& \quad \boldsymbol{\Psi}=\int_{0}^{T_{p}} \boldsymbol{\Phi}(\tau) \mathbf{Q} e^{\mathbf{A} \tau} d \tau \quad 0 \leq \tau \leq T_{p} \tag{3-27}
\end{align*}
$$

The matrices $\boldsymbol{\Omega}$ and $\boldsymbol{\Psi}$ are constant and can be computed off-line.
Therefore, it is obvious from the preceding equation that the minimization of the cost function occurs when:

$$
\begin{equation*}
\boldsymbol{\eta}=-\boldsymbol{\Omega}^{-1} \boldsymbol{\Psi} \mathbf{x}\left(t_{i}\right) \tag{3-28}
\end{equation*}
$$

and the optimized cost function is:

$$
\begin{equation*}
J_{\min }=\mathbf{x}\left(t_{i}\right)^{T}\left[\int_{0}^{T_{p}} e^{\mathbf{A}^{T} \tau} \mathbf{Q} e^{\mathbf{A} \tau} d \tau-\boldsymbol{\Psi}^{T} \boldsymbol{\Omega}^{-1} \boldsymbol{\Psi}\right] \mathbf{x}\left(t_{i}\right) \quad 0 \leq \tau \leq T_{p} \tag{3-29}
\end{equation*}
$$

### 3.2.5 Controller \& Implementation

The substitution of the optimum $\boldsymbol{\eta}$ from Eq. (3-28) into Eq. (3-18) gives the optimum control signal of the augmented model over the prediction horizon considering $t_{i}$ constant. In this point, it is crucial to clarify that this control signal is for each prediction horizon only since the prediction is based on the variable $\mathbf{x}\left(t_{i}+\tau \mid t_{i}\right)$ (see Eq. (3-19)). This is the reason why the optimum $\boldsymbol{\eta}$ depends on $\mathbf{x}\left(t_{i}\right)$ too.

The control signal of the augmented model for each time step is derived from Eq. (3-18) but considering only the first value of the Laguerre function multiplied by the optimum coefficients $\boldsymbol{\eta}$ from Eq. (3-28) and with a varying $t_{i}$. This satisfies the principle of the receding horizon control that only the control signal at $\tau=0$ is considered and the prediction horizon "moves" as the variable $t_{i}$ increases. To describe it mathematically, for an arbitrary time $t(t=$ $t_{i}$ ), the control for the augmented model is:

$$
\begin{align*}
\dot{\mathbf{u}}(t) & =\left[\begin{array}{cccc}
\mathbf{L}_{\mathbf{1}}(0)^{T} & \mathbf{0}_{\mathbf{2}} & \ldots & \mathbf{0}_{\mathbf{m}} \\
\mathbf{0}_{\mathbf{1}} & \mathbf{L}_{\mathbf{2}}(0)^{T} & \ldots & \mathbf{0}_{\mathbf{m}} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0}_{\mathbf{1}} & \mathbf{0}_{\mathbf{2}} & \ldots & \mathbf{L}_{\mathbf{m}}(0)^{T}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{\eta}_{\mathbf{1}} \\
\boldsymbol{\eta}_{\mathbf{2}} \\
\vdots \\
\mathbf{\eta}_{m}
\end{array}\right]= \\
& =-\left[\begin{array}{cccc}
\mathbf{L}_{\mathbf{1}}(0)^{T} & \mathbf{0}_{\mathbf{2}} & \ldots & \mathbf{0}_{\mathbf{m}} \\
\mathbf{0}_{\mathbf{1}} & \mathbf{L}_{\mathbf{2}}(0)^{T} & \ldots & \mathbf{0}_{\mathbf{m}} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0}_{\mathbf{1}} & \mathbf{0}_{\mathbf{2}} & \ldots & \mathbf{L}_{\mathbf{m}}(0)^{T}
\end{array}\right] \mathbf{\Omega}^{-1} \mathbf{\Psi}\left[\begin{array}{c}
\dot{\mathbf{x}}_{\mathbf{m}}(t) \\
\mathbf{y}(t)-\mathbf{y}_{d}(t)
\end{array}\right] \tag{3-30}
\end{align*}
$$

It is obvious that the presented MPC is by nature a state feedback control, since it depends on the current state variable $\mathbf{x}(t)$. Hence, the feedback gain matrix of the controller is:

$$
K_{M P C}=\left[\begin{array}{cccc}
\mathbf{L}_{\mathbf{1}}(0)^{T} & \mathbf{0}_{\mathbf{2}} & \ldots & \mathbf{0}_{\mathbf{m}}  \tag{3-31}\\
\mathbf{0}_{\mathbf{1}} & \mathbf{L}_{\mathbf{2}}(0)^{T} & \ldots & \mathbf{0}_{\mathbf{m}} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0}_{\mathbf{1}} & \mathbf{0}_{\mathbf{2}} & \ldots & \mathbf{L}_{\mathbf{m}}(0)^{T}
\end{array}\right] \boldsymbol{\Omega}^{-1} \boldsymbol{\Psi}
$$

The ultimate goal is to obtain the control signal for the plant model. This can be done through the integration of the control signal of the augmented plant given by Eq. (3-30):

$$
\begin{equation*}
\mathbf{u}(t)=\int_{0}^{t} \dot{\mathbf{u}}(\gamma) d \gamma \tag{3-32}
\end{equation*}
$$

### 3.3 Constraints

The effective handling and easy integration of input and/or output constraints is one of the main advantages of MPC. The most frequent used types of constraints are three:

- Constraints on the derivative of the manipulated variable $\dot{\mathbf{u}}$
- Constraints on the amplitude of the manipulated variable u
- Constraints on the output $\mathbf{y}$ or state variable $\mathbf{x}$

In this thesis, the last two types of constraints are presented considering the requirements that the following study of FFSMS sets. The constraints have to become a part of the MPC strategy and be embedded in the procedure. Therefore, after taking the form of linear inequalities, the constraints use the same orthonormal basis function as the ones presented in Section 3.1 and affects the parameter vector $\boldsymbol{\eta}$. This task requires the usage of a method called Hildreth's quadratic programming procedure that is presented in Section 3.2.1. A notable characteristic of MPC with constraints is that the nature of receding horizon implies that the constraints may vary with the progression of the horizon.

### 3.3.1 Integration of Constraints \& Hildreth's Quadratic Programming Procedure

In this section, the integration of the constraints into the optimization procedure is studied, a prerequisite for the handling of the constraints by an MPC. Some basic quadratic programming information is presented to comprehend the distilled idea of Hildreth's quadratic programming procedure.

After calculations in Eq. (3-27), the cost function can also take the form:

$$
\begin{align*}
& J=\boldsymbol{\eta}^{T} \boldsymbol{\Omega} \boldsymbol{\eta}+2 \boldsymbol{\eta}^{T} \boldsymbol{\Psi} \mathbf{x}\left(t_{i}\right)+\mathbf{x}\left(t_{i}\right)^{T} \int_{0}^{T_{p}} e^{\mathbf{A}^{T} \tau} \mathbf{Q} e^{\mathbf{A} \tau} d \tau \mathbf{x}\left(t_{i}\right) \quad 0 \leq \tau \leq T_{p} \\
& \text { with } \quad \boldsymbol{\Omega}=\int_{0}^{T_{p}} \mathbf{\Phi}(\tau) \mathbf{Q} \boldsymbol{\Phi}(\tau)^{\mathrm{T}} d \tau+\mathbf{R}_{\mathbf{L}}, \quad \mathbf{\Psi}=\int_{0}^{T_{p}} \mathbf{\Phi}(\tau) \mathbf{Q} e^{\mathbf{A} \tau} d \tau  \tag{3-33}\\
& \& \quad \boldsymbol{\Phi}(\tau)^{\mathrm{T}}=\int_{0}^{\tau} e^{\mathbf{A}(\tau-\gamma)} \mathbf{B L}(\gamma)^{\mathrm{T}} d \gamma
\end{align*}
$$

Let's also consider that the constraints are in the form of linear inequalities:

$$
\begin{equation*}
\mathbf{A}_{\text {constr }} \boldsymbol{\eta} \leq \mathbf{b} \tag{3-34}
\end{equation*}
$$

Since the last term in Eq. (3-33) is constant and not affected by $\boldsymbol{\eta}$, the cost function can be written in a more convenient way:

$$
\begin{align*}
& J^{\prime}=\frac{J-\mathbf{x}\left(t_{i}\right)^{T} \int_{0}^{T_{p}} e^{\boldsymbol{A}^{T} \tau} \mathbf{Q} e^{\mathbf{A} \tau} d \tau \mathbf{x}\left(t_{i}\right)}{2}=\frac{1}{2} \boldsymbol{\eta}^{T} \mathbf{E} \boldsymbol{\eta}+\boldsymbol{\eta}^{T} \mathbf{f}  \tag{3-35}\\
& \text { with } \mathbf{E}=\boldsymbol{\Omega}, \quad \mathbf{f}=2 \Psi \mathbf{\Psi}\left(t_{i}\right)
\end{align*}
$$

If the constraints were equalities only, they could be easily integrated into the cost function using some parameters called Lagrange multipliers:

$$
\begin{align*}
& J^{\prime}=\frac{1}{2} \boldsymbol{\eta}^{T} \mathbf{E} \boldsymbol{\eta}+\boldsymbol{\eta}^{T} \mathbf{f}+\boldsymbol{\lambda}^{T}\left(\mathbf{A}_{\text {constr }} \boldsymbol{\eta}-\mathbf{b}\right) \& \quad \mathbf{A}_{\text {constr }} \boldsymbol{\eta}=\mathbf{b}  \tag{3-36}\\
& \text { with } \mathbf{E}=\boldsymbol{\Omega}, \quad \mathbf{f}=2 \boldsymbol{\Psi} \mathbf{x}\left(t_{i}\right)
\end{align*}
$$

Using this method, from now on the variable of the objective function is not only $\boldsymbol{\eta}$ but also $\lambda$. By setting the first derivatives of the cost function of Eq. (3-36) with respect to $\boldsymbol{\eta}$ and $\lambda$ equal to zero (condition for extremum):

$$
\begin{align*}
& \frac{\partial J^{\prime}}{\partial \boldsymbol{\eta}}=\mathbf{E} \boldsymbol{\eta}+\mathbf{f}+\mathbf{A}_{\text {constr }}^{T} \boldsymbol{\lambda}=0  \tag{3-37}\\
& \frac{\partial J^{\prime}}{\partial \boldsymbol{\lambda}}=\mathbf{A}_{\text {constr}} \boldsymbol{\eta}-\mathbf{b}=0
\end{align*}
$$

The solution of the linear system yields the optimal $\boldsymbol{\eta}$ and $\boldsymbol{\lambda}$ (where the first term of $\boldsymbol{\eta}$ is the global optimal solution of the cost function without constraints):

$$
\begin{align*}
& \lambda=-\left(\mathbf{A}_{\text {constr }} \mathbf{E}^{-1} \mathbf{A}_{\text {constr }}^{T}\right)^{-1}\left(\mathbf{b}+\mathbf{A}_{\text {constr }} \mathbf{E}^{-1} \mathbf{f}\right)  \tag{3-38}\\
& \boldsymbol{\eta}=-\mathbf{E}^{-1} \mathbf{A}_{\text {constr }}^{T} \lambda-\mathbf{E}^{-1} \mathbf{f}
\end{align*}
$$

The preceding method which was used for equality constraints can be extended to satisfy inequality constraints too, using the Kuhn-Tucker Conditions [14]. In particular, by designating an inequality $\mathbf{A}_{\text {constr }, i} \boldsymbol{\eta}_{i} \leq b_{i}$ as active condition if $\mathbf{A}_{\text {constr }, i} \boldsymbol{\eta}_{i}=b_{i}$ and as inactive if $\mathbf{A}_{\text {constr }, \boldsymbol{i}} \boldsymbol{\eta}_{i}<b_{i}$, Eq. (3-37) can be used for inequality constraints too if $\lambda=0$ for inactive conditions( $\mathbf{A}_{\text {consstr }, i}$ is the $i$ th row of the matrix). The Kuhn-Tucker conditions can be expressed in the form:

$$
\begin{align*}
& \mathbf{E} \boldsymbol{\eta}+\mathbf{f}+\mathbf{A}_{\text {consts }}^{T} \boldsymbol{\lambda}=0 \\
& \mathbf{A}_{\text {consts }} \boldsymbol{\eta}-\mathbf{b} \leq 0  \tag{3-39}\\
& \lambda^{T}\left(\mathbf{A}_{\text {constr }} \boldsymbol{\eta}-\mathbf{b}\right)=0 \\
& \lambda \geq 0
\end{align*}
$$

It is worth to mention that the active constraints need to be linearly independent and the number of active constraints needs to be less or equal to that of the decision variables.

To minimize the computational load, the solution of the aforementioned problem (Eq. (3-39)) is not based on the decision variables $\boldsymbol{\eta}$ (primal variables) but on the Lagrange multipliers $\lambda$ (dual variables)). Consider that there exists a feasible point $\boldsymbol{\eta}$, the solution of the Eq. (3-36) can be expressed as:

$$
\begin{equation*}
\max _{\lambda \geq 0} \min _{\boldsymbol{\eta}}\left[\frac{1}{2} \boldsymbol{\eta}^{T} \mathbf{E} \boldsymbol{\eta}+\boldsymbol{\eta}^{T} \mathbf{f}+\lambda^{T}\left(\mathbf{A}_{\text {constr }} \boldsymbol{\eta}-\mathbf{b}\right)\right] \tag{3-40}
\end{equation*}
$$

Substituting the optimal $\boldsymbol{\eta}$ of Eq. (3-38) into the preceding equation:

$$
\begin{align*}
& \max _{\lambda \geq 0}\left[-\frac{1}{2} \boldsymbol{\lambda}^{T} \mathbf{H} \boldsymbol{\lambda}-\boldsymbol{\lambda}^{T} \mathbf{k}-\frac{1}{2} \mathbf{f}^{T} \mathbf{E}^{-1} \mathbf{f}\right]  \tag{3-41}\\
& \text { with } \mathbf{H}=\mathbf{A}_{\text {constr }} \mathbf{E}^{-1} \mathbf{A}_{\text {constr }}{ }^{T} \& \quad \mathbf{k}=\mathbf{b}+\mathbf{A}_{\text {constr }} \mathbf{E}^{-1} \mathbf{f}
\end{align*}
$$

The third term of Eq. (3-41) is independent of $\lambda$. Therefore, an equivalent cost function which minimization results in the same values of $\lambda$ is:

$$
\begin{array}{r}
\min _{\lambda \geq 0}\left[\frac{1}{2} \lambda^{T} \mathbf{H} \lambda+\lambda^{T} \mathbf{k}\right]  \tag{3-42}\\
\text { with } \mathbf{H}=\mathbf{A}_{\text {constr }} \mathbf{E}^{-1} \mathbf{A}_{\text {constr }}^{T} \& \& \mathbf{k}=\mathbf{b}+\mathbf{A}_{\text {consst }} \mathbf{E}^{-1} \mathbf{f}
\end{array}
$$

which is also the form of the required dual problem.
Hildreth's quadratic programming procedure was proposed in [10] to solve the aforementioned dual problem. It is a simple iterative algorithm that runs until the convergence of the Lagrange multipliers $\lambda$ is achieved. According to this method, the variables $\lambda$ are given by:

$$
\begin{gather*}
\lambda_{i}^{p+1}=\max \left(0, w_{i}^{p+1}\right) \\
w_{i}^{p+1}=-\frac{1}{h_{i i}}\left(k_{i}+\sum_{j=1}^{i-1} h_{i j} \lambda_{j}^{p+1}+\sum_{j=i+1}^{m} h_{i j} \lambda_{j}^{p}\right) \tag{3-43}
\end{gather*}
$$

where on the up-right corner of the variables $\lambda$ and $w$, the iteration cycle is denoted and on the down-right corner of the variables $\lambda, w, k$, and $h$, the number of the element. The $h_{i j}$ is the $i j$-th element of the matrix $\mathbf{H}$, and $k_{i}$ is the $i$-th element of the vector $\mathbf{k}$. The iteration cycle begins by setting $\lambda^{0}=[0,0, \ldots 0]$. After the convergence is accomplished, the optimal $\lambda_{\text {opt }}$ is substituting in the second part of Eq. (3-38) to find the optimal decision variables $\boldsymbol{\eta}$. It is noteworthy to point out that in most cases even if the constraints are ill-defined (linearly dependent and/or active constraints are more than decision variables), the algorithm will give a near-optimal solution.

### 3.3.2 Constraints on the Amplitude of the Manipulated Variable

As it was stated in the previous section and can be clearly concluded from Eq. (3-34), the constraints should take the form of linear inequalities. By setting an upper and lower limit for the amplitude of the control signal, the following inequalities are derived:

$$
\begin{equation*}
\mathbf{u}_{\min } \leq \mathbf{u}\left(t_{i}\right) \leq \mathbf{u}_{\max } \tag{3-44}
\end{equation*}
$$

Assuming adequately small sampling interval $\Delta t$ and using Eq. (3-30), the constraints for the control signal at the first sample time are:

$$
\begin{align*}
& \frac{\mathbf{u}_{\min }-\mathbf{u}\left(t_{i}-\Delta t\right)}{\Delta t} \leq \frac{\mathbf{u}\left(t_{i}\right)-\mathbf{u}\left(t_{i}-\Delta t\right)}{\Delta t} \leq \frac{\mathbf{u}_{\max }-\mathbf{u}\left(t_{i}-\Delta t\right)}{\Delta t} \Rightarrow  \tag{3-45}\\
& \mathbf{u}_{\min }-\mathbf{u}\left(t_{i}-\Delta t\right) \leq \Delta t \mathbf{L}(0)^{T} \mathbf{\eta} \leq \mathbf{u}_{\max }-\mathbf{u}\left(t_{i}-\Delta t\right)
\end{align*}
$$

The previous equation can be written in a more convenient form:

$$
\left[\begin{array}{c}
\Delta t \mathbf{L}(0)^{T}  \tag{3-46}\\
-\Delta t \mathbf{L}(0)^{T}
\end{array}\right] \boldsymbol{\eta} \leq\left[\begin{array}{c}
\mathbf{u}_{\max }-\mathbf{u}\left(t_{i}-\Delta t\right) \\
-\left(\mathbf{u}_{\min }-\mathbf{u}\left(t_{i}-\Delta t\right)\right)
\end{array}\right]
$$

which is a suitable form for the method presented in Section 3.2.1.

### 3.3.3 Constraints on the Output or State Variable

To set constraints on the initial state-space problem (Eq. (3-4), an equation that related all the derivatives and the values of the constraints has to be found. Introducing an upper and lower limit on the $j$-th element of the state variable $\mathbf{x m}$ :

$$
\begin{equation*}
x_{m(j), \text { min }} \leq x_{m(j)}\left(t_{i}\right) \leq x_{m(j), \text { max }} \tag{3-47}
\end{equation*}
$$

Assuming adequately small sampling interval $\Delta t$, Eq. (3-47) can set constraints on the first derivative of the variable:

$$
\begin{gather*}
\frac{x_{m(j), \text { min }}-x_{m(j)}\left(t_{i}-\Delta t\right)}{\Delta t} \leq \dot{x}_{m(j)}\left(t_{i}\right) \leq \frac{x_{m(j), \text { max }}-x_{m(j)}\left(t_{i}-\Delta t\right)}{\Delta t} \Rightarrow  \tag{3-48}\\
\dot{x}_{m(j), \text {,in }} \leq \dot{x}_{m(j)}\left(t_{i}\right) \leq \dot{x}_{m(j), \text { max }}
\end{gather*}
$$

Following the same procedure, the second derivative can be written as:

$$
\begin{align*}
\frac{\dot{x}_{m(j), \text { min }}-\dot{x}_{m(j)}\left(t_{i}-\Delta t\right)}{\Delta t} & \leq \ddot{x}_{m(j)}\left(t_{i}\right) \leq \frac{\dot{x}_{m(j), \text { max }}-\dot{x}_{m(j)}\left(t_{i}-\Delta t\right)}{\Delta t} \Rightarrow  \tag{3-49}\\
\ddot{x}_{m(j), \text { min }} & \leq \ddot{x}_{m(j)}\left(t_{i}\right) \leq \ddot{x}_{m(j), \text {,max }}
\end{align*}
$$

The same method is used for higher derivatives, if it is required.
Considering a SISO system, by substituting Eq. (3-47)-(3-49) into the augmented model (Eq. (3-5) (the output may contain the error if it is a set-point trajectory), the following is obtained:

$$
\begin{equation*}
\dot{\mathbf{x}}_{\min }-\mathbf{A} \mathbf{x}_{\min } \leq \mathbf{b} \dot{\mathbf{u}}\left(t_{i}\right) \leq \dot{\mathbf{x}}_{\max }-\mathbf{A} \mathbf{x}_{\max } \tag{3-50}
\end{equation*}
$$

where $\mathbf{b}$ is the corresponding SISO vector of the matrix $\mathbf{B}$ from Eq. (3-5). The $\mathbf{x}_{\text {min }}$ and $\mathbf{x}_{\text {max }}$ contain either the derivatives of the constrained state variable $\mathrm{x}_{\mathrm{m}(\mathrm{j})}$ taking by Eq. (3-47)-$(3-49)$ or the past values of the independent state variables. The same applies for $\dot{\mathbf{x}}_{\text {min }}$ and $\dot{\mathbf{x}}_{\text {max }}$.

By considering Eq. (3-30), Eq. (3-50) can be written as:

$$
\begin{equation*}
\dot{\mathbf{x}}_{\text {min }}-\mathbf{A} \mathbf{x}_{\text {min }} \leq \mathbf{b L}(0)^{T} \boldsymbol{\eta}\left(t_{i}\right) \leq \dot{\mathbf{x}}_{\text {max }}-\mathbf{A} \mathbf{x}_{\text {max }} \tag{3-51}
\end{equation*}
$$

In most cases, the control signal is applied only in one equation of the state space model. Therefore, the above methodology is simplified profoundly.

It is notable to point out that the output constraints may result in severe nonlinearities which may lead to close-loop oscillation or instability. Therefore, they should be regarded as soft constraints, which means that they have to be "relaxed" in case the performance of the model is not the desired one. This problem can also be tackled by setting input constraints as a priority.

### 3.4 Example: Design of MPC Controller for a Simple Mass-Damper-Spring Model

Consider a body with mass $m=10 \mathrm{~kg}$ attached to a vertical wall with a spring of spring constant $k=5 \mathrm{~N} / \mathrm{m}$ and a damper with damping coefficient $b=5 \mathrm{Ns} / \mathrm{m}$. The body can move at the horizontal $x$ direction. A force $u$ is applied to the body calculated by an MPC. Assuming the body is stable at $x=0$, it has to reach the set-point of $x_{d}=1 \mathrm{~m}$. The whole dynamic model is depicted in Figure 3-3.


Figure 3-3. Dynamic model containing mass, damper and spring.
The first step is to find the dynamic equation of the model, using Lagrangian mechanics:

$$
\begin{equation*}
m \ddot{x}(t)+b \dot{x}(t)+k x(t)=u(t) \tag{3-52}
\end{equation*}
$$

Then, the state-space model can be formed:

$$
\begin{align*}
\dot{\mathbf{x}}_{\mathbf{m}}(t) & =\mathbf{A}_{\mathbf{m}} \mathbf{x}_{\mathbf{m}}(t)+\mathbf{B}_{\mathrm{m}} u(t) \\
y(t) & =\mathbf{C}_{\mathbf{m}} \mathbf{x}_{\mathbf{m}}(t)  \tag{3-53}\\
\text { with } \mathbf{x}_{\mathbf{m}}=\left[\begin{array}{l}
x_{m, 1} \\
x_{m, 2}
\end{array}\right]=\left[\begin{array}{c}
x \\
\dot{x}
\end{array}\right], \mathbf{A}_{\mathbf{m}} & =\left[\begin{array}{cc}
0 & 1 \\
-\frac{k}{m} & -\frac{b}{m}
\end{array}\right], \mathbf{B}_{\mathbf{m}}=\left[\begin{array}{c}
0 \\
\frac{1}{m}
\end{array}\right], \mathbf{C}_{\mathbf{m}}=\left[\begin{array}{ll}
1 & 0
\end{array}\right]
\end{align*}
$$

To implement the MPC algorithm, the augmented model of Eq. (3-5) is formed:

$$
\begin{gather*}
\dot{\mathbf{x}}(t)=\mathbf{A x}(t)+\mathbf{B} \dot{u}(t) \\
y(t)=\mathbf{C x}(t)  \tag{3-54}\\
\text { with } \mathbf{x}=\left[\begin{array}{c}
\dot{x}_{m, 1} \\
\dot{x}_{m, 2} \\
y
\end{array}\right], \mathbf{A}=\left[\begin{array}{ccc}
0 & 1 & 0 \\
-\frac{k}{m} & -\frac{b}{m} & 0 \\
1 & 0 & 0
\end{array}\right], \mathbf{B}=\left[\begin{array}{c}
0 \\
\frac{1}{m} \\
0
\end{array}\right], \mathbf{C}=\left[\begin{array}{lll}
0 & 0 & 1
\end{array}\right]
\end{gather*}
$$

The next step is to determine the scaling factor $p$, the number of Laguerre functions N as well as the prediction horizon $T_{p}$. The last two parameters should be considered as large as possible to achieve adequate representation of the control signal using Laguerre functions. However, the larger they are, the more computationally demanding the algorithm is. After ample tests, they have been chosen as: $T_{p}=10 \mathrm{~s}$ and $\mathrm{N}=10$.

The scaling factor $p$ is chosen equal to the absolute value of the dominant pole of the Linear Quadratic Regulator problem [40]. By using the Matlab function lar(), the poles are determined. Therefore, the scaling factor is chosen as $p=2.3075$.

Finally, the parameters $\mathbf{Q}$ and $\mathbf{R}$ are selected to achieve the best performance, without any force limit. For this reason, they are chosen as:

$$
\mathbf{Q}=\mathbf{C}^{\prime} \mathbf{C}=\left[\begin{array}{lll}
0 & 0 & 0  \tag{3-55}\\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right] \& \quad \mathbf{R}=r=10^{-5}
$$

Having determined the aforementioned parameters, the methodology which was presented in Section 3.2 is followed to apply the unconstrained MPC and the methodology presented in Section 3.3 for the constrained MPC. After the implementation, the MPC gains and the poles of the augmented controlled system are:

- $K_{m p c}=\left[\begin{array}{lll}410.07 & 86.00 & 960.12\end{array}\right]$
- Poles: $-2.24 \pm 3.97 i,-4.61$

Figure 3-4 presents the position and the error of the unconstrained and the constrained problem, considering output limit $x_{\max }=1.081 \mathrm{~m}$. It is calculated that the maximum position of the unconstrained problem is $x_{\max }=1.082 \mathrm{~m}$, while in the constrained problem the position does not exceed the regarded limit. The output limit could have been set even lower, but it would have resulted in an immense surge of the control force at some time points, as it is shown by Figure 3-5.


Figure 3-4. Position and error of the Constrained and the Unconstrained MPC for the mass-damper-spring example.
Figure 3-5 shows the control force of the unconstrained and the constrained problem. It can be clearly realized that at time instant $t=1.033 \mathrm{~s}$, when the position tends to exceed the output limit, the control force plummets to compensate for it. If the output limit had been set lower, the absolute value of the control force would have been even larger and after a point it would have resulted in close-loop oscillation or instability.


Figure 3-5. Control force of the Constrained and the Unconstrained MPC for the mass-damper-spring example.

In this thesis, two methods are used to tackle the problem of instability of the output constraints. According to the first, safety constraints on the controller's input can be considered as a higher priority to the output constraints. Therefore, if the control force exceeds the input limit, the input constraints become active and they will be the ones that produce the next control signal. According to the other method, the output constraints can become active only for a limited time period. Both of these methods are discussed in Chapter 4 more thoroughly. Apart from them, the problem of disturbances, model parameter uncertainties, as well as noise is presented in Chapter 5 and the performance of the MPC is compared to the performance of a PID controller.

## 4 Implementation of Model Predictive Controller (MPC) to Free-Floating Space Manipulator Systems (FFSMS)

### 4.1 Introduction

In this chapter, the MPC presented in Chapter 3 is applied to an FFSMS for both motions in the joint and Cartesian space. Evidently, prerequisites for the implementation are the equations which describe the MPC and can be found in Chapter 3 as well as the equations of the kinematics and dynamics of an FFSMS which can be found in Chapter 2.

As it was stated in Chapter 2, the dynamics of an FFSMS manifest intense nonlinearities. The implementation of the preceding MPC requires a linear system. Consequently, the FFSMS should be linearized. The methodology that was chosen to tackle this problem is the Feedback Linearization or, in other words, a Model-Based Controller. According to this method, the model of the system is used to compensate for the non-linear terms and form a linear system. It is obvious that the method -as well as the MPC- requires an accurate model of the system. Any parametric uncertainties would be regarded as nonconstant disturbances. Another profound characteristic of this technique is the de-coupling of the manipulator, since the equation that describes the errors of each joint is not affected by the other joints.

First, the Design of a Model Based PD and PID Controller is presented for motion in the joint space. Since the scenarios of Chapter 5 contain a planar FFSMS with a 3-DoF manipulator, the design is based on these data. After that, the design of a Model Based PD Controller with an auxiliary MPC input is presented. Next step is the derivation of the aforementioned controllers for motion in the Cartesian space too. The evaluation of the controllers requires simulations which are accomplished with the help of Matlab/Simulink and MSC Adams for the formation of the plant. The procedure that is followed for the design of the plant is also presented. Finally, an example implementing both Model Based PID Controller and Model Based PD Controller with MPC input is presented.

### 4.2 Design of a Controller in the Joint Space

There are ample occasions that require the determination of the manipulator's motion in the joint space. Primary examples are the regulation of the manipulator to achieve a desired form and the trajectory tracking in the joint space for deployment. As it was mentioned Section 4.1, the implementation of an MPC requires the design of Model Based PD Controller.

### 4.2.1 Model Based PD \& PID Controller

The main requirement for the application of a controller is the equation that describes the dynamics of the system. For a planar FFSMS with a 3-DoF manipulator, it is given by Eq. (2-56) and it is repeated here for facilitation:

$$
\begin{equation*}
\mathbf{H}(\mathbf{q}) \ddot{\mathbf{q}}+\mathbf{C}^{*}\left(\mathbf{q}, \dot{\mathbf{q}}, h_{C M}\right) \dot{\mathbf{q}}+\mathbf{g}_{h}\left(\mathbf{q}, h_{C M}\right)=\boldsymbol{\tau} \tag{4-1}
\end{equation*}
$$

where $\mathbf{H}(\mathbf{q}), \mathbf{C}^{*}\left(\mathbf{q}, \dot{\mathbf{q}}, h_{C M}\right)$ and $\mathbf{g}_{h}\left(\mathbf{q}, h_{C M}\right)$ are given by Eq. (2-57), $h_{C M}$ is the initial angular momentum which is considered as zero, $\mathbf{q}$ is the vector containing the manipulators angles and $\tau$ is the vector containing the torques of the joints of the manipulator:

$$
\begin{align*}
\mathbf{q} & =\left[\begin{array}{lll}
q_{1} & q_{2} & q_{3}
\end{array}\right]^{T}  \tag{4-2}\\
\boldsymbol{\tau} & =\left[\begin{array}{lll}
\tau_{1} & \tau_{2} & \tau_{3}
\end{array}\right]^{T}
\end{align*}
$$

The primary purpose of a Model Based Controller is to convert a non-linear system to a linear one. This can be accomplished by using the model to compensate for the non-linear terms. Considering that the matrices and vector $\mathbf{H}(\mathbf{q}), \mathbf{C}^{*}\left(\mathbf{q}, \dot{\mathbf{q}}, h_{C M}\right)$ and $\mathbf{g}_{h}\left(\mathbf{q}, h_{C M}\right)$ can be accurately calculated using the model, the desired trajectories of the angles $\mathbf{q}_{d}(t)$, the angular velocities $\dot{\mathbf{q}}_{d}(t)$ and the angular accelarations $\ddot{\mathbf{q}}_{d}(t)$ of the joints are defined and sensors are used for the measurement of the manipulator's joints angles $\mathbf{q}$ and angular velocities $\dot{\mathbf{q}}$, the Model Based PD Controller takes the form:

$$
\begin{equation*}
\boldsymbol{\tau}=\hat{\mathbf{H}}\left[\ddot{\mathbf{q}}_{d}+\mathbf{K}_{D}\left(\dot{\mathbf{q}}_{d}-\dot{\mathbf{q}}\right)+\mathbf{K}_{P}\left(\mathbf{q}_{d}-\mathbf{q}\right)\right]+\hat{\mathbf{C}}^{*} \dot{\mathbf{q}}+\hat{\mathbf{g}}_{h} \tag{4-3}
\end{equation*}
$$

where $\mathbf{K d}_{\mathbf{d}}$ and $\mathbf{K p}$ are $3 \times 3$ diagonal matrices containing the gains of the PD part of the controller which determines the desired dynamic response of the system and the hat ( $\wedge$ ) above $\mathbf{H}, \mathbf{C}^{*}$ and $\mathbf{g}_{h}$ indicates that they are conjectured and not perfectly known.

Substituting Eq. (4-3) into Eq. (4-1) the equations of dynamics of the angles' errors are given by:

$$
\begin{gather*}
\ddot{\mathbf{e}}+\mathbf{K}_{D} \dot{\mathbf{e}}+\mathbf{K}_{P} \mathbf{e}=\hat{\mathbf{H}}^{-1}\left((\mathbf{H}-\hat{\mathbf{H}}) \ddot{\mathbf{q}}+\left(\mathbf{C}^{*}-\hat{\mathbf{C}}^{*}\right) \dot{\mathbf{q}}+\mathbf{g}_{h}-\hat{\mathbf{g}}_{h}\right)  \tag{4-4}\\
\mathbf{e}=\mathbf{q}_{d}-\mathbf{q}
\end{gather*}
$$

If the estimations of the matrices are accurate enough, the right part of the preceding equation equals zero and the errors' dynamics are described by:

$$
\begin{gather*}
\ddot{\mathbf{e}}+\mathbf{K}_{D} \dot{\mathbf{e}}+\mathbf{K}_{P} \mathbf{e}=0  \tag{4-5}\\
\mathbf{e}=\mathbf{q}_{d}-\mathbf{q}
\end{gather*}
$$

These equations describe a decoupled system of linear equations. If the gains are chosen appropriately, the error tends to zero for the steady-state.

Figure 4-1 presents the block diagram of the Model Based PD Controller.
The same methodology can be used for the Model Based PID Controller. The torques are given by:

$$
\begin{equation*}
\boldsymbol{\tau}=\hat{\mathbf{H}}\left[\ddot{\mathbf{q}}_{d}+\mathbf{K}_{D}\left(\dot{\mathbf{q}}_{d}-\dot{\mathbf{q}}\right)+\mathbf{K}_{P}\left(\mathbf{q}_{d}-\mathbf{q}\right)+\mathbf{K}_{I} \int_{0}^{t}\left(\mathbf{q}_{d}(x)-\mathbf{q}(x)\right) d x\right]+\hat{\mathbf{C}}^{*} \dot{\mathbf{q}}+\hat{\mathbf{g}}_{h} \tag{4-6}
\end{equation*}
$$

where $\mathbf{K}_{\mathbf{I}}$ is also $3 \times 3$ diagonal matrix
The dynamics of the errors are described by:

$$
\begin{gather*}
\ddot{\mathbf{e}}+\mathbf{K}_{D} \dot{\mathbf{e}}+\mathbf{K}_{P} \mathbf{e}+\mathbf{K}_{l} \int_{0}^{t} \mathbf{e}(x) d x=0  \tag{4-7}\\
\mathbf{e}=\mathbf{q}_{d}-\mathbf{q}
\end{gather*}
$$

Figure 4-2 presents the block diagram of the Model Based PID Controller.


Figure 4-1. Block Diagram of the Model Based PD Controller applied to a Planar FFSMS in Joint Space.


Figure 4-2. Block Diagram of the Model Based PID Controller applied to a Planar FFSMS in Joint Space.

### 4.2.2 Model Based PD Controller with an auxiliary MPC Input

The effectiveness of the controller presented in Section 4.2.1 depends on the accuracy of the system's parameters and matrices $\mathbf{H}(\mathbf{q}), \mathbf{C}^{*}\left(\mathbf{q}, \dot{\mathbf{q}}, h_{C M}\right)$ and $\mathbf{g}_{h}\left(\mathbf{q}, h_{C M}\right)$. If these parameters are not certain, time-varying disturbances occur. These disturbances are described by the right part of Eq. (4-4). To compensate for these disturbances, an MPC is embedded into the previous Model Based PD Controller via the term $\mathbf{u}_{\text {MPC }}$. Therefore, the torques of the joints are given by:

$$
\begin{equation*}
\boldsymbol{\tau}=\hat{\mathbf{H}}\left[\ddot{\mathbf{q}}_{d}+\mathbf{K}_{D}\left(\dot{\mathbf{q}}_{d}-\dot{\mathbf{q}}\right)+\mathbf{K}_{P}\left(\mathbf{q}_{d}-\mathbf{q}\right)+\mathbf{u}_{M P C}\right]+\hat{\mathbf{C}}^{*} \dot{\mathbf{q}}+\hat{\mathbf{g}}_{h} \tag{4-8}
\end{equation*}
$$

and the dynamics of the errors are described by:

$$
\begin{gather*}
\ddot{\mathbf{e}}+\mathbf{K}_{D} \dot{\mathbf{e}}+\mathbf{K}_{P} \mathbf{e}=\hat{\mathbf{H}}^{-1}\left((\mathbf{H}-\hat{\mathbf{H}}) \ddot{\mathbf{q}}+\left(\mathbf{C}^{*}-\hat{\mathbf{C}}^{*}\right) \dot{\mathbf{q}}+\mathbf{g}_{h}-\hat{\mathbf{g}}_{h}\right)-\mathbf{u}_{M P C}  \tag{4-9}\\
\mathbf{e}=\mathbf{q}_{d}-\mathbf{q}
\end{gather*}
$$

Figure $4-3$ presents the block diagram of the Model Based PD Controller with MPC compensation.


Figure 4-3. Block Diagram of the Model Based PD Controller with an auxiliary MPC Input applied to a Planar FFSMS in Joint Space.
As it was stated in Chapter 3, the application of the MPC mandates the representation of the dynamics of the system in state-space form. Considering the fact that the system is linear and decoupled and by neglecting to write the disturbances caused by the parametric uncertainties for simplification of the representation, the state-space model for each one of the three joints can be written as:

$$
\begin{gather*}
\dot{\mathbf{x}}_{\mathbf{m}}(t)=\mathbf{A}_{\mathbf{m}} \mathbf{x}_{\mathbf{m}}(t)+\mathbf{B}_{\mathrm{m}} u(t) \\
y(t)=\mathbf{C}_{\mathrm{m}} \mathbf{x}_{\mathrm{m}}(t) \tag{4-10}
\end{gather*}
$$

with $\mathbf{x}_{\mathbf{m}}=\left[\begin{array}{l}x_{m, 1} \\ x_{m, 2}\end{array}\right]=\left[\begin{array}{l}e_{i} \\ \dot{e}_{i}\end{array}\right], \mathbf{A}_{\mathbf{m}}=\left[\begin{array}{cc}0 & 1 \\ -K_{P, i} & -K_{D, i}\end{array}\right], \mathbf{B}_{\mathbf{m}}=\left[\begin{array}{c}0 \\ -1\end{array}\right], \mathbf{C}_{\mathbf{m}}=\left[\begin{array}{ll}1 & 0\end{array}\right], \quad i=1,2,3$
For the rest of this section, the indicator $i$ is neglected for simplification.
To implement the MPC algorithm, the augmented model of Eq. (4-10) is formed:

$$
\begin{gather*}
\dot{\mathbf{x}}(t)=\mathbf{A} \mathbf{x}(t)+\mathbf{B} \dot{u}(t) \\
y(t)=\mathbf{C} \mathbf{x}(t)  \tag{4-11}\\
\text { with } \mathbf{x}=\left[\begin{array}{c}
\dot{x}_{m, 1} \\
\dot{x}_{m, 2} \\
y
\end{array}\right], \quad \mathbf{A}=\left[\begin{array}{ccc}
0 & 1 & 0 \\
-K_{P} & -K_{D} & 0 \\
1 & 0 & 0
\end{array}\right], \mathbf{B}=\left[\begin{array}{c}
0 \\
-1 \\
0
\end{array}\right], \mathbf{C}=\left[\begin{array}{lll}
0 & 0 & 1
\end{array}\right]
\end{gather*}
$$

The next step is to determine the scaling factor $p$, the number of Laguerre functions N , the prediction horizon $T_{p}$. as well as the parameters $\mathbf{Q}$ and $\mathbf{R}$ on which the desired performance depends.

Having determined the aforementioned parameters, the methodology which was presented in Section 3.2 of Chapter 3 is followed to apply the unconstrained MPC and the methodology presented in Section 3.3 of Chapter 3 for the constrained MPC.

It is important to point out that although the desired angles, angular velocities and angular accelerations trajectories are time-dependent, the desired trajectories of the errors are constant and equal to zero. Since the equations that are used for implementation of the MPC are the equations of the errors, the desired trajectories are constant and therefore the methodology of Chapter 3 can be applied.

### 4.3 Design of a Controller in the Cartesian Space

Probably the most common usage of an FFSMS' manipulator involves its motion in the Cartesian Space. There are boundless occasions that the manipulator's end-effector might need to reach a desired point with a desired orientation in reference to an Inertial Frame of Reference. Besides that, in some cases, the end-effector might need to even follow a desired trajectory apart from the final position and orientation. The accomplishment of these tasks requires the measurement of the position and orientation of the end-effector as well as the base. This can be done by either using cameras which are attached to the end-effector and measure these variables with respect to another object such as another satellite or by estimating them from the equations of kinematics of the FFSMS, if the angles of the manipulator's joints and the link lengths are known. The former method is the most accurate one since the latter multiplies the disturbances in case of parametric uncertainties (the kinematics uses the parameters of the model which are uncertain).

The same procedure as the design of controller in the joint space is followed. First a Model Based PD Controller is presented and then an MPC is embedded into the controller.

### 4.3.1 Model Based PD \& PID Controller

The methodology followed is based on the design of a Transpose Jacobian Controller. The main idea of this controller is based on the premise that the end-effector moves because a hypothetical force $\mathbf{f}$ is applied to it. This force is the result of the joints torques $\boldsymbol{\tau}$ and it is given by [21]:

$$
\begin{equation*}
\boldsymbol{\tau}=\mathbf{J}^{T} \mathbf{f} \tag{4-12}
\end{equation*}
$$

where $\mathbf{J}$ is the Jacobian of the system that relates the end-effector's velocities to the joints' angular velocities and it is expressed in the inertial frame of reference. It can be extracted by solving the first part of Eq. (2-31) considering $\mathrm{h}_{C M}$ equals zero and by substituting $\dot{\theta}_{0}$ to the rest of equations. From now on, it would be considered for simplification $\mathrm{h}_{C M}=0$, unless stated otherwise. The Jacobian is given by:

$$
\mathbf{J}=\mathbf{R}_{0} \mathbf{J}^{*}=\left[\begin{array}{ccc}
\cos \left(\theta_{0}\right) & -\sin \left(\theta_{0}\right) & 0  \tag{4-13}\\
\sin \left(\theta_{0}\right) & \cos \left(\theta_{0}\right) & 0 \\
0 & 0 & 1
\end{array}\right] \mathbf{J}^{*}
$$

and $\mathbf{J}^{*}$ is given by Eq. (2-37). By definition, the Jacobian is the matrix that is used to convert the velocities of the end effector to the angular velocities of the joints:

$$
\begin{gather*}
\dot{\mathbf{x}}=\mathbf{J} \dot{\mathbf{q}} \\
\mathbf{x}=\left[\begin{array}{lll}
x_{\mathrm{E}} & y_{\mathrm{E}} & \theta_{\mathrm{E}}
\end{array}\right]^{T} \tag{4-14}
\end{gather*}
$$

The solution of the aforementioned equation yields:

$$
\begin{equation*}
\dot{\mathbf{q}}=\mathbf{J}^{-1} \dot{\mathbf{x}} \tag{4-15}
\end{equation*}
$$

The differentiation of Eq. (4-14) gives:

$$
\begin{equation*}
\ddot{\mathbf{x}}=\mathbf{J} \dot{\mathbf{q}}+\mathbf{J} \ddot{q} \tag{4-16}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\ddot{\mathbf{q}}=\mathbf{J}^{-1}(\ddot{\mathbf{x}}-\dot{\mathbf{J}} \dot{\mathbf{q}}) \tag{4-17}
\end{equation*}
$$

Substituting Eq. (4-15) and Eq. (4-17) into the equation of dynamics of an FFSMS (Eq. $(4-1))\left(\mathbf{g}_{h}\left(\mathbf{q}, h_{C M}\right)=0\right.$ because $\left.\mathrm{h}_{C M}=0\right)$ and multiplying it with the inverse transpose of the Jacobian, the equation of dynamics for the Cartesian space is given by:

$$
\begin{equation*}
\mathbf{H}_{x}\left(\mathbf{q}, \theta_{0}\right) \ddot{\mathbf{x}}+\mathbf{C}_{x}^{*}\left(\mathbf{q}, \dot{\mathbf{q}}, \theta_{0}, \dot{\theta}_{0}\right) \dot{\mathbf{x}}=\mathbf{f}=\mathbf{J}^{-T} \boldsymbol{\tau} \tag{4-18}
\end{equation*}
$$

where:

$$
\begin{gather*}
\mathbf{H}_{x}\left(\mathbf{q}, \theta_{0}\right)=\mathbf{J}^{-T} \mathbf{H} \mathbf{J}^{-1} \\
\mathbf{C}_{x}^{*}\left(\mathbf{q}, \dot{\mathbf{q}}, \theta_{0}, \dot{\theta}_{0}\right)=\mathbf{J}^{-T}\left(\mathbf{C}^{*}-\mathbf{H} \mathbf{J}^{-1} \mathbf{J}\right) \mathbf{J}^{-1} \tag{4-19}
\end{gather*}
$$

It is pivotal to point out here that the inertia matrix $\mathbf{H}_{x}$ is positive definite everywhere but at the points where Dynamic Singularities occur, since it depends on the inverse Jacobian. Dynamic Singularites have been studied in Section 2.3.2.

The design of a Model Based Controller in the Cartesian space is quite similar with the one presented for joint space. The goal of the controller is to convert the non-linear system to a decoupled linear one. This can be accomplished by using the model to compensate for the non-linear terms. Considering that the matrices $\mathbf{H}_{x}$ and $\mathbf{C}_{x}^{*}$ can be accurately calculated by the model, the desired trajectories of the position and orientation of the end-effector $\mathbf{x}_{d}(t)$, the velocities $\dot{\mathbf{x}}_{d}(t)$ and the accelarations $\ddot{\mathbf{x}}_{d}(t)$ are defined and sensors are used to measure the manipulator's joints angles $\mathbf{q}$ and angular velocities $\dot{\mathbf{q}}$, the base's rotation and angular velocity $\theta_{0}(t), \dot{\theta}_{0}(t)$, the end-effector's position and orientation $\mathbf{x}$ and velocities $\dot{\mathbf{x}}$, the Model Based PD Controller takes the form:

$$
\begin{gather*}
\mathbf{f}=\hat{\mathbf{H}}_{x}\left[\ddot{\mathbf{x}}_{d}+\mathbf{K}_{D}\left(\dot{\mathbf{x}}_{d}-\dot{\mathbf{x}}\right)+\mathbf{K}_{P}\left(\mathbf{x}_{d}-\mathbf{x}\right)\right]+\hat{\mathbf{C}}_{x}^{*} \dot{\mathbf{x}}  \tag{4-20}\\
\boldsymbol{\tau}=\mathbf{J}^{T} \mathbf{f}
\end{gather*}
$$

where $\mathbf{K}_{\mathbf{D}}$ and $\mathbf{K}_{\mathbf{P}}$ are $3 \times 3$ diagonal matrices containing the gains of the PD part of the controller which determines the desired dynamic response of the system and the hat (^) above $\mathbf{H}$ and $\mathbf{C}^{*}$ indicates that they are conjectured and not perfectly known. Of course, the Jacobian matrix $\mathbf{J}$ is also an estimated matrix but the "hat" is neglected for simplification purposes.

Substituting Eq. (4-20) into Eq. (4-18) the equations of dynamics of the errors of the position and orientation are given by:

$$
\begin{gather*}
\ddot{\mathbf{e}}_{x}+\mathbf{K}_{D} \dot{\mathbf{e}}_{x}+\mathbf{K}_{P} \mathbf{e}_{x}=\hat{\mathbf{H}}_{x}^{-1}\left(\left(\mathbf{H}_{x}-\hat{\mathbf{H}}_{x}\right) \ddot{\mathbf{x}}+\left(\mathbf{C}_{x}^{*}-\hat{\mathbf{C}}_{x}^{*}\right) \dot{\mathbf{x}}\right)  \tag{4-21}\\
\mathbf{e}_{x}=\mathbf{x}_{d}-\mathbf{x}
\end{gather*}
$$

If the matrix estimates are accurate enough, the right part of the preceding equation equals zero and the errors' dynamics are described by:

$$
\begin{gather*}
\ddot{\mathbf{e}}_{x}+\mathbf{K}_{D} \dot{\mathbf{e}}_{x}+\mathbf{K}_{P} \mathbf{e}_{x}=0  \tag{4-22}\\
\mathbf{e}_{x}=\mathbf{x}_{d}-\mathbf{x}
\end{gather*}
$$

This equation describes a decoupled system of linear equations and if the gains are chosen suitably, the tracking error will converge to zero at the steady-state.

Figure 4-4 presents the block diagram of the Model Based PD Controller.


Figure 4-4. Block Diagram of the Model Based PD Controller applied to a Planar FFSMS in Cartesian Space.

The same methodology can be used for the Model Based PID Controller. The hypothetical force is given by:

$$
\begin{gather*}
\mathbf{f}=\hat{\mathbf{H}}_{x}\left[\ddot{\mathbf{x}}_{d}+\mathbf{K}_{D}\left(\dot{\mathbf{x}}_{d}-\dot{\mathbf{x}}\right)+\mathbf{K}_{P}\left(\mathbf{x}_{d}-\mathbf{x}\right)+\mathbf{K}_{I} \int_{0}^{t}\left(\mathbf{x}_{d}(\lambda)-\mathbf{x}(\lambda)\right) d \lambda\right]+\hat{\mathbf{C}}_{x}^{*} \dot{\mathbf{x}}  \tag{4-23}\\
\boldsymbol{\tau}=\mathbf{J}^{T} \mathbf{f}
\end{gather*}
$$

and the dynamics of the errors are described by:

$$
\begin{gather*}
\ddot{\mathbf{e}}_{x}+\mathbf{K}_{D} \dot{\mathbf{e}}_{x}+\mathbf{K}_{P} \mathbf{e}_{x}+\mathbf{K}_{I} \int_{0}^{t} \mathbf{e}_{x}(\lambda) d \lambda=0  \tag{4-24}\\
\mathbf{e}_{x}=\mathbf{x}_{d}-\mathbf{x}
\end{gather*}
$$

Figure 4-5 presents the block diagram of the Model Based PID Controller.


Figure 4-5. Block Diagram of the Model Based PID Controller applied to a Planar FFSMS in Cartesian Space.

### 4.3.2 Model Based PD Controller with an auxiliary MPC Input

Similar to the design of the controller in the joint space, an MPC, denoted by $\mathbf{u}_{\text {MPC }}$, is embedded into the Model Based PD Controller to compensate for the potential disturbances. Therefore, the hypothetical force and the torques of the joints are given by:

$$
\begin{gather*}
\mathbf{f}=\hat{\mathbf{H}}_{x}\left[\ddot{\mathbf{x}}_{d}+\mathbf{K}_{D}\left(\dot{\mathbf{x}}_{d}-\dot{\mathbf{x}}\right)+\mathbf{K}_{P}\left(\mathbf{x}_{d}-\mathbf{x}\right)+\mathbf{u}_{M P C}\right]+\hat{\mathbf{C}}_{x}^{*} \dot{\mathbf{x}}  \tag{4-25}\\
\boldsymbol{\tau}=\mathbf{J}^{T} \mathbf{f}
\end{gather*}
$$

and the dynamics of the errors are described by:

$$
\begin{gather*}
\ddot{\mathbf{e}}_{x}+\mathbf{K}_{D} \dot{\mathbf{e}}_{x}+\mathbf{K}_{P} \mathbf{e}_{x}=\hat{\mathbf{H}}_{x}^{-1}\left(\left(\mathbf{H}_{x}-\hat{\mathbf{H}}_{x}\right) \ddot{\mathbf{x}}+\left(\mathbf{C}_{x}^{*}-\hat{\mathbf{C}}_{x}^{*}\right) \dot{\mathbf{x}}\right)-\mathbf{u}_{M P C}  \tag{4-26}\\
\mathbf{e}_{x}=\mathbf{x}_{d}-\mathbf{x}
\end{gather*}
$$

Figure 4-6 presents the block diagram of the Model Based PD Controller with MPC.


Figure 4-6. Block Diagram of the Model Based PD Controller with an auxiliary MPC Input applied to a Planar FFSMS in Cartesian Space.

As stated in Chapter 3 and presented in the design of the similar controller for motion in the joint space, the application of the MPC mandates the representation of the dynamics of the system in state-space form. Consequently, the same equations to the preceding controller is applied in this case too. Specifically, Eq. (4-10) describes the state-space model and Eq. (4-11) describes the augmented model.

The next step is to determine the scaling factor $p$, the number of Laguerre functions N , the prediction horizon $T_{p}$. as well as the parameters $\mathbf{Q}$ and $\mathbf{R}$ depended on the desired performance as before. Having determined the aforementioned parameters, the methodology which was presented in Section 3.2 of Chapter 3 is followed to apply the unconstrained MPC and the methodology presented in Section 3.3 of Chapter 3 for the constrained MPC.

### 4.4 Plant Representation - MSC Adams Simulation

Although a sole application of Matlab/Simulink can be used to simulate the performance of the aforementioned controllers implemented in an FFSMS for a plethora of different scenarios, more realistic and reliable simulations can be achieved by co-simulation of Matlab/Simulink with MSC Adams. Adams is a Multibody Dynamics software that can be used for actual representation of both the studied system and the motion that it would have depending on the forces and torques applied to it. Adams offers the ability to connect to Matlab/Simulink by extracting a "block" which can be used in Simulink which represents the plant of the system. After that, the controller is applied to the extracted plant in Simulink, offering a real-world representation.

Adams provides the ability to design the model in its environment or import it from an external design software. For the purpose of this thesis, the base and the manipulator of the FFSMS were designed in Solidworks and imported into Adams. Figure 4-7 shows the FFSMS that would be used for the simulations. The base is depicted with yellow color while the manipulator is white. The next step for the creation of the studied plant is the introduction of the connectors which describe the planar motion of the system in relation with the "ground" and the three joints of the manipulator. After that, the torques of the manipulator
are introduced as well as the measures which represent the sensors of the real model. For joint space motion, the variables that are measured from the model are the angles and angular velocities of the manipulator's joints as well as the rotation of the base: $q_{1}, q_{2}, q_{3}, \dot{q}_{1}, \dot{q}_{2}, \dot{q}_{3}, \theta_{0}$. For Cartesian motion, the angular velocity of the base, the position, orientation and velocities of the end-effector are also measured: $q_{1}, q_{2}, q_{3}, \dot{q}_{1}, \dot{q}_{2}, \dot{q}_{3}, \theta_{0}, \dot{\theta}_{0}, x_{\mathrm{E}}, y_{\mathrm{E}}, \theta_{\mathrm{E}}, \dot{x}_{\mathrm{E}}, \dot{y}_{\mathrm{E}}, \dot{\theta}_{\mathrm{E}}$. At this point, it is important to mention that each body's CM should be positioned manually because the insersion from Solidworks inserts some small discrepancies too. Finally, the model is extracted and inserted into Matlab/Simulink.

Adams offers two different modes for simulation when it is connected to Matlab/Simulink. The first one is called "Adams Discete Model" or "Co-simulation". According to this option, Matlab solves the Simulink model while Adams uses its own solver to solve Adams model. The data are exchanged periodically. The second way is called "Adams Continuous Model" or "Function Evaluation". According to this option, Matlab solves both Simulink and Adams models. The solver provided by Adams acts only as a function evaluator for Matlab integrator. Althought the former option might be more robust because Adams' solver is claimed to be better at solving complicated Adams models, it creates an algebraic loop in simulink, causing small but significant errors in the results. For this reason, the latter mode is used. However, since Continuous mode cannot provide graphical representation of the simulation, when a video is desired, Discrete mode is used.

For the following Example as well as the Scenarios presented in Chapter 5, the Adams model shown in Figure 4-7 will be used to represent the plant, unless stated otherwise.


Figure 4-7. Picture of the MSC Adams Model used to represent the studied FFSMS (a) Top View, (b) Isometric View.

### 4.5 Example: Design of Model Based PD Controller with an auxiliary MPC Input for Motion in the Joint Space

The main purpose of this example is to manifest the co-simulation of Matlab/Simulink and MSC Adams by simulating the motion of a planar FFSMS with a 3-DoF manipulator in the joint space. Another aim of the example is to validate the application of the presented controllers. Although results would be shown for both the Model Based PID Controller and the Model Based PD Controller with an auxiliary MPC input, a comparison between these two controllers is unnecessary at this point, since disturbances, parametric uncertainties or noise is not introduced in this example. Chapter 5 contains case studies with these characteristics. Consequently, the comparison is presented there.

First, the path planning is presented to yield the desired trajectories for each joint. After that, the preceding controllers is implemented and the respective gains and poles is shown. Finally, diagrams that show the motion of the FFSMS as well as the angles' errors and torques are presented.

### 4.5.1 Path Planning

The control of an FFSMS in the joint space requires the determination of the desired trajectories that the manipulator's joints should follow. The base rotates freely due to the dynamic-coupling between the base and the manipulator, thus, no particular trajectory is needed for it. In this thesis, fifth power polynomials are used to be able to set the initial and the final value of the angle, the angular velocity and the angular acceleration. For each of the three joints, the polynomial for the angle is given by:

$$
\begin{equation*}
q_{d}(t)=a_{0}+a_{1} t+a_{2} t^{2}+a_{3} t^{3}+a_{4} t^{4}+a_{5} t^{5} \tag{4-27}
\end{equation*}
$$

where the coefficients are given by the solution of the linear system (considering that the initial time is $\mathrm{t}_{0}=0$ ):

$$
\begin{align*}
& q_{d}\left(t_{0}=0\right)=q_{d, 0} \Rightarrow a_{0}=q_{d, 0} \\
& q_{d}\left(t_{f}\right)=q_{d, f} \Rightarrow a_{0}+a_{1} t_{f}+a_{2} t_{f}^{2}+a_{3} t_{f}^{3}+a_{4} t_{f}^{4}+a_{5} t_{f}^{5}=q_{d, f} \\
& \dot{q}_{d}\left(t_{0}=0\right)=\dot{q}_{d, 0} \Rightarrow a_{1}=\dot{q}_{d, 0}  \tag{4-28}\\
& \dot{q}_{d}\left(t_{f}\right)=\dot{q}_{d, f} \Rightarrow a_{1}+2 a_{2} t_{f}+3 a_{3} t_{f}^{2}+4 a_{4} t_{f}^{3}+5 a_{5} t_{f}^{4}=\dot{q}_{d, f} \\
& \ddot{q}_{d}\left(t_{0}=0\right)=\ddot{q}_{d, 0} \Rightarrow a_{2}=\ddot{q}_{d, 0} \\
& \ddot{q}_{d}\left(t_{f}\right)=\ddot{q}_{d, f} \Rightarrow 2 a_{2}+6 a_{3} t_{f}+12 a_{4} t_{f}^{2}+20 a_{5} t_{f}^{3}=\ddot{q}_{d, f}
\end{align*}
$$

The system was solved with the help of Matlab's command linsolve(). The results are shown in Appendix A. The resulted trajectories for determined initial and final angle and for initial and final angular velocity and acceleration equal to zero, which is the most usual case and the one that is used in this example, are shown in Figure 4-8.


Figure 4-8. Desired Trajectories (a) Angle, (b) Angular Velocity, (c) Angular Acceleration.
In Table 4-1 the values for the initial and final angle, angular velocity and acceleration as well as the final time used in the example for each of the three joints are presented.

Table 4-1. Paremeters of the Desired Trajectories.

| Joint | $1^{\text {st }}$ | $2^{\text {nd }}$ | $3^{\text {rd }}$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{t}_{\mathrm{f}}(\mathrm{s})$ | 6 | 6 | 6 |
| Initial Angle $\mathrm{q}_{\mathrm{d}, 0}(\mathrm{deg})$ | 45 | 110 | 40 |
| Final Angle $\mathrm{q}_{\mathrm{d}, \mathrm{f}}(\mathrm{deg})$ | 20 | 70 | -60 |
| Initial Angular Velocity $\dot{q}_{d, 0}(\mathrm{deg} / \mathrm{s})$ | 0 | 0 | 0 |
| Final Angular Velocity $\dot{q}_{d, f}(\mathrm{deg} / \mathrm{s})$ | 0 | 0 | 0 |
| Initial Angular Acceleration $\ddot{q}_{d, 0}\left(\mathrm{deg} / \mathrm{s}^{2}\right)$ | 0 | 0 | 0 |
| Final Angular Acceleration $\ddot{q}_{d, f}\left(\mathrm{deg} / \mathrm{s}^{2}\right)$ | 0 | 0 | 0 |

### 4.5.2 FFSMS Dynamics \& Parameters

As presented in the previous sections, the effectiveness of a Model Based Controller depends mainly on the accuracy of the parameters of the FFSMS as well as the dynamical matrices. In this Section, due to the absence of disturbances and noise, the FFSMS' parameters are perfectly known and given in Table 4-2.

Table 4-2. Paremeters of the FFSMS.

| Body | Mass $-\mathrm{m}_{\mathrm{i}}$ <br> $(\mathrm{kg})$ | Moment of Inertia $-\mathrm{I}_{\mathrm{i}}$ <br> $\left(\mathrm{kg} \cdot \mathrm{m}^{2}\right)$ | Before-CM Length $-\mathrm{l}_{\mathrm{i}}$ <br> $(\mathrm{m})$ | After-CM Length $-\mathrm{r}_{\mathrm{i}}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 600 | 500 | - | $(\mathrm{m})$ |
| 1 | 40 | 20 | 1 | 1.4 |
| 2 | 40 | 20 | 1 | 1 |
| 3 | 20 | 15 | 0.25 | 1 |

Nonetheless, even if the parameters of the FFSMS are known, there are still uncertainties that might occur due to the inaccurate modelling of the FFSMS. These uncertainties are defined as dynamic uncertainties. For this example as well as the scenarios presented in Chapter 5, it is considered that no dynamic uncertainties occurred, the angular momentum equals zero and the form of the matrices $\mathbf{H}(\mathbf{q})$ and $\mathbf{C}^{*}(\mathbf{q}, \dot{\mathbf{q}})$ of the equations of dynamics (Eq. (4-1)) is adequately accurate and given by Eq. (2-57). For the implementation, Matlab was used to deduce the aforementioned matrices.

### 4.5.3 Model Based PD Controller with an Auxiliary MPC Input

The controller that is applied is given by Eq. (4-8). Considering that the matrices $\mathbf{H}(\mathbf{q})$ and $\mathbf{C}^{*}(\mathbf{q}, \dot{\mathbf{q}})$ have been determined (see Section 4.5.2) and $\mathbf{g}_{h}\left(\mathbf{q}, h_{C M}\right)=0$ since $h_{C M}=0$, then, only matrices $\mathbf{K}_{D}, \mathbf{K}_{P}$ and the signal from the MPC $\mathbf{u}_{M P C}$ have to be defined.

By neglecting the parametric uncertainties and the MPC signal, for each of the three joints (since the system has become decoupled) Eq. (4-9) takes the form:

$$
\begin{equation*}
\ddot{e}_{i}+K_{D} \dot{e}_{i}+K_{P} e_{i}=\ddot{e}_{i}+2 \zeta \omega_{n} \dot{e}_{i}+\omega_{n}^{2} e_{i}=0, \quad i=1-3 \tag{4-29}
\end{equation*}
$$

where $\zeta$ is the damping ratio and was defined based on the fact that a commonly used value is $\zeta=0.7$ and considering that the oscillation of the dynamics does not result in any impacts. $\omega_{n}$ is the natural frequency and was defined as $\omega_{n}=7.532 \mathrm{rad} / \mathrm{s}$. The value of the natural frequency was determined through a trial-error process until the maximum torques of the Model Based PD Controller with MPC Input and the Model Based PID Controller were adequately close. This is a very important determinant for the comparison of the two controllers and it will be analyzed thoroughly in Chapter 5 . Of course, the criterion that the errors should reach zero steady-state for settling time less than 6s (the final time of the trajectory) was also taken into consideration.

Therefore, the matrices $\mathbf{K}_{D}$ and $\mathbf{K}_{P}$ are:

$$
\begin{align*}
& \mathbf{K}_{D}=\operatorname{diag}(10.54,10.54,10.54)  \tag{4-30}\\
& \mathbf{K}_{P}=\operatorname{diag}(56.73,56.73,56.73)
\end{align*}
$$

As presented in Section 4.2.2, these values will be used in the augmented model of Eq. (4-11) to derive the MPC control input. Prerequisites for that is to determine also the scaling factor $p$, the number of Laguerre functions N , the prediction horizon $T_{p}$. as well as the parameters $\mathbf{Q}$ and $\mathbf{R}$. A good selection of the scaling factor is to set it equal to the dominant pole of the respective LQR problem [40]. By using the Matlab function lar() the scaling factor was defined as $p=5.5110$. Parameters N and $T_{p}$ were determined through a number of
trials until the results were remaining adequately constant. Consequently, $\mathrm{N}=10$ and $T_{p}=$ 6 s. Finally, matrix $\mathbf{Q}$ was set equal to the transpose of the matrix of the output multiplied by the matrix of the output (see Eq. (3-24)) and $\mathbf{R}$ was set adequately small since the goal of the controller is to lessen the error and not the input signal:

$$
\begin{align*}
\mathbf{Q}=\mathbf{C}^{T} \mathbf{C} & =\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right]  \tag{4-31}\\
\mathbf{R} & =10^{-6}
\end{align*}
$$

Having determined the aforementioned parameters, the methodology which was presented in Section 3.2 of Chapter 3 is followed for applying the unconstrained MPC. The matrices $\boldsymbol{\Omega}, \boldsymbol{\Psi}$ and $\mathbf{L}(O)^{T}$ are calculated and used in the controller. There is no need to apply the constrained MPC since no disturbances or parametric uncertainties were introduced in this example and it only results in the increase of the computational power.

It is interesting to present also the produced gain of the MPC for the augmented model. The gain is produced by Eq. (3-31) and for this example it equals:

$$
\mathbf{K}_{M P C}=\left[\begin{array}{lll}
-153.99 & -9.97 & -1000.1 \tag{4-32}
\end{array}\right]
$$

To understand these values and perhaps compare them with the gains from the Model Based PID Controller presented in the next section, it has to be kept in mind that these are the gains for each joint and for the augmented model of the plant, which is of course a statespace problem.

Figure 4-9 includes snapshots of the motion of the FFSMS in the ADAMS environment for three different time-points, Figure $4-10$ presents the overall motion of the FFSMS as well as the Path Independent Workspace (PIW) and the Path Dependent Workspace (PDW). It is important to point out that although the FFSMS moves into the PDW, there is no worry for dynamic singularity occurrence since the controller has been implemented in the joint space. For motion in the Cartesian space, Dynamic Singularities must be considered too.


Figure 4-9. Snapshots of the Motion of the FFSMS in the ADAMS environment for three different time-points (a) $t=0$, (b) $t=3 \mathrm{~s}$, (c) $t=6 \mathrm{~s}$.


Figure 4-10. Motion of the FFSMS in the Joint Space.
Figure 4-11 presents the trajectory of the angles and angular velocities of all of three joints. It can be concluded easily that the trajectories of the angles fit almost perfectly with the desired trajectories. This can be seen also in Figure 4-12 which presents the errors of the three joints as well as the torques that have to be applied to their actuators in order the FFSMS to follow the desired path. It is obvious that the errors are about $10^{-8}$ which is a completely rational value since no disturbances, parametric uncertainties or noise were introduced and Adams model has an accuracy of around $10^{-8}-10^{-9}$ due to the number of decimal digits that can be inserted for the dynamic and geometrical parameters.


Figure 4-11. Actual and Desired Trajectories of the joints (a) Angles, (b) Velocities.


Figure 4-12. (a) Errors of Angles, (b) Applied Torques.

### 4.5.4 Model Based PID Controller

The controller that is applied is given by Eq. (4-6). Considering that the matrices $\mathbf{H}(\mathbf{q})$ and $\mathbf{C}^{*}(\mathbf{q}, \dot{\mathbf{q}})$ have been determined (see Section 4.5.2) and $\mathbf{g}_{h}\left(\mathbf{q}, h_{C M}\right)=0$ since $h_{C M}=0$, then, only the matrices $\mathbf{K}_{D}, \mathbf{K}_{P}$ and $\mathbf{K}_{I}$ have to be defined.

The deduction of the respective characteristic equation of Eq. (4-7) for each of the three joints (since the system has become decoupled) leads to:

$$
\begin{align*}
s^{3}+K_{D} s^{2}+K_{P} s & +K_{I}=\left(s+\omega_{n}\right)\left(s^{2}+2 \zeta \omega_{n} s+\omega_{n}^{2}\right) \Rightarrow \\
& \Rightarrow\left\{\begin{array}{l}
K_{D}=2 \zeta \omega_{n}+\omega_{n} \\
K_{P}=\omega_{n}^{2}+2 \zeta \omega_{n}^{2} \\
K_{I}=\omega_{n}^{3}
\end{array}\right. \tag{4-33}
\end{align*}
$$

where $\zeta$ is the damping ratio and was defined based on the fact that a commonly used value is $\zeta=0.7$ and considering that the oscillation of the dynamics does not result in any impacts. $\omega_{n}$ is the natural frequency and was defined as $\omega_{n}=7.532 \mathrm{rad} / \mathrm{s}$. The value of the natural frequency was determined through a trial-error process until the maximum torques of the Model Based PD Controller with MPC Input and the Model Based PID Controller were adequately close. It should be pointed out again that the criterion that the angle errors should equal zero at the steady-state for settling time less than 6 s was also taken into consideration.

Consequently, the matrices $\mathbf{K}_{D}, \mathbf{K}_{P}$ and $\mathbf{K}_{I}$ are:

$$
\begin{align*}
& \mathbf{K}_{D}=\operatorname{diag}(18.08,18.08,18.08) \\
& \mathbf{K}_{P}=\operatorname{diag}(136.15,136.15,136.15)  \tag{4-34}\\
& \mathbf{K}_{I}=\operatorname{diag}(427.30,427.30,427.30)
\end{align*}
$$

Figure 4-13 presents the errors of the three joints as well as the torques that have to be applied to them in order the FFSMS to follow the desired path. It is obvious that the errors are about $10^{-9}$ which is a reasonable value since no disturbances, parametric uncertainties or noise were introduced and Adams model has an accuracy of around $10^{-8}-10^{-9}$ due to the number of decimal digits that can be inserted for the dynamic and geometrical parameters.

Since the errors are adequately low, Figure 4-9 and Figure 4-10 also present the motion of the FFSMS for the Model Based PID Controller.


Figure 4-13. (a) Errors of Angles, (b) Applied Torques.

Finally, Figure $4-14$ presents the root locus of the poles of the closed-loop system containing the Model Based PD Controller with an auxiliary MPC input as well as the poles of the Model Based PID Controller. For both systems, the absolute value of the real part of the poles is not considered high. Therefore, no problems related to noise or high values of torques are expected. Note that although someone might argue that the PID Controller was designed slower than the PD \& MPC, it was observed that a different selection of the poles which would result in a faster design would require higher torques. Hence, considering the criterion that the two controllers should have the same maximum torque, the comparison between the two controllers would not be right.


Figure 4-14. Root Locus for both the Model Based PID Controller and the Model Based PD Controller with an Auxiliary MPC Input.

## 5 Simulations \& Case Studies

### 5.1 Introduction

In this Chapter, a Model Based PID Controller and a Model Based PD Controller with an auxiliary MPC input are implemented in a Free-Floating Space Manipulator System (FFSMS) for a multitude of different scenarios. The performance of the two controllers as well as their ability to tackle the various issues are compared to each other for ample different characteristics (errors, simulation time, torques). A planar FFSMS with a manipulator of 3 Degrees of Freedom (DoF) is employed for this task. For the deduction of the results, co-simulation between Matlab/Simulink and MSC Adams is performed.

The first scenario tests the performance of the two controllers when constant disturbances are present. The motion of the FFSMS is determined in the Cartesian Space since the position and orientation of the desired captured object are known. The second scenario shows the performance of the two controllers when the parameters of the FFSMS are not accurately known but estimated. Monte-Carlo simulations were performed in this scenario to manifest the behavior of the controllers for a plethora of different parametric uncertainties. The combination that resulted in the maximum errors is studied more thoroughly.

The third scenario is similar to the second since it involves parametric uncertainties. According to this case study, the object is already captured and stable but its parameters are not accurately known. Therefore, the controllers have to compensate for any errors. The motion of the FFSMS for this scenario is determined in the Joint Space. Finally, the fourth scenario studies the performance of the two controllers when the measurements involve noise. Another discrepancy of this scenario in comparison to the previous ones is that the object that the FFSMS needs to capture is not stationary but it has a known relative velocity.

The Adams model which is used as well as the design of the controllers were presented in Chapter 4. For facilitation, the data of the FFSMS are repeated in Table 5-1.

Table 5-1. Paremeters of the FFSMS.

| Body | Mass $-\mathrm{m}_{\mathrm{i}}$ <br> $(\mathrm{kg})$ | Moment of Inertia $-\mathrm{I}_{\mathrm{i}}$ <br> $\left(\mathrm{kg} \cdot \mathrm{m}^{2}\right)$ | Before-CM Length $-\mathrm{l}_{\mathrm{i}}$ <br> $(\mathrm{m})$ | After-CM Length $-\mathrm{r}_{\mathrm{i}}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 600 | 500 | - | $(\mathrm{m})$ |
| 1 | 40 | 20 | 1 | 1.4 |
| 2 | 40 | 20 | 1 | 1 |
| 3 | 20 | 15 | 0.25 | 1 |

### 5.2 Scenario 1: Constant Disturbances

Although the effect of the friction in the FFSMS at the beginning of its lifetime might be small, as time goes by and the times that the manipulator is used increase, the friction at the joints of the manipulator may increase. This friction could be modeled satisfactorily as constant disturbances applied at each of the three joints of the manipulator.

In this scenario, the manipulator moves in Cartesian space to reach a relatively stationary target. First, the path planning is presented to yield the desired trajectories for the $x$ and $y$ coordinates as well as the orientation of the end-effector. After that, the Model Based PID Controller and the Model Based PD Controller with an auxiliary MPC input is implemented and compared to each other.

### 5.2.1 Path Planning

The control of an FFSMS in the Cartesian space requires the determination of the desired trajectories for the $x$ and $y$ coordinates as well as the orientation of the end-effector. In this thesis, fifth power polynomials are used to determine the initial and final value of the endeffector's variables, the velocity of them as well as their acceleration. For the position and orientation of the end-effector, the polynomials are described by:

$$
\begin{align*}
& x_{\mathrm{E} d}(t)=a_{0}+a_{1} t+a_{2} t^{2}+a_{3} t^{3}+a_{4} t^{4}+a_{5} t^{5} \\
& y_{\mathrm{E} d}(t)=b_{0}+b_{1} t+b_{2} t^{2}+b_{3} t^{3}+b_{4} t^{4}+b_{5} t^{5}  \tag{5-1}\\
& \theta_{\mathrm{E} d}(t)=c_{0}+c_{1} t+c_{2} t^{2}+c_{3} t^{3}+c_{4} t^{4}+c_{5} t^{5}
\end{align*}
$$

where the coefficients are given by the solution of the three linear systems (considering that the initial time is $\mathrm{t}_{0}=0$ ):

$$
\begin{align*}
& \left\{\begin{array}{c}
x_{E d}\left(t_{0}=0\right)=x_{E d, 0} \Rightarrow a_{0}=x_{E d, 0} \\
x_{E d}\left(t_{f}\right)=x_{E d, f} \Rightarrow a_{0}+a_{1} t_{f}+a_{2} t_{f}^{2}+a_{3} t_{f}^{3}+a_{4} t_{f}^{4}+a_{5} t_{f}^{5}=x_{E d, f} \\
\dot{x}_{E d}\left(t_{0}=0\right)=\dot{x}_{E d, 0} \Rightarrow a_{1}=\dot{x}_{E d, 0} \\
\dot{x}_{E d}\left(t_{f}\right)=\dot{x}_{E d, f} \Rightarrow a_{1}+2 a_{2} t_{f}+3 a_{3} t_{f}^{2}+4 a_{4} t_{f}^{3}+5 a_{5} t_{f}^{4}=\dot{x}_{E d, f} \\
\ddot{x}_{E d}\left(t_{0}=0\right)=\ddot{x}_{E d, 0} \Rightarrow a_{2}=\ddot{x}_{E d, 0} \\
\ddot{x}_{E d}\left(t_{f}\right)=\ddot{x}_{E d, f} \Rightarrow 2 a_{2}+6 a_{3} t_{f}+12 a_{4} t_{f}^{2}+20 a_{5} t_{f}^{3}=\ddot{x}_{E d, f}
\end{array}\right.  \tag{5-2}\\
& \left\{\begin{array}{c}
y_{E d}\left(t_{0}=0\right)=y_{E d, 0} \Rightarrow b_{0}=y_{E d, 0} \\
y_{E d}\left(t_{f}\right)=y_{E d, f} \Rightarrow b_{0}+b_{1} t_{f}+b_{2} t_{f}^{2}+b_{3} t_{f}^{3}+b_{4} t_{f}^{4}+b_{5} t_{f}^{5}=y_{E d, f} \\
\dot{y}_{E d}\left(t_{0}=0\right)=\dot{y}_{E d, 0} \Rightarrow b_{1}=\dot{y}_{E d, 0} \\
\dot{y}_{E d}\left(t_{f}\right)=\dot{y}_{E d, f} \Rightarrow b_{1}+2 b_{2} t_{f}+3 b_{3} t_{f}^{2}+4 b_{4} t_{f}^{3}+5 b_{5} t_{f}^{4}=\dot{y}_{E d, f} \\
\ddot{y}_{E d}\left(t_{0}=0\right)=\ddot{y}_{E d, 0} \Rightarrow b_{2}=\ddot{y}_{E d, 0} \\
\ddot{y}_{E d}\left(t_{f}\right)=\ddot{y}_{E d, f} \Rightarrow 2 b_{2}+6 b_{3} t_{f}+12 b_{4} t_{f}^{2}+20 b_{5} t_{f}^{3}=\ddot{y}_{E d, f}
\end{array}\right.  \tag{5-3}\\
& \left\{\begin{array}{c}
\theta_{E d}\left(t_{0}=0\right)=\theta_{E d, 0} \Rightarrow c_{0}=\theta_{E d, 0} \\
\theta_{E d}\left(t_{f}\right)=\theta_{E d, f} \Rightarrow c_{0}+c_{1} t_{f}+c_{2} t_{f}^{2}+c_{3} t_{f}^{3}+c_{4} t_{f}^{4}+c_{5} t_{f}^{5}=\theta_{E d, f} \\
\dot{\theta}_{E d}\left(t_{0}=0\right)=\dot{\theta}_{E d, 0} \Rightarrow c_{1}=\dot{\theta}_{E d, 0} \\
\dot{\theta}_{E d}\left(t_{f}\right)=\dot{\theta}_{E d, f} \Rightarrow c_{1}+2 c_{2} t_{f}+3 c_{3} t_{f}^{2}+4 c_{4} t_{f}^{3}+5 c_{5} t_{f}^{4}=\dot{\theta}_{E d, f} \\
\ddot{\theta}_{E d}\left(t_{0}=0\right)=\ddot{\theta}_{E d, 0} \Rightarrow c_{2}=\ddot{\theta}_{E d, 0} \\
\ddot{\theta}_{E d}\left(t_{f}\right)=\ddot{\theta}_{E d, f} \Rightarrow 2 c_{2}+6 c_{3} t_{f}+12 c_{4} t_{f}^{2}+20 c_{5} t_{f}^{3}=\ddot{\theta}_{E d, f}
\end{array}\right. \tag{5-4}
\end{align*}
$$

The system was solved with the help of Matlab's command linsolve(). The results are shown in Appendix A. The resulted trajectories for preset initial and final coordinates and orientation of the end-effector and for initial and final first and second derivatives of them equal to zero, which is the most usual case and the one that is used in this scenario, are shown in Figure 5-1.


Figure 5-1. End-Effector's Desired Trajectories (a) Horizontal Position, (b) Vertical Position, (c) Orientation, (d) Horizontal Velocity, (e) Vertical Velocity (f) Angular Velocity, (g) Horizontal Acceleration, (h) Vertical Acceleration, (i) Angular Acceleration.

In Table 5-2 the values of the initial and final coordinates and orientation of the endeffector, its velocities and accelerations as well as the final time that is used in the scenario are presented. It is pivotal to clarify that the coordinates are measured from the FFSMS' Center of Mass (CM).
Table 5-2. Paremeters of the Desired Trajectories.

|  | $\mathrm{x}_{\mathrm{E}}(\mathrm{m})$ | $\mathrm{yE}_{\mathrm{E}}(\mathrm{m})$ | $\theta_{\mathrm{E}}(\mathrm{deg})$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{t}_{\mathrm{f}}(\mathrm{s})$ | 6 | 6 | 6 |
| Initial Value | 0.2675 | 1.9220 | 195 |
| Final Value | -2 | 1.8 | 170 |
| $1^{\text {st }}$ Derivative's Initial Value | 0 | 0 | 0 |
| $1^{\text {st }}$ Derivative's Final Value | 0 | 0 | 0 |
| $2^{\text {nd }}$ Derivative's Initial Value | 0 | 0 | 0 |
| $2^{\text {nd }}$ Derivative's Final Value | 0 | 0 | 0 |

### 5.2.2 Model Based PID Controller vs Model Based PD Controller with an Auxiliary MPC Input

For both controllers, the parameters of the FFSMS are given in Table 5-1 and considered known with adequate accuracy. The angular momentum is considered zero $\left(h_{C M}=0\right)$. As presented in Chapter 4, the motion in the Cartesian space and the formation of a Transpose Jacobian Controller mandate the value of the matrices $\mathbf{H}_{\mathbf{x}}(\mathbf{q})$ and $\mathbf{C}_{x}^{*}(\mathbf{q}, \dot{\mathbf{q}})$. These matrices are given by Eq. (4-19) and they depend on the matrices $\mathbf{H}(\mathbf{q})$ and $\mathbf{C}^{*}(\mathbf{q}, \dot{\mathbf{q}})$ as well as the Jacobian matrices $\mathbf{J}$ given by Eq. (4-13) and the derivative of the Jacobian $\mathbf{J}$.

The disturbances act on the actuators of the manipulator. The values of the disturbances introduced in this scenario are:

$$
\mathbf{d}=\left[\begin{array}{lll}
12 & 6 & 4 \tag{5-5}
\end{array}\right]^{T}(N m)
$$

The values of the disturbances might be considered rather high for a realistic scenario. These values were chosen primarily to manifest clearly the different performance of the two compared controllers.

Figure 5-2 presents the block diagram of the system for both controllers.


Figure 5-2. Block Diagram of the $1^{\text {st }}$ Scenario.
The Model Based PID Controller is given by Eq. (4-23) and is repeated here for convenience:

$$
\begin{gather*}
\mathbf{f}=\mathbf{H}_{x}\left[\ddot{\mathbf{x}}_{d}+\mathbf{K}_{D}\left(\dot{\mathbf{x}}_{d}-\dot{\mathbf{x}}\right)+\mathbf{K}_{P}\left(\mathbf{x}_{d}-\mathbf{x}\right)+\mathbf{K}_{l} \int_{0}^{t}\left(\mathbf{x}_{d}(\lambda)-\mathbf{x}(\lambda)\right) d \lambda\right]+\mathbf{C}_{x}^{*} \dot{\mathbf{x}}  \tag{5-6}\\
\boldsymbol{\tau}=\mathbf{J}^{T} \mathbf{f}
\end{gather*}
$$

As it was mentioned earlier, it is considered that the matrices $\mathbf{H}_{\mathbf{x}}(\mathbf{q})$ and $\mathbf{C}_{x}^{*}(\mathbf{q}, \dot{\mathbf{q}})$ are known and $h_{C M}=0$. Therefore, the only matrices that have to be defined are $\mathbf{K}_{D}, \mathbf{K}_{P}$ and $\mathbf{K}_{I}$.

The deduction of the respective characteristic equation of Eq. (4-24) for each of the three variables of the end-effector (x-coordinate, y-coordinate, orientation) results in:

$$
\begin{align*}
s^{3}+K_{D} s^{2}+K_{P} s & +K_{I}=\left(s+\omega_{n}\right)\left(s^{2}+2 \zeta \omega_{n} s+\omega_{n}^{2}\right) \Rightarrow \\
& \Rightarrow\left\{\begin{array}{l}
K_{D}=2 \zeta \omega_{n}+\omega_{n} \\
K_{P}=\omega_{n}^{2}+2 \zeta \omega_{n}^{2} \\
K_{I}=\omega_{n}^{3}
\end{array}\right. \tag{5-7}
\end{align*}
$$

where $\zeta$ is the damping ratio and was defined based on the fact that a commonly used value is $\zeta=0.7$ and considering that the oscillation of the dynamics does not result in any impacts. $\omega_{n}$ is the natural frequency and was defined as $\omega_{n}=7.532 \mathrm{rad} / \mathrm{s}$. The value of the natural
frequency was determined through a trial-error process until the maximum torques of the Model Based PD Controller with MPC Input and the Model Based PID Controller were adequately close and by considering the criterion that the errors of the position and orientation of the end-effector compared to the desired trajectories equal approximately zero at the desired settling time ( 6 s ) (for set-point input).

Consequently, the matrices $\mathbf{K}_{D}, \mathbf{K}_{P}$ and $\mathbf{K}_{I}$ are:

$$
\begin{align*}
& \mathbf{K}_{D}=\operatorname{diag}(18.08,18.08,18.08) \\
& \mathbf{K}_{P}=\operatorname{diag}(136.15,136.15,136.15)  \tag{5-8}\\
& \mathbf{K}_{I}=\operatorname{diag}(427.30,427.30,427.30)
\end{align*}
$$

It is evident that the integral gain $\mathbf{K}_{I}$ is quite larger than the other gains. This is rational since it was defined as the third power of the natural frequency (see Eq. (5-7)). Besides that, the definition of the integral gain is that it compensates for changing system dynamics, which is the main criterion that will be used for the comparison of the two controllers. In other words, the PID Controller needs to be designed with large integral gain in order to compete with the PD \& MPC Controller.

The Model Based PD Controller with an Auxiliary MPC Input is given by Eq. (4-25) and is repeated here for convenience:

$$
\begin{gather*}
\mathbf{f}_{M P C}=\mathbf{H}_{x}\left[\ddot{\mathbf{x}}_{d}+\mathbf{K}_{D, M P C}\left(\dot{\mathbf{x}}_{d}-\dot{\mathbf{x}}\right)+\mathbf{K}_{P, M P C}\left(\mathbf{x}_{d}-\mathbf{x}\right)+\mathbf{u}_{M P C}\right]+\mathbf{C}_{x}^{*} \dot{\mathbf{x}}  \tag{5-9}\\
\boldsymbol{\tau}_{M P C}=\mathbf{J}^{T} \mathbf{f}_{M P C}
\end{gather*}
$$

By neglecting the parametric uncertainties and the MPC signal for now, the characteristic equation, that results for each of the end-effector's variables (since the system has become decoupled) from Eq. (4-26), takes the form:

$$
\begin{equation*}
s^{2}+K_{D, M P C} s+K_{P, M P C}=s^{2}+2 \zeta \omega_{n} s+\omega_{n}^{2} \tag{5-10}
\end{equation*}
$$

where $\zeta$ and $\omega_{n}$ have been previously defined for the Model Based PID Controller.
Therefore, the matrices $\mathbf{K}_{D, M P C}$ and $\mathbf{K}_{P, M P C}$ are:

$$
\begin{align*}
& K_{D, M P C}=\operatorname{diag}(10.54,10.54,10.54)  \tag{5-11}\\
& K_{P, M P C}=\operatorname{diag}(56.73,56.73,56.73)
\end{align*}
$$

As presented in Section 4.2.2, these values are used in the augmented model of Eq. (4-11) to derive the MPC control input. Prerequisites is to determine the scaling factor $p$, the number of Laguerre functions N , the prediction horizon $T_{p}$, and the parameters $\mathbf{Q}$ and $\mathbf{R}$.

Following the footsteps of Section 4.2.2, a good selection of the scaling factor is to set it equal to the dominant pole of the respective LQR problem [40]. By using the Matlab function $\operatorname{lqr}\left(\right.$ ) the scaling factor was defined as $p=5.5110$. Parameters N and $T_{p}$ were determined through a number of trials until the results were remaining adequately constant. Consequently, $\mathrm{N}=10$ and $T_{p}=6 \mathrm{~s}$. Finally, matrix $\mathbf{Q}$ was set equal to the transpose of the matrix of the output multiplied by the matrix of the output and $\mathbf{R}$ was set adequately small since the goal of the controller is to lessen the error and not the input signal:

$$
\begin{align*}
\mathbf{Q}=\mathbf{C}^{T} \mathbf{C} & =\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right]  \tag{5-12}\\
\mathbf{R} & =10^{-6}
\end{align*}
$$

Having determined the aforementioned parameters, the methodology which was presented in Section 3.2 is followed to apply the unconstrained MPC. The matrices $\boldsymbol{\Omega}, \boldsymbol{\Psi}$ and $\mathbf{L}(0)^{T}$ are calculated and used in the controller. For the constrained MPC, the methodology presented in Section 3.3 is applied. For this task, the maximum and minimum values for the output and/or input should also be given to the controller. Results containing the performance of constrained MPC are presented next.

Figure 5-3 includes snapshots of the motion of the FFSMS in the ADAMS environment for three different time-points and for top view and isometric view. The white line depicts the trajectory of the end-effector. Although the manipulator seems to pass above the base, this is not a problem for our studied model since the base and the manipulator are not on the same plane but on parallel ones. However, the case of them being on the same plane requires a different path planning method. This does not affect the results of the controllers' comparison.

Figure 5-4 presents the overall motion of the FFSMS as well as the Path Independent Workspace (PIW) and the Path Dependent Workspace (PDW). It is evident that the barycenter of the third link is moving in the PIW to avoid Dynamic Singularities (see Section 2.3.2). For evaluation of the motion, Figure $5-5$ presents the determinant of the Jacobian (see Eq. (2-38)) which does not take values close to zero, hence, there is no worry for Dynamic Singularities. These figures are extracted from the performance of both controllers since the errors, that the controllers yield, are quite small (see Figure 5-7).


Figure 5-3. Snapshots of the Motion of the FFSMS in the ADAMS environment for three different time-points and two different views for the $1^{\text {st }}$ Scenario (a) Isometric View ( $t=0$ ), (b) Isometric View ( $t=3 \mathrm{~s}$ ), (c) Isometric View ( $\mathrm{t}=6 \mathrm{~s}$ ), ( d ) Top View ( $\mathrm{t}=0$ ), (e) Top View (t=3s), (c) Top View ( $t=6 s$ ).


Figure 5-4. Motion of the FFSMS in the Cartesian Space for the $1^{\text {st }}$ Scenario.


Figure 5-5. Determinant given by Eq. (2-38) for the $1^{\text {st }}$ Scenario.

Figure 5-6 presents the end-effector trajectories in the $x$, $y$ coordinate and its orientation trajectory. These diagrams are for both controllers since the errors of these variables are small enough for both of them. These errors are presented in Figure 5-7. It is obvious that the controller with the auxiliary MPC input has better results than the other controller in all three variables. In particular, the controller with the MPC input achieved:

- $43 \%$ reduction of the $x$-Coordinate error
- $43 \%$ reduction of the $y$-Coordinate error
- $43 \%$ reduction of the orientation error

It should be clarified that the criterion that the two controllers should reach $2 \%$ of the steady-state at about 6 s is also satisfied for both controllers since the errors of the Model Based PID Controller are lower than $10^{-5}$ which is considered low enough for motion in the Cartesian space and the errors of the Model Based PD with an auxiliary MPC input are lower than $10^{-6}$ at about 6 seconds.


Figure 5-6. Actual and Desired Trajectories of the End-Effector (a) x-Coordinate, (b) yCoordinate, (c) Orientation.


Figure 5-7. Error of the Actual and the Desired Value of the End-Effector's variables for the $1^{\text {st }}$ Scenario (a) x-Coordinate, (b) y-Coordinate, (c) Orientation.

Figure $5-8$ presents the torques that are applied to the joints of the manipulator. As it was mentioned earlier, the torques have to be close enough in order for the comparison of them to be considered valid. In other words, this means that the MPC does not require additionally control effort to achieve better results but it only distributes the torques better. The maximum torque of the first two joints is almost identical while the torque of the third joint manifest a $2 \%$ increase for the controller with the MPC input, which is considered negligible.


Figure 5-8. Torques of the Joints of the Manipulator applied in the $1^{\text {st }}$ Scenario (a) $1^{\text {st }}$ Joint, (b) $2^{\text {nd }}$ Joint (c) $3^{\text {rd }}$ Joint.

No constraints were introduced on the MPC controller presented in the preceding diagrams. As mentioned in Chapter 3, better results can be obtained if output constraints are inserted in the design of the controller. One of the benefits of MPC is the easy introduction of the constraints regardless of the time of the simulation. Since MPC optimizes the performance for each time-step, the constraints can be inserted and stopped regardless of the time. After a plethora of simulations, it was noticed that the errors are reduced significantly if the constraints presented below are inserted from the beginning of the simulation until the time-step $t=0.01 \mathrm{~s}$. If the constraints were not removed at that time-step, they would just slow the algorithm since it would not converge because of the enormous torques that it would require or the output constraints would just become inactive.

$$
\begin{align*}
& \mathbf{x}_{\max }=\left[\begin{array}{lll}
10^{-6} & 10^{-6} & 10^{-4} \pi / 180
\end{array}\right]^{T}  \tag{5-13}\\
& \mathbf{x}_{\min }=-\mathbf{x}_{\max }
\end{align*}
$$

However, because the output constraints contain the risk of rising significantly the joints' torques, input constraints on the MPC signal $u_{M P C}$ were also introduced. So, if the signal exceeds these values, they become active:

$$
\begin{align*}
& \mathbf{u}_{\max }=\left[\begin{array}{lll}
0.5 & 0.5 & 0.5
\end{array}\right]^{T}  \tag{5-14}\\
& \mathbf{u}_{\min }=-\mathbf{u}_{\max }
\end{align*}
$$

Figure 5-9 presents the errors when the preceding constraints are inserted in the MPC algorithm. It is obvious that the results are significantly better not only from the Model Based PID Controller but also from the Model Based PD Controller with unconstrained MPC. In particular, the Model Based PD Controller with MPC with output constraints achieves (in comparison with the Model Based PID Controller):

- $90 \%$ reduction of the $x$-Coordinate error
- $80 \%$ reduction of the $y$-Coordinate error
- $96 \%$ reduction of the orientation error

Apart from that, the criterion that the two controllers have to reach $2 \%$ steady-state at about 6s is again satisfied.

Figure 5-10 depicts the torques of the controllers. Note that this controller mandates the torques to achieve a considerably high value in small time duration. This might be a problem for the actuators of the manipulator and hence a problem for future examination. It is evident that these controllers also satisfied the criterion for equal maximum power that their joints' actuators could provide.


Figure 5-9. Error of the Actual and the Desired Value of the End-Effector's variables for the $1^{\text {st }}$ Scenario using Constraints on the MPC (a) x-Coordinate, (b) y-Coordinate, (c) Orientation.


Figure 5-10. Torques of the Joints of the Manipulator applied in the $1^{\text {st }}$ Scenario using Constraints on the MPC (a) $1^{\text {st }}$ Joint, (b) $2^{\text {nd }}$ Joint (c) $3^{\text {rd }}$ Joint.

Finally, the controllers should be compared based on the computational power that they require which is proportionate to the duration of the simulation. Considering that the unconstrained MPC requires most of its computations to run off-line, its computational power should not exceed significantly the simple PID Controller. However, the MPC with constraints requires loops of the Hildreth's algorithm (see Section 3.3.1) to run during the simulation. Consequently, it shall require more computational power.

Through ample simulations using Matlab/Simulink and Adams and on the same computer, it was concluded that the average duration of the simulation (including the time required to present the results in the environment of Matlab/Simulink) when Model Based PID Controller is applied is 79s. The Model Based PD Controller with MPC without constraints takes about 82s and the Model Based PD Controller with MPC with constraints takes about 82 s too. Although, it was expected that the latter would require more time, this extra duration is miniscule since the constraints are introduced only for 0.01 s .

### 5.3 Scenario 2: Parametric Uncertainties

In this Section, the Scenario of parametric uncertainties is presented. As mentioned in Chapter 1, it is very common for the parameters of an FFSMS to deviate from the nominal/manufacturing dimensions due to the extreme alterations of temperature throughout its lifetime. This can cause significant errors to the lengths of the manipulator as well as the base. Besides that, small collisions with other objects that float into space and the reduction of the base's mass due to its fuel consumption can cause divergence of the joints' mass and the mass of the base respectively. It is veritable that the fuel would be consumed at a known rate. Nonetheless, an abnormality of the actuators might cause excessive and uncertain fuel consumption which would result in significant uncertainty regarding the mass of the base. It
is evident that the preceding controllers have to perform successfully and counterbalance these errors.

Firstly, a Monte-Carlo simulation is performed for a wide range of parametric uncertainties to investigate the performance of both controllers and to indicate the parameter that cause the highest errors of the end-effector's position and orientation. Secondly, a more scrutinous analysis would be performed using the parameters with the highest errors. Besides the unconstrained MPC, the case of the Model Based PD Controller with MPC input with constraints is presented too.

### 5.3.1 Sensitivity Analysis \& Monte-Carlo Simulation

A Monte-Carlo simulation (or Monte-Carlo method) is a simulation that is repeated using a wide range of different parameters. The parameters are obtained using random sampling and statistical analysis [30]. For this case, the samples are taken based on the following parameter variation:

$$
\begin{align*}
& 0.95 l_{i, \text { nominal }} \leq l_{i} \leq 1.05 l_{i, \text { nominal }} \quad i=1-3 \\
& 0.95 r_{i, \text { nominal }} \leq r_{i} \leq 1.05 r_{i \text {,nominal }} \quad i=1-3  \tag{5-15}\\
& 0.95 m_{i, \text {,oominal }} \leq m_{i} \leq 1.05 m_{i \text {,nominal }} \quad i=1-3 \\
& 0.80 m_{0, \text { nominal }} \leq m_{0} \leq 1.05 m_{0, \text { nominal }}
\end{align*}
$$

The argument behind this selection was presented in Section 5.3. It is also important to note that the moment of inertia of each part was chosen to vary proportionally with the variance of its respective mass.

To acquire the samples, the Sensitivity Analysis package of Matlab/Simulink was used. The sample of the statistics of each variance of Eq. (5-15) was selected to be uniform (same possibility for each value). There were chosen 200 different combinations.

The model that was used is almost the same with the one studied in Scenario 1. The only difference is that an analytical representation of the plant was used, substituting the Adams model, to save computational power. The values of the end-effector's position, orientation as well as their velocities were obtained using inverse kinematics. The nominal values of these parameters were used for the equations of the inverse kinematics since in reality these values would be obtained through sensors and cameras.

The nominal values of the FFSMS parameters are given in Table 5-1. For the determination of the desired trajectory, $5^{\text {th }}$ polynomials were used and their values are presented in Table 5-2. The torques of the Model Based PID Controller are given by Eq. (5-6) and the gains of each joint are given by Eq. (5-8). The torques of the Model Based PD Controller with an auxiliary MPC input are given by Eq. (5-9) and the respective gains are given by Eq. (5-11). The rest of the required parameters of the MPC can be found in Scenario 1.

The results of the 200 simulations performed are displayed in Figure 5-11. The errors of the position and orientation of the end-effector are shown. Diagrams (a), (b) and (c) depict the results when the Model Based PID Controller is implemented while diagrams (d), (e) and (f) depict the results when the Model Based PD Controller with an MPC Input is implemented. It is clear that the latter improves significantly the results by minimizing the error. Table $5-3$ shows the maximum errors for each controller as well as the values of the FFSMS' parameters that result in these values. It is obvious that the maximum for each of
the three variables is a result of a different combination of the FFSMS' parameters. However, it was observed that the y-coordinate's error varies almost proportionally with the orientation's error while the x-coordinate error is inversely proportional. Finally, it can be concluded that the values do not converge to zero in 6 s . Nevertheless, as it would be presented in the following Section, the integration of constraints in the MPC can result in a partial solution to this problem.

Figure 5-12 shows which parameter has the most impact for each one of the three errors. These results were obtained using the Sensitivity Analysis tool of Matlab/Simulink. It can be concluded that for each of the three errors, different parameters are the most influential. In these tornado diagrams, correlation indicates how a model parameter and the cost function output are correlated, partial correlation shows how these are correlated while removing the effects of the rest parameters and finally standardized regressions shows to what extent the parameters have a linear influence on the cost function.


Figure 5-11. Errors of the End-Effector's Position \& Orientation using Monte-Carlo Simulation for the 200 Different Random Samples. (a), (b) and (c): Model Based PID Controller, (d), (e) and (f): Model Based PD Controller with MPC Input.

Table 5-3. Maximum Errors performing Monte-Carlo Simulation and their Model Parameters.

|  | $x_{\mathrm{E}, \mathrm{d}}-x_{\mathrm{d}}$ | $y_{\mathrm{E}, \mathrm{d}}-y_{\mathrm{d}}$ | $\theta_{\mathrm{E}, \mathrm{d}}-\theta_{\mathrm{d}}$ |
| :---: | :---: | :---: | :---: |
| Max PID | $7.919 \cdot 10^{-5}$ | $7.176 \cdot 10^{-5}$ | $18 \cdot 10^{-4}$ |
| MaxPD-MPC | $3.925 \cdot 10^{-5}$ | $3.645 \cdot 10^{-5}$ | $8.818 \cdot 10^{-4}$ |
| $m_{0}(\mathrm{~kg})$ | 540.9 | 595.1 | 510.7 |
| $\left(m_{1}, m_{2}, m_{3}\right)(\mathrm{kg})$ | $(39.81,41.80,20.98)$ | $(38.65,41.51,20.77)$ | $(38.61,40.82,20.93)$ |
| $r_{0}(\mathrm{~m})$ | 1.384 | 1.376 | 1.364 |
| $\left(r_{1}, r_{2}, r_{3}\right)(\mathrm{m})$ | $(1.019,1.046,0.2576)$ | $(0.9631,1.046,0.2534)$ | $(1.016,1.042,0.2511)$ |
| $\left(l_{1}, l_{2}, l_{3}\right)(\mathrm{m})$ | $(1.042,0.993,0.244)$ | $(0.9611,1.037,0.2552)$ | $(0.9631,1.049,0.2405)$ |



(c)

Figure 5-12. Parameter Influence on the Position \& Orientation of the End-Effector.

### 5.3.2 Model Based PID Controller vs Model Based PD Controller with an Auxiliary MPC Input

It is interesting to investigate more thoroughly the performance of the controllers for the model parameters that result in the maximum incongruities. In this section, the parameters that result in the maximum error of the end-effector's x-coordinate are regarded as the approximate (known) parameters of the model (see Table 5-3). However, the Adams model that is used for the plant contains the nominal values of the parameters (see Table 5-1).

Figure 5-13 presents the errors of the $x$-coordinate, the $y$-coordinate and the orientation of the end-effector. It is obvious that the controller with the auxiliary MPC input has better results than the simple PID Controller in all three variables. In particular, the controller with the MPC input achieved:

- $50 \%$ reduction of the $x$-Coordinate error
- $57 \%$ reduction of the $y$-Coordinate error
- $57 \%$ reduction of the orientation error

Note that the criterion that the two controllers should reach $2 \%$ of the steady-state at about $6 s$ is not satisfied for neither of the controllers, despite the fact that MPC has lower errors at 6 s . The reason behind this phenomenon is the fact that the disturbances, that the parametric uncertainties produce, vary with time.

Figure 5-14 presents the torques that are applied to the actuators of the manipulator. As mentioned earlier, the applied torques have to be close enough in order for the comparison of them to be considered valid. In other words, this means that the MPC does not require additional control effort to achieve better results but it only distributes the torques better. This criterion is satisfied perfectly.


Figure 5-13. Error of the Actual and the Desired Value of the End-Effector's variables for the $2^{\text {nd }}$ Scenario (a) x-Coordinate, (b) y-Coordinate, (c) Orientation.


Figure 5-14. Torques of the Joints of the Manipulator applied in the $2^{\text {nd }}$ Scenario (a) $1^{\text {st }}$ Joint, (b) $2^{\text {nd }}$ Joint (c) $3^{\text {rd }}$ Joint.

To achieve a partial convergence of the errors at the steady-state, constraints were integrated on the MPC. In particular, the constraints were inserted after the time-step $t=4.5 \mathrm{~s}$ and until the end of the simulation. These output/error constraints are:

$$
\begin{align*}
& \mathbf{x}_{\max }=\left[\begin{array}{lll}
5 \cdot 10^{-6} & 5 \cdot 10^{-6} & 5 \cdot 10^{-6} \pi / 180
\end{array}\right]^{T}  \tag{5-16}\\
& \mathbf{x}_{\min }=-\mathbf{x}_{\max }
\end{align*}
$$

However, because the output constraints contain the risk of surge of the joints' torques, input constraints on the MPC signal $u_{M P C}$ were also introduced. So, if the signal exceeds these values, they become active:

$$
\begin{align*}
& \mathbf{u}_{\max }=\left[\begin{array}{lll}
2 & 2 & 2
\end{array}\right]^{T}  \tag{5-17}\\
& \mathbf{u}_{\min }=-\mathbf{u}_{\max }
\end{align*}
$$

Figure 5-15 presents the errors when the preceding constraints are inserted in the MPC algorithm. It can be seen that the orientation converges smoothly to zero. However, the error of the x-coordinate does not, despite the fact that at some point it tries to. At that point, the input constraints become active because it would result in significant increase of the torques which would might lead to instability. Finally, the Model Based PD Controller with MPC with output constraints achieves (in comparison with the Model Based PID Controller):

- $50 \%$ reduction of the $x$-Coordinate error
- $57 \%$ reduction of the $y$-Coordinate error
- $57 \%$ reduction of the orientation error

Figure 5-16 depicts the torques of the controllers. The two controllers manifest a $4 \%$ deviation for the first and second joint, a percentage that can be considered negligible.


Figure 5-15. Error of the Actual and the Desired Value of the End-Effector's variables for the $2^{\text {nd }}$ Scenario using Constraints on the MPC (a) x-Coordinate, (b) y-Coordinate, (c) Orientation.


Figure 5-16. Torques of the Joints of the Manipulator applied in the $2^{\text {nd }}$ Scenario using Constraints on the MPC (a) $1^{\text {st }}$ Joint, (b) $2^{\text {nd }}$ Joint (c) $3^{\text {rd }}$ Joint.

### 5.4 Scenario 3: Position Captured Object of Unknown Mass

The main cause of an FFSMS is to capture and move an object which floats in space. Although rough data of the object might be known from the period of time that it was functioning or can be acquired through cameras and sensors of the FFSMS, the actual values of the object's parameters would probably have a deviation from the known parameters. In this scenario, the position of a captured object with undefined mass, inertia as well as position of its Center of Mass (CM) would be presented. The stabilization of the object, which is the previous stage of an on-orbit servicing mission (see Chapter 1), is considered accomplished. This scenario is expected to show similar behavior with Scenario 2 since the captured object would be regarded as an extension of the $3^{\text {rd }}$ link. Therefore, the parametric uncertainty of the captured object is considered as a parametric uncertainty of the $3^{\text {rd }}$ link. In contrast to the preceding scenarios, in this scenario the FFSMS moves in the joint space and not in the Cartesian space.

The variable $m_{s}$ is used for the mass of the captured object, $I_{s}$ for the Inertia of the captured object, and $r_{s}$ for the distance between the CM of the $3^{\text {rd }}$ link and the CM of the captured object. The mass of the unified $3^{\text {rd }}$ link and captured object is given by:

$$
\begin{equation*}
m_{3}^{\prime}=m_{3}+m_{s} \tag{5-18}
\end{equation*}
$$

The inertia of the unified $3^{\text {rd }}$ link and captured object with respect to the position of its CM, by implementing Steiner's theorem, is given by:

$$
\begin{equation*}
I_{3}^{\prime}=I_{3}+I_{s}+m_{3}\left(l_{3}^{\prime}-l_{3}\right)^{2}+m_{s} r_{3}^{\prime 2} \tag{5-19}
\end{equation*}
$$

where $l_{3}$ is the distance between the $3^{\text {rd }}$ joint and the new $\mathrm{CM}, r_{3}$ is the distance between the new CM and the CM of the captured object and they are given by:

$$
\begin{gather*}
l_{3}^{\prime}=\frac{m_{3} l_{3}+m_{s}\left(l_{3}+r_{s}\right)}{m_{3}+m_{s}}  \tag{5-20}\\
r_{3}^{\prime}=r_{s}+l_{3}-l_{3}^{\prime}
\end{gather*}
$$

The values of these variables that will be used in the simulation are presented in Table $5-4$. The rest of the parameters of the FFSMS are presented in Table 5-1.

Table 5-4. Parameters of the Captured Object.

| Captured Object | Nominal Value | Estimated Value |
| :---: | :---: | :---: |
| Mass $m_{\mathrm{s}}(\mathrm{kg})$ | 200 | 220 |
| Moment of Inertia $I_{\mathrm{s}}\left(\mathrm{kg} \cdot \mathrm{m}^{2}\right)$ | 100 | 110 |
| Distance $r_{\mathrm{s}}(\mathrm{m})$ | 0.8 | 0.76 |

### 5.4.1 Path Planning

As previously mentioned, the control of the FFSMS is performed in the joint space. Fifth power polynomials are used for the determination of the desired trajectories. They are given by Eq. (4-27) - (4-28) and presented in Figure 4-8.

In Table 5-5 the values of the initial and final angle, angular velocity and acceleration as well as the final time that is used in this scenario for each of the three joints are presented.

Table 5-5. Paremeters of the Desired Trajectories for the $3^{\text {rd }}$ Scenario.

| Joint | $1^{\text {st }}$ | $2^{\text {nd }}$ | $3^{\text {rd }}$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{t}_{\mathrm{f}}(\mathrm{s})$ | 6 | 6 | 6 |
| Initial Angle $\mathrm{q}_{\mathrm{d}, 0}(\mathrm{deg})$ | 45 | 110 | -60 |
| Final Angle qd,f $(\mathrm{deg})$ | 20 | 60 | -70 |
| Initial Angular Velocity $\dot{q}_{d, 0}(\mathrm{deg} / \mathrm{s})$ | 0 | 0 | 0 |
| Final Angular Velocity $\dot{q}_{d, f}(\mathrm{deg} / \mathrm{s})$ | 0 | 0 | 0 |
| Initial Angular Acceleration $\ddot{q}_{d, 0}\left(\mathrm{deg} / \mathrm{s}^{2}\right)$ | 0 | 0 | 0 |
| Final Angular Acceleration $\ddot{q}_{d, f}\left(\mathrm{deg} / \mathrm{s}^{2}\right)$ | 0 | 0 | 0 |

### 5.4.2 Model Based PID Controller vs Model Based PD Controller with an Auxiliary MPC Input

The torques of the Model Based PID Controller are given by Eq. (4-6) (with the assumption that the angular momentum is considered zero $\left(h_{C M}=0\right)$ ) and the gains of each joint are given by Eq. (4-34). The torques of the Model Based PD Controller with an auxiliary MPC input are given by Eq. (4-8) and the respective gains are given by Eq. (4-30). The argument for selecting these gains can be found in Section 4.5. The rest of the required parameters of the MPC are:

$$
\begin{gathered}
p=5.5110 \\
N=10 \\
T_{p}=6 s \\
\mathbf{Q}=\mathbf{C}^{T} \mathbf{C}=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right] \\
\mathbf{R}=10^{-6}
\end{gathered}
$$

There are no output constraints integrated in the MPC design since it was observed that no particular benefit can be acquired from them.

Figure 5-17 contains snapshots of the motion of the FFSMS in the ADAMS environment for three different time-points and for top and isometric view. The path planning was conducted in the joint space. Hence, there is no concern for Dynamic Singularities. The figure presents the motion when either of the controllers is applied since the errors of both controllers are quite small (see Figure 5-18).


Figure 5-17. Snapshots of the Motion of the FFSMS in the ADAMS environment for three different time-points and two different views for the $3^{\text {rd }}$ Scenario (a) Isometric View ( $\mathrm{t}=0$ ), (b) Isometric View ( $\mathrm{t}=3 \mathrm{~s}$ ), (c) Isometric View ( $\mathrm{t}=6 \mathrm{~s}$ ), ( d ) Top View ( $\mathrm{t}=0$ ), (e) Top View ( $\mathrm{t}=3 \mathrm{~s}$ ), (c) Top View ( $\mathrm{t}=6 \mathrm{~s}$ ).

Figure 5-18 presents the errors of the angles of the manipulator's joints in comparison with the desired trajectory. It is obvious that the controller with the auxiliary MPC input has better results than the simple PID Controller in all three variables. In particular, the controller with the MPC input achieved:

- $52 \%$ reduction of the error of the $1^{\text {st }}$ joint's angle
- $52 \%$ reduction of the error of the $2^{\text {nd }}$ joint's angle
- $56 \%$ reduction of the error of the $3^{\text {rd }}$ joint's angle

Similarly to the $2^{\text {nd }}$ Scenario, the criterion that the two controllers should reach $2 \%$ of the steady-state at about $6 s$ is not satisfied for neither of the controllers, albeit MPC has lower errors at 6 s . The reason behind this phenomenon is the fact that the disturbances, that the parametric uncertainties produce, vary with time.

Figure 5-19 presents the torques that are applied to the manipulator joints. The torques that the two controllers produce are almost identical. It is obvious that the values of the torques are much higher than the torques of the previous scenarios. This is completely reasonable since the manipulator has to move a quite large object.


Figure 5-18. Error of the Actual and the Desired Value of the Joints' Angles for the $3^{\text {rd }}$ Scenario (a) $1^{\text {st }}$ Joint, (b) $2^{\text {nd }}$ Joint, (c) $3^{\text {rd }}$ Joint.


Figure 5-19. Torques of the Joints of the Manipulator applied in the $3^{\text {rd }}$ Scenario (a) $1^{\text {st }}$ Joint, (b) $2^{\text {nd }}$ Joint (c) $3^{\text {rd }}$ Joint.

### 5.5 Scenario 4: Noise

The successful control of an FFSMS requires the accurate measurement of a variety of process variables. However, the sensors that are used for this task provide the output with a level of sensor noise. Noise consists of arbitrary variations of sensor signal which are unrelated to variations in the input. In this Section, the Scenario of noise is presented.

The primal objective of this scenario is to compare the performance of the Model Based PID Controller to the Model Based PD Controller with an auxiliary MPC input. Consequently, observers or state estimation filters are not required in the design. A more realistic approach needs the insertion of such components. However, they requires the discretization of the model as well as the implementation of a non-linear observer or filter (e.g., an Extended Kalman Filter [11] ). This deviates from the main focus of this thesis, but it is an interesting area for future research.

The two controllers are compared with respect to the errors of the end-effector's position and orientation, the errors of end-effector's velocities as well as their torques. As it was previously mentioned in this chapter, actuators may not be able to perform sudden changes in their torques, which might be needed to compensate for the noise. Therefore, according to this criterion, the controller which requires the lower rate of change of torques is the most suitable choice.

The process variables which are regarded as the ones containing noise are:
$q_{1}, q_{2}, q_{3}, \dot{q}_{1}, \dot{q}_{2}, \dot{q}_{3}, \theta_{0}, \dot{\theta}_{0}, x_{\mathrm{E}}, y_{\mathrm{E}}, \theta_{\mathrm{E}}, \dot{x}_{\mathrm{E}}, \dot{y}_{\mathrm{E}}, \dot{\theta}_{\mathrm{E}}$. Figure 5-20 presents the block diagram of the system for both controllers. The noise is considered to be normally distributed with a zero mean and variance $\sigma^{2}=10^{-10}$ or $\sigma^{2}=10^{-8}$ (where $\sigma$ is the standard deviation).


Figure 5-20. Block Diagram of the $4^{\text {th }}$ Scenario.

### 5.5.1 Path Planning - Moving Target

In contrast to Scenarios 1 and 2, for this scenario the captured object-target was selected to have a constant relative velocity in respect to the FFSMS. The parameters of the moving target (specifically for the captured point) are shown in Table 5-6.

Table 5-6. Parameters of the Moving Target.

| Moving Target | Value of Velocity $v(\mathrm{~m} / \mathrm{s})$ | Slope of Velocity (deg) | Position $(x, y)(\mathrm{m})$ |
| :---: | :---: | :---: | :---: |
| Time $t=0$ | 0.05 | -10 | $(-2.30,1.85)$ |
| Time $t=6 \mathrm{~s}$ | 0.05 | -10 | $(-2,1.8)$ |

The motion of the target mandates the final velocities of the end-effector to be non-zero and equal to the velocity of the target. Although fifth polynomials like the ones presented in Scenario 1 were used for the determination of the desired trajectories (see Eq. (5-1)-(5-4)), the parameters of the trajectories are different. They are presented in Table 5-7. It can be seen that the end-effector's final position and velocity are equal to the ones of the target.

Table 5-7. Paremeters of the Desired Trajectories for the $4^{\text {th }}$ Scenario.

|  | $x_{\mathrm{E}}(\mathrm{m})$ | yE $(\mathrm{m})$ | $\theta_{\mathrm{E}}(\mathrm{deg})$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{t}_{\mathrm{f}}(\mathrm{s})$ | 6 | 6 | 6 |
| Initial Value | 0.2675 | 1.9220 | 195 |
| Final Value | -2 | 1.8 | 170 |
| $1^{\text {st }}$ Derivative's Initial Value | 0 | 0 | 0 |
| $1^{\text {st }}$ Derivative's Final Value | $0.0492(v \cdot \cos (-10))$ | $-0.0087(v \cdot \sin (-10))$ | 0 |
| $2^{\text {nd }}$ Derivative's Initial Value | 0 | 0 | 0 |
| $2^{\text {nd }}$ Derivative's Final Value | 0 | 0 | 0 |

### 5.5.2 Model Based PID Controller vs Model Based PD Controller with an Auxiliary MPC Input

For both controllers, the parameters of the FFSMS are given in Table 5-1 and considered known with adequate accuracy. The angular momentum is considered zero $\left(h_{C M}=0\right)$. The torques of the Model Based PID Controller are given by Eq. (5-6) and the gains of each joint are given by Eq. (5-8). The torques of the Model Based PD Controller with an auxiliary MPC input are given by Eq. (5-9) and the respective gains are given by Eq. (5-11). The rest of the required parameters of the MPC can be found in Scenario 1.

Figure 5-21 includes snapshots of the motion of the FFSMS in the ADAMS environment for three different time-points and for top view and isometric view. The white line depicts the trajectory of the end-effector. This figure is similar to Figure 5-3 since the velocity of the target is quite low. However, the motion of the target can be witnessed through a closer observation. Figure 5-4 and Figure 5-5 depict the motion of the FFSMS and the determinant for this scenario, since the final position and orientation of the FFSMS remained the same.

Two different cases are studied to show the performance of the two controllers when noise is inserted in the design. Both cases consist of a normally distributed noise with a mean value equal to zero. However, the noise in the first case has a variance $\sigma^{2}=10^{-10}$ while the second has a variance $\sigma^{2}=10^{-8}$. These values were chosen through various trials to show the value of noise that starts to affect the controllers. Prior to the comparisson of the two controllers, Figure 5-22 presents the trajectories of the end-effector's velocities for the first case and for both controllers (since as it is shown in Figure 5-23 the errors for both controllers are quite small). It is evident that the final values of the linear velocity are the ones presented in Table 5-7.


Figure 5-21. Snapshots of the Motion of the FFSMS in the ADAMS environment for three different time-points and two different views for the $4^{\text {th }}$ Scenario (a) Isometric View ( $t=0$ ), (b) Isometric View ( $\mathrm{t}=3 \mathrm{~s}$ ), ( c ) Isometric View ( $\mathrm{t}=6 \mathrm{~s}$ ), ( d ) Top View ( $\mathrm{t}=0$ ), (e) Top View ( $\mathrm{t}=3 \mathrm{~s}$ ), (c) Top View ( $\mathrm{t}=6 \mathrm{~s}$ ).


Figure 5-22. Actual and Desired Trajectories of the End-Effector (a) Horizontal Velocity, (b) Vertical Velocity, (c) Angular Velocity.

Figure 5-23 presents the errors of the end-effector's position, orientation and velocities in comparison with the desired trajectory for the case of noise with variance $\sigma^{2}=10^{-10}$. Figure 5-24 presents the torques that are applied in the joints. It can be concluded that both
controllers perform in a similar way for this level of noise. The final errors of the position, orientation and velocities of the end-effector are low enough in order for the manipulator to capture the target. Besides that, the diagram of the torques proves that this variance of noise is the threshold above which the noise starts to have a profound effect on the performance.


Figure 5-23. Error of the Actual and the Desired Value of the End-Effector's variables for the $4^{\text {th }}$ Scenario and for Noise with Variance $10^{-10}$ (a) x-Coordinate, (b) y-Coordinate, (c) Orientation, (d) Horizontal Velocity, (e) Vertical Velocity, (f) Angular Velocity.


Figure 5-24. Torques of the Joints of the Manipulator applied in the $4^{\text {th }}$ Scenario and for Noise with Variance $10^{-10}$ (a) $1^{\text {st }}$ Joint, (b) $2^{\text {nd }}$ Joint (c) $3^{\text {rd }}$ Joint.

Figure 5-25 displays the errors of the end-effector's position, orientation and velocities in comparison with the desired trajectory for the case of noise with variance $\sigma^{2}=10^{-8}$. Figure

5-26 displays the torques that are applied in the joints. It can be concluded that both controllers manifest similar behavior regarding the errors compared with the desired trajectory. As expected, the errors are higher by a factor of 10 compared with the previous case. The errors can still be considered as low enough for the FFSMS to accomplish each goal. However, the Model Based PID Controller requires more sudden changes of the torques to achieve the same level of error. This is another benefit of the Model Based PD Controller with MPC input.


Figure 5-25. Error of the Actual and the Desired Value of the End-Effector's variables for the $4^{\text {th }}$ Scenario and for Noise with Variance $10^{-8}$ (a) x-Coordinate, (b) y-Coordinate, (c) Orientation, (d) Horizontal Velocity, (e) Vertical Velocity, (f) Angular Velocity.


Figure 5-26. Torques of the Joints of the Manipulator applied in the $4^{\text {th }}$ Scenario and for Noise with Variance $10^{-8}$ (a) $1^{\text {st }}$ Joint, (b) $2^{\text {nd }}$ Joint (c) $3^{\text {rd }}$ Joint.

## 6 Conclusion \& Future Work

The preceding study and comparison of the Model Based PID Controller and the Model Based PD Controller with an auxiliary MPC Input has engendered a variety of noteworthy results. This chapter contains the major findings that have been deduced throughout the thesis as well as proposals for future work.

### 6.1 Conclusion

The main purpose of the thesis was to study the performance of an FFSMS when an MPC is implemented for a plethora of different realistic scenarios. This was illustrated through a comparison with a regular PID Controller to highlight potential shortcomings or benefits.

In Chapter 2, the dynamics, kinematics and differential kinematics were described. It was shown that an FFSMS contains strong non-linearities. Consequently, a controller needs to overcome this impediment. Besides that, it was shown that singularities might occur in more positions compared to a manipulator with a fixed base due to the dynamic coupling between the base of the FFSMS and the manipulator. This constitutes an extra limit to the path planning of the FFSMS.

In Chapter 3, the MPC was described extensively. The simplicity of its implementation as well as the easy incorporation of constraints were shown. Although the input constraints are quite safe to activate, immense attention should be given when output constraints are active. Output constraints tend to cause severe nonlinearities which lead to close-loop oscillation or instability. Therefore, input constraints should be set as a priority, in case the output constraints request the control signal to surge. Apart from that, MPC also gives the benefit of setting constraints only for a specific duration. This can also constitute a solution to the dangers of implementing output constraints.

In Chapter 4, the implementation of the Model Based PID Controller and the Model Based PD Controller with an auxiliary MPC Input for the control of an FFSMS was described. A Model Based Controller is required to compensate for the non-linearities of the FFSMS. The MSC Adams model that was used as the representation of the simulation's plant was also presented. Although Adams provides a distinct visual representation of the model, attention should be given on the model's parameters and properties, since they might cause errors during the simulation (e.g., small discrepancies of Markers' position or a mode which causes algebraic loop in Matlab/Simulink). It was also validated that MSC Adams offers an accuracy of $10^{-8}$ for the FFSMS' angles.

In Chapter 5, different realistic scenarios that might occur through the operations of an FFSMS were presented. The two controllers were compared according to their performance in these scenarios. The first scenario contained an FFSMS whose actuators were subject to constant disturbances. The motion of the FFSMS was designed in the Cartesian space to capture a relatively stationary target. The MPC manifested significantly better behavior in compensating for the disturbances while the maximum torques of the two controllers were equal. Note that a faster design of PID is possible. However, it would result in higher maximum torques, hence an invalid comparison. Additionally, constraints were introduced in the MPC for a short time interval at the beginning of the simulation which improved the results even more. However, the sudden changes, that the satisfaction of the output
constraints required, might not be able to be performed by an actuator. Results about the computational power of the control laws were also obtained for this scenario. It was shown that both control laws require about the same amount of time to perform the task.

The second scenario presented the problem of parametric uncertainties. A Monte-Carlo simulation was performed for 200 different combinations of the FFSMS parameters. In all of them, the MPC showed better performance than the PID. However, none of them achieved convergence of the errors at the steady-state. This is partially reasonable since the disturbances, that the parametric uncertainties cause, vary with time. Nonetheless, by integrating output constraints in the MPC, it was shown that the MPC is able to achieve sufficient convergence of the orientation of the end-effector. Apart from that, the performed sensitivity analysis showed that that the y-coordinate's error varies almost proportionally with the orientation's error while the x-coordinate error is inversely proportional. The third scenario included the position of a captured object with undefined parameters. The path was planned in the joint space. This scenario manifested similar behavior to the second scenario, since the captured object can be regarded as an extension of the third link.

The fourth and final scenario presented the performance of the controllers when the process variables are measured with a known level of noise. Two different cases were studied, one with a noise of variance $10^{-10}$ and one with variance $10^{-8}$. The former case did not affect significantly the performance of the controllers. However, the latter caused profound variation of the torques. It was shown that in this scenario too, the MPC has an advantage since it produces the same level of errors with the smaller variations of torques.

Consequently, considering all the previous arguments, one might conclude that a Model Based PD Controller with an auxiliary MPC input is better in many respects than a Model Based PID Controller. Indubitably, the former manifested better behavior in all the aforementioned case studies and it is quite simple to implement. Nonetheless, it is not as simple as a PID Controller. Therefore, the selection depends on the criteria set by the potential user.

### 6.2 Future Work

This thesis can become the impetus for further research since boundless questions have been raised throughout the conduction of the research.

To begin with, many assumptions have been made for this study. The angular momentum was considered zero, the manipulator was considered rigid and the study was performed for planar motions. However, in real life, angular momentum might be accumulated in an FFSMS and the base's control system might not be able to counterbalance it. Therefore, the FFSMS has to move in the presence of angular momentum. Besides that, to capture a target, the manipulator probably has to move in the three-dimensional space and its links have to be considered flexible due to their low mass and high lengths.

A realistic scenario also requires Cartesian motion of the FFSMS in the Path Dependent Workspace as well as the implementation of observers or state estimation filter to compensate for the process variables' noise. Various techniques have been proposed to avoid dynamic singularities which could be integrated in the design of the controllers [21] . Keeping also in mind that FFSMS contains severe non-linearities, observers or filters have to be competent to perform regardless of them. This task requires the controller to be
designed in the discrete time and not in the continuous as it was presented in this thesis. Inserting one of these components and discretizing the controller opens the way for implementation of the controller on a real robotic simulator like the one that the Control Systems Lab of NTUA possess.

Furthermore, the whole study was performed for Free-Floating robots. It is also interesting to study Free-Flying robots. During this phase, the thrusters are on-off, hence, they cannot produce continuous control signal.

Finally, as far as the MPC is concerned, the controller can be compared with other controllers to study further its advantages and disadvantages. To adduce a pertinent example, it can be compared to an H-infinity controller or even an adaptive controller. However, an adaptive controller, although it might prove to be very efficient in compensating for parametric uncertainties, it might not be able to be applied in an FFSMS due to the number and advanced technology of required sensors. Apart from that, different types of MPC can also be studied. For example, robust MPC like the min-max MPC is considered to compensate efficiently for bounded disturbances.
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## Appendix A - Matlab Algorithms

## Path Planning (Example pg53)

$t$ _vect $=\left[1 ; t ; t^{\wedge} 2 ; t^{\wedge} 3 ; t^{\wedge} 4\right.$; $\left.t^{\wedge} 5\right] ;$
t_vectdot $=\left[0 ; 1 ; 2 * t ; 3 * t^{\wedge} 2 ;\right.$ 4* t^ $^{\wedge}$; $5 * t^{\wedge} 4$ ];
t_vectdot $2=[0 ; 0 ; 2 ; 6 * t ;$
12*t^ 2 ; 20*t^3];
Coeff1 = [qd1_0, qd1dot_0,
 12*qd1dot_0*tf + 8*qd1dot_f*tf qd1dot2_f*tf^2 +
3*qd1dot2_0*tf^2)/(2*tf^3), (30*qd1_0

- $30 *$ qd1_ $\bar{f}+16 * q d 1 d o t \_0 * t f+$

14*qd1dot_f*tf - 2*qd1dot2_f*tf^2 +
3*qd1dot2_0*tf^2)/(2*tf^4), -(12*qd1_0

- 12*qd1_£ + 6*qd1dot_0*tf +

6*qd1dot-f*tf - qd1dōt2_f*tf^2 +
qd1dot2_0*tf^2)/(2*tf^5)];
qd1 = Coeff1*t_vect;
qd1dot $=$ Coeff1*t_vectdot;
qd1dot2 $=$ Coeff1* $\bar{t} \_$vectdot2;
Coeff2 = [qd2_0, qd2dot_0,
 12*qd2dot_0*tf + 8*qd2dot_f*tf qd2dot2_f $\bar{\star} t f^{\wedge} 2+$
3*qd2dot2_0*tf^2)/(2*tf^3), (30*qd2_0

- 30*qd2_ $\bar{f}+16 * q d 2 d o t \_0 * t f+$

14*qd2dot_f*tf - 2*qd2dot2_f*tf^2 +
3*qd2dot2-0*tf^2)/(2*tf^4), -(12*qd2_0

- 12*qd2_角 + 6*qd2dot_0*tf +

6*qd2dot_f*tf - qd2dō̄2_f*tf^2 +
qd2dot2_0*tf^2)/(2*tf^5)];
qd2 $=$ Coeff2*t vect;
qd2dot $=$ Coeff $\overline{2} \star t \_v e c t d o t ;$
qd2dot2 $=$ Coeff2*t_vectdot2;
Coeff3 = [qd3_0, qd3dot_0, qd3dot2_0/2, -(20^ $q$ d3_0 - $2 \overline{0} * q d 3 \_f+$ 12*qd3dot_0*tf + 8*qd3dot_f*tf qd3dot2 $\mathrm{f}^{\bar{\star}} \mathrm{tf} \mathrm{f}^{\wedge} 2+$
3*qd3dot2_0*tf^2)/(2*tf^3), (30*qd3_0

- $30 * q d 3$ f $+16 * q d 3 d o t$ 0*tf +
$14 * q d 3 d o \bar{t} \_f * t f-2 * q d 3 \bar{d} o t 2 \_f * t f \wedge 2+$
3*qd3dot2_0*tf^2)/(2*tf^4), -(12*qd3_0
- 12*qd3_£ + 6*qd3dot_0*tf +

6*qd3dot_f*tf - qd3dot2_f*tf^2 +
qd3dot2_0*tf^2) / (2*tf^5)];
qd3 = Coeff3*t_vect;
qd3dot $=$ Coeff $\overline{3} * t \_v e c t d o t ;$
qd3dot2 $=$ Coeff3*t_vectdot2;

## Path Planning (Scenario 1 pg62)

t_vect $=$ [1; t; t^2; t^3; t^4;
$\left.t^{\wedge} 5\right]$;
t_vectdot $=$ [0; 1; 2*t; $3 * t^{\wedge} 2$;
4*t^3; 5*t^4];
t_vectdot2 $=$ [0; 0; 2; 6*t;
12*t^ $\overline{2}$; 20*t^3];
Coeff1 = [xd_0, xddot_0,
xddot2_0/2, - $20^{\bar{*}} x d \_0-2 \overline{0} * x d \_f+$ 12*xddot_0*tf + 8*xddot_f*tf xddot2_f"tf^2 +
$\left.3 * x d d o \bar{t} 2 \_0 * t f^{\wedge} 2\right) /\left(2 * t f^{\wedge} 3\right),\left(30 * x d \_0-\right.$ $30 * x d \_f$ + 16*xddot_0*tf +
14*xddot_f*tf - 2** ddot2_f*tf^2 +
3*xddot2_0*tf^2)/(2*tf^4), -(12*xd_0 -
$12 * x d \_f+6 * x d d o t \_0 * t f+6 * x d d o t \_f{ }^{\overline{7}} t f$

- xddōt2_f*tf^2 +
$\left.\left.x d d o t 2 \_0^{-\bar{*}} t f^{\wedge} 2\right) /\left(2 * t f^{\wedge} 5\right)\right]$;
$\mathrm{xd}^{-}=$Coeff1*t vect;
xddot $=$ Coeffīt_vectdot;
xddot2 $=$ Coeff1*t_vectdot2;
Coeff2 $=$ [yd_0, yddot_0,
yddot2_0/2, $-\left(20^{\star} y d_{-} 0-2 \overline{0}{ }^{*} y d \_f+\right.$
12*yddot_0*tf + 8*yddot_f*tf -
yddot2_f*tf^2 +
$\left.3 * y d d o \bar{t} 2 \_0 * t f \wedge 2\right) /(2 * t f \wedge 3),\left(30 * y d \_0-\right.$ $30 * y d \_f$ + 16*yddot_0*tf +
14*yddot_f*tf - 2*yddot2_f*tf^2 +
3*yddot2_0*tf^2)/(2*tf^4), -(12*yd_0 -
12*yd_f + 6*yddot_0*tf + 6*yddot_f*tf
- yddot2 f*tf^2 +
yddot2_0*tf^2)/(2*tf^5)];
yd = Coeff2*t_vect;
yddot $=\operatorname{Coeff} \overline{2}$ *t_vectdot;
yddot2 = Coeff2*t_vectdot2;
Coeff3 $=$ [thEd_0, thEddot_0, thEddot2_0/2, $-\left(20{ }^{\bar{*}}\right.$ thEd_0 $-2 \overline{0}$ *thEd $f$ $+12 *$ thEddot_0*tf + 8*theddot_f*tf thEddot2 f*t $\mathrm{f}^{\wedge} \mathrm{E}^{2}+$
3*thEddot $\left.2 \_0 * t f \wedge 2\right) /\left(2 * t f^{\wedge} 3\right)$, ( $30 *$ thEd_ $0^{-}$- $30 *$ thEd_f +
16*thEddōt_0*tf + 14亦thEddot_f*tf -2*thEddot2-f*tf^2 +
3*thEddot2_0*tf^2)/(2*tf^4), -
(12*thEd_0 - $12 *$ thEd_f +
6*thEddot_0*tf + 6*thEddot_f*tf -
thEddot2 $\overline{\mathrm{f}}$ *tf^2 +
thEddot2-0*tf^2)/(2*tf^5)];
thEd $=$ Coeff3*t_vect;
thEddot $=\operatorname{Coeff} \overline{3} * t$ vectdot;
thEddot2 $=$ Coeff3*t_vectdot2;
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$$
\begin{gather*}
x_{E}=a \mathrm{c}_{\theta_{o}}+b \mathrm{c}_{\theta_{0}+q_{1}}+c \mathrm{c}_{\theta_{o}+q_{1}+q_{2}}+d \mathrm{c}_{\theta_{o}+q_{1}+q_{2}+q_{3}} \\
y_{E}=a \mathrm{~s}_{\theta_{o}}+b \mathrm{~s}_{\theta_{0}+q_{1}}+c \mathrm{~s}_{\theta_{0}+q_{1}+q_{2}}+d \mathrm{~s}_{\theta_{0}+q_{1}+q_{2}+q_{3}}  \tag{2-1}\\
\theta_{E}=\theta_{o}+q_{1}+q_{2}+q_{3}
\end{gather*}
$$

óтои:

$$
\begin{gather*}
a=\frac{m_{0} r_{0}}{M} \\
c=\frac{\left(m_{0}+m_{1}\right) l_{2}+\left(m_{0}+m_{1}+m_{2}\right) r_{2}}{M} \\
d=\frac{m_{0} l_{1}+\left(m_{0}+m_{1}\right) r_{1}}{M}  \tag{2-2}\\
d=\frac{\left(m_{0}+m_{1}+m_{2}\right) l_{3}}{M}+r_{3} \\
M=m_{0}+m_{1}+m_{2}+m_{3}
\end{gather*}
$$





$$
\begin{gather*}
\dot{\mathbf{r}}_{E}=\mathbf{R}_{0}\left({ }^{0} \mathbf{j}_{11} \dot{\theta}_{0}+{ }^{0} \mathbf{J}_{12} \dot{\mathbf{q}}\right) \\
\mathbf{R}_{\mathbf{0}}\left(\theta_{0}\right)=\left[\begin{array}{cc}
\mathrm{c}_{\theta_{o}} & -\mathrm{s}_{\theta_{o}} \\
\mathrm{~s}_{\theta_{o}} & \mathrm{c}_{\theta_{o}}
\end{array}\right] \\
{ }^{0} \mathbf{j}_{11}(\mathbf{q})=\left[\begin{array}{ll}
-\left(b \mathrm{~s}_{q_{1}}+c \mathrm{~s}_{q_{1}+q_{2}}+d \mathrm{~s}_{q_{1}+q_{2}+q_{3}}\right) \\
a+b \mathrm{c}_{q_{1}}+c \mathrm{c}_{q_{1}+q_{2}}+d \mathrm{c}_{q_{1}+q_{2}+q_{3}}
\end{array}\right]  \tag{2-3}\\
{ }^{0} \mathbf{J}_{12}(\mathbf{q})=\left[\begin{array}{ccc}
-\left(b \mathrm{~s}_{q_{1}}+c \mathrm{~s}_{q_{1}+q_{2}}+d \mathrm{~s}_{q_{1}+q_{2}+q_{3}}\right) & -\left(c \mathrm{~s}_{q_{1}+q_{2}}+d \mathrm{~s}_{q_{1}+q_{2}+q_{3}}\right) & -d \mathrm{~s}_{q_{1}+q_{2}+q_{3}} \\
b \mathrm{c}_{q_{1}}+c \mathrm{c}_{q_{1}+q_{2}}+d \mathrm{c}_{q_{1}+q_{2}+q_{3}} & c \mathrm{c}_{q_{1}+q_{2}}+d \mathrm{c}_{q_{1}+q_{2}+q_{3}} & d \mathrm{c}_{q_{1}+q_{2}+q_{3}}
\end{array}\right]
\end{gather*}
$$




$$
\begin{gather*}
\dot{\theta}_{\mathrm{E}}=\dot{\theta}_{0}+{ }^{0} \mathbf{j}_{22} \dot{\mathbf{q}} \\
{ }^{0} \mathbf{j}_{22}(\mathbf{q})=\left[\begin{array}{lll}
1 & 1 & 1
\end{array}\right] \tag{2-4}
\end{gather*}
$$





$$
\begin{equation*}
h_{C M}={ }^{0} D \dot{\theta}_{0}+{ }^{0} \mathbf{D}_{q} \dot{\mathbf{q}} \tag{2-5}
\end{equation*}
$$

$\mu \varepsilon:$

$$
\begin{gather*}
{ }^{0} D={ }^{0} D_{0}+{ }^{0} D_{1}+{ }^{0} D_{2}+{ }^{0} D_{3} \\
{ }^{0} \mathbf{D}_{q}=\left[{ }^{0} D_{1}+{ }^{0} D_{2}+{ }^{0} D_{3} \quad{ }^{0} D_{2}+{ }^{0} D_{3} \quad{ }^{0} D_{3}\right] \\
{ }^{0} D_{0}=a_{00}+a_{01} \mathrm{c}_{q_{1}}+a_{02} \mathrm{c}_{q_{1}+q_{2}}+a m_{3} l_{3} \mathrm{c}_{q_{1}+q_{2}+q_{3}}  \tag{2-6}\\
{ }^{0} D_{1}=a_{01} \mathrm{c}_{q_{1}}+a_{11}+a_{12} \mathrm{c}_{q_{2}}+b m_{3} l_{3} \mathrm{c}_{q_{2}+q_{3}} \\
{ }^{0} D_{2}=a_{02} \mathrm{c}_{q_{1}+q_{2}}+a_{12} \mathrm{c}_{q_{2}}+a_{22}+c m_{3} l_{3} \mathrm{c}_{q_{3}} \\
{ }^{0} D_{3}=a_{33}+c m_{3} l_{3} \mathrm{c}_{q_{3}}+b m_{3} l_{3} \mathrm{c}_{q_{2}+q_{3}}+a m_{3} l_{3} \mathrm{c}_{q_{1}+q_{2}+q_{3}}
\end{gather*}
$$

ótou $a, b$ кaı c סívovtaı aтó E $\xi$. (2-2) кaı:

$$
\begin{gather*}
a_{00}=I_{0}+\frac{m_{0}\left(m_{1}+m_{2}+m_{3}\right) r_{0}^{2}}{M} \\
a_{01}=\frac{m_{0} r_{0}\left[l_{1}\left(m_{1}+m_{2}+m_{3}\right)+r_{1}\left(m_{2}+m_{3}\right)\right]}{M} \\
a_{02}=\frac{m_{0} r_{0}\left[l_{2}\left(m_{2}+m_{3}\right)+r_{2} m_{3}\right]}{M} \\
a_{11}=I_{1}+\frac{m_{0} m_{1} l_{1}^{2}+m_{1}\left(m_{2}+m_{3}\right) r_{1}^{2}+m_{0}\left(m_{2}+m_{3}\right)\left(l_{1}+r_{1}\right)^{2}}{M}  \tag{2-7}\\
a_{12}=\frac{\left[l_{1} m_{0}+\left(m_{0}+m_{1}\right) r_{1}\right]\left[l_{2}\left(m_{2}+m_{3}\right)+m_{3} r_{2}\right]}{M} \\
a_{22}=I_{2}+\frac{m_{2} m_{3} r_{2}^{2}+m_{2}\left(m_{0}+m_{1}\right) l_{2}^{2}+m_{3}\left(m_{0}+m_{1}\right)\left(l_{2}+r_{2}\right)^{2}}{M} \\
a_{33}=I_{3}+\frac{m_{3}\left(m_{0}+m_{1}+m_{2}\right) l_{3}^{2}}{M}
\end{gather*}
$$


 Ібооиорфі́гऽ:

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{J}^{*}\right)=\frac{a b^{0} D_{2} \mathrm{~s}_{q_{1}}+b c^{0} D_{0} \mathrm{~s}_{q_{2}}-a c^{0} D_{1} \mathrm{~s}_{q_{1}+q_{2}}}{{ }^{0} D} \tag{2-8}
\end{equation*}
$$

 amó:

$$
\begin{equation*}
\mathbf{H}(\mathbf{q}) \ddot{\mathbf{q}}+\mathbf{C}^{*}\left(\mathbf{q}, \dot{\mathbf{q}}, h_{C M}\right) \dot{\mathbf{q}}+\mathbf{g}_{h}\left(\mathbf{q}, h_{C M}\right)=\boldsymbol{\tau} \tag{2-9}
\end{equation*}
$$

óтои:

$$
\begin{align*}
& \mathbf{H}(\mathbf{q})={ }^{0} \mathbf{D}_{q q}-{ }^{0} \mathbf{D}_{q}^{T{ }^{0}} D^{-10} \mathbf{D}_{q} \\
& { }^{0} \mathbf{D}_{q q}=\sum_{j=1}^{N} \sum_{i=1}^{N}{ }^{0} \mathbf{F}_{i}^{T}{ }^{0} \mathbf{D}_{i j}{ }^{0} \mathbf{F}_{j} \\
& \mathbf{C}^{*}\left(\mathbf{q}, \dot{\mathbf{q}}, h_{C M}\right)=\mathbf{C}+\mathbf{C}_{h} \\
& \mathbf{C}(\mathbf{q}, \dot{\mathbf{q}})=\frac{1}{2} \frac{\partial\left(\dot{\mathbf{q}}^{T 0}{ }^{0} D^{-10} \mathbf{D}_{q}\right)}{\partial \mathbf{q}}+\frac{\partial\left({ }^{0} \mathbf{D}_{q q} \dot{\mathbf{q}}\right)}{\partial \mathbf{q}}-\frac{1}{2} \frac{\partial\left(\dot{\mathbf{q}}^{T 0} \mathbf{D}_{q q}\right)}{\partial \mathbf{q}}-\frac{\partial\left({ }^{0} \mathbf{D}_{q}^{T 0} D^{-1}{ }^{0} \mathbf{D}_{q} \dot{\mathbf{q}}\right)}{\partial \mathbf{q}}  \tag{2-10}\\
& \mathbf{C}_{h}\left(\mathbf{q}, h_{C M}\right)=h_{C M}\left[\frac{\partial\left({ }^{0} D^{-10} \mathbf{D}_{q}^{T}\right)}{\partial \mathbf{q}}-\frac{\partial\left({ }^{0} D^{-10} \mathbf{D}_{q}\right)}{\partial \mathbf{q}}\right] \\
& \mathbf{g}_{h}=\frac{1}{2} h_{C M}^{2} \frac{\partial\left({ }^{0} D^{-1}\right)}{\partial \mathbf{q}} \\
& { }^{0} \mathbf{F}_{k}=\left[\begin{array}{llll}
{ }^{0} \mathbf{R}_{1} & \ldots & { }^{0} \mathbf{R}_{k} & \mathbf{0}_{3(N-k)}
\end{array}\right]
\end{align*}
$$

## 3 Проßлєтттко́s 'Eлعүхоs (MPC)











$$
\begin{align*}
& \dot{\mathbf{x}}_{\mathbf{m}}(t)=\mathbf{A}_{\mathbf{m}} \mathbf{x}_{\mathbf{m}}(t)+\mathbf{B}_{\mathbf{m}} \mathbf{u}(t)  \tag{3-1}\\
& \mathbf{y}(t)=\mathbf{C}_{\mathbf{m}} \mathbf{x}_{\mathbf{m}}(t)
\end{align*}
$$






$$
\begin{align*}
& \dot{\mathbf{x}}(t)=\left[\begin{array}{c}
\ddot{\mathbf{x}}_{\mathbf{m}}(t) \\
\dot{\mathbf{y}}(t)
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{A}_{\mathbf{m}} & \mathbf{0}_{\mathbf{m}}^{\mathbf{T}} \\
\mathbf{C}_{\mathbf{m}} & \mathbf{0}_{\mathbf{q \times a}}
\end{array}\right]\left[\begin{array}{c}
\dot{\mathbf{x}}_{\mathbf{m}}(t) \\
\mathbf{y}(t)
\end{array}\right]+\left[\begin{array}{c}
\mathbf{B}_{\mathbf{m}} \\
\mathbf{0}_{\mathbf{q \times m}}
\end{array}\right] \dot{\mathbf{u}}(t)=\mathbf{A x}(t)+\mathbf{B} \dot{\mathbf{u}}(t)  \tag{3-2}\\
& \mathbf{y}(t)=\left[\begin{array}{ll}
\mathbf{0}_{\mathbf{m}} & \mathbf{I}_{\mathbf{q \times a}}
\end{array}\right]\left[\begin{array}{c}
\dot{\mathbf{x}}_{\mathbf{m}}(t) \\
\mathbf{y}(t)
\end{array}\right]=\mathbf{C x}(t)
\end{align*}
$$


 Laguerre $\sigma u v a \rho т \grave{\sigma \varepsilon ı \varsigma ~ т о u ~ т \varepsilon \rho ı ү \rho a ́ \varphi о v т \alpha ı ~ а т о ́ ~ т ı \varsigma ~ \varepsilon ங ı \sigma \omega ́ \sigma \varepsilon ı \varsigma: ~}$

\[

\]


 $\mu \varepsilon i ́ \omega \sigma \eta \varsigma ~ T \omega v ~ \sigma u v a \rho т \eta ́ \sigma \varepsilon \omega v$.
 пгрıүра́чєтаı ато́:

$$
\begin{equation*}
\dot{u}_{i}(\tau)=\sum_{j=1}^{\mathrm{N}} c_{j} l_{j}(t)=\mathbf{L}_{i}(\tau)^{\mathrm{T}} \boldsymbol{\eta}_{i} \quad i=1,2, \ldots m \tag{3-4}
\end{equation*}
$$




$$
\begin{equation*}
J=\int_{0}^{T_{p}}\left(\mathbf{x}\left(t_{i}+\tau \mid t_{i}\right)^{T} \mathbf{Q} \mathbf{x}\left(t_{i}+\tau \mid t_{i}\right)+\dot{\mathbf{u}}(\tau)^{T} \mathbf{R} \dot{\mathbf{u}}(\tau)\right) d \tau \quad 0 \leq \tau \leq T_{p} \tag{3-5}
\end{equation*}
$$



$$
\begin{gather*}
\boldsymbol{\eta}=-\mathbf{\Omega}^{-1} \mathbf{\Psi} \mathbf{x}\left(t_{i}\right) \\
\mu \varepsilon \quad \boldsymbol{\Omega}=\int_{0}^{T_{p}} \boldsymbol{\Phi}(\tau) \mathbf{Q} \boldsymbol{\Phi}(\tau)^{\mathrm{T}} d \tau+\mathbf{R}_{\mathbf{L}} \quad \& \quad \mathbf{\Psi}=\int_{0}^{T_{p}} \boldsymbol{\Phi}(\tau) \mathbf{Q} e^{\boldsymbol{A} \tau} d \tau \quad 0 \leq \tau \leq T_{p} \tag{3-6}
\end{gather*}
$$



$$
\begin{equation*}
\mathbf{A} \boldsymbol{\varphi}_{i}(\tau)^{T}-\boldsymbol{\Phi}_{i}(\tau)^{T} \mathbf{A}_{\mathbf{p}_{i}}^{T}=-\mathbf{B}_{i} \mathbf{L}_{i}(\tau)^{T}+e^{\mathbf{A} \tau} \mathbf{B}_{i} \mathbf{L}_{i}(0)^{T} \quad i=1,2, \ldots m \tag{3-7}
\end{equation*}
$$




$$
\begin{align*}
\dot{\mathbf{u}}(t) & =\left[\begin{array}{cccc}
\mathbf{L}_{\mathbf{1}}(0)^{T} & \mathbf{0}_{\mathbf{2}} & \ldots & \mathbf{0}_{\mathbf{m}} \\
\mathbf{0}_{\mathbf{1}} & \mathbf{L}_{\mathbf{2}}(0)^{T} & \ldots & \mathbf{0}_{\mathbf{m}} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0}_{\mathbf{1}} & \mathbf{0}_{2} & \ldots & \mathbf{L}_{\mathbf{m}}(0)^{T}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{\eta}_{\mathbf{1}} \\
\boldsymbol{\eta}_{2} \\
\vdots \\
\boldsymbol{\eta}_{m}
\end{array}\right]= \\
& =-\left[\begin{array}{cccc}
\mathbf{L}_{\mathbf{1}}(0)^{T} & \mathbf{0}_{\mathbf{2}} & \ldots & \mathbf{0}_{\mathbf{m}} \\
\mathbf{0}_{\mathbf{1}} & \mathbf{L}_{\mathbf{2}}(0)^{T} & \ldots & \mathbf{0}_{\mathbf{m}} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0}_{\mathbf{1}} & \mathbf{0}_{\mathbf{2}} & \ldots & \mathbf{L}_{\mathbf{m}}(0)^{T}
\end{array}\right] \mathbf{\Omega}^{-1} \mathbf{\Psi}\left[\begin{array}{c}
\dot{\mathbf{x}}_{\mathbf{m}}(t) \\
\mathbf{y}(t)-\mathbf{y}_{d}(t)
\end{array}\right] \tag{3-8}
\end{align*}
$$



$$
\begin{equation*}
\mathbf{u}(t)=\int_{0}^{t} \dot{\mathbf{u}}(\gamma) d \gamma \tag{3-9}
\end{equation*}
$$




$$
\begin{equation*}
\mathbf{A}_{\text {constr }} \boldsymbol{\eta} \leq \mathbf{b} \tag{3-10}
\end{equation*}
$$





$$
\left[\begin{array}{c}
\Delta t \mathbf{L}(0)^{T}  \tag{3-11}\\
-\Delta t \mathbf{L}(0)^{T}
\end{array}\right] \boldsymbol{\eta} \leq\left[\begin{array}{c}
\mathbf{u}_{\max }-\mathbf{u}\left(t_{i}-\Delta t\right) \\
-\left(\mathbf{u}_{\min }-\mathbf{u}\left(t_{i}-\Delta t\right)\right)
\end{array}\right]
$$



$$
\begin{equation*}
\dot{\mathbf{x}}_{\min }-\mathbf{A} \mathbf{x}_{\min } \leq \mathbf{b} \mathbf{L}(0)^{T} \boldsymbol{\eta}\left(t_{i}\right) \leq \dot{\mathbf{x}}_{\max }-\mathbf{A} \mathbf{x}_{\max } \tag{3-12}
\end{equation*}
$$

## 4 Ефариоүŋ́ Проßлєтттікои́ Елє́үхои $\sigma \varepsilon$ ЕлєúӨєра 



 vó $\mu$ oı $\varepsilon \lambda \varepsilon ́ y x o u ~ т о u ~ \mu \varepsilon \lambda \varepsilon т \omega ́ v t a ı ~ \varepsilon i ́ v a ı ~ o ~ M o d e l ~ B a s e d ~ P D ~ C o n t r o l l e r, ~ o ~ M o d e l ~ B a s e d ~ P I D ~$ Controller kaı o Model Based PD Controller with an auxiliary MPC Input. Oı סúo tहлعutaíoı Өа бuүкрıӨои́v бто $\varepsilon п о ́ \mu \varepsilon v o ~ к \varepsilon \varphi а ́ \lambda \alpha ı о . ~$
 ппрıүра́ $\varphi \varepsilon т \alpha ı ~ \alpha ד o ́ ~ т \eta v ~ \varepsilon \xi i \sigma \omega \sigma \eta: ~$

$$
\begin{equation*}
\boldsymbol{\tau}=\mathbf{H}\left[\ddot{\mathbf{q}}_{d}+\mathbf{K}_{D}\left(\dot{\mathbf{q}}_{d}-\dot{\mathbf{q}}\right)+\mathbf{K}_{P}\left(\mathbf{q}_{d}-\mathbf{q}\right)\right]+\mathbf{C}^{*} \dot{\mathbf{q}}+\mathbf{g}_{h} \tag{4-1}
\end{equation*}
$$




O Model Based PID Controller ппрıүра́ $\varepsilon т а ı ~ а т о ́: ~$

$$
\begin{equation*}
\boldsymbol{\tau}=\mathbf{H}\left[\ddot{\mathbf{q}}_{d}+\mathbf{K}_{D}\left(\dot{\mathbf{q}}_{d}-\dot{\mathbf{q}}\right)+\mathbf{K}_{P}\left(\mathbf{q}_{d}-\mathbf{q}\right)+\mathbf{K}_{I} \int_{0}^{t}\left(\mathbf{q}_{d}(x)-\mathbf{q}(x)\right) d x\right]+\mathbf{C}^{*} \dot{\mathbf{q}}+\mathbf{g}_{h} \tag{4-2}
\end{equation*}
$$

ótou Kı عívaıı $\varepsilon$ пíonऽ $3 \times 3$ ठıaүш́vıos тívaкаऽ.
O Model Based PD Controller with an auxiliary MPC Input перıүрá $\varphi \varepsilon \tau \alpha ı$ aтó:

$$
\begin{equation*}
\boldsymbol{\tau}=\mathbf{H}\left[\ddot{\mathbf{q}}_{d}+\mathbf{K}_{D}\left(\dot{\mathbf{q}}_{d}-\dot{\mathbf{q}}\right)+\mathbf{K}_{P}\left(\mathbf{q}_{d}-\mathbf{q}\right)+\mathbf{u}_{M P C}\right]+\mathbf{C}^{*} \dot{\mathbf{q}}+\mathbf{g}_{h} \tag{4-3}
\end{equation*}
$$




$$
\begin{gather*}
\dot{\mathbf{x}}_{\mathbf{m}}(t)=\mathbf{A}_{\mathbf{m}} \mathbf{x}_{\mathbf{m}}(t)+\mathbf{B}_{\mathbf{m}} u(t) \\
y(t)=\mathbf{C}_{\mathbf{m}} \mathbf{x}_{\mathbf{m}}(t) \tag{4-4}
\end{gather*}
$$

with $\mathbf{x}_{\mathbf{m}}=\left[\begin{array}{l}x_{m, 1} \\ x_{m, 2}\end{array}\right]=\left[\begin{array}{c}e_{i} \\ \dot{e}_{i}\end{array}\right], \mathbf{A}_{\mathbf{m}}=\left[\begin{array}{cc}0 & 1 \\ -K_{P, i} & -K_{D, i}\end{array}\right], \mathbf{B}_{\mathbf{m}}=\left[\begin{array}{c}0 \\ -1\end{array}\right], \mathbf{C}_{\mathbf{m}}=\left[\begin{array}{ll}1 & 0\end{array}\right], \quad i=1,2,3$
 túto:

$$
\begin{equation*}
\boldsymbol{\tau}=\mathbf{J}^{T} \mathbf{f} \tag{4-5}
\end{equation*}
$$





$$
\begin{equation*}
\mathbf{H}_{x}\left(\mathbf{q}, \theta_{0}\right) \ddot{\mathbf{x}}+\mathbf{C}_{x}^{*}\left(\mathbf{q}, \dot{\mathbf{q}}, \theta_{0}, \dot{\theta}_{0}\right) \dot{\mathbf{x}}=\mathbf{f}=\mathbf{J}^{-T} \boldsymbol{\tau} \tag{4-6}
\end{equation*}
$$

óтou:

$$
\begin{gather*}
\mathbf{H}_{x}\left(\mathbf{q}, \theta_{0}\right)=\mathbf{J}^{-T} \mathbf{H} \mathbf{J}^{-1} \\
\mathbf{C}_{x}^{*}\left(\mathbf{q}, \dot{\mathbf{q}}, \theta_{0}, \dot{\theta}_{0}\right)=\mathbf{J}^{-T}\left(\mathbf{C}^{*}-\mathbf{H} \mathbf{J}^{-1} \mathbf{J}\right) \mathbf{J}^{-1} \tag{4-7}
\end{gather*}
$$




$$
\begin{gather*}
\mathbf{f}=\mathbf{H}_{x}\left[\ddot{\mathbf{x}}_{d}+\mathbf{K}_{D}\left(\dot{\mathbf{x}}_{d}-\dot{\mathbf{x}}\right)+\mathbf{K}_{P}\left(\mathbf{x}_{d}-\mathbf{x}\right)\right]+\mathbf{C}_{x}^{*} \dot{\mathbf{x}}  \tag{4-8}\\
\boldsymbol{\tau}=\mathbf{J}^{T} \mathbf{f}
\end{gather*}
$$

O Model Based PID Controller пєрıүра́ $£$ таı $\alpha$ по́:

$$
\begin{gather*}
\mathbf{f}=\mathbf{H}_{x}\left[\ddot{\mathbf{x}}_{d}+\mathbf{K}_{D}\left(\dot{\mathbf{x}}_{d}-\dot{\mathbf{x}}\right)+\mathbf{K}_{P}\left(\mathbf{x}_{d}-\mathbf{x}\right)+\mathbf{K}_{I} \int_{0}^{t}\left(\mathbf{x}_{d}(\lambda)-\mathbf{x}(\lambda)\right) d \lambda\right]+\mathbf{C}_{x}^{*} \dot{\mathbf{x}}  \tag{4-9}\\
\boldsymbol{\tau}=\mathbf{J}^{T} \mathbf{f}
\end{gather*}
$$



$$
\begin{gather*}
\mathbf{f}=\mathbf{H}_{x}\left[\ddot{\mathbf{x}}_{d}+\mathbf{K}_{D}\left(\dot{\mathbf{x}}_{d}-\dot{\mathbf{x}}\right)+\mathbf{K}_{P}\left(\mathbf{x}_{d}-\mathbf{x}\right)+\mathbf{u}_{M P C}\right]+\mathbf{C}_{x}^{*} \dot{\mathbf{x}}  \tag{4-10}\\
\boldsymbol{\tau}=\mathbf{J}^{T} \mathbf{f}
\end{gather*}
$$








## 

¿то кєழá入aı autó $\sigma \cup ү к$ рívovtaı о Model Based PID Controller $\mu \varepsilon$ то Model Based PD



Пívakas 5-1. Пара́иєтроı $\Delta \mathrm{P}$.

| Body | Mass $-\mathrm{m}_{\mathrm{i}}$ <br> $(\mathrm{kg})$ | Moment of Inertia $-\mathrm{I}_{\mathrm{i}}$ <br> $\left(\mathrm{kg} \cdot \mathrm{m}^{2}\right)$ | Before-CM Length $-\mathrm{l}_{\mathrm{i}}$ <br> $(\mathrm{m})$ | After-CM Length $-\mathrm{r}_{\mathrm{i}}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 600 | 500 | - | $(\mathrm{m})$ |
| 1 | 40 | 20 | 1 | 1.4 |
| 2 | 40 | 20 | 1 | 1 |
| 3 | 20 | 15 | 0.25 | 1 |

## 





$$
\mathbf{d}=\left[\begin{array}{lll}
12 & 6 & 4 \tag{5-1}
\end{array}\right]^{T}(N m)
$$




$$
\begin{align*}
& K_{D}=\operatorname{diag}(18.0768,18.0768,18.0768) \\
& K_{P}=\operatorname{diag}(136.1545,136.1545,136.1545)  \tag{5-2}\\
& K_{I}=\operatorname{diag}(427.2981,427.2981,427.2981)
\end{align*}
$$




$$
\begin{align*}
K_{D, M P C} & =\operatorname{diag}(10.5448,10.5448,10.5448)  \tag{5-3}\\
K_{P, M P C} & =\operatorname{diag}(56.7310,56.7310,56.7310) \\
p & =5.5110, N=10, T_{p}=6 s
\end{align*}
$$

$$
\mathbf{Q}=\mathbf{C}^{T} \mathbf{C}=\left[\begin{array}{lll}
0 & 0 & 0  \tag{5-4}\\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right], \mathbf{R}=10^{-6}
$$











 $\sigma$ біүнй $t=0.01 \mathrm{~s}$ :

$$
\begin{align*}
& \mathbf{x}_{\max }=\left[\begin{array}{lll}
10^{-6} & 10^{-6} & 10^{-4} \pi / 180
\end{array}\right]^{T}  \tag{5-5}\\
& \mathbf{x}_{\min }=-\mathbf{x}_{\max }
\end{align*}
$$



$$
\begin{align*}
& \mathbf{u}_{\max }=\left[\begin{array}{lll}
0.5 & 0.5 & 0.5
\end{array}\right]^{T}  \tag{5-6}\\
& \mathbf{u}_{\min }=-\mathbf{u}_{\max }
\end{align*}
$$






 íठIos.

## 



 акрıßદіц.



$$
\begin{align*}
& 0.95 l_{i, \text { nominal }} \leq l_{i} \leq 1.05 l_{i, \text { nominal }} \quad i=1-3 \\
& 0.95 r_{i, \text { nominal }} \leq r_{i} \leq 1.05 r_{i, \text { nominal }} \quad i=1-3 \\
& 0.95 m_{i, \text { nominal }} \leq m_{i} \leq 1.05 m_{i, \text {,oominal }} \quad i=1-3  \tag{5-7}\\
& 0.80 m_{0, \text { nominal }} \leq m_{0} \leq 1.05 m_{0, \text { nominal }}
\end{align*}
$$


 тعрі́ттт


|  | $x_{\mathrm{E}, \mathrm{d}}-x_{\mathrm{d}}$ | $y_{\mathrm{E}, \mathrm{d}}-y_{\mathrm{d}}$ | $\theta_{\mathrm{E}, \mathrm{d}}-\theta_{\mathrm{d}}$ |
| :---: | :---: | :---: | :---: |
| Max | $7.919 \cdot 10^{-5}$ | $7.176 \cdot 10^{-5}$ | $18 \cdot 10^{-4}$ |
| MaxpD-MPC | $3.925 \cdot 10^{-5}$ | $3.645 \cdot 10^{-5}$ | $8.818 \cdot 10^{-4}$ |
| $m_{0}(\mathrm{~kg})$ | 540.9 | 595.1 | 510.7 |
| $\left(m_{1}, m_{2}, m_{3}\right)(\mathrm{kg})$ | $(39.81,41.80,20.98)$ | $(38.65,41.51,20.77)$ | $(38.61,40.82,20.93)$ |
| $r_{0}(\mathrm{~m})$ | 1.384 | 1.376 | 1.364 |
| $\left(r_{1}, r_{2}, r_{3}\right)(\mathrm{m})$ | $(1.019,1.046,0.2576)$ | $(0.9631,1.046,0.2534)$ | $(1.016,1.042,0.2511)$ |
| $\left(l_{1}, l_{2}, l_{3}\right)(\mathrm{m})$ | $(1.042,0.993,0.244)$ | $(0.9611,1.037,0.2552)$ | $(0.9631,1.049,0.2405)$ |







$$
\begin{align*}
& \mathbf{x}_{\max }=\left[\begin{array}{lll}
5 \cdot 10^{-6} & 5 \cdot 10^{-6} & 5 \cdot 10^{-6} \pi / 180
\end{array}\right]^{T}  \tag{5-8}\\
& \mathbf{x}_{\min }=-\mathbf{x}_{\max }
\end{align*}
$$



$$
\begin{align*}
& \mathbf{u}_{\max }=\left[\begin{array}{lll}
2 & 2 & 2
\end{array}\right]^{T}  \tag{5-9}\\
& \mathbf{u}_{\min }=-\mathbf{u}_{\max }
\end{align*}
$$











## 






## Пívakas 5-3. Пара́цетроו Гтóxou.

| Captured Object | Nominal Value | Estimated Value |
| :---: | :---: | :---: |
| Mass $m_{\mathrm{s}}(\mathrm{kg})$ | 200 | 220 |
| Moment of Inertia $I_{\mathrm{s}}\left(\mathrm{kg} \cdot \mathrm{m}^{2}\right)$ | 100 | 110 |
| Distance $r_{\mathrm{s}}(\mathrm{m})$ | 0.8 | 0.76 |


 vó $\mu$ о $\varepsilon \lambda \varepsilon ́ ү \chi o u . ~ \Sigma u ү к \varepsilon к \rho ı \mu \varepsilon ́ v a, ~ o ~ M P C ~ п \varepsilon т u \chi a i ́ v \varepsilon ו: ~$




$\Sigma х \eta ́ \mu \alpha$ 5-4. $\Sigma \varphi \alpha ́ \lambda \mu \alpha т \alpha ~ П \rho а ү \mu \alpha т ı к \eta ́ s ~ к \alpha ı ~ Е т т ө u \mu \eta т \eta ́ s ~ T ı \mu \eta ́ s ~ т \omega v ~ Г \omega v ı \omega ́ v ~ т \omega v ~ A \rho \theta \rho \omega ́ \sigma \varepsilon \omega v ~ ү ı \alpha ~$ то $3^{\circ} \Sigma \varepsilon v \alpha ́ \rho ı$ (a) $1^{n} A \rho \theta \rho \omega \sigma \eta$, (b) $2^{n} A \rho \theta \rho \omega \sigma \eta$, (c) $3^{n} A \rho \theta \rho \omega \sigma \eta$.

## 5.4 โevápıo 4: Oópußos



 $\mu \eta \delta \varepsilon v i к \grave{~ \mu \varepsilon ́ \sigma \eta ~ т і \mu ท ́ ~ к а ı ~ \mu \varepsilon т а ß \lambda \eta т о ́ т \eta т а ~ i ́ ́ \eta ~ \mu \varepsilon ~} \sigma^{2}=10^{-10}$ ท́ $\sigma^{2}=10^{-8}$.


 $\mu \eta \delta \varepsilon v i \kappa \varepsilon ́ \varsigma ~ к \alpha ı ~ \sigma u \mu \pi i ́ m t o u v ~ \mu \varepsilon ~ a u t \varepsilon ́ \varsigma ~ t o u ~ \sigma т o ́ x o u . ~$


 Паратпрві́таı о́тı $\mu \varepsilon т а ß a ́ \lambda \lambda о v т \alpha ı ~ т о \lambda u ́ ~ а т о ́ т о \mu \alpha ~ \varepsilon ́ т \sigma ı ~ \omega ́ \sigma т \varepsilon ~ v a ~ a v т ı \sigma т а 日 \mu i ́ \sigma o u v ~ t o v ~ Ө o ́ \rho u ß o . ~$


 عívaı ta ídıa.




## 




 $\sigma u \mu \pi \varepsilon \rho ı \varphi о \rho \alpha ́ ~ a т о ́ ~ o ́ t ı ~ о ~ a m \lambda o ́ s ~ P I D . ~ Е i ́ t \varepsilon ~ ү ı \alpha ~ к i ́ v \eta \sigma \eta ~ \sigma т о v ~ \chi \omega ́ \rho o ~ т \omega v ~ \alpha \rho \theta \rho \omega ́ \sigma \varepsilon \omega v, ~ \varepsilon i ́ t \varepsilon ~ \sigma т о v ~$









 tútrous MPC ótiws o min-max MPC.

