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Abstract

The objective of this thesis is the comparative study of graph embedding algo-
rithms in the Hyperbolic Space. In this context, the protein-protein interactions
network of Homo sapiens is also studied. Real complex networks, among which,
one may encounter many biological, social and technological networks, take
advantage of graphs’ topology as the means for their visualization, analysis and
modeling. Some often displayed commonalities of such complex networks are a
scale-free distribution, small-world behavior, heterogeneity and self-similarity.
The heterogeneity between the elements of a network implies the existence of
some kind of taxonomy, as well a classification between groups and subgroups of
those elements, that approximates a hierarchical tree-like structure. Another well
known domain with hierarchical organization is the space of Hyperbolic Geome-
try. From that shared metric structure arises the fact that Hyperbolic Geometry
underlies the complex networks, while at the same time, networks generated in
the Hyperbolic Space display heterogeneity and strong clustering as a result of its
negative curvature. Several models attempted to reproduce the evolution of these
networks, given the existence of an underlying Hyperbolic Geometry shaping
their structure. One of these models, is the Popularity-Similarity Optimization
(PSO) model, that includes and optimizes the trade-off between two measures
of attractiveness: node popularity and similarity between nodes. The geometric
interpretation of these measures condenses in the distance between nodes in the
Hyperbolic Space, while their connection probability is captured as a decreasing
function of that distance. Subsequently, many algorithms for network hyperbolic
embedding, some of which will be considered in this thesis, rely their methodol-
ogy on the aforementioned PSO model. The advantages and limitations of these
algorithms will be examined, and their embedding results will be evaluated in
artificial and real networks. Lastly, in the case of the H.sapiens protein-protein
interactions (PPIs) network, the idea that the hyperbolic distance has a significant
impact on the formation of edges between nodes will be examined using seman-
tic similarity as a criterion, while the potential association between closeness
in the Hyperbolic Space and functional relevance of proteins will also be assessed.

Keywords: Complex Networks, Hyperbolic Geometry, Network Embedding,
Protein-Protein Interactions Network, Hyperbolic Space, Big Data





Περίληψη

Ο σκοπός της παρούσας διπλωματικής εργασίας είναι η συγκριτική μελέτη τεχνι-
κών ενσωμάτωσης δικτύων στον Υπερβολικό Χώρο. Στο πλαίσιο αυτό μελετάται
και το δίκτυο πρωτεϊνικών αλληλεπιδράσεων του Homo sapiens. Η τοπολογία
των γράφων χρησιμοποιείται για την απεικόνιση, την ανάλυση και τη μοντελο-
ποίηση των πραγματικών σύνθετων δικτύων, μεταξύ των οποίων συναντά κανείς
βιολογικά, κοινωνικά και τεχνολογικά δίκτυα. Ορισμένα κοινά χαρακτηριστικά
των σύνθετων δικτύων είναι η κατανομή βαθμού άνευ-κλίμακας, τα φαινόμενα
μικρού κόσμου, η ετερογένεια και η αυτο-ομοιότητα. Η ετερογένεια μεταξύ
των στοιχείων ενός δικτύου συνεπάγεται την ύπαρξη μιας μορφής ταξινόμησης
των στοιχείων αυτών, μιας οργάνωσης τους, η οποία μπορεί να χαρακτηριστεί
ως ιεραρχική δομή. Ένα πεδίο στο οποίο επίσης συναντάται αυτός ο τρόπος
ιεραρχικής οργάνωσης είναι ο χώρος της Υπερβολικής Γεωμετρίας. Από την
ύπαρξη αυτού του κοινού στοιχείου δομής μεταξύ τους, προκύπτει ότι η Υπερ-
βολική Γεωμετρία είναι υποκείμενη των σύνθετων δικτύων, και ταυτοχρόνως ότι
τα δίκτυα που δημιουργούνται εντός του Υπερβολικού Χώρου παρουσιάζουν
χαρακτηριστικά ετερογένειας και ισχυρής ομαδοποίησης ως αποτέλεσμα της
αρνητικής καμπυλότητας του. Αρκετά μοντέλα σχεδιάστηκαν για να μελετηθεί
η δημιουργία και η εξέλιξη των σύνθετων δικτύων, βασισμένα στην ύπαρξη μιας
υποκείμενης Υπερβολικής Γεωμετρίας που διαμορφώνει τη δομή αυτών. Ένα εξ’
αυτών είναι το μοντέλο Βελτιστοποίησης Δημοτικότητας-Ομοιότητας. Σε αυτό
περιλαμβάνονται δυο μετρικές, η δημοτικότητα των κόμβων και η ομοιότητα
μεταξύ των κόμβων ενός δικτύου, τις οποίες το μοντέλο προσπαθεί να εξισορ-
ροπήσει κατά βέλτιστο τρόπο. Η γεωμετρική ερμηνεία των μετρικών αυτών
αποτυπώνεται στην απόσταση μεταξύ των κόμβων στο υπερβολικό επίπεδο
και στην απόδοση της πιθανότητας σύνδεσης αυτών, ως φθίνουσα συνάρτηση
της υπερβολικής τους απόστασης. Πολλοί αλγόριθμοι για την ενσωμάτωση
δικτύων στον Υπερβολικό Χώρο βασίζουν τη μεθοδολογία τους στο προανα-
φερθέν μοντέλο Βελτιστοποίησης Δημοτικότητας-Ομοιότητας. Στα πλαίσια της
παρούσας διπλωματικής εργασίας, εξετάζονται ορισμένοι από αυτούς τους
αλγόριθμους. Παρουσιάζονται τα πλεονεκτήματα και οι αδυναμίες τους, ενώ τα
αποτελέσματα ενσωμάτωσης δικτύων αξιολογούνται τόσο σε συνθετικά όσο και
σε πραγματικά δίκτυα. Τέλος, στην περίπτωση του πρωτεϊνικού δικτύου αλλη-
λεπιδράσεων του H.sapiens, η υπόθεση ότι η απόσταση μεταξύ κόμβων στον
Υπερβολικό Χώρο έχει σημαντική επίπτωση στη δημιουργία δεσμών, ελέγχεται
χρησιμοποιώντας ως κριτήριο τη σημασιολογική ομοιότητα, ενώ αξιολογείται και
η ενδεχόμενη σχέση μεταξύ της υπερβολικής απόστασης και της λειτουργικής
συσχέτισης πρωτεϊνών.

Λέξεις Κλειδιά: Σύνθετα Δίκτυα, Υπερβολική Γεωμετρία, Ενσωμάτωση Δι-
κτύου, Δίκτυα Πρωτεϊνικών Αλληλεπιδράσεων, Υπερβολικός Χώρος, Μεγάλα
Δεδομένα





Εκτεταμένη Περίληψη

Η τεχνολογική πρόοδος των τελευταίων ετών έχει οδηγήσει σε μια εξαιρετικά
μεγάλη συλλογή δεδομένων από σχεδόν κάθε πτυχή της ζωής, δημιουργώντας
συστήματα διαφορετικών διασυνδεδεμένων οντοτήτων. Η επιστήμη των Δε-
δομένων, και ιδιαίτερα εκείνη της ανάλυσης Μεγάλων Δεδομένων, συμβάλλει
στη διαχείριση αυτών, συνεισφέροντας επιπλέον στην κατανόηση πολύπλο-
κων συστημάτων σε διάφορους επιστημονικούς κλάδους, καθώς και στην
επίλυση σύνθετων ερωτημάτων και προκλήσεων, των οποίων η προσέγγιση
ήταν αδύνατη πριν την εποχή των Μεγάλων Δεδομένων. Μια από τις σύγχρονες
προκλήσεις στο χώρο της Βιολογίας είναι η κατανόηση της κυτταρικής λειτουρ-
γίας και των αιτιωδών εκείνων συμβάντων και μηχανισμών της, που οδηγούν
στην εμφάνιση παθολογικών καταστάσεων και ασθενειών, και κατ’ επέκταση
ο εντοπισμός υποψήφιων στόχων και μηχανισμών για την αντιμετώπισή τους,
είτε στο επίπεδο του πληθυσμού είτε στο επίπεδο της προσωποποιημένης
θεραπείας. Στις προκλήσεις αυτές, η εφαρμογή μεθοδολογιών από τον κλάδο
της ανάλυσης Μεγάλων Δεδομένων είναι απαραίτητη, τόσο για την ανάλυση
του μεγάλου όγκου δεδομένων που παράγονται από τα σύγχρονα βιολογικά
πειράματα (ομικά δεδομένα), όσο και για την ερμηνεία των αποτελεσμάτων με
βάση την ολοένα αυξανόμενη πρότερη βιολογική γνώση, όπως αυτή οργανώνεται
κατάλληλα σε βάσεις δεδομένων. Στο σύνολο τους οι διαφορετικοί τύποι ομικών
δεδομένων, συμπεριλαμβανομένης της γονιδιωματικής, της μεταγραφομικής, της
πρωτεομικής και της μεταγονιδιωματικής, αποτυπώνουν διαφορετικές πτυχές
της κυτταρικής λειτουργικότητας. Καθώς αυξάνεται ο όγκος ομικών δεδομένων,
αυξάνεται τόσο η πολυπλοκότητά τους όσο και η δυσκολία ανάλυσης και
κατανόησης τους. Η ανάπτυξη κατάλληλων μαθηματικών μοντέλων και υπολο-
γιστικών συστημάτων είναι σημαντική για τη μείωση της πολυπλοκότητας και
τη διαχείριση των δεδομένων, με σκοπό να ξεπεραστούν υπάρχουσες τεχνικές
προκλήσεις και να απαντηθούν επιστημονικά ερωτήματα που θα οδηγήσουν
εν τέλει στην απόκτηση νέας γνώσης.

Η επιμέρους μελέτη και συγκέντρωση γνώσης για τα συστατικά στοιχεία
ενός συστήματος είναι αναμφίβολα σημαντική, ωστόσο, η μελέτη αυτών και
των ρόλων τους ως μέρη ενός ευρύτερου συστήματος αλληλεπιδρώντων στοι-
χείων είναι εξίσου αναγκαία. Στην περίπτωση των σύνθετων δικτύων, ο τρόπος
οργάνωσης τους αποτυπώνει τη λειτουργία τους, ενώ ο χαρακτηρισμός τους
ως σύνθετα αιτιολογείται από την αδυναμία πρόβλεψης της συλλογικής τους
συμπεριφοράς από τα επιμέρους συστατικά τους. Η αναγνώριση των αρχών
που διέπουν αυτά τα συστήματα μπορεί να βοηθήσει στην πρόβλεψη των
διαταραχών και του αντίκτυπου που θα προκαλέσουν οι όποιες αλλαγές στα
ίδια ή στο περιβάλλον τους. Η αναπαράσταση των ίδιων των στοιχείων και
των μεταξύ τους αλληλεπιδράσεων αλλά και η διερεύνηση της οργάνωσης
του σύνθετου συστήματος που απαρτίζουν, μπορεί να επιτευχθεί με τη χρήση
γράφων (δικτύων). Στα πραγματικά πολύπλοκα συστήματα περιλαμβάνονται
μεταξύ άλλων βιολογικά, κοινωνικά και τεχνολογικά δίκτυα, τα οποία μοι-
ράζονται ορισμένα στοιχεία δομής και οργάνωσης που δεν θεωρούνται ούτε



κανονικά (πλέγματος) ούτε τυχαία. Στα χαρακτηριστικά αυτά περιλαμβάνονται
η κατανομή βαθμού άνευ-κλίμακας, τα φαινόμενα μικρού κόσμου, τα στοιχεία
κοινότητας, η ετερογένεια/ανομοιογένεια μεταξύ των κόμβων και η ιεραρχική
δομή. Η ετερογένεια εντός του δικτύου συνεπάγεται την ύπαρξη μιας μορφής τα-
ξινόμησης και οργάνωσης των στοιχείων σε επίπεδο συνόλων και υπο-συνόλων,
η οποία περιγράφεται ως ιεραρχική δενδροειδής δομή. Η προσπάθεια μοντελο-
ποίησης αυτών των δομών στα πλαίσια ενός Ευκλείδιου χώρου είναι αρκετά
περιορισμένη και προβληματική, αφού οι αποστάσεις μεταξύ των στοιχείων
παραμορφώνονται σε σημαντικό βαθμό. Σε αντίθεση, ο Υπερβολικός Χώρος θα
μπορούσε να εκληφθεί ως ανάλογο των δενδροειδών δομών, όπου επιτρέπεται
η ενσωμάτωση με μικρότερα σφάλματα παραμόρφωσης. Ταυτόχρονα, μοντέλα
και αλγόριθμοι υποστηρίζουν την ύπαρξη της Υπερβολικής Γεωμετρίας ως υπο-
κείμενη της δομής των σύνθετων δικτύων, διαμορφώνοντας την τοπολογία τους
και ορίζοντας την πιθανότητα σύνδεσης δυο κόμβων ως εξαρτώμενη από την
απόσταση μεταξύ τους στα πλαίσια αυτού του μετρικού χώρου. Στο χώρο της
βιολογίας, οι ιεραρχικές αναπαραστάσεις έχουν χρησιμοποιηθεί με επιτυχία για
την κατασκευή και ανάλυση φυλογενετικών και εξελικτικών δέντρων, μεταβολι-
κών δικτύων, για τη χαρτογράφηση των νευρωνικών συνάψεων του εγκεφάλου
και την απεικόνιση διαφορών σε κυτταρικό ή πρωτεϊνικό επίπεδο. Συνεπώς,
στα βιολογικά αυτά συστήματα μπορεί να υποτεθεί η ύπαρξη υποκείμενης
Υπερβολικής Γεωμετρίας χαμηλής διάστασης. Μέσω αυτής της γεωμετρικής
προσέγγισης θα μπορούσαν να μελετηθούν και άλλα βιολογικά συστήματα,
όπως τα πρωτεϊνικά δίκτυα. Μια τέτοια εφαρμογή θα βοηθούσε στην εκτίμηση
της πιθανότητας αλληλεπίδρασης οποιουδήποτε ζεύγους πρωτεϊνών και κατ’
επέκταση στον εντοπισμό πιθανών αλληλεπιδράσεων μεταξύ πρωτεϊνών που
εμφανίζονται κοντά στον Υπερβολικό Χώρο. Τα δεδομένα αυτά θα μπορούσαν
να αξιολογηθούν σε τομείς όπως η προσομοίωση γεγονότων κυτταρικής σημα-
τοδότησης, η ανακατασκευή μονοπατιών μεταγωγής σήματος και η μελέτη των
επιπτώσεων των διαταραχών σε πρωτεϊνικές οδούς επικοινωνίας. Στη συνέχεια
παρουσιάζονται συνοπτικά η διάρθρωση της εργασίας και το αντικείμενο του
κάθε κεφαλαίου αυτής.

Στο Κεφάλαιο 1 δίνεται το συγκείμενο και η συμβολή της παρούσας εργασίας
καθώς και μια συνοπτική περιγραφή της διάρθρωσης της.

Στο Κεφάλαιο 2 πραγματοποιείται μια σύντομη εισαγωγή στη Θεωρία των
Γράφων, καθώς αποτελεί τον κλάδο των Διακριτών Μαθηματικών που χρησιμο-
ποιήθηκε για τη μοντελοποίηση σχέσεων των στοιχείων και την οπτικοποίηση
των δικτύων. Δίνονται ορισμοί βασικών εννοιών και μετρικών που συναντώνται
στη Θεωρία Γράφων και ειδικά στην Ανάλυση Σύνθετων Δικτύων, όπως ο
βαθμός κόμβου, η κατεύθυνση και το βάρος ακμών, ο πίνακας γειτνίασης,
το ελάχιστο μήκος μονοπατιού, η κατανομή βαθμού, η κεντρικότητα βαθμού,
εγγύτητας και η ενδιαμεσική κεντρικότητα. Επίσης, περιγράφονται τα πιο
χαρακτηριστικά μοντέλα σύνθετων δικτύων, συμπεριλαμβανομένου του μοντέ-
λου τυχαίου γράφου Erdős-Rényi, το μοντέλου μικρού κόσμου Watts-Strogatz,
αλλά και το μοντέλο Barabási-Albert. Για το καθένα εξ αυτών δίνονται οι
ιδιότητες τους όσον αφορά στις μετρικές κεντρικότητας βαθμού, συντελεστή
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ομαδοποίησης και μέσου μήκους μονοπατιού, αλλά και οι μαθηματικές σχέσεις
που διέπουν τον τρόπο δημιουργίας τους.

Στο Κεφάλαιο 3 γίνεται μια ανασκόπηση των βασικών εννοιών της Υπερ-
βολικής Γεωμετρίας, της χρησιμότητάς της στην ανάλυση δεδομένων μεγάλης
κλίμακας και στην ενσωμάτωση σύνθετων δικτύων στον Υπερβολικό Γεωμε-
τρικό Χώρο. Με τον όρο ενσωμάτωση αναφέρεται η προβολή κάθε κόμβου του
δικτύου στον Υπερβολικό Χώρο με τον ορισμό συγκεκριμένων συντεταγμένων.
Η Υπερβολική Γεωμετρία (ή αλλιώς γεωμετρία του Lobachevsky) είναι μια
μη-Ευκλείδεια γεωμετρία σταθερής αρνητικής καμπυλότητας, όπου αξιωμα-
τικά πλέον, από σημείο εκτός ευθείας άγονται άπειρες παράλληλες ευθείες.
Δυο κοινά μοντέλα αναπαράστασης του Υπερβολικού Χώρου, τα οποία είναι
χρήσιμα για τις ανάγκες της παρούσας εργασίας, είναι το μοντέλο δίσκου του
Poincaré και το μοντέλο του Υπερβολοειδούς. Η ύπαρξη μετασχηματισμού από
το ένα μοντέλο στο άλλο, με ταυτόχρονη διατήρηση όλων των γεωμετρικών
ιδιοτήτων του χώρου, τα καθιστά ισομετρικά. Υποθέτοντας ότι η δομή και η
διαμόρφωση της τοπολογία των Σύνθετων Δικτύων βασίζεται στην Υπερβολική
Γεωμετρία, υπάρχουν βιβλιογραφικά δεδομένα που υποστηρίζουν ότι στοιχεία
των σύνθετων δικτύων που τα χαρακτηρίζουν, όπως η ετερογενής κατανομή
βαθμού, η ισχυρή ομαδοποίηση και ο σχηματισμός κοινοτήτων, απορρέουν
φυσικά από την αρνητική καμπυλότητα και τις μετρικές ιδιότητες της υποκεί-
μενης Υπερβολικής Γεωμετρίας. Έτσι, θεωρείται ότι οι υπερβολικές αποστάσεις
μεταξύ των κόμβων ελέγχουν την πιθανότητα σύνδεσης αυτών. Αντιστρόφως,
ένα δίκτυο που παρουσιάζει μετρική δομή και η κατανομή βαθμού του είναι
ετερογενής, τότε το δίκτυο θα βασίζεται σε μοντέλα Υπερβολικής Γεωμετρίας.

Στο Κεφάλαιο 4, περιγράφονται τα μοντέλα και οι αλγόριθμοι που έχουν
αναπτυχθεί για την ενσωμάτωση ενός δικτύου στον Υπερβολικό Χώρο, και θα
χρησιμοποιηθούν στην παρούσα εργασία. Ένα τέτοιο μοντέλο δικτύων είναι
το μοντέλο Βελτιστοποίησης Δημοτικότητας-Ομοιότητας (Popularity-Similarity
Optimization, PSO). Χάρη στο μαθηματικό του πλαίσιο αναπαράγει επιτυχώς
την κατανομή βαθμού άνευ-κλίμακας, τα φαινόμενα μικρού κόσμου και τον
υψηλό συντελεστή ομαδοποίησης που χαρακτηρίζουν τα σύνθετα δίκτυα. Στο
μοντέλο αυτό, κάθε κόμβος αποκτά πολικές συντεταγμένες λαμβάνοντας υπόψη
πως όσο μεγαλύτερος ο βαθμός του κόμβου τόσο υψηλότερη η δημοτικότητα
του και άρα τόσο μικρότερη αναμένεται η ακτινική του συντεταγμένη (τόσο πιο
κοντά στο κέντρο η θέση αυτού), ενώ όσο μεγαλύτερη η ομοιότητα μεταξύ δυο
κόμβων, τόσο μικρότερη η γωνιακή τους απόσταση. Η πιθανότητα δημιουργίας
δεσμών καθορίζεται από την υπερβολική απόσταση μεταξύ του κάθε ζεύγους
κόμβων.

Μια από τις μεθόδους που βασίζεται στη γενικευμένη εκδοχή του PSO μο-
ντέλου, είναι ο αλγόριθμος ενσωμάτωσης HyperMap. Κατά την εκτέλεση του, το
προς ενσωμάτωση δίκτυο αρχικά αποσυναρμολογείται σε ασύνδετους κόμβους.
Έπειτα, σε κάθε κόμβο ανατίθεται μια ακτινική και μια γωνιακή συντεταγμένη,
με στόχο τη μεγιστοποίηση μιας εκτιμήτριας μέγιστης πιθανοφάνειας, η οποία
εκτιμά την πιθανότητα δημιουργίας μιας νέας σύνδεσης όταν, δεδομένου του
ήδη σχηματισθέντος δικτύου και της ακτινικής του συντεταγμένης, ο κόμβος
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έχει αυτή τη γωνιακή συντεταγμένη. Εν τέλει, ολόκληρο το δίκτυο ενσωματώ-
νεται στον Υπερβολικό Χώρο. Το PSO μοντέλο χρησιμοποιείται και από τον
αλγόριθμο LaBNE, ο οποίος βασίζει την ενσωμάτωση του δικτύου στο δίσκο
Poincaré, σε μια μη-γραμμική μείωση διαστάσεων του Λαπλασιανού πίνακα.
Ακολούθως, οι κόμβοι οργανώνονται ώστε οι ακτινικές συντεταγμένες τους να
προσομοιάζουν με την κατάταξη βαθμού κόμβου και οι γωνιακές συντεταγμένες
να λαμβάνονται μέσω της επίλυσης ενός προβλήματος ιδιοτιμής. Ο αλγόριθμος
LaBNE εξαρτάται σε μεγάλο βαθμό από τις τοπολογικές πληροφορίες, με
αποτέλεσμα να πετυχαίνει τιμές υψηλότερης ακρίβειας κυρίως σε περιπτώ-
σεις δικτύων με υψηλό συντελεστή ομαδοποίησης και υψηλό μέσο βαθμό των
κόμβων. Στη συνέχεια, εκμεταλλευόμενοι την εξαιρετική ταχύτητα και χαμηλή
υπολογιστική πολυπλοκότητα του LaBNE, πραγματοποιείται μια βελτίωση
της ενσωμάτωσης στον Υπερβολικό Χώρο μέσω της βελτιστοποίησης των γω-
νιακών συντεταγμένων που έχουν ήδη ανατεθεί. Για κάθε κόμβο του δικτύου
εξετάζεται ορισμένος αριθμός νέων πιθανών γωνιακών συντεταγμένων, στο
γωνιακό διάστημα που ορίζουν οι συντεταγμένες των δεύτερων γειτόνων του
κόμβου, με στόχο την ελαχιστοποίηση της λογαριθμικής απώλειας. Το πλήθος
των υποψήφιων θέσεων και των φορών επανάληψης όλης της διαδικασίας
καθορίζεται από το χρήστη.

Ένας ακόμη αλγόριθμος που χρησιμοποιήθηκε στην εργασία είναι ο Rigel,
ο οποίος κατά την ενσωμάτωση δεν έχει στόχο την προσαρμογή του γράφου
στο PSO μοντέλο όπως οι προηγούμενοι, αλλά τη διατήρηση των αποστάσεων
μεταξύ κόμβων στον Υπερβολικό Χώρο όσο το δυνατόν πιο κοντά στις αντίστοι-
χες γεωδαισικές διαδρομές που τους συνδέουν στο γράφο. Για τη λειτουργία
του επιλέγονται κάποιοι αρχικοί κόμβοι ως ”ορόσημα” με βάση τη μέγιστη τιμή
κεντρικότητας βαθμού, οι οποίοι τοποθετούνται κατά τρόπο που οι μεταξύ
τους αποστάσεις να είναι ίσες με τις αποστάσεις τους στο γράφο. Στη συνέχεια,
στους υπόλοιπους κόμβους αναθέτονται συντεταγμένες βελτιστοποιώντας την
απόσταση κάθε κόμβου από ένα υποσύνολο ”ορόσημων” ώστε αυτή να προ-
σεγγίζει την απόσταση τους στο γράφο. Η βελτιστοποίηση πραγματοποιείται
χάρη στη μέθοδο Simplex του γραμμικού προγραμματισμού.

Στο Κεφάλαιο 5, παρουσιάζονται τα σύνθετα δίκτυα που χρησιμοποιήθηκαν
(συνθετικά και πραγματικά), απαριθμούνται τα βήματα εκτέλεσης των αλγορίθ-
μων ενσωμάτωσης και περιγράφονται οι μέθοδοι αξιολόγησης της ποιότητας
και της ακρίβειας ενσωμάτωσης. Συγκεκριμένα, όσον αφορά στα δίκτυα που
αναλύθηκαν στα πλαίσια της εργασίας αυτής, περιλαμβάνονται έξι δίκτυα
που κατασκευάστηκαν με βάση το μοντέλο Βελτιστοποίησης Δημοτικότητας-
Ομοιότητας και τρία δίκτυα πραγματικού κόσμου (ένα δίκτυο αυτόνομων
συστημάτων, ένα κοινωνικό δίκτυο χρηστών ραδιοφωνικού σταθμού και το
δίκτυο πρωτεϊνικών αλληλεπιδράσεων του Homo sapiens).

Ως μέθοδοι αξιολόγησης των αλγορίθμων ενσωμάτωσης χρησιμοποιήθηκαν η
άπληστη δρομολόγηση και η πρόβλεψη δεσμών. Εάν η άπληστη δρομολόγηση
εκμεταλλευόμενη τις συντεταγμένες των κόμβων εντός του γεωμετρικού χώρου,
είναι αποτελεσματική, τότε το ενσωματωμένο δίκτυο θεωρείται βατό/προσπε-
λάσιμο. Για την αξιολόγηση της αποτελεσματικότητας χρησιμοποιήθηκαν: το
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ποσοστό των επιτυχώς ολοκληρωμένων μονοπατιών εντός του δικτύου και ο
μέσος λόγος του μήκους ενός άπληστου μονοπατιού σε σχέση με το αντίστοιχο
γεωδαισικό μονοπάτι στο γράφο.

Η πρόβλεψη δεσμών βασίζεται στο γεγονός ότι η μικρή υπερβολική απόσταση
μεταξύ δυο κόμβων συνδέεται με μια υψηλή πιθανότητα ύπαρξης ενός μεταξύ
τους δεσμού. Για την αξιολόγηση της προβλεπτικής ικανότητας ενός αλγορίθμου
αφαιρέθηκε τυχαίο πλήθος δεσμών, υπολογίστηκαν οι υπερβολικές αποστάσεις
μεταξύ των μη γειτονικών ζευγών κόμβων, και η τιμή αυτή χρησιμοποιήθηκε ως
μέτρο της πρόβλεψης των δεσμών. Η αξιολόγηση του αλγορίθμου έγινε χάρη
στην καμπύλη Ακρίβειας-Ανάκλησης, η οποία δημιουργήθηκε μέσω κινούμενου
κατωφλιού επί της λίστας των πιθανών δεσμών ώστε να υπολογιστούν τα
αντίστοιχα στατιστικά.

Μια ακόμη μετρική που ελέγχθηκε ήταν εκείνη της λογαριθμικής απώλειας,
σύμφωνα με την οποία όσο μικρότερη η λογαριθμική απώλεια τόσο καλύ-
τερη η ενσωμάτωση του δικτύου στο γεωμετρικό χώρο. Για κάθε αλγόριθμο,
υπολογίστηκε η συνολική τιμή λογαριθμικής απώλειας, χρησιμοποιώντας τις
συντεταγμένες που είχε αναθέσει στους κόμβους του δικτύου. Η αξιολόγηση
των αλγορίθμων έγινε με σύγκριση των μεταξύ τους τιμών.

Τέλος, στην περίπτωση του πρωτεϊνικού δικτύου που ενσωματώθηκε με
χρήση του αλγόριθμου Rigel, εφαρμόστηκε μια ακόμα μεθοδολογία προκειμένου
να βρεθεί η δυνητική σχέση μεταξύ των αποστάσεων στον Υπερβολικό Χώρο
και της λειτουργικής απόστασης των πρωτεϊνών-κόμβων του δικτύου. Συγκεκρι-
μένα, κατασκευάστηκαν ροές εργασιών για να εξεταστεί εάν ο συγκεκριμένος
αλγόριθμος δύναται να θέσει μικρότερες αποστάσεις μεταξύ πρωτεϊνών που
εμπλέκονται στην ίδια μοριακή λειτουργία ή διαδικασία, σε σχέση με τυχαία
επιλεγμένες πρωτεΐνες καθώς και να υπολογιστεί ο βαθμός συσχέτισης των
λειτουργικών και υπερβολικών αποστάσεων ζευγών πρωτεϊνών. Για το σκοπό
αυτό χρησιμοποιήθηκαν βάσεις βιοϊατρικών δεδομένων, όπου περιλαμβάνεται η
λειτουργική επισήμανση των πρωτεϊνών, καθώς και μετρικές που εφαρμόζονται
επί των σημασιολογικών αυτών σχημάτων.

Στο Κεφάλαιο 6 παρουσιάζονται τα αποτελέσματα των αλγορίθμων ενσω-
μάτωσης για κάθε σύνθετο δίκτυο, καθώς και η αξιολόγηση της απόδοσης
αυτών.

Τέλος, στο Κεφάλαιο 7 συνοψίζονται τα συμπεράσματα της παρούσας
εργασίας, και η πιθανή συνεισφορά της σε ανοιχτά ερευνητικά θέματα που θα
μπορούσαν να αποτελέσουν μελλοντικές προεκτάσεις της.
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Chapter 1

Introduction

1.1 Thesis Subject

In the past decades, the world has witnessed tremendous technological advances
that are yielding an outstanding collection of data from almost every aspect of
life, creating large systems of diverse interconnected entities. Data science, and
especially Big Data analysis, contributes to the endeavor to utilize these data,
improve our understanding of the world and find solutions to some prominent
challenges. One such challenge is the understanding of biological phenomena and
applying the newly acquired knowledge to many different levels of medicine. Each
different type of omics data, including genomics, transcriptomics, proteomics
and metagenomics, measure different aspects of cellular functionality. As the
available amount of omics data grows, so does its complexity, and it becomes
progressively harder to analyze, understand and draw conclusions about them.
In addition, it is important to find the proper mathematical models that make the
data manageable by computational analysis, in order to abstract these complex
data systems. The liaison of biology, mathematics and computer science is a
possible manner in which we will be able to overcome these challenges and
reach the knowledge.

Undoubtedly, the reductionist approach of accumulating knowledge solely for
the constituent elements is essential to our understanding of simple governing
laws of individuals. However, it is just as important the study of these building
blocks and their roles as part of a broader system of interacting components.
Such systems display organization that reflects their function. Recognizing
the governing principles of these systems will reveal the possible impact of

1
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changes on themselves or their environment. Graphs (networks) are the means
to represent elements and their interactions, and investigate the organization
of complex systems. Real complex systems, including biological, social and
technological ones, often having common features in their organization, such
as their scale-free degree distributions and their small-world behavior, can be
represented, analyzed and modeled by networks. Complex network analysis and
studying of network models have become very applicable, with topics of interest
including the understanding of dynamic or static processes, such as evolutionary
pathways and patterns [1, 2], epidemics spreading [3, 4], detecting communities
[5, 6] and predicting of missing, forthcoming or spurious interactions [7, 8].
Studying biological networks, such as protein-protein interactions network, is
key to understand complex biological activities and systems and to identify
biological functions.

Another fact about complex networks is their hierarchical structure with
exponential expansion of possible states and its ability to be approximately repre-
sented by tree-like structures. Modelling these relationships in Euclidean spaces
is quite limited and problematic, since pairwise distances distort substantially.
On the other hand, Hyperbolic Space can be regarded as a continuous analog of
trees allowing low-distortion embeddings [9]. At the same time, models and al-
gorithms uphold the existence of a Hyperbolic Geometry underlying the structure
of complex networks and shaping their topology, posing a distance-dependent
connection probability between nodes in this metric space. In biology, hierarchi-
cal representations, such as phylogenetic trees have been successfully used in
visualization of metabolic networks [10, 11], mapping of neural connections in
the brain [12, 13] and depicting differences in a cellular or protein level [14, 15].
So the existence of hyperbolic metric as a low-dimensional geometry should be
treated as a logical consequence. This geometric perspective could, furthermore,
alleviate challenges in biology and medicine, as for example the prediction of
protein-protein interactions, which corresponds to the identification of protein
pairs that appear hyperbolically close to each other.

In the context of this thesis, the embedding of complex networks into the
Hyperbolic Space using different algorithms was studied. The results were
compared in terms of computational time, accuracy and total performance.
Regards to the human interactome, a more biological question was posed,
concerning proteins participating in a common biological mechanism and their
inferred proximity in the Hyperbolic embedding Space.

2



Chapter 1. Introduction

1.2 Thesis Organization

This thesis is organized in seven chapters. Chapters 2 and 3 present the theoretical
background, as well as the basic concepts and techniques being used. Chapter 4

poses the problem of network embedding in Hyperbolic Space and the algorithms
that were adopted in order to implement this task, while chapters 5 and 6

describe in detail the experimental steps taken, the evaluation metrics as well the
results of the embedding process in different types of networks. Finally, chapter
7 summarizes the conclusions of this thesis and suggests ideas for any future
work.
In more details:

• Chapter 2 makes the necessary introduction to Graph Theory, a major
branch of discrete mathematics used to model relationships between objects,
analyze and visualize their networks. Here the reader will, also, get
acquainted with the terminology and symbols of graphs being used in the
rest of the thesis. In addition, the key features and metrics of complex
networks will be described, as well their generation models, including the
scale-free networks that will be the main object of the experiments in this
thesis.

• Chapter 3 presents the basic axioms of Hyperbolic Geometry and its
usefulness for Big Data analysis, and inspects two common representation
models of embedded graph nodes in the hyperbolic plane.

• Chapter 4 describes the three embedding frameworks used in the present
thesis, along with their embedding processes and representation models of
the Hyperbolic Space, as well two versions of a network generation model
that can be considered as prerequisites of the algorithms. Also, a novel
optimization step that could be used to improve the embedding algorithm’s
accuracy, namely LaBNE, is outlined.

• In Chapter 5, the steps of the whole experimental process are described
in detail accompanied with two downstream applications, greedy routing
and link prediction, that are presented in conjunction with their role as
evaluation measures of the quality and efficacy of the embedding. Also, in
the case of human interactome an additional semantic similarity criterion
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was implemented in order to detect potential association between hyperbolic
distance and functional divergence of proteins.

• In Chapter 6, the corresponding experimental results of the different algo-
rithms applied in the different networks are demonstrated, followed by the
evaluation of these results.

• Finally, Chapter 7 summarizes the conclusions of this dissertation and
provides directions for follow-up development, applications and future steps
that could be taken.
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Chapter 2

Graph Theory

2.1 Definitions and Features

Graph theory is a cognitive field of Discrete Mathematics, with applications in
computer science, engineering, biology, chemistry, economics, sociology and the
humanities, where it is used in the problem modeling and solving and the study
of objects’ relations when affinity or connections exists.

A graph is a mathematical object used to model relationships between graph
entities. By definition, a graph G = (V,E) is an ordered pair consisting of two
finite sets, where V = {v1, ..., vn} is a set of vertices and E = {e1, ..., em} a set of
edges, such that every edge is associated to a tuple {u, v} for vertices u, v ∈ V

which are called its endpoints. The order and size of a graph is the number of
vertices, |V |, and the number of edges, |E|, respectively. A pair of vertices u, v

are adjacent if e = {u, v} ∈ E. Node degree deg(v) of a vertex v is the number
of edges incident to node v in G. An edge connected at both ends to the same
vertex is counted twice in node degree calculation and is called a loop. An edge
can be directed or undirected and respectively, a graph can be characterized as
directed if its edges do have a direction or undirected if none of its edges have
a direction, capturing non reciprocal relations in the latter case. In directed
networks, we distinguish between in-degree, representing the number of edges
that point towards a particular node i, and out-degree, representing the number
of edges originating from the node i towards other nodes. In this case, a node’s
total degree is the sum of in- and out-degree. The adjacency matrix of the graph
G is a square matrix A = [αij] of size V × V , which represents the edges of a
graph, where Aij = 1 indicates the presence of an edge from vertex i to vertex j

5



Chapter 2. Graph Theory

and Aij = 0 means the two nodes are not connected. In weighted graphs, the
edge between each connected pair of vertices is annotated with a weight w, and
the corresponding value in the adjacency matrix is Aij = w. For undirected
graphs, the adjacency matrix is always symmetric, and the node degree of a node
i equals the sum of the i-th row or column of the matrix. In directed graphs,
row and column sums are respectively equivalent to the in- and out-degree of
each node.

A path is an ordered sequence {v0, v1, ..., vk}, such that {vi, vi+1} ∈ E for
i = 0, ..., k−1, and which does not contain any vertex more than once. A walk
resembles a path except it has no restriction on the number of times a vertex
can be visited, and a cycle is a path except that it starts and ends at the same
vertex. The length of a path (or walk or cycle) is defined as the number of edges
in it. Vertices u, v ∈ V are characterized as connected in G if a uv-path exists
in G. Also, u, v ∈ V have distance k in G, if the minimum length of the uv-path
in G is k. That shortest path is called a geodesic.

A graph G is connected, if all vertices are reachable from every other vertex.
A connected component is an inclusion-maximal subgraph H of G, where for
every pair of distinct vertices u, v in H there exists a uv-path in H . Maximal
means that there is no other node in G such that it could be added to the
subgraph H and all the existing nodes would remain connected. In a graph G,
with more than one components, the subgraph H which contains the largest
number of nodes, is called giant component. Visually, components of a graph G

are its individual pieces that add up to make G (Fig. 2-1).

Figure 2-1: [16] A network with three components. The subgraphs of two and three nodes
respectively, are the small components, and the larger subgraph in the middle, is the giant
component. If the two red edges existed then the whole graph would be connected.
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One of the most important features of the full-scale structure of a graph, but
also a quite simple one information-wise, is the distribution of the network node
degrees. The degree distribution of a network, P (k), is defined as the fraction of
nodes having degree k, or otherwise the probability of randomly selecting a node
with degree k. In a graph with N nodes in total, and Nk nodes having degree
k, the distribution is given by P (k) = Nk

N
. Typically, in the simplest types of

networks most nodes have similar degree. However, commonly, in real social or
biological networks only a few nodes, referred to as hubs, have very large degree
while the vast majority of nodes have relatively small degree [17–20]. This type
of networks approximately follow a power-law degree distribution P (k) ∼ k−γ ,
where γ is a constant. Such networks are called scale-free and will be the main
focus for the rest of the thesis.

A measure that determines the structural and topological importance of a
node in a network as well as its influence on the other nodes, is the node
centrality. Three of the most well-known aspects of centrality: degree, closeness,
and betweenness. Those are used for the identification of nodes in prominent
positions, of communication mediators towards remote nodes, of contributors
to network scalability, along with vulnerable nodes in case of an attack. Given
a node u in the network, degree centrality, CD(u) =

∑N−1
v=1 Auv, equals to the

number of neighbors of node u and determines to what extent that node is
connected the others in the network. The value of this metric can be normalized
by dividing it by the number of all possible neighbors, CD(u) =

1
N−1

∑N−1
v=1 Auv,

comparing thereby the size of node’s ”local” neighborhood to the size of the
whole graph. The degree centrality of node u can also be interpreted as its ability
to interact with other nodes, but can not determine its topological position in
the graph. Closeness centrality, CC(u) =

N−1∑N−1
v=1 d(v,u)

, captures the ”ease” that a
walker could reach all the nodes in the network starting from node u, i.e., how
”close” a node is to the others. This metric is based on the length of shortest
paths. The smaller the graph-theoretic distances from one node to the rest
of the graph, the more central this node is considered to be. In contrast to
degree, this metric takes into account both direct (adjacent) and indirect (having
a common contact or a linking path) connections of the node. Betweenness
centrality, CB(u) =

∑
v,w∈G

σ(v,w|u)
σ(v,w)

, highlights the ”mediator” or ”bridge” role of
node u in the network by portraying the fraction of geodesic paths forced to
pass through a specific node, i.e. how likely is that one will have to go through
node u while navigating the graph to go from some node v to a node w. The
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higher the value of betweenness centrality, the more necessary the node is in
network navigability, and the more crucial it is in spreading phenomena. Also,
in the case of removing a node with high betweenness centrality, there exists a
high risk of breaking a connected component into two smaller ones.

2.2 Complex Networks and Graph Models

Both in technological and natural modern world, various networks are found
with non-trivial topological properties (different from the ones met in simple
networks) [21]. Those graphs are described as complex networks and are volatile,
capable to evolve over time, while reorganizing their structure and fluctuating in
size with the addition or elimination of nodes or edges and the edge-rewiring.
Such networks are the World Wide Web, social networks as well biological
networks. Due to the available computing power, nowadays it is possible to
collect and process large-scale data from this type of networks, in order to
extract their structural and functional features. Network modeling contributes to
statistical analysis and visualization, allowing comparisons and interpretation
of networks’ creation, evolution and macroscopic behavior. The two main
categories of models which simulate real networks’ properties are the static
and the dynamic models. Static models such as the Erdős-Rényi random graph
model [22] and the Watts-Strogatz small world model [23], are characterized
by a fixed number of nodes that remain immutable during graph’s life. On the
other hand, dynamic models change and evolve over time, creating a series of
network snapshots, since new nodes are created and incorporated at each time
step, forming connections based on the existing network structure. A typical
example is the Barabási-Albert model [17].

In 1959, Paul Erdős and Alfréd Rényi, based on the creation of graphs with
random edge formation, introduced the network representation model G(N,M),
with a fixed number of N vertices and a fixed number of M edges in the graph
[22]. Creation of such a network is equivalent to a uniformly random choice from
the collection of all graphs with N vertices and M edges. Contemporaneously
and independently, Edgar Gilbert introduced the closely related model G(N, p),
with a fixed number of N vertices where each edge has a fixed probability of
being present (p) or absent (1− p), independently of the other edges [24]. When
the number of vertices N tends to infinity, the two models are equivalent. The

8



Chapter 2. Graph Theory

behavior of random graphs is often studied in this context. In particular, by the
law of large numbers any G(N, p) graph will approximately have the expected
number of edges

(
N
2

)
p. Hence, if pN2 →∞ then G(N, p) should behave similarly

to G(N,M) with M =
(
N
2

)
p as M increases. It is worth mentioning that the

structural properties of the network vary depending on the probability value p,
and there is a critical threshold value that encourages some network properties to
be displayed or hidden. For example, if p ≥ lnN

N
the network is connected, while

otherwise the network is partitioned into components that do not communicate
with each other [22, 25]. Although simple and powerful, Erdős-Rényi (ER) graphs
fail to describe two important properties of real-world networks, including the
generation of local clustering and communities (low clustering coefficient due
to the constant connection probability), as well the formation of hubs (degree
distribution of ER graphs converges to Poisson rather than power-law).

In order to address the former problem, in 1998, Duncan Watts and Steven
Strogatz proposed a model that combines the short average path length of the
ER model with the clustering, by interpolating between a regular ring lattice and
a random graph [23]. As found by Milgram’s famous experiment [26], it takes
an average of six consecutive steps (also known as ”six degeee separation”) to
connect two randomly selected citizens of the United States. The main conclusion
of the experiment is that even on very large networks, shortcuts do exist and
nodes are able to locate these routes using only local information (searchable
network). This behavior, referred to as ”small-world” phenomenon, is ubiquitous
in real world networks and is partially explained by Watts and Strogatz proposed
model. To create such a network, N nodes are placed at first, and each node is
connected to its k nearest neighbors. Afterwards, each edge is either reconnected
or a new edge is added with probability p [23, 27], ensuring that short paths
are formed between the nodes. The model parameter p controls the creation of
networks inside the spectrum from regular (p = 0) to random (p = 1), while the
case of an intermediate value provides the desired properties of small geodesic
distances and high clustering (Fig. 2-2).
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Figure 2-2: [28] Small-world network created by a ring lattice with a fraction of new edges added
to it, resulting in many short connections accumulated in few highly connected hubs (highlighted
as bigger), thus shortening the typical path length and increasing the local connectedness.

Although widely used, both Erdős-Rényi and Watts-Strogatz models suffer
from a few weaknesses in comparison with real-world networks’ properties. By
definition, ER graphs are being created with a fixed number of nodes and a
common, consistent probability of connection between all nodes of the network,
which is not the case with real networks that are open systems capable of
integrating new nodes throughout their evolution. Also, in biological or social
networks new nodes follow a preferential connection behavior depending on
the number of connections each existing node already has. Concerning the
”small-world” approach, despite capturing the high clustering feature, it still
remains a close system that also fails to describe the desired heterogeneous
degree distribution.

The aforementioned deficiencies led Albert-László Barabási and Réka Albert
[17], in 1999, to propose a model incorporating two important mechanisms:
growth and preferential attachment. Growth implies a repeated entry of new
nodes in the network that increases over time while preferential attachment
implies the predilection of newly introduced nodes to link to the more connected
nodes. Preferential attachment is an example of positive feedback in which an
initial random deviation, i.e. the difference between the number of connections
that the nodes have, is amplified automatically, resulting in a constant increase,
thus ”the rich getting richer”.

Previous works that contributed to the ”preferential attachment” concept
include the studies of Herbert Simon and Derek de Solla Price. In 1955, Simon
proposed a class of stochastic models leading to power-law distributions, in
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order to explain the common features of his empirical observations from social,
biological and economic phenomena [29]. Afterwards, Price applied the idea
to the growth of networks, finding a proportionality between the number of
citations of a publication and the new citations for that particular publication.
This process was named ”cumulative advantage” and used to produce a directed
citation network governed by the adage ”the rich get richer” [30]. Although, the
mechanism of cumulative advantage could have been treated as the explanation of
the observed power-law degree distribution, it was its rediscovery a few decades
later, by Barabási and Albert that became known to the scientific community and
gained the acceptance [17]. Barabási-Albert model has one important difference
from Price’s model, and therefore it can be considered as an undirected version
of it, independently rediscovered and applied on the Internet [31, 32].

The model proposed by Barabási-Albert is not based on modifications of a
given static topology, but instead generates a topology from scratch, resulting to a
scale-free graph which captures the dynamic behavior of real-world networks. The
term scale-free refers to the lack of degree scalability, i.e. the lack of uniformity
in the degree distribution. Specifically, in scale-free networks, different groups
of nodes present different degrees and that translates to different scale of
connectivity and number of neighbors. The distribution of nodes’ connections
follows a power-law distribution, a decreasing function with scale invariance, in
contrast to the Poisson distribution observed in random networks. In such, the
distribution of connections is not ”democratic”, since there are few nodes that
dominate the network and many others with a small number of connections.

The algorithmic steps to create a Barabási-Albert graph with m new edges
per time step, are as follows:

• First, we start with m0 nodes that are connected to each other in a
completely random way. In this stage, we must ensure that each node has
at least one edge.

• The network is developed by performing the following two steps:

1. At each time step we add a new node with m edges (where m ≤ m0)
that connect this newly introduced node to m nodes that already exist
in the network (growth step).

2. The probability pi that one of the edges of the new node will be
connected to the node i that already exists in the network depends
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on its degree ki and is given by the relation pi =
ki∑
j kj

, where the
sum in the denominator is computed over all the j nodes that already
exist in the network at the time the new node is added (preferential
attachment step).

• After t time steps, the algorithm generates a scale-free network with t+m0

nodes and m0 +m ∗ t edges.

The study of the model led to the conclusion that the final network has a
power-law distribution with exponent γ = 2.9± 0.1, independent of m, the only
parameter of the model.

Figure 2-3: [33] Scale-free network evolution as proposed by Barabási-Albert model. At each
iteration, a new node (marked as an empty circle) is introduced to the network, and attaches its
two new edges using preferential attachment.

As shown in the above example of Fig. 2-3, we initially have m0 = 2 nodes
connected to each other and we add a new node in each step. The added node
(marked as an empty circle) will always form m = 2 connections with the already
existing nodes of the network at that time. Black circles are the interconnected
nodes which constitute the formed network up to that time. After t = 9 iterations,
we end up having N = 9 + 2 = 11 nodes and 1 + 2 ∗ 9 = 19 edges in the network.

Graphs generated by the Barabási-Albert model show significantly higher
clustering coefficient as well as smaller average path length compared to an
analogous random graph. With regards to small-world networks, although the
average path length displays a logarithmic growth proportional to the number
of nodes, the clustering coefficient decreases respectively, instead of remaining
constant.

Finally, Barabási-Albert model belongs to the generative models, since scale-
free networks’ creation is controlled by specific mechanisms and not by chance.
Another generative model is the copying model. Driven by the observation that
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creators of new web pages on a topic tend to copy links from other relevant
web pages, Jon M. Kleinberg and Ravi Kumar proposed a model in which every
time a new node enters the network either chooses independently and uniformly
at random k nodes to connect to, with probability β, or randomly chooses an
existing node from whom copies a fraction of k edges, with probability (1− β)

[34, 35]. This, also, results in networks with power-law degree distribution.
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Chapter 3

Hyperbolic Geometry

3.1 History and Evolution

Euclid’s Elements [36] is definitely the most famous mathematical work of
classical antiquity, and also the world’s oldest continuously used mathematical
textbook. It has proven to be majorly contributory in the development of logic
and modern science, and its logical rigor was not surpassed until the advent of
non-Euclidean Geometry in the 19th century. It is a comprehensive collection
of definitions, postulates, theorems (and their mathematical proofs). The books,
thirteen in total, discuss perfect numbers and primes, Pythagoras’ Theorem, the
”golden ratio”, contain formulas for calculating the volumes of solids, and finally
cover plane and solid Euclidean Geometry. They are a masterful compilation of
the geometric knowledge of earlier Greek mathematicians, and Euclid is credited
with arranging all these in a logical manner, in order to establish that they
comply with the five postulates of Euclidean Geometry. They are as follows:

1. A straight line segment can be drawn joining any two points.

2. Any straight line segment can be extended indefinitely in a straight line.

3. Given any straight lines segment, a circle can be drawn having the segment
as radius and one endpoint as center.

4. All right angles are congruent.

5. If two lines are drawn which intersect a third in such a way that the sum
of the inner angles on one side is less than two right angles, then the
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two lines inevitably must intersect each other on that side if extended far
enough.

The first four postulates form the ”Absolute Geometry”, while the last one
is known as the Parallel Postulate. Many mathematicians attempted to prove
it as a theorem or to prove the Euclid’s Elements without using it, but to no
avail. However, this process led independently Gauss (1777-1855), Lobatschewsky
(1793-1856) and Bolyai (1802-1870) in developing the Hyperbolic Geometry, and
Riemann (1826-1866) in developing the Elliptic Geometry. These entirely self-
consistent ”non-Euclidean Geometries” have been derived by using the Absolute
Geometry along with various negations of the Parallel Postulate.

In 1899, Hilbert (1862-1943) published his book ”Grundlangen der Geometrie”
[37], axiomatizing and creating the foundation for a modern treatment of
Euclidean Geometry. Hilbert’s axiom system is constructed by:

• Axioms of Incidence

• Axioms of Order

• Axioms of Congruence

• Axioms of Continuity

• Axioms of Parallels

So, in Euclidean Geometry, instead of the Parallel Postulate, we can use the
fifth Hilbert’s axiom of Parallels, as firstly formulated by Playfair, stating that
”Given a line and a point not on it, exactly one line parallel to the given line can
be drawn through the point”. In Elliptic Geometry (together with some minor
adjustment in Axioms of Incidence and Order), we have that ”Given a line and
a point not on it, no lines parallel to the given line can be drawn through the
point”, while in Hyperbolic Geometry, we accept that ”Given a line and a point
not on it, infinite lines parallel to the given line can be drawn through the point”
(Fig. 3-1).

16



Chapter 3. Hyperbolic Geometry

Figure 3-1: [38] Lines through point P are parallel (asymptotic) to line R. Both line R and point
P belong to the same plane.

3.2 Fundamentals

Hyperbolic n-space, denoted Hn, is a n-dimensional Riemannian manifold that
has a constant negative sectional Gaussian curvature and exhibits Hyperbolic
Geometry. Usually a curvature value K = −1 is assumed. Hyperbolic Geometry
has been shown to describe many aspects of our world, from olfaction [39],
biological materials, natural elements [40, 41] and crystalline structures [42] to
phylogenetic trees [43], Internet [44], special relativity and black holes [45, 46].

Unlike Euclidean Space, human perception cannot intuitively understand
Hyperbolic Space, and in consequence various models for its representation have
been proposed, such as the Beltrami–Klein model, the Poincaré disk model, the
Poincaré half-plane model, the Hyperboloid model and the Hemisphere model
[47–49]. Since all of them describe the same metric space, there is an available
transformation from any model into the other, while retaining the geometric
properties of the space, making the models isometric (Fig. 3-2). The Poincaré
disk and the Hyperboloid, will be further analyzed, since they are the ones used
in the present study to embed the nodes of a network into the coordinate space
of hyperbolic plane.
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Figure 3-2: [49] (A) Relation between models of Hyperbolic Space. (B) Geodesics in Poincaré
ball, Klein ball, and hemisphere models.

3.2.1 Hyperboloid Model

Hyperboloid model is also known as Minkowski or Lorentz model. It is a
model of a n-dimensional Hyperbolic Space, Hn, where points are represented
on the forward (positive) sheet (Fig. 3-3) of a two-sheeted hyperboloid surface of
(n+ 1)-dimensional Minkowski space, Rn+1 = (x0, x1..., xn)|xi ∈ R, I = {0, 1, ..., n}.
The x0..., xn points are such that satisfy the formula:

x2
0 − x2

1 − ....− x2
n = 1, x0 > 0
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Figure 3-3: [50] Hyperboloid of Two Sheets, also known as ”Two Opposing Facing Bowls”. A
Hyperboloid comes infinitely close to a conic surface. In three dimensions, the Hyperboloid of
two sheets has the following form: x2

0 − x2
1 − x2

2 = 1, where x0 > 0 defines the so called ”forward
sheet” (the above part of the figure).

As expected, on a sphere there are many paths connecting two points, but
the shortest one is called geodesic. A geodesic is created by the intersection of
the hyperboloid surface Hn with the plane defined by the two points, that we
want to connect, and the origin in Rn+1. Geodesic is the generalization of a
straight line into curved space, defined to be a curve where tangent vectors don’t
deform, in case of parallel transportation over it (Fig. 3-4).

Hyperbolic Space has a different distance metric from the Euclidean one, that
is also different among its various models. In the case of the Hyperboloid model,
the distance between two points x and y on Hn is described by the formula
d(x, y) = arcoshB(x, y) where arcosh is the inverse function of hyperbolic cosine
and B(x, y) corresponds to the indefinite bilinear form B(x, y) =

n∑
i=1

xiyi−xn+1yn+1,

that endows the Minkowski space. Specifically, distance is given by the equation:

d(x, y) = arcosh


√√√√(1 + n∑

i=1

x2
i

)
∗

(
1 +

n∑
i=1

y2i

)
−

n∑
i=1

xiyi

 ∗ |K|
where K the space curvature.
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Figure 3-4: [51] Grey Poincaré disk model as a stereoscopic projection of the blue Hyperboloid
model. The red geodesic in the Poincaré disk (arc along the unit circle) projects to the brown
geodesic line on the blue Hyperboloid.

3.2.2 Poincaré Disk Model

Closely related to the Hyperboloid model is the Poincaré disk model that can be
derived from a stereoscopic projection of the Hyperboloid from the focal point
(x0 = −1, x1 = 0, ..., xn = 0) onto the unit circle of the x0 = 0 plane (Fig. 3-4).
The Poincaré disk model, also known as the conformal disk model, represents
the infinite hyperbolic plane H2 inside the unit disk D = {z ∈ R2 : ‖z‖ < 1},
where ‖·‖ denotes the L2 norm. The Euclidean circle S1, is the boundary of the
unit disk ∂D = {z ∈ R2 : ‖z‖ = 1} or the boundary at infinity ∂H2. That circle
represents the infinitely distant points of the hyperbolic plane, which are not
belong to.

Poincaré disk model is conformal, meaning that euclidean angles between
lines in the disk are equal to the corresponding hyperbolic angles, however, areas
and distances are warped in it. In the Poincaré disk, hyperbolic geodesics, i.e.,
shortest paths between two points at the boundary ∂D, appear either curved as
arcs of Euclidean circles that intersect ∂D perpendicularly, or straight as disk
diameters (Fig. 3-5A). As depicted in Fig. 3-5B, straight lines appear curved in
the Poincaré disk, an observation justified by the relation re = tanh rh

2
, which

implies a distortion between re (euclidean distance from the disk center) and rh

(hyperbolic distance from the disk center). This distortion, is also the reason
why hyperbolic distances grow exponentially towards the boundary ∂D, and so
why distances are shorter close to the disk center (and therefore faster to move
through) than to the boundary. The function of the hyperbolic distance between
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two points zi, zj in this model is given by the formula:

d(zi, zj) = arcosh
(
1 + 2

‖ zi − zj ‖2

(1− ‖ zi ‖2)(1− ‖ zj ‖2)

)
where ‖·‖ represent the Euclidean distance (L2 norm).

Figure 3-5: (A) Geodesics on the Poincaré disk, which include arcs meeting the edge of the disk
at 90◦ (orthogonal) and diameters of the boundary circle. (B) [52] Straight lines in the Poincaré
disk that pass through a given point, do not intersect and are parallel to the blue line.

3.2.3 Hyperbolic Space for Complex Networks Embedding

A distinctive advantage of the Hyperbolic Space is the property of ”exponential
scaling” instead of polynomial, with respect to the radial coordinate. This serves
Big Data analysis and complex network embedding. Choosing the Hyperbolic
over the Euclidean Space allows the integration of much more data in a much
more ”compact” area, like the Poincaré disk where the entire space is represented
on the surface of the unit disk. So, Hyperbolic Space manages to condense more
surface area within a given radius than flat or positively curved geometries.

Particularly, in a two-dimensional space H2
ζ with constant curvature K =

−ζ2 < 0, ζ > 0, the circumference C and the area A of a disk of radius r are:

C(r) = 2π sinh(ζr)

A(r) = 2π(cosh(ζr)−1)
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Therefore, in case of a Poincaré disk (ζ = 1), for small values of radius r

(close to the disk center) the Hyperbolic Space appears flat, while for larger
r, both C and A grow exponentially (asymptotically) with respect to r [9, 53],
which makes it possible to locally approximate any Hyperbolic Geometry using
Euclidean geometry. These values should be contrasted to the corresponding
Euclidean quantities that expand polynomially, as 2πr and πr2 respectively (for
the two-dimensional case).

The aforementioned property of exponential space expansion, allows the
Hyperbolic Space to fit and describe complex scale-free networks. In such
networks, as described in section 2.2, the degree distribution follows a power-
law, a relationship that can be modelled as P (k) ∝ k−γ , where P (k) the fraction of
nodes with k degree in the network, and γ a constant scaling parameter. Complex
networks, and especially biological processes, pathways and protein complexes
could be organized using hierarchical representations, such as dendrograms and
Venn diagrams. These two perspectives are equivalent and connected through
Hyperbolic Geometry. Namely, a branch of a dendrogram could be represented
as a circle in a Venn diagram. Thus, the larger a circle in the Venn diagram
the broader the group of entities it includes and the closer to the tree root the
position of the corresponding branch in the dendogram. Also, the more two
circles overlap, the more similar are the sets and the nodes and the smaller their
hyperbolic distance. In case of partial instead of total overlapping, the resulting
tree structure will contain a loop. However, as long as it approximates a tree
hierarchy, it is negatively curved [54] and describable by Hyperbolic Geometry.

As stated by Krioukov et al. (2010) in [9], Hyperbolic Geometry exists
underneath complex networks with properties like power-law degree distribution
and community structure arising from the negative curvature of the space, while
vice versa a scale-free network with a metric structure could be described by
a Hyperbolic Geometry. An extension of this semantic connection between
scale-free networks, tree-like structures and Hyperbolic Geometry, is the relation
between the power-law degree distribution scaling exponent and the negative
space curvature [9] as well the fact that both the branching factor of a tree
and the curvature of the Hyperbolic Space are measures of how fast the space
expands.
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Figure 3-6: [55] Embedding of a regular tree (branching factor=2) in the Poincaré disk. Because
of the negative curvature, distances between all points are actually equal, since they grow
exponentially as you move toward the edge of the disk. Disk radius spanning is consistent with
the network growth (more nodes) and the network hierarchy deepening.

In an n-ary tree (a tree with a branching factor n), the number of nodes at
distance r from the root are (n+ 1)nr−1, and the number of nodes at distance
no more than r from the root are (n+1)nr−2

n−1 . Both of these quantities grow as
nr with r, thus, the metric structures of n-ary trees and H2

ζ are the same if
ζ = ln(n), and can be considered as equivalent [9]. In conclusion, trees require
an exponential space to grow, and this is what causes ”crowding” effects in case
of Euclidean embedding, while highlighting the adequacy of Hyperbolic Space
(Fig. 3-6).
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Hyperbolic Space Embedding
Algorithms

In order to examine the main embedding frameworks used in the present thesis,
we have to define network embedding, so for this purpose, we use the definition
given by Cvetkovski [56]: ”Given a connected finite graph G with vertex set V ,
a hyperbolic embedding of G in Hd is a mapping C(G) :→ Hd that assigns to
each vertex v ∈ V a virtual coordinate C(v).” Network embedding aims to map
and represent graph nodes into a low-dimensional latent space. This method
should preserve the graph structure while reducing effectively sparsity and noise
of the corresponding adjacency matrix. It can be used in graph analysis tasks,
such as node classification, clustering, community detection, link prediction and
visualization.

4.1 Laplacian-based Network Embedding Algorithm

Driven by the manifold unfolding problem, Belkin and Niyogi [57] proposed a
geometrically inspired model, called Laplacian Eigenmaps (LE), for the repre-
sentation of data lying in a low-dimensional manifold embedded in a higher-
dimensional space. Noting that if matrix D is the degree matrix of the graph, that
is D = diag(

∑
j Aij), then the Laplacian matrix can be defined as the difference

of the degree matrix and the adjacency matrix, L = D−A. Laplacian Eigenmaps
algorithm, in contrast to other dimensionality reduction techniques such as
Principal Component Analysis [58], considers the intrinsic data geometry and
aims to preserve locality, being particularly stable to outliers and noise.
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This model was the basis of the Laplacian-based Network Embedding (LaBNE)
algorithm, proposed by Lobato et al. [59], where instead of the previous proximity
preservation, the authors employed the eigen-decomposition of the Laplacian
graph to infer hyperbolic coordinates and embed complex networks in the
Poincaré disk model. In the original method [57], data points correspond to
graph nodes and their in-between connections is ruled by neighbors proximity.
In LaBNE, since actual euclidean distances between the pairs of nodes are
not available, their heuristic estimations are used as similarity scores in an
objective function that gives large penalties if two nodes with larger similarity
are embedded far apart in the embedding space.

Figure 4-1: [59] Laplacian-based Network Embedding. A network generated with the PSO
model (a) is embedded via LaBNE to the hyperbolic circle, revealing the angular coordinates
of the nodes (b). Then, the radial coordinates are assigned, resembling the degree ranking (c).
Although, the final depiction of the embedded network presents an angular rotation of the nodes
in contrast to the initial PSO-generated graph, the distance-dependent connection probabilities
remain consistent.

Embedding of the LE methods is performed on Euclidean Space, though the
latent geometry of real complex networks is observed to be hyperbolic. Due to
the conformal character of the Poincaré disk model (euclidean angles are equal
to corresponding hyperbolic angular separation of nodes), the LaBNE algorithm
is able to designate angular coordinates based on the inferred similarity sub-
space, while radial coordinates are typically assigned to resemble the degree
ranking, accounting for their popularity. That popularity dimension is part of
the Popularity-Similarity model, assumed to describe the network formation,
making the embedding result model-dependent.
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4.1.1 The PSO Model for Network Generation

Popularity-Similarity Optimization (PSO) model as described by Papadopoulos
et al. [60], generates synthetic graphs which exhibit common structural and
dynamical characteristics of real complex networks, such as strong clustering and
scale-free degree distribution. The emergence of these properties is the outcome
of an optimization process involving the trade-off between node popularity and
similarity. These two, are both considered as measures of attractiveness, with
the popularity reflecting the node’s seniority and its ability to attract connections
from other nodes over time, while similar nodes are very likely to connect,
regardless of their rank. PSO model has a geometric interpretation in Hyperbolic
Space, where the popularity-similarity trade-off is abstracted by the hyperbolic
distance between nodes, leading to distance-dependent connection probabilities
and link formation [9, 60]. Thus, hyperbolic embedding of a network reveals the
value of the variables and parameters contributing to its topology (popularity
and similarity in this model), facilitating the understanding of system’s growth
process.

In the proposed actively growing network model, nodes are introduced
iteratively at logarithmically increasing distance from the origin of the native
disk representation (radial coordinate) and at an uniformly random angular
coordinate. At each step the new node connects to the pre-existing ones with a
probability decreasing with the hyperbolic distance, taking into consideration the
popularity of the older nodes and its similarity to the rest of the nodes. Apart
from the final number of nodes N in the network, the parameters of the model
can be listed as follows:

• ζ =
√
−K, where K < 0 the curvature of the hyperbolic plane. It doesn’t

affect the properties of the generated network, apart from a simple rescaling
of the hyperbolic distances. Usually is set to a constant, e.g. 1.

• m: the number of connections that each newly appearing node will form,
corresponding to the half of the average degree, k = 2m.

• β ∈ (0, 1]: popularity fading parameter that controls nodes’ drifting away
from the center and determines the value of the exponent γ of the power-law
degree distribution P (k) ∝ k−γ of the network as γ = 1 + 1

β
.

• T ≥ 0: temperature controls average clustering c of the network, which
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gets its maximum value when T = 0, gradually decreases towards zero at
T = 1 and becomes asymptotically equal to zero for T > 1.

Assuming an initially empty network in a hyperbolic plane of curvature K = −1,
the algorithmic steps of the procedure are as follows:

1. At time i ≥ 1 with i = 1, 2...N , a new node i appears at polar coordinates
(ri, θi), with ri = 2ln(i) relating to node birth and θi sampled randomly
and uniformly from [0, 2π). Every existing node j < i increases its radial
coordinate by rj(i) = βrj + (1− β)ri, to simulate popularity fading.

2. New node i selects a subset of previously appeared nodes to connect to. If
the amount of pre-existing nodes is not larger than m, node i connects to all
of them, alternatively node i connects to m nodes, with distance-dependent
connection probability pij = 1/

(
1 + e(xij−Ri)/2T

)
, where xij the hyperbolic dis-

tance between nodes i and j, xij = arcosh(cosh ri cosh rj− sinh ri sinh rj cos θij)
≈ ri + rj + 2ln(θij/2) (such approximations often become exact in the
large graph size limit), θij the angular distance between nodes i and j,
θij = π−|π−|θi− θj|| and Ri the radius of the hyperbolic disk that encloses
the network at the current time is set to:

Ri =


ri − 2ln( 2T

sin(πT )
(1−e−(1−β)ri/2)

m(1−β)
) if β < 1 and T > 0

ri − 2ln(2(1−e−(1−β)ri/2)
πm(1−β)

) if T → 0

ri & existing nodes do not move, if β = 1

3. Previous steps are repeated until total of N nodes joined the network.

4.2 HyperMap Embedding Algorithm

In contrast to networks generated by the PSO model where link formation takes
place between new and old nodes, in many real networks, new links could also
appear at a certain rate between old nodes (internal links) as well. In order to
account for this deficiency, Papadopoulos et al. [61] proposed the E-PSO model,
a generalized version of PSO model that takes into consideration and effectively
distinguishes external and internal links. It reproduces the scale-free degree
distribution and clustering of real networks, but also several other important
properties including the average neighbor degree, the distribution of hop length
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of shortest paths and the average node betweenness [60]. This model is the
basis of another hyperbolic Poincaré embedding, the HyperMap algorithm [61].
HyperMap is a Maximum Likelihood Estimation (MLE) framework, where a
search space of PS models is explored in order to find the best fit for the topology
of the network of interest, ensuring a better embedding quality. This exploration
is greatly precise, though computationally heavy.

In this method, the whole network is initially disassembled to disconnected
nodes, and the next steps are as follows:

• Nodes are sorted in decreasing order of their degree, k1 > k2 > ... > kt, and
indexed accordingly, i = 1, 2, ..., t.

• When node i = 1 is born (the one with the largest degree), is initially
mapped at the origin of the hyperbolic disk, with radial coordinate r1 = 0

and angular coordinate θ1 randomly sampled from [0, 2π].

• For the rest of the nodes i ∈ [2, t], that are introduced one by one, node
i is assigned an initial radial coordinate ri = 2ln(i), while every pre-
existing node j < i updates its radial coordinate according to the concept
of popularity fading by rj(i) = βrj + (1− β)ri. The angular coordinate is
chosen by maximizing node’s local likelihood that the network is generated
by the E-PSO model, given by equation:

Li =
∏

1≤j<i

p(xij)
αij [(1− p(xij)]

1−αij

We note that aij is the corresponding value in the adjacency matrix, where
αij = 1 if {u, v} ∈ E and αij = 0 if {u, v} /∈ E. Only the pre-existing nodes
contribute to the product and the likelihood is eventually a function of θi, since
p(xij) depends on xij, which in turn depends on θi. In an improved version
of this approach further periodic correction steps are also applied for better
adjustment of the angular coordinates.
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4.3 Angular Optimization

Driven by the work of Alanis-Lobato et al. [62] and their approach of combining
LaBNE and HyperMap strategies, in order to balance between computational
speed and accuracy, we examined a different version of refinement, pursuing
a more efficient and accurate network embedding. An assumption that the
network to be embedded was generated according to the PSO model, was made.
The angular optimization process includes the following steps (pseudocode is
described further on and the code is available upon request):

• Calculate the global logarithmic loss, at network level:

LL = −
N−1∑
i=1

N∑
j=i+1

Aijln[p(xij)]−
N−1∑
i=1

N∑
j=i+1

(1− Aij)ln[1− p(xij)]

where Aij corresponds to adjacency matrix values (1 if nodes i and j are
connected, 0 otherwise), while p(xij) is the distance-dependent connec-
tion probability, equal to p(xij) = 1/

(
1 + e(xij−RN )/2T

)
. Also, RN is the

radius of the hyperbolic disk enclosing the network at the end of the
network generation process and T is the network temperature. Lastly,
xij is the hyperbolic distance between nodes i and j, equal to xij =

arcosh(cosh ri cosh rj− sinh ri sinh rj cos θij), where θij = π− |π− |θi− θj|| is
the angular distance between them.

• Iterate over all nodes.

• Examine new potential angular coordinates inside a window defined by
the angular positions of the second neighbors of each specific node, with a
step properly chosen to distribute the tested positions in equal distances.

• Update the current angular position only if a lower logarithmic loss
contribution value was found (minimization problem). In this case, update
the logarithmic loss contribution of every other node as well the angular
positions of the adjacent nodes.

• The whole optimization process can be repeated as many times as defined
by the user, who also sets the number of each node’s potential angular
positions.

30



Chapter 4. Hyperbolic Space Embedding Algorithms

Algorithm 1 Angular Optimization
Input: network, inferred polar coordinates, PSO parameters (γ, T ), the number
of correction rounds, the number of each node’s tested angular positions in each
round
Output: optimized polar coordinates
Compute the average node degree of the network (2m), the popularity fading
parameter (β) and the adjacency matrix (A)
if T = 0 then return inferred polar coordinates
else

if β = 1 then
radius← 2ln(N)

else
radius← 2ln(N)− 2ln( 2T

sin(πT )
(1−e−(1−β)2ln(N)/2)

m(1−β)
)

end if
Calculate the initial global logarithmic loss and each node’s contribution

LL = −
N−1∑
i=1

N∑
j=i+1

Aijln[p(xij)]−
N−1∑
i=1

N∑
j=i+1

(1− Aij)ln[1− p(xij)]

Calculate current angular node order
Calculate current 1st and 2nd neighbors of each node
for i in optimization rounds do

for n in range(N) do
Determine the angular arc between node n’s 2nd neighbors
Determine the candidate equidistantly distributed angular positions
for a in candidate angular positions do

Calculate node’s n log-loss when placed in the angular position a

end for
if tested log-loss < current log-loss then

Update the angular position of node n with the one minimizing
log-loss and also update the angular position of node n’s neighbors

Based on its new position, update the log-loss’ contribution of the
node n as well the one of the other nodes

else
The current angular position is the best and nothing changes
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end if
end for

end for
end if
return updated polar coordinates

In machine learning, logarithmic loss (or log-loss) is indicative of how close
the prediction probability is to the corresponding ground truth (0 or 1 in case
of binary classification). In the case above, log-loss represents the divergence
between the connection probability of two nodes p(xij) and their corresponding
actual/true value in the graph’s adjacency matrix Aij . The more those two values
differ, the higher the log-loss value. Log-loss can alternatively be defined as the
negative log-likelihood function.

4.4 Rigel Embedding Algorithm

Against the previous approaches which focus on fitting the graph of interest to
a network model, Rigel algorithm [63] aims to an embedding where distances
between nodes in the Hyperbolic Space imitate the geodesic paths in the original
graph. More specifically, node distance measurements are approximated through
a Graph Coordinate System (GCS), which embeds nodes of a high dimensional
graph (extremely high number of dimensions that make calculations excessively
time-consuming) into positions in a fixed-dimension coordinate space. After
accomplishing the embedding of network G into the coordinate space, a GCS
can approximate node geodesic distance queries in a small amount of time
and independently of the graph size, i.e. fixed O(1) time. The initial step is
computationally expensive and scales with graph size, demanding O(N) time
for a graph of size N . Also, in opposition to the Poincaré disk model that
was used before, Rigel is based on the Hyperboloid model. Calculating the
distance between two points in this model is computationally simpler than in
other hyperbolic models, and its complexity is independent of the curvature of
the space. So, the distance between two n-dimensional points x and y, with
curvature parameter c, is given by:
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δ(x, y) = arccosh


√√√√(1 + n∑

i=1

x2
i

)(
1 +

n∑
i=1

y2i

)
−

n∑
i=1

xiyi

 |c|

Figure 4-2: [63] Graph Embedding to an Euclidean Space via Rigel algorithm, aiming to preserve
the shortest path distance in the coordinate space. For example, the geodesic distance between
nodes A and B is 3 (left) and after the embedding its corresponding Euclidean distance between
their points is 3.1 (right).

The embedding process is achieved as follows:

• A subset of l nodes is selected as landmarks, where l << N , and N the total
number of nodes in the network. Those reference points were chosen as
high-degree nodes, since the computational complexity of degree centrality
is low, while its results remain efficient in relation to other approaches
[64].

• For each of the landmarks, shortest path trees to all other nodes are
calculated, using Breadth-First-Search (BFS) algorithm.

• ”Bootstrapping” step: a general optimization algorithm is used in order to
determine the coordinates of these nodes, while aiming for distances in the
coordinate space that adequately approximate the corresponding geodesic
paths in the graph (Fig. 4-2).

• A random subset of k < l nodes from the landmarks set is chosen for the
mapping of each remaining node. These nodes are assigned to coordinates
that minimize the deviations of the distances between the node and the
corresponding k nodes between the coordinate space and their actual hop
distance in the graph. Simplex method from linear programming, is used
for the optimization.
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Both curvature of the coordinate space and the number of dimensions play
an important role in embedding accuracy. In particular, curvature affects the
level of distortion between the original node distances and their mappings on the
Hyperbolic Space. As shown in [63], curvature of −1 provides the most accurate
results, so this value will be used during the execution of Rigel algorithm in
the context of this thesis. At the same time, an increase of the dimension of
Hyperbolic Space leads to an increase in accuracy. Noting that the number of
landmarks should be greater or equal to the chosen dimensions, there should be
a balance between accuracy and complexity.
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Materials and Methods

5.1 Network Topologies

For the best possible documentation of the results, a number of different graph
datasets were used, some synthetic and others real. The real networks were
selected from the Stanford Network Analysis Project (SNAP) [65] as well the
Biological General Repository for Interaction Datasets (BioGRID) [66]. Only the
largest connected component was considered, while self-loops and multiple edges
were discarded and edge directionality or weight were ignored. Information
along with the key properties of these networks are presented below and in Table
5.1.

The autonomous systems (AS) correspond to sub-graphs of routers comprising
the Internet. AS are constructed based on the BGP (Border Gateway Protocol)
logs, that reveal a who-talks-to-whom communication network. The dataset
[67] is the daily instance of January 2 2000 and the data were collected from
University of Oregon Route Views Project (www.routeviews.org). This AS
topology is part of a collection of 733 AS graphs, and is available for download
at https://snap.stanford.edu/data/as-733.html.

The LastFM network corresponds to a social network of LastFM Asia which
was retrieved in March 2020 from the public API. Nodes are LastFM users from
Asian countries and edges are mutual follower relationships among them. The
used dataset [68] is available for download at https://snap.stanford.edu/data/
feather-lastfm-social.html.

Lastly, the human interactome is a BioGRID multi-validated dataset (MV),
excluding genetic interactions or physical interactions that failed to pass a
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specific set of criteria. These criteria concern the participants of each interaction
and are summarized to the following: different Experimental System as well as
Publication Source, different Experimental System when the Publication Source is
the same and different Publication Source when the Experimental System is the
same. To acquire the dataset one could download the BIOGRID-MV-Physical
zip file at https://downloads.thebiogrid.org/BioGRID/ (4.3.196 version, Tab 3.0
format), and keep only the records concerning human interactions, by filtering
the Organism ID Interactor field to be equivalent to ’9606’. BioGRID is an open
access repository that archives protein-protein, genetic and chemical interactions
and post-translational modifications. Data relate to all major model organisms
and human, and are comprehensively curated from the biomedical literature.

Six synthetic networks were generated based on the Popularity-Similarity
Optimization (PSO) model as described in section 4.1.1. These networks were
grown for a broad range of parameters (Table 5.2), including: number of nodes
in-between N = 500 − 5000, quite low γ and temperature values - around
2.1− 2.3 and 0.1− 0.3 respectively, and average degree analogous to the number
of nodes. With these parameters’ combinations, the cold-temperature regime
(γ = 2 & T = 0) was avoided, while a community structure with quite strong
clustering, without ”loose-ends” (nodes with only one connection) or high density
was preserved, in order to study network dynamics. The code is available upon
request.

Table 5.1: The number of nodes N , edges L, average node degree 2m, scaling
exponent γ, temperature T and average clustering coefficient c̄ are reported for
each real network.

Network N L 2m γ T c̄

Autonomous System 6474 12572 3.88 2.06 0.69 0.25

LastFM Asia 7624 27806 7.29 2.58 0.73 0.22

H. sapiens PPIs 10179 54518 10.71 2.27 0.8 0.17
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Table 5.2: The number of nodes N , edges L, average node degree 2m, scaling
exponent γ, temperature T and average clustering coefficient c̄ are reported for
each network generated based on the PSO model. The values marked in brackets
are the ones observed in the final topology and not the target ones.

Network N L 2m γ T c̄

G1 500 (1092) 4 (4.37) 2.1 0.10 0.59

G2 500 (1026) 4 (4.10) 2.3 0.30 0.48

G3 1000 (3369) 6 (6.74) 2.1 0.05 0.59

G4 1000 (3062) 6 (6.12) 2.3 0.35 0.42

G5 2500 (10506) 8 (8.40) 2.2 0.20 0.58

G6 5000 (25858) 10 (10.34) 2.2 0.20 0.60

5.2 Real Network Parameters Estimation

Network’s scaling exponent (γ) and temperature (T ) are associated with different
statistical and topological features of the graphs generated by the PSO model.
Thus, their estimation could be accomplished by observing the properties of the
network to be embedded or by reproducing similar topologies to detect those
features. Therefore, the estimation of the scaling exponent γ was accomplished by
fitting a power-law to the degree distribution of the network. Aaron Clauset et al.
addressed the issue of fitting power-laws to distributions [69]. An implementation
of their algorithm with Python language was used in this thesis (the code is
available at https://pypi.org/project/plfit/). The following function implements
maximum likelihood estimators for fitting the power-law distribution to data. It
accepts as input the list of networks degrees, and the output of interest is the
_alpha attribute corresponding to the power-law exponent (γ).

myp l f i t = p l f i t . p l f i t ( network_degrees )
myp l f i t . _a lpha

To continue, temperature appears as a natural parameter controlling clustering
in the network. Its estimation is based on the statement that clustering is
maximized at T = 0, almost linearly decreases to zero at T = 1 and remains
asymptotically zero for any T ≥ 1 [9, 60]. For each real network, a linear least-
squares regression was calculated to model the relationship between temperature
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and clustering coefficient. The point (T = 1, c̄ = 0) was used as x-intercept,
while y-intercept corresponded to the average clustering coefficient of 10 artificial
networks generated by the PSO model using T = 0 and the same structural
properties as the network of interest. After determining the regression line, its
slope and intercept values are used along with the real clustering coefficient to
compute the real network’s temperature.

5.3 Hypermap Algorithm

HyperMap is a Maximum Likelihood Estimation approach. Its main purpose is
the exploration of the space of PSO models with structural parameters similar to
the network of interest, in order to find the best topological match. This process
is very accurate, albeit computationally demanding. HyperMap is implemented
in C++ by the DK Lab, while a R wrapper of it is available at https://github.com/
galanisl/NetHypGeom.

Algorithm 2 HyperMap embedding

hm < − labne _hm( net= network , gma= 2.06 , Temp= 0.69 , w= 2* pi )

To use the HyperMap algorithm, the R packages NetHypGeom and igraph
were installed and loaded into R working space. To embed the network, the
function labne_hm() was called by setting LaBNE+HM’s window to 2 ∗ π. The
function also expects as input the network’s scaling exponent (gma) and the
network’s temperature (Temp). These parameters were determined prior to the
embedding step, as described in section 5.2. Speed-up heuristic was set to its
default value 10 (also referred to as fast hybrid version of HyperMap), while
correction steps were not applied through this thesis, since their effect has been
reported as not significant [70].

5.4 LaBNE Algorithm

LaBNE is a Laplacian-based embedding of a complex network to the Poincaré
disk. It is based on a non-linear dimension reduction of the Laplacian matrix,
followed by nodes’ organization, with the radial coordinates resembling the nodes’
degree ranking and the angular coordinates obtained from a few algorithmic
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steps (including solving an eigenvalue problem). LaBNE is extremely fast, with
low computational complexity. However, it can be inaccurate by solely focusing
to keep connected nodes as close as possible, disregarding that disconnected
nodes should be far from each other as well. It highly depends on topological
information, so performs better when the average node degree and clustering
coefficient of a network are high [59].

LaBNE is implemented in R, exploiting the R package RSpectra which
contains high-performance solvers for large-scale eigenvalue problems. The
spatial regression step is the most complex and time-consuming. As the algorithm
of RSpectra is generally better at finding large eigenvalues, the appropriate way
is to utilize the spectral transformation and calculate the largest eigenvalues of
A−1, whose reciprocals are exactly the smallest eigenvalues of A.

Algorithm 3 LaBNE embedding

labne < − labne _hm( net = network , gma = 2.06 , w = 0)

The code of LaBNE is available at https://github.com/galanisl/NetHypGeom.
As seen above for the process of network embedding, the function labne_hm()
was called by setting LaBNE+HM’s window to 0. The function expects only one
additional input, the network’s scaling exponent (gma). Its value is automatically
computed by fitting a power-law distribution to the network’s degrees dataset,
unless it is specified by the user.

5.5 Angular Optimization

LaBNE produces a draft geometric configuration of the network of interest to
the Hyperbolic Space. Then, this configuration is passed on a refinement step in
order to improve the inferred angular coordinates and produce the final mapping.
The reason behind this approach is to benefit from LaBNE’s fast embedding and
reduce the search space of possible angular coordinates that the next algorithmic
step will have to explore in order to minimize a logarithmic loss function.

39

https://github.com/galanisl/NetHypGeom


Chapter 5. Materials and Methods

Algorithm 4 Angular Optimization

angOpt <− angular _opt imizat ion ( network , coordinates , gamma,
temperature , candidates =5 , reps =3)

The inputs and parameters needed to execute the angular optimization, are the
network, the previously inferred coordinates (by LaBNE or any other algorithm
complying with the same PSO model), the network’s scaling exponent gamma,
the temperature T , and user’s choice on the number of iterations and potential
new angular positions. The optimization process with the iteration over all nodes
can be repeated a few times until the angular coordinates settle in an optimum
position. The definition of the range of possible new positions in-between the
second neighbours is based on the assumption that only minor adjustments will
be needed to improve an already quite good embedding.

5.6 Rigel Algorithm

Rigel is designed as a command line tool, including two phases -the embedding
and the querying. Rigel’s embedding phase is written in C++ Standard Template
Library, and is entirely self-contained with no additional dependencies. Only
CMake is required for its compiling. Rigel expects 0-based indexing of the
nodes and its execution is split in two steps: embedding of landmark nodes
(bootstrapping), followed by embedding of the rest of the nodes against those
landmarks. Example commands of this implementation are the following:

Algorithm 5 RIGEL embedding
Landmark embedding
$ . / r i g e l . exe −b 16 −e −1 − i 16 −L 30 − l distanceMatrix . t x t
−o 30L10D −r landmarks . t x t − t s e r i a l l y −u 10179 −x 10 −y −1

Non-landmark embedding
$ . / r i g e l . exe −b 16 −e −1 − i 16 −L 30 − l distanceMatrix . t x t
−o 30L10D −r landmarks . t x t − t s e r i a l l y −u 10179 −x 10 −y 0

Specifically, the first command embeds 30 landmarks (−L) of a graph with
10179 nodes (−u) into a 10 (−x) dimensional Hyperbolic Space with curvature
−1. The top 16 out of the 30 landmarks are embedded first (−i) and the rest of
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them are aligned against them. The second command describes the embedding
of the non-landmarks nodes. Every one of these is aligned against a random
selection of 16 landmarks (−b). The whole process runs serially.

In order to find a set of optimal parameters, concerning the number of
dimensions and landmarks, dimensionality values between 2 and 14 along with
30 and 50 landmarks were examined, for every dataset. For the landmarks’
selection, two strategies were tested: high-degree and high-closeness centrality.
For the evaluation of Rigel’s accuracy of the estimated distances between nodes,
the Average Relative Error (ARE) metric was used [64]. Small values indicate
realistic predicted distances. Relative Error is calculated by:

RE =
|dmeasured

x,y − dpredictedx,y |
dmeasured
x,y

, where dpredictedx,y is the estimated distance in the embedding space, computed
using x and y’s coordinates based on the Hyperboloid model, while dmeasured

x,y is
the actual shortest path distance between x and y on the real graph. Intuitively,
a larger vector of coordinates would lead to more precise distance estimations
and smaller relative errors. Apparently, using 30 landmarks and 10-dimensional
coordinates was the best combination for the total of the examined datasets.
Regarding the selection of landmarks, both approaches had very similar ARE
values. The high-degree strategy was adopted for the presented results, because
it was computationally faster.

5.7 Evaluation Criteria of Hyperbolic Embedding

Network embedding techniques aim to simplify network’s interpretation, visualize
graphs despite the ever-growing amount of data, and highlight the structural
features of complex networks in the geometric (hyperbolic) space. Those repre-
sentations facilitate downstream applications including greedy routing and link
prediction. These tasks are also considered to evaluate the quality and efficacy
of each embedding method.
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5.7.1 Greedy Routing

An important structural property of any network is its navigability, which is
associated with a navigation technique called greedy routing (GR). This task
examines the possibility of shipping information from a source node to a target
node, without global knowledge of the network topology, using exclusively local
topological information. At every stage of the process, every node knows its
own ’address’ as well the ones of its adjacent nodes, while every routed packet
includes the ’address’ of its target. Given these conditions the employed protocol
in this thesis proceeds as follows: the source node computes the hyperbolic
distance using nodes’ coordinates, from itself and from every adjacent node to
the target, and ships the packet (also referred to as information or commodities)
to its neighbor that is closer in terms of hyperbolic distance to the target node
than the node itself. This step is repeated until the packet reaches the target. In
this case the delivery is considered successful and the whole process is known
as greedy routing or greedy forwarding. However, if the packet is sent to a
previously visited node (and so creates a loop), then the packet is dropped and
the delivery is considered unsuccessful [9, 71, 72].

The fact that greedy routing uses only local information results in reduction
of the complexity imposed by shortest path computations, thus making it suitable
for large-scale systems [63]. A disadvantage of greedy routing emerges when
a packet gets stuck at local minima of distance, where a node closer to the
destination than itself does not exists [73]; but this can be avoided by the
appropriate choice of hyperbolic network embedding and nodes’ coordinates. For
the greedy routing task, a good embedding would be the one that achieves a high
rate of successful deliveries which at the same time, are similar in size to the
true shortest paths. A graph embedding where greedy routing is successful for
every pair of source and target nodes is called greedy embedding. Conversely,
in a greedy embedding, for every pair of nodes a distance-decreasing path exists.
In the context of this thesis, in order to evaluate the performance of each
embedding algorithm, the percentage of successful paths (namely successfully
delivered packets) was measured, while the average hop length of the successful
paths was compared to the mean shortest path length.
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5.7.2 Link Prediction

Another way to evaluate the performance of graph embedding algorithms is link
prediction. It could be viewed as a way to predict lost, impending and spurious
links of graphs or to convey the degree that an evolutionary process could be
modelled based on the topological properties of a network [74]. The goal is to
estimate the likelihood of the existence or the non-existence of a non-observed
link between a pair of nodes in the network, based on the observed links as
well the attributes of nodes. Since the connection probability is a descending
function of the hyperbolic distance between two nodes (as previously described),
then the predicted links are more likely to exist between nodes closer in terms
of hyperbolic distance.

In order to evaluate the accuracy of each link prediction technique, a common
framework was employed. Specifically, a subset of links from a given network
was removed at random, and the ability of each examined algorithm to predict
these missing links using the incomplete data was tested [8]. In greater detail:

• L links, equal to 10% of the total edges, were removed uniformly at random
from the observable network topology

• The link-prediction technique assigned a confidence score to each non-
observed link of the pruned network to quantify its existence likelihood
and then sorted them decreasingly. The better the score, the better the
candidate interaction and the higher in the list of the predicted links.

• L putative edges from the top of the sorted list were selected and their
proportion included in the initially removed set of edges (step 1) was
computed, as indicative of algorithm’s precision. For the next chapters,
this will be referred to as link-prediction score.

Apart from the above, another framework to assess algorithm’s performance
and quantify its accuracy of link-prediction over a variety of thresholds, is the
precision-recall (PR) curve. In order to plot the PR curve, the sorted list of
putative edges was scanned with a moving score threshold to compute the fraction
of predicted links that actually belong among the removed edges (precision),
along with the fraction of predicted links out of the total of removed edges
(recall-sensitivity). Precision is represented as TP

TP+FP
, and Recall as TP

TP+FN
,

where TP is the number of true positives, FP the number of false positives and
FN the number of false negatives.
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5.7.3 Semantic Similarity

Apart from the aforementioned criteria, in the case of the PPIs network we
applied another methodology in order to detect the potential association between
the hyperbolic distances and the functional divergence of proteins on the PPIs
network. Namely ad hoc workflows were constructed to examine if the proposed
hyperbolic embedding algorithm is able to pose small distances between func-
tionally relevant proteins, comparing them with randomly selected protein sets.
For this purpose, biomedical databases, which contain the functional annotation
of proteins and measures that perform calculations on these semantic schemes
where used.

Generally, the identity and the role of a protein in the cellular system
are defined by a plethora of features. Some of them are estimated through
experiments and encoded in digitized formats, such as the amino acid sequence
which is represented as a string of letters. On the other hand, the functionality
or the contribution of a protein variation in a disease can be represented only
using semantics. Therefore, various biomedical ontologies have been constructed
to describe the existing knowledge under a specific domain of biology and
provide an apparatus of controlled vocabularies to define the functional and
phenotypic characteristics of proteins. The association of proteins with semantic
terms is usually called genomic annotation and it could be assigned using
either experimental results or reference and phylogenetic-based approaches.
Gene Ontology (GO) is the foremost biomedical ontology for the functional
annotation of the proteomic universe, as it describes in various layers the role
of proteins in cells, for thousands of species [75]. GO is separated into three
main subdomains: molecular function (MF), biological process (BP) and cellular
component (CC). Namely, according to GO, the functionality of a protein is
drawn by three sets of semantic terms: the molecular functions where the protein
participates, the biological processes (broader mechanisms and pathways) where
these interactions are encompassed and the components of cellular topology,
where these interactions are performed.

In order to estimate the functional similarity of two proteins, semantic
similarity measures are used to quantify the relatedness of their semantic
annotation in the same ontological domain [76]. Although the semantic similarity
measures are separated in node-based, edge-based and hybrid measures, all of
them take advantage of the graphical representation of the ontology to calculate
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the similarity of two terms. In general, node-based approaches assume that
the similarity of two terms is proportional to the shared semantic component
between them, which is estimated using their ancestral branches on the graph [77].
Then, aggregated measures could be used to calculate the semantic similarity of
two proteins, averaging the pairwise similarities of their annotations. In this
study, two different workflows were constructed exploiting the GO annotation
of proteins to evaluate the predictive potential of the used embedding algorithm.
The former one was used to assess the question if functional related proteins
have the same hyperbolic distance compared to random sets of proteins, while
the latter one calculated the correlation of hyperbolic and semantic distances in
the PPIs network.

Comparison of Functionally Relevant Protein Sets with Random Sets

This part of the analysis is targeted to evaluate how the hyperbolic distances of
proteins, annotated with the same semantic term, differ from the distances of
randomly selected proteins. The developed workflow (Fig. 5-1) was implemented
for both GO-BP and GO-MF annotations. The size of GO annotation has its
maximum value (the superset of all annotated proteins) in the most generic term
(the root of the graph) and then gradually decreases, as the ontological graph
is traversed to the leaves, where very specific terms are located with modest or
even empty annotation. In order to avoid size values with only a few terms and
to reduce the amount of the examined groups, size values were grouped using
an increment step, until a specific amount of proteins. Specifically, 20 and 5

were used as increment step values and 600 and 200 were used as maximum
protein set sizes for GO-BP and GO-MF respectively. Also, terms with less than
5 annotated proteins were filtered out. Thus, 30 groups of terms were defined
for GO-BP and 20 for GO-MF.
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Figure 5-1: Workflow for the comparison of functionally relevant protein sets with random sets.
GO terms (GO-BP and GO-MF) were separated into distinct groups according to the size of their
protein sets. Then, two distributions of average hyperbolic distance were created, one for the
protein sets of group terms and another one for randomly selected protein sets of equal size.
The two distributions were compared using one-sided t-Test.

Afterwards, for each term two mean hyperbolic distances were calculated, one
taking into account its annotated protein set, and another one using an equally-
sized random set of proteins. Following this procedure for each group of terms,
two distributions of mean hyperbolic distances were constructed, one which
corresponded to the respective protein sets (DistP) and another one derived from
randomly defined sets (DistR). A t-test for means of two independent samples
was executed for each pair of distributions, assuming as null hypothesis that
the expected average values of these distributions were identical and as the
alternative one that the expected average of DistP is less than that of DistR
(one-sided test). Alternatively stated, the mean hyperbolic distances in-between
the annotated protein sets are expected to be smaller (so their corresponding
embedded nodes closer) than the ones of randomly selected sets of proteins.

Correlation of Hyperbolic and Semantic Distances

The following procedure was performed to estimate if there is any correlation
between hyperbolic and semantic distances, meaning that the hyperbolic topology
could indicate functional relatedness to a specific degree. The hyperbolic distances
(the H.sapiens PPIs network coordinates used to calculate these distances were
created using the Rigel embedding algorithm) follow normal distribution as it is
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depicted in Fig. 5-2. To calculate their correlation with the semantic distances,
three distinct bands of hyperbolic distances were defined, using specific percentiles.
Pairs of proteins with distances lower than the 5th, between the 25th and the
75th and greater than the 95th percentile were selected to create three adequately
separated groups of pairs on the basis of hyperbolic distance. This discretization
was performed instead of a uniform selection, as this approach would end in the
accumulation of many pairs with hyperbolic distance around the distribution
mean and without many pairs from distribution tails.

Figure 5-2: Normal distribution of hyperbolic distances.

An iterative process was executed to calculate the aforesaid correlation, using
GO-BP and GO-MF annotations (Fig. 5-3). One thousand pairs of proteins
were randomly selected from each band of distances. The respective semantic
distances were calculated using the average value of Resnik [78], AggregateIC
[79] and XGraSM [80] measures to quantify the similarity of semantic terms and
subsequently the formula of Best Match Average (BMA, [81]) to aggregate them
for the similarity of protein pairs. Then, Pearson’s correlation of hyperbolic and
semantic distances was calculated. This process was executed one hundred times
for each ontology, ending up to a final average correlation score for each one.
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Figure 5-3: Workflow to estimate the correlation of hyperbolic and semantic distances. Three
distinct bands of hyperbolic distances were selected in order to contain protein pairs with
extreme high, extreme low and moderate distances. An iterative process was performed in order
to calculate the Pearson’s correlation.
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Results and Discussion

In this chapter, comparative results for the runtime and the evaluation of the
accuracy and the performance of the different embedding algorithms in each
network case are presented. Finally, an alternative semantic similarity criterion
was applied for the biological network, in order to interpret meaningfully and
evaluate the embedding based on the predictive capacity of links compared to the
functional association of the corresponding proteins. Τhe presented experiments
were performed on a personal computer with the following specifications: Intel
Core i5-7200U CPU @ 2.50GHz 2.70 GHz processor, 6.00 GB installed RAM and
Windows 10 (64-bit) operating system.

6.1 Embedding

6.1.1 Rigel - Impact of Dimensions and Landmarks

In order to evaluate Rigel’s accuracy of the estimated distances between nodes,
the Average Relative Error (ARE) metric was used, ending up with a set of ideal
values for each parameter concerning the magnitude of space dimensionality
and landmarks. Indicatively in Fig. 6-1, for each PSO-generated network, the
ARE values are plotted as the number of dimensions varies between 2 and
14, and the number of landmarks opts between 30 and 50. As expected the
dimensionality of the geometric space, and secondarily the cardinality of the
landmark set, plays a crucial role in the precise estimation of distances between
nodes. For the most part, regardless the parameters used during the network
generation, accuracy does improve significantly as the number of dimensions
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increases. Additionally, in most cases, the accuracy slightly decreases when
dimensions are greater than 10. The 10-dimensional Hyperbolic Space stands out
as the most appropriate choice balancing between precision and the inevitable
time- and computational-complexity. Lastly, for the presented networks, it was
shown that a relatively smaller set of landmarks gave the same or even smaller
ARE values, although the presence of more landmarks throughout the graph
embedding space was supposed to allow for higher accuracy.
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Figure 6-1: Average relative errors of different coordinate dimensions and landmark sets for
each PSO-generated network.
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The same observations and conclusions from the PSO-generated networks
apply to the real complex networks as well (Fig. 6-2), with the combination of
30 landmarks and 10-dimensional coordinates being the choice standing out as
the best trade-off between complexity and accuracy.
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Figure 6-2: Average relative errors of different coordinate dimensions and landmark sets for
each real complex network.

6.1.2 Execution Time

Apart from the performance evaluation that will be described below, another
examined aspect of the embedding process was the runtime required for each
algorithm to map a network into the Hyperbolic Space. Firstly, the great
superiority of LaBNE in terms of its time performance was pointed out, based on
the high-performance subroutines used to solve large scale eigenvalue problems.
In every tested graph the mapping was completed in the order of seconds or
even milliseconds.
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In case of the MLE approximation algorithm (HyperMap) the time needed to
perform the embedding task was 2100 up to 167700 times slower than LaBNE, for
the smallest and the biggest networks respectively, although using the speed-up
heuristic, which only applies in a subset of nodes with degrees smaller than
a fixed value (the default value 10 was used). So despite HyperMap’s extreme
embedding accuracy, its application is mostly feasible in datasets with a few
hundreds of nodes, making impractical its application to big biological networks.
Specifically, HyperMap didn’t manage to complete the embedding in 48 hours, and
for that reason it was excluded from the table 6.1, setting the need to examine
different concepts to find an approach that avoids its prohibitive computational
time.

In the suggested angular optimization technique, the computational cost is
proportional to the size of the graph, the number of candidate new angular
positions and the number of iterative rounds, quadratically to the former and
linearly to the latter ones. Likewise, the recorded running time ranged between
30 seconds and 2 and a half hours, depending on the number of nodes. Keeping
the number of candidates and rounds at low values, the running time decreases
and the logarithmic loss improves. In such a condition, the computational cost
could be assumed as dependent only on the graph size.

Lastly, in case of Rigel embedding, the most time consuming part is the initial
computation of the breadth-first-search (BFS) trees, used to fix the positions of
the landmarks’ subset. Once these are set, the remaining node positions are
computed using Simplex method, in time almost linear to the network size. This
approach allows the embedding of even massive networks in a few hours, which
means that it needs only a few seconds for the networks used in the current
study.
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Table 6.1: Time (in seconds) needed by each algorithm to embed the networks
(both the PSO-generated and the real complex ones) to Hyperbolic Space. In the
case of the H.sapiens PPIs network, HyperMap algorithm failed to complete in a
reasonable amount of time and so excluded.

Dataset LaBNE LaBNE+ang.opt. HyperMap Rigel

G1 0.01 32.1 40.28 23.77

G2 0.01 29.6 21.74 21.67

G3 0.02 114 241.48 24.12

G4 0.03 133 95.94 18.63

G5 0.04 776 733.87 46.82

G6 0.07 2942 2932.46 75.61

Autonomous System 0.07 4407 11740.68 107.68

LastFM Asia 0.21 6177 15121.19 147.33

H.sapiens PPIs 1.17 8890 - 132.66

6.2 Greedy Routing

As mentioned in section 5.7.1, one of the adopted methods for the performance
evaluation of each embedding algorithm, was the Greedy Routing, and more
specifically the percentage of successfully delivered packets along with the average
hop stretch of the successful paths. A set of randomly selected source-target
pairs was selected to approximate the GR measurements, as for the large-scale
networks, where total possible number of links surpasses the N(N−1)

2
≥ 104

threshold, it is impossible to include every pair of source-target nodes in the
computations. For each PSO-generated network, and every tested algorithm, 500
source-target pairs were selected at random. The same process was repeated
10 times and the average values are the ones presented below. Noting that
since network embedding was completed using two different representation
models of the Hyperbolic Space, Poincaré disk and the Hyperboloid, the distance
computations were also performed with two different metrics during greedy
routing evaluation.
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Figure 6-3: Greedy routing efficiency when the inferred hyperbolic coordinates are used for
navigation purposes. Indicated by bars is the percentage of successfully delivered packets for
LaBNE (olive), LaBNE with Angular Optimization (nectar), HyperMap (cyan) and Rigel with
10dimensions and 30landmarks (carmine) for the studied PSO-generated networks.

As illustrated in Fig. 6-3, HyperMap inferred hyperbolic coordinates allow
for efficient navigability, above 80%, in almost all the tested networks. Using
coordinates inferred by LaBNE as well as the ones derived from the angular
optimization process, the proportion of paths that do not get looped and reach
their destinations drops around 60− 75%. Since the optimization step is based
on the minimization of logarithmic loss, it does not seem to offer any significant
improvement in terms of navigability. Lastly, in case of Rigel’s coordinate system,
the percentages of successfully delivered packets didn’t manage to reach values
greater than 37%, making it the most unsuitable option when the navigation
in a greedy manner throughout the network space is the main objective of the
embedding process. Since Rigel is not a greedy embedding algorithm guaranteeing
the greedy routing success in the Hyperbolic Space, the lack of greedy paths in
the topology is a quite expected behavior.
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Table 6.2: Average geodesic path length lG and average hop length h̄ of the
successful paths using the inferred hyperbolic coordinates of each examined
algorithm, for the studied PSO-generated networks.

Dataset lG h̄LaBNE h̄LaBNE+ang.opt. h̄HyperMap h̄Rigel

G1 3.14 2.99 2.98 3.30 2.64

G2 3.54 3.47 3.44 3.84 2.80

G3 2.74 2.81 2.81 2.93 2.47

G4 3.25 3.37 3.33 3.64 2.85

G5 2.89 2.97 2.97 3.20 2.62

G6 2.90 3.04 3.04 3.23 2.61

Table 6.3: Greedy routing score, or average hop stretch of successfully delivered
packets for the considered source-target pairs of each PSO-generated networks,
for each examined algorithm.

Dataset GRLaBNE GRLaBNE+ang.opt. GRHyperMap GRRigel

G1 1.035 1.036 1.067 1.066

G2 1.056 1.056 1.122 1.074

G3 1.072 1.071 1.087 1.084

G4 1.085 1.079 1.142 1.107

G5 1.058 1.056 1.114 1.109

G6 1.074 1.070 1.116 1.114

The results for the length of the utilized paths that lead to successfully
delivered packets (average hop length h̄) are presented in Table 6.2. Concerning
to Rigel, the low hop length values pinpoint the difficulty of its coordinates
to rightly navigate a package using paths with length greater than 2 hops. In
contrast, HyperMap’s coordinates successfully generate greedy paths with lengths
close to the geodesic ones, or a bit longer than them. Finally, LaBNE with or
without the Angular Optimization, shows moderate ability to generate greedy
paths. When dividing the length of the greedy paths by the length of the
corresponding shortest paths between source and target nodes in the graph (hop
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stretch), the resulting average values are close to 1 (Table 6.3). This result
indicates that the vast majority of greedy paths are also shortest paths and so
optimal for all algorithms.

In terms of PSO-model parameters, routing efficiency tends to be higher when
the networks appear more heterogeneous and strongly clustered, and is reduced
when they lose their connectedness or local link density. More specifically the
network G6 with the highest clustering coefficient (0.60) is also the one with
the highest routing efficiency (93.42%), while the G2 network with a clustering
coefficient among the lowest (0.48), has the lowest efficiency (73.44%). The
reported values refer to HyperMap, but the same trend is observed to LaBNE
with or without optimization. Network density is related mainly to temperature
T , while degree heterogeneity is controlled by the scaling parameter γ, with the
low T and γ values producing more navigable networks. In a network with
weak clustering, path redundancy reduces, the geometrical/hierarchical structure
decays and the dependence between edge probability and hyperbolic distance
decreases gradually.
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Table 6.4: Average geodesic path length lG and average hop length h̄ of the
successful paths using the inferred hyperbolic coordinates of each examined
algorithm, for the studied real complex networks.

Dataset lG h̄LaBNE h̄LaBNE+ang.opt. h̄HyperMap h̄Rigel

Autonomous System 3.71 3.73 3.74 4.07 3.65

LastFM Asia 5.23 4.74 4.79 5.96 5.20

H.sapiens PPIs 3.96 3.81 3.76 - 4.05

Table 6.5: Greedy routing score, or average hop stretch of successfully delivered
packets for the considered source-target pairs of each real complex networks, for
each examined algorithm.

Dataset GRLaBNE GRLaBNE+ang.opt. GRHyperMap GRRigel

Autonomous System 1.097 1.099 1.125 1.112

LastFM Asia 1.151 1.155 1.272 1.140

H.sapiens PPIs 1.208 1.204 - 1.181

When it comes to quality evaluation of the hyperbolic embedding of a
complex network, greedy routing score is probably the most widely used metric
and therefore a fair measure of comparison between embedding algorithms
based on PSO model and not only (since it makes no assumption about the
model that generated the examined network). Apart from the comparison of the
absolute values of greedy routing efficiency between different algorithms, another
way to evaluate the result is to compare it with the one calculated using the
polar coordinates originally assigned during the network generation. Indeed, the
intrinsic routing efficiency has a success rate between 92.26− 98.36%. However,
in the case of real networks’ embedding, that intrinsic GR-score cannot be
determined computationally. Because of this, one cannot decide if an obtained
GR-score is close or far from that network’s ”ground truth”, though he could
still compare embedding algorithms, by ranking their achieved GR-scores in a
decreasing manner.

Given that, HyperMap’s greedy routing was found the one with the highest
efficiency, however its percentage is reduced significantly in the case of LastFM
Asia network (Fig. 6-4). Although HyperMap was not used for the embedding
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of the H.sapiens PPIs network, it would not be groundless to assume that its
performance would be the same as in the LastFM Asia network. This assumption
is based on the fact that the estimated parameters of the network (quite high
temperature (0.74) and γ (2.27) values) lead to a very low clustering coefficient
equal to 0.17. Theoretically, this clustering coefficient is not ideal to embed
using HyperMap or even LaBNE algorithm. Despite those difficulties, hop stretch
values appear quite close to 1 (Table 6.5), regardless the network or the algorithm,
indicating that even that smaller percentage of successful greedy paths are also
the shortest ones in the network.

6.2.1 Greedy Routing in Pathway Databases

In order to examine the effectiveness of greedy navigation in the case of the
H.sapiens PPIs network, a specific part of that immense network was iso-
lated. Particularly, the signal transduction pathways, listed in KEGG [82] and
WikiPathways [83] were used. Thanks to that component of the H.sapiens PPIs
network, the cell controls its own function, its intercellular communication
and its reaction to environmental stimuli [84]. KEGG (Kyoto Encyclopedia
of Genes and Genomes) PATHWAY database is a knowledge base providing
high-level molecular and functional information generated from genomic data,
containing graphical representations of cellular processes, such as metabolism,
membrane transport, signal transduction and cell cycle. As well, WikiPath-
ways is a collaborative open-science molecular pathway database capturing
mechanistic knowledge in pathway diagrams, facilitating data visualization
and analysis. Pathway information from both these databases were retrieved
from gmt files (Gene Matrix Transposed), including lists of datanodes per
pathway, unified to Entrez Gene identifiers. Those files are correspondingly
available for download at https://www.pathwaycommons.org/archives/PC2/v12/
and https://wikipathways-data.wmcloud.org/. Also, the Entrez Gene IDs were
mapped to HGNC Symbols as the ones used in the studied H.sapiens PPIs
network. Then, the starting- and end- points of each functional pathway were
isolated, to use as source-target pairs in the greedy routing evaluation.

For this step of the analysis, the coordinates inferred by Rigel (since are the
ones with the more promising results) and LaBNE (as a measure of comparison)
were used. Routing efficiency was found 57.7% (in contrary to 32.4% with LaBNE)
while the mean hop stretch (length of the computed greedy paths between two
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Chapter 6. Results and Discussion

nodes divided by the length of their shortest paths in the graph) was 1.18, a
value close to 1. This result indicates that the navigated greedy paths, guided by
network’s geometry while using local information only, were the shortest paths
as well.

6.3 Logarithmic Loss

Logarithmic loss (LL) is the negative log-likelihood, so for algorithms that
operate in order to maximize the likelihood, the logarithmic loss is a common
quality metric. The smaller the logarithmic loss the better the embedding results.
In order to quantify this, the network’s LL was computed using the inferred
coordinates for each embedding algorithm. These results were compared against
the LL obtained using the original / ”ground truth” polar coordinates that came
up during the PSO-network generation process (henceforth referred as intrinsic
LL value of the network or LLoriginal). The closer the LLinferred compared to
the LLoriginal the better the embedding quality. In the following Table 6.6, these
differences between the LL values are presented while in Fig. 6-5 the log-scaled
values of the computed LL values are plotted.

As shown below, HyperMap succeeded to keep the network’s LL as close as
possible to the intrinsic value, after the mapping process. This result verifies
why HyperMap is probably the most widely used algorithm, that exploits the
logarithmic loss minimization problem. On the other hand, it is no wonder
that the LL associated with LaBNE inferred coordinates is the one with the
greatest divergence from the intrinsic LL. When LaBNE was followed by the
angular optimisation step, it managed to approximate the intrinsic network’s LL,
providing an about 18% lower LL compared to LaBNE without optimisation,
but about a 20% higher value compared to HyperMap. That reduction of LL

is anticipated, since the optimization is actually performed with regard to that.
Noting that, since Rigel is based on the Hyperboloid model, the logarithmic loss
with respect to the PSO model cannot be considered as a proper quality metric
for this embedding method; therefore, Rigel was excluded from this part.
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Table 6.6: Differences between LL values based on the inferred coordinates of
each algorithm and the original ones of each PSO-generated networks. The
smaller the divergence of the LLinferred from the LLoriginal, the smaller the value
in the table, and the better the embedding quality.

Dataset LLintr − LLLaBNE LLintr − LLLaBNE+ang.opt. LLintr − LLHyperMap

G1 121856 34770 8852

G2 2571 445 1339

G3 1511019 825975 37471

G4 29916 23172 2125

G5 43361 21717 13167

G6 331648 273105 22593
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As seen below, the difference in network’s LL between the algorithms’ efficiency
was amplified when computing this metric in the real complex networks. The
HyperMap’s score was 3 to 5 times lower than the LaBNE’s score. In this case,
the angular optimization did contribute with a 7% reduction on average, but
definitely not enough to reach HyperMap’s values.

An important assumption made by the tested optimization framework is the
fact that the previously inferred coordinates given as an input, are already quite
satisfying; thus, only minor adjustments are needed. So the magnitude of the
improvement is controlled and restricted by the accuracy and efficiency of the
previous algorithm. A brief way to confirm that property is to check the impact of
angular optimization onto the results produced by HyperMap algorithm. Indeed,
when that framework (with same configuration) was applied to the Autonomous
System coordinates inferred by HyperMap, it managed to reduce network’s LL

by 30%, namely from 189809 to 135013. This actually highlights the important
role of the quality of the input draft embedding.
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Figure 6-6: Logarithmic Loss using the inferred hyperbolic coordinates to embed. Indicated by
bars is the log-scaled LL score for each embedded real complex network using LaBNE (olive),
LaBNE with Angular Optimization (nectar) or HyperMap (cyan) coordinates. The recorded LL
values (without the log-transformation) are annotated on the top of each bar. In the case of the
H.sapiens PPIs network, HyperMap results were excluded.
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6.4 Link Prediction

As mentioned in section 5.7, apart from the Greedy Routing, an alternative
approach of the embedding evaluation is the predictive potential of an algorithm
by quantifying the existence likelihood of an edge between two nodes based on
their hyperbolic distance. The smaller the distance, the more likely a link to
exist. For this reason, firstly, a random percentage of links was removed from
the network. Then, the remaining nodes were used as an input to the described
embedding process (including the parameters’ determination step). The choice of
links to delete is restrained by two factors: 1. the fact that the deletion of a large
number of edges can cause distortion, loss of connectedness and node isolation,
and 2. the existence of bridges and/or links with high edge betweenness centrality
that are important for the integrity of the network structure, so they shouldn’t be
removed. Those two restrictions were taken into consideration during the link
deletion. And so, the amount of destroyed links was set to 10%. However in
the case of Autonomous System and LastFM Asia networks, the structure broke
into more than one components. For that reason and since the used network is
that of H.sapiens PPIs, their corresponding results are not presented.

As seen in Fig. 6-7, the performance of both LaBNE (with or without angular
optimization), HyperMap and Rigel improves as clustering increases. LaBNE’s
results in most cases were similar or slightly inferior to HyperMap’s, a quite
promising finding especially for the case of massive graphs, if we take into
consideration LaBNE’s extremely fast embedding process. Angular optimization
offered mostly no added value to LaBNE’s results.

An actual aftermath of these pretty low clustering values of the networks
was the massive number of potential links. That, in combination with the
fact that the differences between the computed hyperbolic distances were often
located after the third decimal, created many ties whose actual order may cause
non-negligible variance in the precision values, that appeared very low in every
examined case.

In the H.sapiens PPIs network, Rigel performs better than LaBNE, allowing
for higher Recall without sacrificing that much of Precision. Further on, the
predictive potential of the Rigel algorithm over this protein network will be
interpreted in the light of semantic similarity, aiming to detect an association
between the inferred distances in the Hyperbolic Space and the functional
divergence of proteins on the PPIs network.
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Figure 6-7: Precision-Recall curves to assess link-prediction performance of each embedding
algorithm for each PSO-generated network as well the H.sapiens PPIs network. The score
mentioned in the legends refers to the link-prediction score described in section 5.7.2.
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6.5 Semantic Similarity

6.5.1 Comparison of Functionally Relevant Protein Sets with
Random Sets

As mentioned in section 5.7.3, 30 and 20 groups of ontological terms were
generated for GO-BP and GO-MF respectively. The boxplots of mean hyperbolic
intra-distances for the term groups (distP) as well the corresponding boxplots
for the random sets (distR) are depicted in Fig. 6-8A, Fig. 6-9A and Fig. 6-8B,
Fig. 6-9B, respectively.

In both cases, the distP distributions have a greater deviation from the distR
ones, whose variance also decreases as the size of random protein sets increases.
This is an expected behavior due to law of Large Numbers, because as the
set of randomly selected proteins increases in size, their average intra-distance
converges to the average value of the whole population and its variance decreases.
Apart from that, the crucial question was to find out if proteins participating in
a common biological mechanism have lower hyperbolic distance than randomly
selected proteins. Thus, the subsequent statistical tests for each group of terms,
assumed as alternative hypothesis that the mean value of distP distribution is
lower than the corresponding distR one.

The hypothesis testing was performed adopting p-value=0.01 as the threshold
for the null hypothesis rejection. The analysis revealed that for both GO domains,
the null hypothesis is rejected for a few groups of terms, which have relatively
small size of annotated proteins (Fig. 6-8C and Fig. 6-9C). Specifically, for
GO-MF only the first two group of terms (with size below 20) have significantly
smaller hyperbolic intra-distance from the equally sized random sets. The null
hypothesis is accepted for greater in size protein sets, indicating that the distP
converges to the distR. In the case of GO-BP, the size limit below which the
null hypothesis is always rejected cannot be posed with certainty, however it is
evident that as the size of annotated protein sets increases the probability to
reject the null hypothesis by chance increases as well. Also, it is seen that the
decision of null hypothesis is not affected by the number of examined proteins
sets. To conclude, although the analysis cannot draw conclusions linking the
hyperbolic distance to the functional association of a pair of proteins, the above
results pinpoint that the overall functional relatedness of proteins in a small set,
could be also captured by the average hyperbolic intra-distance in that set.
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Figure 6-9: A. Boxplots of hyperbolic intra-distances for each group of terms, for GO Molecular
Function (GO-MF) domain. Each box shows the median, minimum, maximum, 1st and 3rd

quartile of the mean hyperbolic distances, while the whiskers show the rest of the distribution,
and the circles mark the outliers. B. Boxplots of hyperbolic intra-distances for each corresponding
equally sized random set of proteins, for GO-MF domain. The consequence of the law of Large
Numbers is visible, as the larger the sample the closer the observed sample average gets to the
population average. C. One-sided T-test results for GO-MF domain, to determine whether there
is a significant difference between the expected average values for each pair of distP and distR
distributions.
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6.5.2 Correlation of Hyperbolic and Semantic Distances

The conducted Monte-Carlo process (100 times uniform selection of 3000 protein
pairs from three different groups) revealed that the correlation of hyperbolic and
semantic distances based on GO-MF and GO-BP is 0.247 and 0.295 respectively.
This slightly weak positive correlation indicated that hyperbolic distance cannot
unmistakably determine the functional similarity between a pair of proteins.
This result enhances the previous evidences of hypothesis testing. Nonetheless,
the positive direction of correlation implies that in some cases the proximity in
Hyperbolic Space mentions functional relatedness. The pattern that emerges is
that topological co-localization does not indicate strong functional association
and as well the functional relevance is not a necessary and sufficient condition
for vicinity in the Hyperbolic Space of the embedded network.
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Figure 6-10: Boxplot of Pearson correlation coefficients between hyperbolic and semantic distances
both for GO-MF and GO-BP.
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Chapter 7

Conclusion

7.1 Summary of Results

In the context of this thesis, the embedding of complex networks into the
Hyperbolic Space using different algorithms was studied. A comparative analysis
regarding the execution time and the evaluation of the accuracy and performance
in each network case was conducted. For the special case of human interactome,
in order to give a more biologically significant interpretation to the results,
the inferred hyperbolic distances of unlinked proteins were compared to their
corresponding functional divergence by using biomedical ontologies. Concisely,
some of the more important remarks are the following:

• LaBNE was extremely faster than any other tested algorithm, needing only a
few milliseconds to embed thousands of nodes. Rigel algorithm is following
close, with runtime of seconds for all the tested networks. Concerning
the proposed Angular Optimization method, it scaled quadratically to the
number of nodes, resulting to execution time between seconds and a
few hours. Lastly, HyperMap is without doubt the most time-consuming
algorithm (lasts from seconds to couple of hours), to the extent that did
not complete the embedding of human interactome in less than 2 days.

• Networks that are more heterogeneous and with stronger clustering, are
more navigable. In other words, greedy routing is expected to be more
efficient in networks with small scaling exponent γ as well low temperature
T . In cases of weak clustering, the path redundancy reduces, the hierar-
chical structure decays and the dependence between edge probability and
hyperbolic distance decreases gradually. Independently of the examined
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network, HyperMap inferred coordinates had proven to offer the more
efficient navigability, although its efficiency reduces when the clustering
weakens. Concerning LaBNE and Rigel, the former one performs better in
the case of networks generated by the Popularity-Similarity model while
the latter one becomes more greedy-routing-efficient in the case of real
complex networks. Overall, for all the algorithms, the vast majority of
greedy paths also appear to be the shortest ones and so the optimal ones.

• Regarding the human interactome, signal transduction was additionally
examined. Proteins can only interact with their adjacent neighbors, so
without any knowledge of the global network structure, signals sent from
a source manage to cascade through the network and reach their target.
Given that, if a signal can effectively traverse the network from source
to target, using the greedy path available, was tested. That seemed to be
confirmed for almost 60% of examined pathways, with the hop stretch of
these paths being close to 1 indicating their compatibility with the shortest
paths of the network.

• The aforementioned remarks concerning the greedy routing efficiency are
still applicable in the case of link prediction, where the performance of every
algorithm applied in any network, is crucially dependent on the network’s
clustering. Given networks with weak clustering, the performance in terms
of precision is bad for all the algorithms, and probably their application
should be restricted to highly clustered networks.

• The proposed Angular Optimization framework is based on the assumption
that the previously inferred coordinates are satisfying enough and so the
adjustment window is limited in an angular range defined by every node’s
neighbors. Thus, its application would make sense for refinement reasons
and under certain conditions.

• Regards to the semantic similarity testing, it seems that for the case of GO
terms’ groups (both GO-BP and GO-MF) which include a small number
of annotated proteins, the functional relevance of these proteins could be
resembled by the average value of hyperbolic distances between them. Also,
a weak positive correlation between vicinity in the Hyperbolic Space and
functional similarity of a protein-protein pair was revealed.
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7.2 Insights for Future Research

Concluding this thesis, based on the aforementioned outcomes, a few indicative
future research steps along with some interpretive ideas are presented:

• Since biological networks, such as those of protein-protein interactions,
display weak clustering, more algorithms appropriate for that key property,
should be tested.

• The proposed Angular Optimization framework could be evaluated after
being applied to coordinates, inferred by LaBNE (or any other draft geo-
metric configuration), but in a different context where the initial results
are more satisfying.

• For the case of greedy routing in the pathway databases, the protein
members participating in those identified greedy paths should be cross-
examined with the members in the original signal transdustion pathways.
Not reported members could be interesting as novel pieces of the signaling
cascade.

• Taking into consideration that proteins involved in the same disease
are more likely to interact with each other, rather than with random
proteins, the previously unlinked protein pairs found in close distance in
the Hyperbolic Space could be used as new proteins potentially associated
with the same disease. Populating unknown parts of the disease pathways,
could ideally offer novel drug development targets, or biomarkers of disease
classification and progression.

• A primary problem in constructing networks based on experimental data
is the fact that some links might not be directly observable (due to exper-
imental constraints), or others could be falsely detected (mostly due to
the nature of interactors). So, two unlinked proteins in the interactome
should not be treated as true negatives. Luckily, biological networks share
topological properties with other complex networks (social and technologi-
cal) and so they could be modelled and studied accordingly. That shared
structure, allows the development of algorithms that would assist towards
the prediction of missing or forthcoming interactions.
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