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ITepiAndn

Ye aut| TNV SImAwuoTix? Yo Hog anaoy ool Eva xouvolpYLo TEOBANUN TOU GUV-
dudlel Toug Topelc e Xweodétnone Eyxatactdoewy xou twv Iowyviwy Yvugpden-
ong. Ovopdloupe 1o TEdBANUa Xwpodétnon Eyxatactdoeny yio ISioteirc Xeroteg
xat To eetdlouye 0 and TNV oxomd TN PeATioTonoinong 600 X and TNV OXO-
md e Oewplag IMowyviwy. Eyovtag egetdoel tnv undpyouca diedvr Biloypacpio
Tave ot TpofBAfuata Xwpotétnone Eyxatactdoewy, Yyedioone Awmtdwy xan -
yviev Yuugdenong, epapudlovye TNV YVOOT QUTH TEVL O BUPORETIXES EXDOYESC TOU
npofAfuatoc poc. H ouvelopopd tng mapoloac epyactac etvar moAveninedrn. Méow
OV TLTOEABELYUATOY BElY VOUNE TS Xatk YTl 0L YVOOTEC TEYVIXES TOTUXAS avall ATNONG
X0l YPOUULXOU TROYQOUUATIONOU OOTUYYEVOUV VO UAC OWC0UY XUAEC TROCEYYLOTI-
xéc Aooelc. Mehetwvtag v Sour| tne BéATiotng Aong meplopllouye Tov Yweo a-
valhtnone Bértiotov Aoewy. Tapouoidlouue évay ahyopriuo ue hoyopduixd hAéyo
TREOGEYYLONG YLl YLl EXBOYY) TOU YEVIXOU TROBAAUATOC. X TEEQOUEVOL GTNY TOkYVIO-
Yewentn| 6, Beloxouue TEOCEYYIOTIXES LOOPEOTIES X0 (PEACCOUUE TO TiUNHA TNG
avopyloc. Téloc, epapudlovtag Teyvixés apaiwone BIvouue Wia TROcEYYLoTixY) AboT
yio plor oAt Ex0oy Y| Tou TeofAfuatog detyvovtog Tapdhhnia yiatl 1) eQappoY T TETOLWY
TEYVIXWV ATOTUYYAVEL OTO YEVIXO TROBANUOL.

A€Zeig Khewdid: Xwpodétnon Eyxatactdoewy, Lyedioon Awxtiwy, Halyvia
Yuugoenone, Hpooeyyiotixol Ahydorduor, Tomury Avalrtnor, Ieopuixde Hpoypoy-
wotiopoe, HMavotxol Ahyoprduor, Teyvinés Apaiwong, Ipoceyyiotnr Iooppomia
Nag, Tiunuo tng Avapyloc.
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Abstract

In this thesis, we are preoccupied with solving a novel problem that combines
the well-studied fields of Facility Location and Congestion Games. We call this
problem Facility Location for Selfish Commuters and we examine it both from
an optimization and a game-theoretic point of view. After examining the exist-
ing techniques for solving, facility location, network design and congestion game
problems we provide insights and algorithms for different variants of the general
problem. Our contribution in this thesis is manifold. Using counter-examples we
show how and why the established techniques of local search and linear program-
ming fail in giving us good approximation algorithms. By examining the structure
of the optimal solution, we restrict the search space of optimal solutions. Also, we
present a logarithmic approximation algorithm for a variant of the general prob-
lem. From a game-theoretic standpoint we find approximate Nash equilibria and
we bound the Price of Anarchy. Finally, by applying sparsification techniques, we
propose an approximate solution to a simpler variant of the problem, while at the
same time we demonstrate why the use of such techniques fails in the more general
setting.

Key Words: Facility Location, Network Design, Congestion Games, Approx-
imate Algorithms, Local Search, Linear Programming, Probabilistic Algorithms,
Sparsification Techniques, Approximate Nash Equilibria, Price of Anarchy

il



Euyapiotieg

Kotapyde Yo fdeha vo evyopiotiow tov x. Pwtdxn. H Sopatixdtnra xan 1
eunetpior Tou oy xooplo TIol TOEAYOVTES YIoL TNV EMLTUYY) OAOXANPWOT TNG OLThw-
HotixAc awThc. Oa Nieha emtlong va Tov evyaploTHoW Vepud Yo TNV Borlelor xan TNy
%0001 YNON TOL GE AUTA ToL TEMTOL BAUTA TNG EPEUVNTIXAC OV XURLEQC.

Eniong Yo fidela vo euyopiothion ndpa ToAd Tov Oavdon Awvéa. H unoyovy) tou
VoL 0XOUEL X VoL atvaALEL xde eBBoUddo OTL Umopet Vol ely o oxe@TEl xou OL GTOYEVUEVES
Tou TapaTNENoELS £xouy Tagel ablou@loBrTnTo xooplo TG PORO GTOV OYXO XL TNV
TOLOTNTAL TNE OLMAWUATIXNG AUTAS.

Ou Hieha va euyaptotiow Toug Iovele xou Toug Xuyyevelc wou mou Atay exel vo
ue otnellouv oe xde Briwa xan emhoyr pou. Eivar dedouévo oTL ywpic autolc dev Ya
elyo pTdoel wg €66 xou Bev Vo elyar Toug LPMAOLC GTOYOLE Yot TO UEAAOY TIOU €Y
TOEA.

Téhog Yo ideha va eLyaploTHCK TOLE PihouC Hou ot omtolot etvan Plar TNy BOVoUNG
TOL UE eUTVEEL xau ue Toponvel var e&ehlocopon dlapxde. Xwpic autols dev Ya Huouv
T0 dTopo Tou elpon ohuEpa xou Bev o HUOLY TOGO YEUATOC Omd YAUPOVUEVES EUTELRIES
xon avopvhoele Lwng.

Yo euYARLOTE.
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Kegpdhiawo 1

Extetopevn EAAn VXD
ITepirndm

1.1 Ewoayowyn

‘Evog and toug mo evoeheyde cpeuvnuévoug topeic tng dewpnuinfAc emoTAuNg
TWV UTOAOYLO TGV €Vl Tot TROBAAUATO Y weoYETNONG EYXATAC TAGEWY. 2Tol TROBAHUo-
o QUTA, LVAYWLS, O Paodg 0TdYOC Elval TO AVOLYUO EVOC GUVOAOU EYXATUC TUCERY
UE TETOLO TEOTO WOTE VAL EAAYLO TOTIOLEITOL TO XOOTOC TOV EYXATAC TAGEWY AUTCV XAl TO
%00TOC TNG UETAPORAC TEAATOY OTIG EYXATAC TAOELS AUTES. Avdhoya ue Tov TpoTO Tou
unohoy{CovTon auTd Tot X60TN xou Toug Tavolg TEPLOPLOUOUE ToU UTopEl Vo ETBAA-
AOVTOL OTIC ATOOEXTEC AUGELC TOU TROPAAUNTOS, TROXVOTTOUY OL SLUPORETIXES EXDOYES
TWV TEOBANUATLY auTaY. ot Topdderyuo UTEEYOUY EXBOYES TTOU TO XOGTOS TWV EYXO-
TAO TACEWY €lvol YL o Tadep) TOGOHTNTA Xou EEUPTATAL ATOXAELC TIXA antd TNV Tonovesia
NG EYXATACTACNC XA UTAEYOLY EXDOYEC TIOU TO xOGTOC TNG XAVE EYXATACTAONS €-
fvan e cuvdptnon mou e€aptdton amd To TARYOC TWV TEAATOV TOU YENOULOTOL0Y
v eyxatdotact auth. Emlong undpyouv exdoyéc to mpofifuoatog mou emPBdiouy
€V XUTWOTUTO 1) £VOL AVOTATO OPLO TEAXTWYV TOU TEETEL Vo eEUTNEeTel xde avolypévn
EYAATAC TUCT| XAl UTHEYOLY EXDOYES TTOL OEV EMPBAAAOVTOL TETOLNG PUOTIC TEQLOPLOUOL.
MmnopoUue var 600uE OAa To TEOBANUOTA AUTE (C UTOXATI Y0P TOU EVLPUTEPOL XAABOU
¢ oyedlaong ouxtiwy. o Ty emlivom Twv TEOBANUATOY aUTGY £Y0LY ETG TRUTEU-
Tel TOAES BLaPORETIXES TEYVIXES GTNY DIEVVY| BiAloypapla, UE TNV TAELOVOTNTA AUTOY
v BoactlovTon o€ Yeauuixd TeoYEUUUATIoONS 1 TN Tomxy) avalAtnong .

"Evac axdua evilagpépov Touéas tng VewpenTixic TANpo@opixic eivan 1 ol yoptduixn
Yewpla mavyviey. H Yewpla mouyviwy amotehel évory xohd peAetnuévo topéo Epeuvag Ue
EMO TAUOVES VAL G OAOUVTAL UE QUTOV amd Tov 170 anwva. Ty olyypovn Tou popey
NV anéxtnoe yVpw oto 1950, tny amopeyn Yl €vo eEXTETOUEVO EpeuVNTIXG €pY0. And
TNV GAAT), 0 cLYBLACUOC TANEOPOEXAS xou Vewplog monyviwy atotehel évay oyeTIXd
véo Topéa €peuvac. Apxel vo avoloyloTel xavelc 6tL facixég évvoleg omwe to Tiunua
e Avapyioc ([74]) mpotédnxay petd to 1999. To teheutoio ypdvio 1 ahyoptduixn



Vewpla mawyviov €yel epguvniel exteTaéva xow TOANG SLPOPETIXG TOUEOXAADLYL TOL
Topga autol €youv dnuoveyniel. To xowd cTotyelo OAOY TV TEOBANUATOY AUTEOY
elvon OTL €youde TOAOUE TOUXTES TOU O XIEVUC TEATTEL AVAAOY UE TO TEOCKTUXNO
TOU GUUGEROV aBLPORMVTAS YL TIC EMITTMOOELS ToU UTopel va €yel oto olvoro. T
TEABELY UL, EVoc TaixTng Tou cUPPETEYEL oc Uia dnuompacio unopel va TOVTdpeL Wi
TN Tou va Blapépel and Ty o&la Tou Vewpel 6TL Exel To TPOCPEROUEVO ayo)d Tpo-
oo OVTOC PE AUTO TOV TEOTO VoL TETUYEL Uiat T euvoixh Tiwr. Eniong Yo yropotoaue
oe €va oy vidl cuUPOENONG Vo EYOUNE Evay Tl TN ToL Yenouylonotel Ty TayOTepn
Oladpour| Tou €yel oTNY SLAUECT, TOU YioL VO YTAGEL GTO TEOOELOUO TOU OAAG UE AUTO
TOV TPOTO UTOREL VoL TROXUAECEL UTOTIAGQIOUO UE ATOTENETHA VO XoPUG TERYOEL OY)-
MoV TIXG Toug LTohotoug Taxteg. Eude pag evolagpépouy xatd x0plo Aoyo Tar molyvia
ouupoENoNE. Xe autol Tou eldoug To Taly Vi CUVATKC €Y0UPE Vol GOVORO ATV,
€Vl GUVOAO TIOPWYV Xol Yo XAUE TalxTr €YOUUE €Ol GUVOAO GTRUATNYIXWY OTOU Xxdie
OTEUTNYLXY ATOTEAELTOL OO €VAL UTOGUVOAO TV SLIECUOY TOPWY. XTNY TLO EVOLO-
pE€pouca TERITTWOT), UTOPOVUKE VoL VEWECOUUE OTL € OUUE €Va 6iXTUO Xat xdle TalxTNg
VENeL v pTdoel and Ty apyxn) Tou Yé€on ot Evay TeEAxd Tpooptoud. Ot axuéc Tou Oi-
%T00L ATOTEAOUY TOUG TOPOUS Kol OL GTRUTNYLXES Efval Tol BLPORETIXG LOVOTIATLOL TTOU
UTOPOUY VOl YPTNOYOTO COLY Ol TOUXTES YOl VAL PTAGOUY GTOV TEALXO TOUC TROORIGHO.

To Poowxd mpdPinua mouv mpoortadolue vo Aooupe (€€ dowv yvwpilouue) o-
TOTEAEL TNV TEWTN TEOCTAUELN VoL CUYYWVEUTOUY Ol BLO TORATAvVe TOUAS ERELVAC.
Ovoudlouye o mpofBinua autd Xweoldétnon Eyxatactdoswy yio ISiotelic Xeroteg
(f XEIX yio ouvtopia). Lo medfinua oautd pac diveton éva dixtuo, éva xbotog ya
TO QVOLYA EYXATACTACTG O xde xOufo Tou BLxTHoL Xou o GLVdETNON xoUC TERT
ong Yy xdde oy mou e€aptdton and To TANHOC TV ATOUMY TOU YENOYOTOOLY TNV
ooeuny ouTy. To meoBAnua auTtd xau oL BLaPOoEES TORUANXYES TOU €YOUV UEYARO EVOLo-
(pE€POoV TOGO amd TNV oXOTLA TNE BEATIOTOTOINGNE 600 Xou amd TNV oxomid Tne Vewplog
Touyviov.

1.1.1 H ovuveiwcpopd pacg

E&etdooue Ty €@opuoyr| B1dpopwy oahyoptdixmy TEYVIXMY Yol TNV entAucT Tou
TEoBAAUNTOC pag. Apyixd eCETAoUUE TEYVIXES TOTUXAC ovValATNONG Xl TUQUUETOUNE
TOUEOOELY LT XOU ETUYELRAUATA YTl AUTEC OL TEYVIXEC BEV BOLAEVOUV GTO TEOBATUO
wog. ot edinéc mepinTdoelg Tou TEOBANUATOS ATOdENVOOUUE Xdmota YemprloTa oy e-
TG Ue TNV dour| TNg PEATIOTNG ADone. Xtnv cuvéyela OUme Oelyvoupue OTL o’ OAN
NV emTEOGVETN TANPOQORiN OL TEYVIXES YEAUUUIXO) TEOYQUUUATIONOY BEV UTOPOUY Vi
npocépouy emnpocdetn Pordeia yior TV enthuon tou tpolAfuatoc. T v exdoyy
Tou TEOPBAUUTOS OTou oL cLVaPTHCE XaduoTépnong elvon @iivouceg unopéoaue yen-
OLOTIOLOVTOG TEYVIXES amd TNV undpyouca BiBAloypapio oe cUVBLACUO UE TIC OLXEC
o Wéeg vor xotohEouue oe évay log|S| mpooeyyloTind oalybpLduo yio To TEdBANuUL.
YyeTnd pe To xopudTt Tne Yewplog maryviny anodeilope Ty Onapdn xdmolov TEooEY-
yioTxwy wooppomiewv Noc. Télog yenoiponotdvToag Teyvinés apaitnong xatahioue oe
uloe tpooeyyio T Ao o€ plol TopoAhoyr) TOU TEOBAAUATOS HoG OTOU €YOUNE UOVO



évay xoufo ye talxtec. Eniong nopéyouue éva yevind mopddelypa mou cuvolilel Ty
duoxolia Tou TEOlAAUNTOC xou TaEOLGLAlEL Yot oL TEXVIXES apalwone BEV Unopolv
VOL EQUPUOCTOOY GTNV YEVXOTERT EXO0Y T} TOU TEOBAAUTOC.

1.1.2 Opyvavwon tnc Epyaciog

To Bacixd xopudtt Tng cpyaolag UTOpel Vo YweloTel ot TECOEPLS BLoPOPETIXES
EVOTNTES. TNV TRWTY eVOTNTA eEETACOVYE TIC DLUPOPETINES TEYVIXES YOl TIC OLAPOPE-
TS eXBOYEC TWV TROBANUITOY Yweo¥ETNONS EYXATACTACENY TOU €y0uV e&eTao Tel
an6 v Siedvi| BiBhoypapio. Xtnv deltepn evotnta e€eTdlouUe TEYVIXESC TOL €Y OLY
yenowornomnlel oe mpoAfuata oyedlaong oTOwy. XN TElTn evoTnTa avahOOUUE
avohOOUUE BLaPORETING XOUUATIH TN LTdpyoucas BiBAoypaplac mhve ot molyvia
ouugpodenong. Téhog, otny TEToRTN EVOTNTA TUEOUCLALOUUE To BIXd UoC ATOTEAEOUATA
oYETXA pe To TEOlANnua Tng Xwpotétnone Eyxataotdoewy yio Idioterric Xprotee.

1.2  Oplopodg tou IlpofBAAuartog

Y10 mpofBinua Xwpodétnone Eyxatactdoswy yio Idiotehic Xpnoteg pog divete
oc¢ eloodoc évac ypdgoc G = (V, E), éva oet and neldtec S C V xon yia xdde neldtn
s € 5 éva Bdpoc w,. o xdde axpn e € E pag dlvete pla ouvdptnon xaductéenong
le : B — R, Téhog vy xdde x6uPo tou ypdypou i € V' €youpe éva xOGTOG avolyUoTog
eyxotdotoons fi.

Ytoyog pog elvon var avotgouye éva oeT F' C V amd eyxaTao TUOES Xo VoL Bpouo-
AOYHGOUUE TOUC TEALTEG OTIC EYXATACTUCELS AUTEC UE TETOLO TEPOTO OTE VoL EAAYL-
GTOTOLOVUE TNV EXPEOOT:

Zwe Ale(xe) + ij

eck JEF

‘Onou z, elvon 10 GUVOAXOG BP0 YENOTOV TOU YENCWOTOWUY TNV XU e.

1.3 Teyvixég Tomxrg AvalAtnong

‘Onwg Yo 5olpe xan 070 *EQAAUO TEYVIXES TOTUXAC avallTNONG EYOUV EQap-
pootel yioo Ty enihuorn tpoAnudtny Xweodétnone Eyxatactdoewy. Eyouv yen-
oworoindel xou ylor TNV enthuon TEOBANUATWY OTOU TO *OGTOG TN EYXATACTACNS
e€optdton and 1o TARYog Twv TehaToVY Tou e€unneeTel. BAEénouue howndv Ot uTdpyEL
dueon cuvdgela ue To Bixd Yag TEoBANUa 6Tou N xotuo Téenon oTIg axUég eCapTdTon
an6 10 TAHYOC TWV TEAATWY TOU YENOWOTOOLY TNV oXuY).

O TUPOVCLICOUUE OTO XEPIANO AUTO EVAL AVTLTURADELY O TTOU OElYVEL OTL YLo
TOANVWVUULXEG GUVORTAOEL XaJuUoTERNONE, O AOYOS TO XOGTOUG TNE TOTXd BEATIOTNG
ANoong ue tny PEATIOTN AUOT| EVOL OMAYOREUTIXG UEYAAOG. Oo THPOLUE WG TOTXA
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BrUATO TO &AVOLY AL EYXIUTACTAONS, TO XAELCLAO EYXATACTACTS X0k TNV EVOANALY T
EYXUTAOTAONG. ATO TNV OTLYUT| TOL TO XOGTOC Wlag EYyxatdotaong etval otadepd, dnol
%0l €Y 0LKE TO TAUOC TOV AVOLY TWY EYXATACTAGEWY 1) DPOUONOY O] TEAATHY OE QUTEG
umopetl va Bpedel anodotnd. Apa dev ypetdlovton Tomxd Briwata mou vor Aaudvouy
umody To TARdog mehatwdy Tou Aopfdvel 1 xdde eyxaTdoTAON.

Yo mapdderypa tou oyfparos [11]éyovue otoug xdufouc ci, ¢a, ..., ¢ TEAITES Uo-
vaodtaiou Bdpouc. To x60T0¢ avolyuatog eYXaTdo oo 0TouS XOUBoug o1, 02, ..., Ok
ebvar €, 1 N xaduotépnon twv axuey (¢, 0;) eivar otodepr xan fon ye 1 xon 1 xo-
Yuotépnon Twv ooy e = (¢, S) eivan l(z) = 2% Téloc To xdcT0C Avolyuatoc
eyxatdotaone oto S eivan (k — 1) H Béhtiotn Mon ebvar va avolZouv dhec oL
EYXATACTUONG TWV XOUBWY 0; xou 0 xdde TEAdTNE Vo dpouoroyniel otny avicTowyn
EYXUTAOTOON UE GUVOAXS x6aT0¢ k- (€ + 1). Ac avahoylotolue Ty nepintwon 6nou
€youpe povo TNy eyxatdotacn S avoyt. To dvourypa omolcdrnote GANG eyxo-
TdoTaong anAd Yo enépepe €va €€Tpa € x60T0C. H evalhoy?] tng eyxotdoTaoTg
ue omolodrnote Ak Vo emépepe éva é€tpa 2 - k — 2 + € x6otog. To xdoTog g
xatdotaong authc ebvon 3+ (k— 1)+ 1+ (k—1)- (k—1)%. "Apa 1 xatdotaon auth eivo
Tomd BEATIOTN %o 0 AOYOG TOU XOGTOUG TNG TPOS TO xOGTO¢ NS PEATIoTNG AdoTg
etvor O(k%).

cost=¢ cost=¢ cost=¢

cost = (k-1)d*1

Yyfua 1.1: Eva avuinapdderypo yioo Ty yerorn Tomxrg Avalrtnong.

1.4 T'eopuixodc Ipoypoppoatiopode

't Toug oxomolg To xepoiatou autol Yo aniouc tedcoupe To TeEOBANUa e&etdlo-
VTG AMOXAELC TiXd Uiot €8I ToL TEpinTwoT. Oa YewpricouUe OTL TO XOGTOC OAWY TV
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eyxataotdoeny eivan B (fj = B,Vj € V) xou 1t bheg o1 6uvopthoels xoduc Tépnong
ebvan ypapuxée pe detixoic ouvteheotés (le(x) = a -z + b émou a,b > 0,Ve € E).

Y10 Mupa[6.3.T] anodencvioude 6Tt 0TIC TERLTTOCELS TOU TANEOUVTOL To OOV
xpLthplo uTdpyet wio Abon ue x60To¢ To ToM) TéooEplc Popée TN BéATIoTNG Abong
(4% OPT) 6mou xdde avouyTh eyxatdoTtact 6éyeTal TOUAdYIOTOY minges 5= {ATNON,.

Etvor tpogavég 6Tt e€etdloupe TNV TERITTwaoTn OToU oL TEAJTES UTOPOUY Vi ‘GTEGOLY’
70 3dp0C TOUC OE UIXEOTERO XOUMATLOL X0l VoL TO BROoHohoYHooLY Eeywpeiotd. OL tepto-
etopol mou malpvouue etvor avaryxotol xoog 0ev elvon BUGKONO VoL BEL XAVEIG OTL GTNY
YEVIXOTERT TERITTWOT XATL TETOo BeV Loy EL.

Enl e ouclog o tpdmog mou to amodewviouue eivon 6Tt ywellouue T eyxoTo-
otdoelc TN BéATIoTng Aong og autéc ou Béyovial TEve ond Mmingeg G+ {HTNON
xou o€ aUTES oL BéyovTon Aydtepn {HTnom. Apyxd doyOAOUUAGTE UE TOUG TEAUTES
TIOU GTEAVOUV TO PEYUADTERO XOUUATL TOU BAPOUC TOUG OTNV TEWTY XATHYOoRld EYXAUTo-
otdoewyv. Toug Baloupe va otellouy Gho Toug To Bdpog Ot EYXATAC TAGELS TNG TEWTNG
xatnyopiog auEdvovtag €Tal To TOAD XaTd 2 TIC POEC GE XAV axur| xou deat TO TOAD Xa-
Td 4 QopEC TO XOGTOC. XTNV CUVEYELN XAEVOUUE OTL EYXATAC TACELS €YUV UEVEL Ywplc
Chtnon. Téhog aoy0hoUUAGTE PE TOUG TEAGTEC TOU GTEAVOLUY TO HEYOADTEQO XOUUATL
Tou Bdpoug Toug oty BelTERN XaTNYOoEld EYXaTacTdoEWY. Me anaywyr o dtomo
oelyvouue 6Tl T0 TANDOC TWV EYXATACTACEWY TNG OEUTEENE XATNYoplag TOU €Youy
pebver avouytd etvon teplocdTtepa o TAYo¢ and Toug Tehdteg autols. Apa xhelvouue
OAEC TIC EYXATAC TUCELS TNG Oe0TEPNG XATNYOoplog xon avolyoupe amd ula eyxaTdoTao
Tave o€ xqe TEAATN TS xatnyoploc autic. Kepatwvtag tnv por v TEAATOY auTeY
TPOG TIC EYXATAC TAGELS TNE TEWOTNG XATNyopiag oTadepr| xal GTEAVOVTOS TNV UTOAOLTY
O™ TOUG GTNV EYXATACTUOY TOU GVOLIEE TAVG TOUG €YOUUE XaToAAEEL oE piot Abom mou
IXOVOTIOLEL TOUC TEPLOPLOKOUS TOU AAUUOTOC.

Yy cuvéyelo avohoyllopacTe TNV oxoloudn SlaTiTWoT) Tou TEOBARUATOC:

minZ(ae-xg—i—be-xe)—i—Zze-B

eeE ecF

Decst(v) Ter VU €V (Batfpnon pofic)

[Va)
~
(]
m
(=2
|
s
8
®
Il

Te < Zew ) seqWs, Ve € F (xenhon povo ayopaoUévemy eYXoTUGTIGEWY)
Te = Ws Yee S
ze € {0.1} Vee F

I v umopotue vae Abcoupe to medfinua autéd pe yerion I'oopuixot Ipoypouua-
TIOUOU TEETEL VoL OPOLPECOVUE TOV UXEPULO TIEPLORIOUO XOL VO TOV AVTIXOTAO THOOUUE
ue évav ouveyr|. ‘Ouwe Topatneolue OTL UE TO TOU TO XAVOUUE AUTO TOTE TO XOOTOG
Tov eyxatactdoeny Ya ivon aveldptnta and tnv tonovesia Toug xou To TAY0C Toug
foo ye B. "Apa ot malxteg mavTo Yo ovolyouv Uil eYxatdo Tooy 6Tov xouBo toug Yo
dpopohoyoly 6N TNV oY) Toug exel xou cuvolxd Va €youue x6cTog B. "Apa 1 BEA-
TiIo TN AOoT TOL TEOBAAUATOS UE GUVEYELS TEPLOPLOHOUS BEV TUREYEL Xopuiot TANEOpOpia
yioe TV €niAucT) Tou TEOBAUTOC.



1.5 Teyvixég Xyedlaong AwxtdwyV

e auth) Ty evotnta Yo e€ETACOUUE TNV £x80) 1) TOL TEOBAYUUTOC 6oL avTi 1) xde
EYXATACTAOT VoL EYEL €Val XOOTOC, £YOUUE TOV TEPLOPLOUS OTL UTOPOVUE Vo avoi&ouue
70 ToAU k eyxataoctdoeic. Enlong dewpolue 6Tl yia Ti¢ cuvaptroels xaduoTep|OElg
toyouv ol e&Xc meptoptopol. Ou cuvaptioelc le @  — R elvon pdivouoes, un apvr-
Tixée xou 1 ouvdptnon T - le(x) eivar adovoa xaw xupth. Ovoupdloupe v éxdoon
Tou mpofAfuatoc auty Kupth Xwpolétnon Eyxatactdocwy yia Iswotedrc Xpnoteg
(KXEIX).

Kotapydc amodeixvioupe to Yedpnuo ToL ONAWVeEL OTL UTdEYEL Uiat BEATIOT
Aoom mou Bev mepiéyel xOxAoug. Apa umopolue Vo oxe@Tolue TNV BéATIoTN Abon w¢
€va 6dc0¢ amd 6€vTpa Ye pileg TOUg (OUPBOUC TWYV EYXATACTACEWY.

Lty cuvéyela delyvoupue 6Tl To TEOBANUA U YEVIXEVEL TO TROBANUO TOU oVo-
Aoetaw oo dpdpo [T9] o ¢ ex T00TOU YevxeUel Evar UeYGAO apliud BLapopeTIXDY
npofAnudtwy Xwpodétnone Eyxatactdoeny xou Xyediaone Awxtinv. Ev cuvtoula
Y10t Vo AmOBEIEOUUE TOV LOYUPIOUO AUTO TTUEATNEOVUE OTL oy YEGOUUE TIC GUVORTACELS
xadLOTEENONC YOS OC:

1o() @ + I(e) AV Te > mingeg(ws)
e\T) = c(e .
m +l(e) av Te < mingeg(ws)

O €Y0oUE GUVIPTNOEIC TIOU LXAVOTIOLOUY TOUG TEPLOPLOMOUS Hag ot Yo €youv (o
%060TOC UE TO X60TOC TV oy tou [T9] (6mou c(e),l(e) ta avtioTtowyo xb6oTn Tou
[79]). Enilong n edpeon k eyxoatactdocwy eivat o toyupy| and tny exdoyy| Tou €youue
evay otodepd TEAXO TTPOORIoUO Yia Ghoug Toug teAdtes. H mapatrenomn auty| pag divet
xateuvdeiov 6t etvan Bvaxoho va Beedel Q(loglog|S|) npooeyyiotinde ahydpriuoc yia
0 TEdBAnua pac ([30]).

[ Toug oxonole Tou ahyopiduou pag opiloupe wg P, o yenyopdtepo (u,v)
HovomdTL Yoo mehdtn Bdpoug w mou xwvelton uévog oto dixtuo. Enione g(u,v,w) =
ZeePng w - le(w). O ahydprduoc elvon o eZhc.

1. Apywornowtvta So = S, wg s = ws xan i = 0.
2. 'Oco |S;| > k:
(o) T x&de Levydpr u,v € S; Bpec Ki(u,v) = minev{g(u, z,w;,) +

g('U7 Z, wi,’u)
Wiy

wi,u+wi,u

Wi, v
wi,u+wi,u

'g(z>u7wi,u+wi,v) + 'g(Z,’U,lUi’u—F’UJi,U)}.

(B") Kdéve éva ehdyloto tolptacpo oto S; pe x60tn K; agphivovtde k ataiplo-
G TOUG AOpPBouC.

(Y) ©éoe Sip1 = {}.

(@) T xdde tadpraopa u, v:



i. Ytelhe xau Toug BV0 mEAdTEC 0TOV X(OPBO z TOL ehayloTOTOLEL TNV
éxppaot tou 2(a).
ii. Awdhe€e u pe miovoTnTa ﬁ, ahhde Btdhege v. Xowplc PAASN
e Yevwotntog Yewpolue 6Tt SlodéEope ToV u.
ili. Ytelle to0 wiy + Wiy Tow o710 U, TPécVecE U 0T0 St xaw Yéoe
Wity = Wiy + Wiy.

(e") Ilpboteoe xou Toug atalplactous x6uBous 6o Sit1
(7) Oéoei«i+1

3. O alyodpriuog ETOTEEPEL (G EYXATACTACEL TOUG k x0uBoug Tou avixouv 6To
S non g POEC AUTEC TOU LTAYOPEVEL 1) TORATAVE) BLodixacioL.

Anodexvieton edxola 6Tt o ahybprduoc autdc teppotiler petd and O(log|S))
BruoTo. YTV ouVEYELL OTO AU amodexvioupe 6Tt To Todplacuo Tou 2(or)
umopel va ylvel méve oto 8dcog tng BEATIOTNS ADOTE XU Ol TEAATES YPNOWOTOOLY
axpég mou yenotponolovoay oTtny BErtiotn hoor. To Ty anddeiln auty| neptypdpou-
pe wa Swdixacto €yoviag we 6edouévn TV PEATIOTN AUOT TOU XUTAAYEL OE €val
TapLOGUOL TTOU IXOYOTIOLEL TOUG TEPLOPIOUOUE TOU ol dpal €ToL amodexviEToL 1 UTtapdn
tou. Ilio ouyxexpyéva maipvoupe To YovomdTl xdde TEAATN TEOC TNV EYXATACTAUOT
070 8évtpo Tou oty BéhTtio T Ao, ‘Oco mhnotdloupe mpog Ty pila (eyxatdotoon)
Yo uTdEy oLV XOUPoL GTOUE OTOIOUE CLUVAVTIOUYTOL TOL LOVOTIATLO OLUPOPETIXY TEAN-
TOV. Xe autolg Tog x0uBoug Tanptdlouue GAOUC TOUG TEAATEC TOU UTOROVUE Xl OTNV
YeWROTEEN WéVEL évag atalplacTog. Toug atalplacToug TEANTEC TOUG TEOYWEAUE THO
MV’ 0ToL HOVOTYTLOL TOUC UEYEL VO CUVAVTACOUY HOVOTETLOL GAAWY ATOUPLIG TOV TE-
Aoty xou 00t xadegng. Téhog o xatodhEoupe var GUVIVTIOUVTOL OAAL TOL LOVOTIATLNL
otny ella oty onola ToupldlovTol Ol EVUTOUEVAVTES TEAATES ot HEVEL TO TOAD €Vog
atadplactog and xde dévtpo. I' autéd aghvoupe k atalplactou neddtes (extodc amd
otay €youpe k + 1 meddtec mou Yo xAVOUUE UOVO €Vl TOUPLIGUO YIOl VoL TEAEWWDOEL O
oahy6prduog).

Y10 Mupa[6.4.7) Sty voupe 611 670 TRdTO TadpLaous T0 X6GT0G SPOPOAGYNOTS TWY
TEAXTOV ool onuela cuvdvtnong etvor Ayotepo and 1o x6oTo¢ TNE PEATIoTNG Adog.
To Mupo autd 10 YEVIXEDOUUE GTO AU TOU ONAWVOUUE OTL TO AVAUEVOUEVO
%(00TOC TNG OPOUOAOYNONG TV TEAATOVY oTo onueiar cuvdvtnong ebvar Aydtepo amd
10 x60t0¢ TNe BéATiotne Adong. T va to amodel€oupe awtd xdvoupe yeron g
XVPTOTNTOC TOU XOCTOUC, TNG ovicOTNTA ['€Voev xou TwV TEPLOPIGUMY ToU €YOUUE
AOYO TOU TaELEoUOTOS oL anodelloue OTL UTdEYEL.

Télog ot0 Mupa OElyVOUUE OTL TO AVUPEVOUEVO XOGTOS TNS OPOUOAOYNONS
TWV TUELICUEVWY TEAXT®V Tiow elval UixpdTepo amd To xO0TOC TN OPOUOAGYNONS
TOUC 070 GNPEiD CUVAVTNONE XAl dEa ALY OTERO GUVORXA amtd TO X60TOG TG BEATIOTNC
Aoone. T va to amodel€ouye auTtd yenoLponotolue 6Tl oL GUVAPTACELS XUCTERTIONG
elvon giivovoec.

2uvdudlovTdg Ao Tol ORIV AAUUATO XATUANYOUUE 0To Vehpnua TOU
dnhvel 6Tt o Topandve akydprduog eivon évag O(log|S|) mpooeyyiotinde ahydprduog
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v o KXEIX npoanua.

1.6 O=swplo [Touyviwy

Nt Toug oxomolg ToL XePahaiou auToL Bev ahhdlouye To TEOBANUA IAAS ahAdLou-
UE TOV TEOTO TOL TO AVTWETOTILOVUE. Oewpolue OTL £xoupe évav €€tpa xoufo t mou
elvol 0 TEMXOE TPOOELOUOC OAWY TWV TEAATWY Kol GUVOEOUUE GAOUC TOUS XOUBOUE TOU
G pe axpéc xadvotépnone le(x) = % ue tov t. Ernlong Yewpoldue ti¢ xaduoteprioeic
OTLC UTOAOLTES OXUES YRuUUIXES Ue VeTixole cuvteleaTtéc. Elvon edxolo vo cuveldn-
TOTOWOOLUE OTL TO TEOBANUA elvol 10OBUVIUO PE AUTO TOU GLUINTACOUE TNV EVOTNTO
HE TNV Blapopd 6Tt oL TaixTeg LolpdlovTal TO XO0TOG TNE EYXATIC TUOTC.

Eivan e0xolo va det€ouye 6Tt av GhoL oL T TES ‘avol€ouy’ Uil EYXATIOTUOT) OTOV
x6ufo touc éyoupe wa (¥max 4+ 1)-tooceyyiotxd wwopponiot Nag yio tnv nepintwon

OTou oL TEAdTES OEV pnopu(})n\})lg var 6Téo0uLY T0 Bépoc Toug xan (REX) -TpocEYYIoTIN
wwopponio Nag yio Ty meplntwon énou ol TEAJTEC UTopolV Vo GTCoLY To [Bdpog
Toug. Apo av 6ot oL TeERdTES €youv To (8lo Bdpog Eyoulue Wi 2-TEOCEYYIGTIXT Xal
ulor oaxpifric woppotia Nog.

Ernione oto Mupa [6.5.1] anodewvioupe 6t 1o Tlunuo tne Avapyloac yio to tadyvio
aUTo efvan xdto gearyuévo and 1o O(n). T va 1o dolue autd apxel vo avahoyloTolue
TO TUPAOELYUO TOU YRUPHUATOS ‘Ohec ov oxpéc €youue undevixt| xaduotépnon
extoc and Ty (u,r) mou éyel le(z) = a-x pe a = % - B — € 6mou € > 0. Téhoc
oL xouPoL v; €youv povadlato Bdpoc. H Bétiotn Aom eivan var avoilel 1 eyxatdotaon
07O U PE CUVOAXO x60T0¢ B. ‘Ouwe av ebvar avolyt poévo 1 eyxatdotacy Tou r
éyoupe wopporia Nog ue x60t0c a-k*+ B = (k—1)- B+ B = k* B nou anodetxviel

TOV LOYUELOUO.

Yyfua 1.2: "Eva dixtuo pe O(n) Tiunuo te Avapyiog

Ané v dhhn Sev elvan 8Ooxoho va amodetEouue 6Tt To Tiunuo tne Avopyloc etvon
Gve @porypévo amd to O(n). Autéd to amodewviouue oto AMuua [6.5.2L Ev cuvtopia
auTé Tou Aéue elvan OTL oty BEATIOTN AUGT avolyel TOUASYIGTOV Wial EYXATACTAON
doa To x60T0¢ TNE elvon TouldyioTov B. Amo tnv dAAn oc uio woppomia Nog xdde
x6uPoc Va €yel 10 TOND Lol EYHATACTUOY, AVOLYUEVT AV TOU oL oV EYEL TEALT
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TO %007T0¢ BpopohoYNnone Tou Va elvon Atydtepo and 1o B oo 0 TeAdTNG UnopEl
TAVTA VO YPNOWOTOLACEL TNV EYXATICTAGT, TOU XOUBOU TOU UE UEYIGTO %00TO¢ B.
"Apa 10 xboT0¢ onotacdinote Woppotiag eivar To TOAD O(n) - B mou anodetxviel Tov
Loy UELOWO.

1.7 Teyvixég Apalwong

XV evotnta auTh ooy oAoVUacTE UE Wla amholoTepn €x00) T TOU TEOPBAUATOC
pog. Oewpolue OTL uTdpyel Yovo éva x6ufog s oTov omolo eivanr paleuévol dmepol
maixteg cuvolwol Bdpoug w,. Emiong to xdoTtog g xdde eyxatdoTaong dlapépet
and x6pPo oe xoufo. O oxonde pag ebvar var avol€oupe TIC EYXATUCTACELS AUTES TOU
TO x6GTOS TOUG XL TO x60T0¢ TNe poric Nog mou dnulovpyeitar v elvon To uixpdTepo
BUVITO.

1.7.1 To Aduua tou AATtyodpep

Me yetiomn Tou )\npportog Tou AATYO@ER UTopoUUE Vo BelEOUUE OTL Yo OOl TOTE

Llog (2:m)

cony [ umdpyel plo pon f 1 omola yenowonolel To Toh) TOAD J + 1 povorndrtia

xan Loy Vel OTL \fe = fo < € yia xdde e € E. Ynuavtixr ebvon 1 TopathenoT Ot 1
eof f dev xenodonotel axuéc mou €youy undevixy| pot oto f. Apa 1 f avolyet uévo
EYXATACTAOELC TTOU €yel avolZel xan 1 f. "Apa T XOOTOC TV EYXATACTICERDY TN f
elvon dve QEaryU€vo amd 1o xOGTOS TWV EYXATACTACEWY TNS f.

Enione nadpvoupe cav é€tpa mepopiopolc 6t ws = 1, le(x) = ae - ¢ + be pe
a = maxeep{ac}t xou 61 |P| < mh xa [p| < log®m, émou P 10 ohvoro twv
OLUPOPETIXWY ATADY S, t LOVOTATLOV Xl P OTOLOONTOTE ANd TOL UOVOTIATLAL OUTA.

Yy ouvéyela Belyvouue 0Tl umopole pe e€avThntixy avalftnon oe Ghoug Toug
OLAPOPETINOUG mO(di-a®log” 2+ (2:m) /%) GUYOLAUOUOUE UOVOTIOTIWY Vo Bpolue pot) f
yio Ty omolo va woydet 6t Iy (f,) < L(f*) + € 6mou L(f*) 10 %06 x66t0c GAev TV
povormatiwy g BérTiotng tooppomiag Nag. Xuvoudlovtds Tor Tapamdvey XoTahY Y OUUE
OTL Y1 TO X60TOS TNG PONG Uag (C’) o€ ayéon pe to x6coTto¢ g BERTIoTNg Mone (C*)
wyver 6t C < C* 4 € xou 61 pofy f eivon puar Tpooey Yot woppotia Nac otov
yedgo G.

Ye éval ToEOUOL0 CUUTEQUOUN UTOROUNE VO XUTUANEOUUE Xou UE TN Yeror Tou
TpooeYYloTixol Yewpruatog Tou Kopadeodwer.

1.7.2 "Eva AVoxolo llapddsiyua

Etvor guowd vo avapwtniodue TL UTopoUUE VO XAVOUUE UE TIC TEXVIXES AUTEC
otnVv mepintwor 6mou €youue ToAamholg x6ufoug pe mEAdTE. Aev UmopoluE Vo
EQUPUOCOUNE TIC TEYVIXEC AUTEC Yo xde maixtn Ceywetotd vt tote Yo elyoue
enavohripelg exdetinéc oto TARUOC TWV TUXTWY XATL TOU UTopel oy efval UTOAOYLOTIXA
ouoBdoTayto. ‘Apa mpémel va eeTdcOUNE TNV POT) GUVOAIXA. ‘Ouwe Tehdtes Ye Bdpog

9



UXEOTERO ToL € umopel v ayvondoly mAfiewe and tn AOon o dpa 1) eOT) VoL uny etvol
e@uth) AOom Tou TEOBAAUATOC.

210 Topddelyua TO Oy RUATOS Ylot OTOLOOATOTE N, XATAOEVALOUPE /T Blor-
(popeTiXd dloxola mapadetypota (P, P2, ..., P /) mou 1o xde éva €xel fépoc neha-
TV ﬁ O npooeyylotixol oalydprduol mou €youue otny diddeon pog €youv AOYo
mpocéyyone O(n). H por mouv Vo Pd&oupe pe eloviinmxs avalitnon do éyel to
ol k povormdtio. Tt vor xatahioupe oe éva ahyoprduo un exdetind Ho mpénel
k = poly(log(n)), dmadh to k va ebvor Trc popehc >,y - logPin. Ouwc autd onua-
tver 6Tt éva ToAD peydho xopudtt Tou Bdpous Twy powy (1 — W\/Oﬁg(n)) — 1, n — 00)
Yo ayvoniet.

Av 8ev avolEouye xouvolpYLEC EYXATACTAOES TOTE TO GUVOAXO x6GTOC Yo elvan
UEYOAOTERO A TO GVOLYHOL OTOXAELCTIXG Wla eyxaTtdoTtaon oto S. And Ty dAAn av
ANoooupe pe tov O(n) npoceyylotind akybptduo Oho ta v/n—k TpoPhiuoto Tou €youv
ayvonlel o Aoyog mpocEyylong Tng Along pog Yo elvon At Qearyeévog amd TNy TN
nz yia omoodrrote A > 0. Enlong auty tnv mpocéyyion dev elvar mpopavég mwg
Yo v xatapépvope xadwe dev elvar tpogaveg twg Yo Eeywpetloue ta dlapopeTind P
TpoPBhAuata petagd Toug oe pla Alyo mo mepimioxn nepintwon. Av ung unopoloaue
va ta Eeywploovye, téte 1 anevdeiog yprion twv O(n) teoceyYloTixdy olyoplduwy
oe xdde éva amd auTd EeywpeloTd Yo yag EBVE Lol O(n%) Teocéyylon. ‘Apa 1 yehon
TWV TEYVIXOV 0palwOTNG BEV TPOGEPERE ATOAITWS XAVEVA TAEOVEXTNUAL.

o

1

S

) P

75 %

Yyfuo 1.3: "Eva mapddetypa oto omolo 1) yehomn teyvixey apalwong elvou
avouoLaL.
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Chapter 2

Introduction

2.1 Motivation

One of the most heavily researched areas in theoretical computer science liter-
ature have been facility location problems. In such problems the goal usually is to
open a set of facilities in a way that minimizes the opening cost of those facilities
and the routing cost of clients to those facilities. Depending on the cost metrics
and any extra restrictions that we might impose on the optimal solution we can
come up with many different variants of the problem. For instance, if the cost
of each facility depends on the amount of demand it serves we are left with the
Universal Facility Location problem, or if we impose to each facility a minimum
amount of demand it must serve when opened, then we are left with the Load
Balanced Facility Location problem. We may view facility location problems as
a sub-field of Network Design problems that we will also examine in this thesis.
To solve these problems a variety of techniques have been employed, from Linear
Programming to Local Search algorithms.

Another really interesting field of research in computer science is Algorithmic
Game Theory. Game Theory is a well known field of research with early works
dating back to the 17th century. It started taking its modern form around the 1950s
when it received heavy attention from the scientific community. On the other hand
the combination of Game Theory with computer science has gained quite recently
a lot of attention. Some very important concepts of the field such as the Price of
Anarchy [74] had not been formulated up until 1999. Since then extensive work
has been conducted on Algorithmic Game Theory with many different branches of
the field emerging. The underlying characteristic of these problems is that we have
many players that act based on their personal interests rather than the collective
welfare. So, for instance, in the sub-field of mechanism design we might have
bidders in an auction that do not report truthfully their valuation for the auctioned
product. We might also have agents in congestion games that use strategies that
minimize their total cost but impose a heavy cost on their fellow “commuters”.
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We are specifically interested in the sub-field of Algorithmic Game Theory called
Congestion Games. In this kind of games we have a set of resources, a set of players
and a set of strategies each player has available. Each strategy consists of a set of
resources. Each resource has a cost which depends on the amount of players using
that resource (i.e. it is susceptible to congestion). In the more interesting case
there is a network where each players is at a node and wants to reach a destination.
The edges of the network can be used from players in order to construct different
paths to reach their destination.

The main problem studied in this thesis is to the best of our knowledge the
first to combine the fields of Facility Location and Congestion Games. We call
our problem Facility Location for Selfish Commuters (or FLSC for short). In this
problem we are given a network and a specific cost for opening facilities in each
node of the network. We are also given a set of weighted players that want to
be routed from their original node to a facility. The latency on the edges of the
network depends on the total weight of players using it (i.e. is susceptible to
congestion). This problem and its variants have a lot of motivation both from an
optimization and a game theoretic point of view.

2.2 Owur Contribution

We examine how some of the main existing algorithmic techniques available
can be used to approximate our problem and its variants. We examine local
search algorithms and we provide counter examples and compelling arguments on
why most likely those techniques can not provide valuable insight to our main
problem. We then examine some special cases of the problem. We prove some
theorems regarding the structure of the optimal solution of the problem however
we also show that some linear program formulations have restrictive integrality
gap. We also focus on instances where the edge cost is a decreasing function
for which instances we were able to provide a log|S| approximation algorithm for
the k-median variant of the problem. We were also preoccupied with the game
theoretic point of view of the problem. We were mainly interested in instances
where players pay for the facility cost through cost sharing mechanisms. We were
able to provide some matching upper and lower bounds on the Price of Anarchy
and compute approximate Nash Equilibria. Finally using sparsification techniques
we were able to solve a special case of the FLSC problem where there is only
one demand point. For the multi commodity version of the problem we provide a
counter example that captures the difficult essence of the problem and show why
sparsification techniques fail.
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2.3 Organization of Thesis

There are four different main chapters. In the first chapter we examine different
techniques used to solve different variants of the facility location problem. In the
second chapter we examine techniques used to solve network design problems. In
the third chapter we examine congestion games and the notion of selfish routing.
Finally, in the penultimate chapter we formalize our problem and try to see how
the techniques we have analyzed in the previous chapters can be used to solve our
problem. In this chapter we combine the already existing techniques with some
novel ideas in order to come up with algorithms and valuable insight concerning
the Facility Location for Selfish Commuters problem.
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Chapter 3

Facility Location Problems

Facility location is a well studied research area. It mainly addresses problems
in which a network is given as input and a set of facilities needs to be opened
that minimize the opening cost and the routing cost of demands to those facilities.
The different variants of this problem arise from the different restrictions those
facilities have to comply with and the different ways the total cost of a solution
is calculated. Although intuitively it would make more sense to begin this thesis
with Network Design Problems, because Facility Location problems can be seen
as a special case of Network Design, we are going to analyze some very interesting
problems that provide valuable tools that will help to tackle more intricate Network
Design Problems.

In this section we will examine some very interesting techniques and approaches.
Since our main problem is, in its essence, a Facility Location problem with latencies
susceptible to congestion, it seems appropriate to examine the existing bibliogra-
phy regarding Facility location problems and try to adapt the existing techniques
to our problem. That is why, in this section, we will analyze Facility Location
problems that have been solved with various different techniques.

We will examine Linear Programming and the primal-dual method which is a
powerful tool for approximating NP-Hard problems. We will also briefly refer to
Lagrangian relaxation, a technique that helps us use pre-existing tools in problems
with additional constraints. We will see how problems can be transformed to sim-
pler ones while incurring a small blow-up in cost. Also we will see how complicated
problems can be solved using as black-boxes the algorithms of simple variants of
the problem. Additionally, it will be really important to examine problems with
multiple costs and how probabilistic algorithms can help us handle those cases.
Finally, we will examine the use of local search in facility location problems and
more specifically for solving the Universal Facility Location problem.
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3.1 Metric Uncapacitated Facility Location

It would be impossible to talk about Facility Location problem without men-
tioning the Metric Uncapacitated Facility Location problem. It is the most basic
and well studied facility location problem that one can think of. For this prob-
lem we will examine a Linear Programming algorithm that uses the primal-dual
method. Readers unfamiliar with those methods should refer to [93] for further
analysis. The primal-dual technique was first introduced by Dantzig et al. [32]
and it has been used to solve many combinatorial optimization problems and more
specifically network design problems ([4], [3], [50], [46], [52], [53], [70], [81]).

In this problem we are trying to find the optimal way to open a set of facilities
and route all of the given demand to a facility location. More formally, in an
instance of the Metric Uncapacitated Facility Location we are given a bipartite
graph G for which F' C G is the set of possible facility nodes and C' C G is the
set of clients. We denote as f; the cost of opening facility j € F. We also have a
cost of connecting each client 7 € C' to a facility j € F' which we will denote as ¢;;.
A feasible solution to this problem consists of a subset I C F of facilities to open
and an assignment of clients to those facilities [I.

The first constant factor algorithm for this problem was provided by Shmoys et
al. [8§]. They provided a guarantee of 3.16 times the optimal cost. Chudak et al.
[29] found a (1 + 2/e)-approximate algorithm and finally Li [75] provided a 1.488-
approximation algorithm for the problem. As far as inapproximability results are
concerned, the work of Guha et al. [55] prove that it is NP-Hard to approximate
this problem with a factor better than 1.463.

The following is the natural LP formulation of the problem. The variable y;
becomes 1 when we open facility ¢ otherwise is 0. Also variable x;; becomes one
when client 7 is assigned to facility j and 0 otherwise.

min Z Cij - Tij  + Z fl - Yi (3.1)

i€F,jeC icF
sty oy > 1 VjeC (3.2)
S
Yi = Tij Vie F,jeC
Tiyj € {0,1} Vie F,jeC
gy € {01} Vie F

Vazirani et al. [63] use a Primal-Dual technique to achieve a 3-approximate
algorithm of the problem at hand.

After relaxing the integral constraint we can formulate the dual program which
is the following.
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jec
st Y by < fi VieF (3.2)
jec
aj; bij < ¢y Vie F,jeC (33)
bi; > 0 VieF,jeC (3.4)
aj =2 0 Vjedl (3.5)

The algorithm of Vazirani et al. finds a dual feasible solution through which
it determines a set of tight edges and a set of facilities. Then they choose a subset
of those facilities and map clients to those open facilities.

They also use their algorithm to solve the k-median problem using Lagrangian
Relaxation. First of all, the k-median problem is similar to the Uncapacitated
facility location. In this variant we do not have a facility cost however we are
obliged to open exactly k facilities. The natural LP formulation of the problem is
as follows:

min Z Cij . CL‘Z'j (31)

ieF jeC
st > wy o > 1 VjiedC (3.2)
iEF

oui <k (3.3)

ieF
Yi = Tij VieF,jeC (3.4)
ziy; € {0,1} VieF,jeC (3.5)
vi € {0,1} Vie F (3.6)

Charikar et al. [22] were able to provide a O(log(n) - loglog(n))-approximate
algorithm which was obtained by derandomizing and refining of an algorithm pro-
posed by Bartal ([14], [I5]). Tardos et al. [23] were able to provide the first
constant approximation algorithm for the k-median problem with a guarantee of
6%. Finally, Arya et al. [9] provided a 3 + € approximation algorithm. We can also
derive a (1 + % — €) inapproximability result by adapting the proof of hardness for
the facility location problem provided by Guha et al [55] (this was observed by
Jain et al [62]).

What they basically do is solve the Uncapacitated Facility location problem
by putting a cost F' to those facilities. Then they perform binary search on the
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different values of F' until they find a solution that opens exactly k facilities.
This technique yields a 6-approximate algorithm for the k-median variant of the
problem.

3.2 Hierarchical Caching

Hierarchical Caching is a very interesting problem because it generalized some
interesting facility location problems such as the Multi-Level facility location prob-
lem. In this section we will analyze the algorithm proposed by Guha et all [54]
and use the same definitions and notations as them. In order to solve the General
problem which we will call General-Placement problem we will first solve two eas-
ier special cases of the problem, the Simple-Placement and the Multi-Level facility
location.

While solving the Simple-Placement problem we will examine how a problem
can be transformed to a instance of the same problem with additional constraints
which in turn render the problem easy to solve with pre-existing tools and algo-
rithms. We will also see, in the section regarding the Multi-Level facility location
problem, how a complex facility location problem can be solved using a more ex-
tensively studied simpler facility location problem. The key to this technique is
finding the correct costs for the simpler facility location problem which will yield
a solution to the original problem that is within a constant factor from the opti-
mal solution. Finally, regarding the General-Placement problem, we will see how
solving special cases of a problem can help us come up with techniques that solve
the more general problem.

3.2.1 Preliminaries

In this problem we are given a network G = (V, E) with a distance metric on
its edges, a set of demands and a set of possible location of caches. There are
k different cache types with o; miss rate for each cash type i. A cache is fully
specified by a tuple (u,y, i) where u is the location, y the capacity and ¢ the type
of the cache. The cost of each cache is given by fY.. In a feasible solution of the
problem each demand is served by a cache of level 1. Each cache of level 1 <i<k
will receive an amount of demand W and will have to route o; - W demand to a
cache of level i + 1. We assume that o, = 0. The cost of a solution is the sum of
the routing/service cost and the total cost of the open caches.

3.2.2 Simple Placement

In this version of the problem we assume that the cost of a cache is independent
of its location. Also caches have no capacity in terms of the amount of the demand
they can accommodate.
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3.2.2.1 The Algorithm

We first create a new set of caches with the following procedure. We find the
first j1 such that [[/L; 0y < a for a given constant 0 < a < 1. We create a new
cache by combining all caches of type from 1 to j;. This means that we open
caches of type 1 through j; which virtually creates a new cache with miss rate
oy = [[jL, oi. In the same manner we find j such that []}2; . 0i < a and create
a cache with miss rate o4 and so on.

We will only use the set of new caches we have created. We will repeatedly
solve an uncapacitated facility location problem for each of the levels. In each
level i facility location problem we use as facility costs the costs of caches of type
i, we scale the distance by a factor of a’~! and leave the demands in their original
location. Lets call P; the set of facilities opened at level i. Each demand is assigned
to the facility it uses in P;. In our solution we buy caches of type ¢ in each one
of the P; locations and route each demand first to its corresponding cache in Py,
then Ps, until it reaches P.

3.2.2.2 The Analysis

Theorem 3.2.1. Given an instance of the Simple-Placement problem there exists
a solution that only uses caches of capacity o), with at most a 1/a blow up in routing
costs.

Consider the optimal solution of the Simple-Placements problem. We can open
caches of miss rate o), on the nodes where caches of type j, were opened in the
optimal solution and discard all caches opened in the optimal solution. We let
the demands follow the same route they used in the optimal solution. Because

f;*;lﬂ o; > a we have that each flow is at most 1/a times the corresponding one
of the optimal solution. Thus the theorem is proved.

Lets call X; the routing cost of the facility location problem solved by our
algorithm in level ¢. Also let F; be the total cost of caches of type i in our solution
and let S; be the the routing cost from caches of type i —1 to type ¢ in our solution.
Also let F, S} be the relative metrics of the optimal solution. Also suppose we
have in our possession an r-approximate algorithm for the Uncapacitated Facility
Location problem.

Lemma 3.2.2. §; < X;+a-X;_1

This lemma holds because we can always send a demand from a cache back to
its original point and then from there to the next level cache.

Lemma 3.2.3. X, +F; <r- <Z;;B al - Si_;+ Fl*)

This lemma holds because one feasible solution of the facility location problem
solved at level i is P; = F". A feasible routing is the path that the optimal solution
uses which will have cost at most Z}j} al - SF i
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Theorem 3.2.4. S+ F <r- Gf—g - S* 4+ F*)
This theorem is an immediate outcome of lemma [3.2.3] and concludes the anal-
ysis of this algorithm.

3.2.3 Multi-Level Facility Location

In this version of the problem we assume that o; = 1 for all 1 < ¢ < k. Again
o0 = 0. However in this version the cost of a cache depends on its location. Let
fji be the cost of placing a facility of level 7 at j.

A 3-approximate algorithm for this problem was obtained by Aardal et al. [1]
however the algorithm is not combinatorial. Although Guha’s et al. [54] has a
worst approximation guarantee, it provides an interesting insight to the problem
that helps in solving the General-Placement problem.

3.2.3.1 The Algorithm

We will create an instance of capacitated facility location with soft capacities
(i.e. we are able to open multiple facilities at one location). In this new problem
we perform the following procedure to determine the cost of a facility (u,y) where
u is the node of the facility and y is the capacity.

e We construct a directed graph ) which is comprised of k + 1 copies of our
original graph G. Lets call Gy, G1, ...G} those copies. From a node u in G;_1
we add an arc to w of G; with cost y - ¢y + fuwi for 1 <i < k.

e For each node u € Gy we find its shortest path to its copy in G and we
denote the distance of this path as R},.

e We set the cost of (u,y) equal to RY.

We solve the capacitated facility location problem we constructed, using the
best r-approximate algorithm we know. Suppose this new problem returns a set F’
of facilities. Then for each facility f € F’ we open facilities in our original problem
in the positions dictated by the round-trip of node f in Q). We also send each
demand served by facility f to that node and then through the specific round-trip
which passes through facilities of all levels.

3.2.3.2 The Analysis

Recall that we still do not have capacities in the problem we want to solve.
Suppose we have an optimal solution of the Multi-Level facility location problem.
We will show that we can transform this solution to a solution of the capacitated
instance we created without increasing to much the cost. Suppose we have a node
u that has a facility of level k and the demand p that sends its demand through the
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fastest route to w in the optimal solution. Also lets call S the set of all demands
that end up in u in the optimal solution. In our new capacitated facility problem we
can send all demands of S to v and open at u a facility with capacity y = > ¢ ds
where d; is the amount of demand of s. Sending all demands S to u has a routing
cost that is at most the routing cost of the optimal solution. We need to bound

Y. A feasible round-trip of Ry, could be to go to p directly and then from p go to
u through the rout and the facilities that p passes in the optimal solution. Thus
the facility cost of Ry, is a cost that we get from a subset of facilities that S use
and the routing cost is at most two times the routing cost of demands in S in the
optimal solution because as we stated earlier p is the demand that reaches u the
quickest in the optimal solution. Thus our total cost is at most three time the cost
of the optimal solution. However since we are not able to compute all possible
R? round-trips in polynomial time we demand capacities to be a power of 1 + €
thus loosing an 1 + € factor in the approximation. Adding the fact that we use an
r-approximate algorithm for the capacitated facility location problem we end up
with the following theorem.

Theorem 3.2.5. The algorithm described is an 3-(1+¢€)-r approximate algorithm
for the Multi-Level facility location problem.

3.2.4 General Placement

To solve the general placement problem we just combine the ideas analyzed
for the Simple-Placement and the Multi-Level facility location problem. That
combination of ideas yields the following theorem.

Theorem 3.2.6. Given an instance of the General-Placement problem with miss

rates 01,09, ...,0, we can reduce the problem to a new one with k' < k types of

caches with miss rates o', ...,0 such that o < a where 0 < a < 1, in time
3-(1+¢€)

polynomaial in input size and % and at most a =—_— blowup in cost.

For a detailed proof consult [54]. We then use the same algorithm as in
for small miss rates which leads to an O(1) approximation algorithm.

3.3 Load Balanced Facility Location

In this section we will use the definitions and notations of Guha et al. [54]. Also
the procedures and ideas we will analyze were also proposed in that paper. We
will see how this problem can be solved by using an algorithm of the well studied
uncapacitated facility location problem as a black-box. Instead of restraining the
amount of demand each facility must get, we add to the cost of each facility an
amount that is related to its distance from its closest demands. This will, in
essence, ensure that each facility that is opened has a lot of demand “near by”
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and thus will receive a satisfactory amount of demand in the outcome. In that
sense we can draw an analogy between this technique and Lagrangian Relaxation,
discussed earlier, since both techniques remove a constraint and introduce an extra
cost that enforces that constraint. Then both techniques solve the already known
problem without the constraints and end up with an approximation for the original
problem.

3.3.1 Preliminaries

Suppose we have a network G = (V| E). For each pair i,j € V we have a
distance metric ¢;;. Also at each node of the graph 7 € V' we can open a facility
with cost f;. Additionally there exists a set of nodes that have demands on them
of weight d;. Finally each facility, when opened, must serve at least L; amount of
demand. The natural LP formulation of the problem is the following.

min ZZdj-cij'wij-i-Zfi'yi (3.1)

st Y oy > 1 vj (3.2)
v < Y Vi, j (3.3)
J

We will call an (a, b) approximation of this problem a solution that has at most
a times the cost of the optimal solution and every opened facility serves at least
% demand.

3.3.2 The Algorithm

The algorithm is extremely simple. We create an instance of the traditional
facility location problem with the same distances as in the original problem. Each
facility in the new problem has a cost f/ which is the cost f; plus the minimum cost
of routing L; demand to this facility. We solve the corresponding uncapacitated
facility location which opens a set of facilities F/. We close all facilities i € F’
that receive less than % demand and reroute the demands that are left without a
facility to their closest facility.
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3.3.3 The Analysis

Suppose we have an r-approximate algorithm for the uncapacitated facility
location problem.

Theorem 3.3.1. The above procedure describes an algorithm that returns a (2 -
r,3) approzimate solution for the load balance facility location problem where each
demand is served by its closest open facility.

First of all we will show that any feasible fractional solution of the load balanced
facility location with cost C has a corresponding feasible solution in new problem
we constructed with cost at most 2 x C. This proof is fairly simple since at any
feasible solution of the load balanced facility location the open facilities serve at
least L; demand thus the total extra cost we have added on the facilities is less
than the routing cost of the solution to the original problem which in turn is less
than C. Thus the total cost of the exact same routing in the new problem is at
most 2 - C.

We will also show that in the flow dictated by the solution of the new problem
if we remove any facility ¢ that serves less than % demand the total cost will not
be augmented. Suppose we have such a facility ¢ and we have the closest demand
point j which does not send demand to i. We will call the distance between
those two nodes ¢;; = D. If j is served by ¢ that means that c¢;; < D since
uncapacitated facility location solved had the same distances with our original
problem. Obviously it holds that f/ > QTL’D This follows from the fact that f]
entails the cost of serving L; demand and the distance of at least % amount of
that demand is greater than D. So we can close facility ¢ move its demand to j
and then to 7' covering an extra distance of at most 2 - D. So the extra routing

cost is at most 2'3Li which is at most the amount we saved by closing facility .

This procedure can be generalized to an (312 .y L)-approximate algorithm for

1—a’ T a
this problem with a < 1.

3.4 Connected Facility Location

In this section we will analyze our first Probabilistic algorithm. Randomness
is a powerful tool in our algorithmic toolbox simplifying the analysis of many
problems. Also, this problem entails two different costs (the Steiner cost and the
connection cost) and thus it is of great importance for our main problem. Those
two costs can be related through a parameter M. The bigger M is, the more
costly the Steiner cost becomes. This relationship is captured in the algorithm.
M serves as a hyper-parameter in the random procedures and the bigger its value,
less facilities are open on expectation, diminishing this way the Steiner Cost and
giving more emphases to the Connection cost.

The first to provide a constant factor approximation were Karger et al. [68].
Their guarantees were improved by Gupta et al. [57] who used an LP-rounding
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technique. Swamy et al. [90] using a primal-dual technique decreased the ap-
proximation ratio down to 3 + pg; where pg is the best approximation ratio for
the Steiner tree problem. Using the algorithm of Byrka et al. [I7] this yields a
4.39-approximation algorithm.

3.4.1 Preliminaries

We follow the definitions and notations of Gupta et al. [58] who were the first
to propose the ideas analyzed in this section. In the Connected Facility Location
Problem we are given as an input an undirected graph G with a set of vertices
V and a set of edges E. We are also given for each e € E costs c. > 0, a set of
demands D C V where each demand j € D is associated with a weight d; > 0
and a parameter M > 1. A feasible solution to this problem consists of a set of
facilities F© C V, a matching of each demand j to an open facility and a tree T
spanning over F. If we denote with i(j) € F the facility that demand j is assigned
then an optimal solution minimizes the following expression:

> d; - 1(5,i(5) + M - o(T)

jE€D
where 1(.,.) denotes the shortest path distance with respect to the costs c. and
c(T) = > .crce. We will call the first part of the cost, the connection cost and
the second, the Steiner cost. We will make also the assumption that we know a
vertex r € V that is used as a facility from the optimal solution and that d; = 1 for
each j € D. The derived algorithm can easily be generalized for instances of the
problem where those assumption do not hold. Finally, let C*, S* be the connection
cost and the Steiner cost of the optimal solution OPT, Z* = C* + §* and F* be
the facilities of OPT and T™ be the Steiner Tree of OPT.

We will now analyze the algorithm provided by Gupta et al. [58] that provides

a simple 2 4+ pgr-approximation for the Connected Facility Location Problem.

3.4.2 The Algorithm

The following algorithm selects randomly a subset of demands to be the fa-
cilities and then proceeds to create a Steiner tree on them and connect the rest
demands. More formally:

1. We initialize a set D' = @.

2. For each demand j € D we add j to D’ with probability ﬁ and we mark it
as a facility.

3. We construct a pgr-approximate Steiner tree on F' = D' U {r}.

4. We finally assign each demand to its closest facility in F.
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The algorithm returns F' as the facilities, the Steiner tree computed in step 3
as T and the assignment of step 4.

3.4.3 The Analysis

For the purposes of this thesis we are only going to provide the outline of the
proofs. For the complete proofs the reader can consult [5§].

Lemma 3.4.1. The expected cost of step 3 is at most pst - Z*.

We can construct a Steiner tree by using the optimal Steiner Tree T and
the shortest paths from the facilities in F' to T*. Since each facility is chosen with
probability ﬁ the expected cost of this Steiner Tree must be at most S*+C* = Z*,
so since there is a Steiner tree with expected cost at most Z* then the expected
cost of the optimal Steiner tree must be at most Z* which proves the Lemma.

Lemma 3.4.2. The expected cost of step 4 is at most 2 - Z*.

To prove this Lemma we view the random facility selection problem from an
equivalent but slightly different angle. It is important to observe the fact that the
cost of the Steiner Tree is independent from the connection cost when the set of
facilities F' is selected. The above gives us the freedom to analyze the connection
cost with a different algorithm for computing the Steiner tree. We examine the
following theoretical course of actions:

1. We initialize sets Ay = By = {r} and t = 1.
2. For each j € D:

(a) We set t < t+1, Ay = Ay_1 Uj and with probability i; we mark j
and set B, = B;_1 U j and with probability % we set By = By 1.

(b) If j is marked then we connect it to the nearest vertex of By_j through
the shortest path with cost I(j, Bi—1).

The set B; represents the set of facilities selected until step t. The Steiner
tree that is created in an equivalent manner that the MST heuristic would create
that has a known 2-approximation guarantee. So the Steiner tree created has an
expected cost of at most 2 - Z*. We then consider the random variable X; which
is the connection cost minus the Steiner cost incurred at step t. We have that
EXy)=1—-)1(,B)— 37 - M -1(j,B;) = —37 - 1(j, B;) < 0. And by linearity
of expectations we have that F[) . X;] < 0. Thus the connection cost is less than
the Steiner cost in expectation which concludes the proof.

Theorem 3.4.3. The process analyzed is a (2+ psr)-approzimation algorithm for
the Connected Facility Location problem

Where pgr is the approximation guarantee of the best know Steiner Tree al-
gorithm ([I7] provides a 1.39 approximation).
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3.5 Universal Facility Location

The Universal Facility Location was one of the first problems that we tried
to analyze its techniques because of its similarities with our own problem. In
this problem we have constant routing costs and facility costs that depend on
the amount of demand they accommodate. In our problem we have the inverse
relation, constant facility costs and routing costs that are susceptible to congestion.

In this section we will analyze local search algorithms. In those kind of algo-
rithms we provide a set of local steps. The algorithm begins from a feasible state
of the problem and applies local steps in order to arrive at a feasible solution of a
smaller cost. When no local steps can be applied to reduce the cost we say that we
have arrived to a local minimum. The main analysis of these kind of algorithms is
concentrated on showing that a local minimum is not much greater than the global
minimum. In order to do so we use the fact that no local step can improve the
cost of a local minimum state. Applying this observation in a series of instances
that implicate both the optimal solution and the local minimum state we end up
with a series of inequalities that in turn provide our approximation guarantees.

In this section we will provide an 8-, a 7- and a 5- approximation algorithm
for this problem. Vygen [92] was able to provide a 6.702-approximation algorithm
for the problem and Angel et al. [7] a 5.83. Local search algorithms have been
extensively examined in the field of Facility Location problems. This line of work
can be traced back to Korupolu et al. [73].

3.5.1 Preliminaries

We follow the definitions and notations of Mahdian et al. [77]. In an instance
of the University Facility Location Problem we are given as an input a graph G
with two sets of nodes. The demands D and the facilities F'. Each demand has
a weight d; for j € D. The edges on G have a distance metric ¢ associated with
them. A feasible solution of this problems consists of a set of capacities u; for each
facility ¢« € F' and an assignment of demands to facilities in a way that does not
violate those capacities. A solution S of this problem has two different costs. The
facility cost cf(S) and the service cost c5(S). The facility cost is the cost paid for
allocating u; capacity at a certain facility and the service cost is the cost of routing
each demand to a facility. More formally suppose a solution S consist of the tuple
(u, z) where u is a vector that indicates the capacities allocated at each facility
and x is a vector that indicates the amount of weight that each demand sends to
each facility. The equivalent non-linear optimization problem is the following;:
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min Z filu))  + Z Cij * Tij (3.1)

ieF icF,jeD

s.t. Zl’ij = dj Vj eD (3.2)
el
Z Tij < Vi e F (33)
jebD
Uy Tij > 0 Vie F,Vj€D (34)

We will also assume that functions f; are non-decreasing and left continuous
mapping from non-negatives to non negatives. This assumption is necessary in
order to assume that an optimal solution exists.

3.5.2 Locality Gap 8

The Algorithm analyzed in this section is a local search algorithm that was
introduced by Mahdian et al. [77]. This means that we provide a set of improve-
ment moves. The algorithm begins form an arbitrary feasible solution and then
applies a series of improvement moves. When we reach a state that its cost can
not be significantly dropped by an improvement move then he have reached the
end of the process and we output the final state as the solution provided by the
algorithm. There are two major steps in proving the efficiency of such algorithms.
The first is to prove that the algorithm will end in a polynomial amount of steps.
The second is to prove that when no significant improvement move exists (i.e. we
have reached an approximate local optimal state) then we have reached a feasible
solution that is within a multiplicative factor from the optimal solution. This is
exactly what we are going to do in the following subsections.

3.5.2.1 The Algorithm

Suppose S is the state of a given step of the local search algorithm. We will
require that the next step must improve cost c(S) = c¢(S5) + ¢s(S) by at least
< - ¢(S) where € > 0 is a predetermined constant. Since for any S, ¢(S) > ¢(S*)

where S* is the optimal solution), our algorithm will terminate at most after
‘n

20 In (CC((SSQ)) steps.

Although finding the best local operation is NP-hard we will find at each step
a local operation that is at most an additive factor of 17— - ¢(S) from the optimal
step.

We have two types of local transformations (i.e. improvement steps):

ot

—~

ot

e add(s,0). During this operation we set us < us + ¢ and find the new
minimum assignment of demands to facilities. The total cost will change by
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fs(us +6) — fs(us) + ¢s(S) — ¢5(S), where S’ is the new state reached due
to this operation and S was the previous state.

e pivot(s, A). During this operation we adjust the capacities of each facility
1 by A; and redistribute those flows through a pivot node s. More formally,
each facility ¢ with A; < 0 sends its excess demand to s. Then we distribute
the gathered demand to facilities with A; > 0. It is obvious that >, A; =0
during this operation. The total cost will change by > . p[fi(u; + A;) —
fi(ui) + csi - |A4|] where cg; is the shortest path from s to ¢ with respect to
the distance metric c.

To prove that we can compute an admissible local step (i.e. a step with cost
at most —=% - ¢(S)) we will discretize the problem by assuming that d; are small
integers and that the cost functions f; are step functions with steps occurring at
integer points. These assumptions do not come without loss of generality. Those
assumptions are made for convenience and to simplify the underlying processes.
At the end of this section we are going to analyze how this restrictions can be
waived.

Finding the best add operation is straightforward. There are |d| = > ; dj pos-
sibilities for 0 and |F| possibilities for s. Thus we can try all different possibilities.

Lemma 3.5.1. Given a solution (u,z) and a point s we can find the minimum
cost pivot operation in time polynomial in the number of facilities n = |F| and
the total demand |d|.

The proof of this Lemma is a dynamic programming algorithm that computes
the optimal pivot operation. We first assume that in our solution (u,z) the
capacities are exactly equal to the amount of flow they serve. Let g;(0) = ¢ - 0 +
filu; +6) — fi(u;). g; denotes the contribution of facility ¢ to the cost of the pivot
operation given that we adjust u; by ¢ (note ¢ can be either positive or negative).
We build the table a(i, w), which can be interpreted as the minimum cost of having
w excess units of demands on s after considering facilities 1 through i:

a(i,w) = {91(—10) =1
’ ming{g;(0) +a(i —L,w+9d)} i=2,...,n

The best pivot operation can be found at a(n,0). We repeat this operation
for every possible pivot s.

Finally, instead of discretizing over demands, we can create a new metric B; =
fi(u;) which we will call the budget of facility i. We can now discretize over the
budgets by assuming they are multiples of £ -¢(S5). This adds an extra factor of e
in the approximation guarantee.
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3.5.2.2 The Analysis

For the rest of the analysis we shall assume that using the aforementioned
process we have reached an approximate local optimal solution S = (u,z) and we
will try to bound its cost with respect to the cost of the optimal solution S*.

First of all it is fairly easy to bound the service cost.

Lemma 3.5.2. The service cost of a locally optimal solution S is at most the total
cost of the optimal solution S*

We can prove this lemma by contradiction. Suppose ¢s(S) > ¢(S*). If we
increase the capacity of each facility ¢ to max(u;, u}) (paying at most an extra
amount of ¢f(S*) on facility costs), the assignment vector of the optimal solution
becomes feasible. Thus the new cost shall be ¢(S5) — ¢s(S) + ¢5(S*) + ¢£(S*) =
c(S) — cs(S) + ¢(S*) < ¢(S). Using the submodularity of the add operation there
exists an add operation that decreases the total cost of S, thus S is not a local
optimal solution which concludes the contradiction.

The most difficult task in this analysis is bounding the facility cost. The way
we are going to bound this cost is the following. We are going to state a series
of pivot operations. Since we are at a locally optimal solution S the cost of each
pivot operation must be non negative because otherwise we would have a step that
would decrease the total cost of S contradicting this way the local optimality of
that state.

We are now going to state ”The Transshipment Problem”, the solution
of which will serve as a bases for our proof. Suppose we have a locally optimal
solution S = (z,u) and an optimal solution S* = (z,u). Without loss of generality
we will assume that u; = ) ; %y and uf =y ; ;. Also let §; = u; —uj. We define
the set of sources U = {i € F|§; > 0} and sinks U* = {j € F|§; < 0}. The
transshipment problem is simply finding the optimal flows (with respect to delays
¢) from sources to sinks where each source i € U is emanating J; flow and each
sink j is absorbing ¢; flow.

We can now state the following (obvious) Lemma.

Lemma 3.5.3. The Transshipment problem has a cost of at most cs(S) + ¢5(S™).

Obviously a feasible solution to the transshipment problem is routing all de-
mands back to their original sources with cost at most ¢s(S) and then to the sinks
with cost at most c¢(S5™).

Let y be the optimal flow for the transshipment problem. We will call the
subgraph produced by y ”The Exchange Forest”. Note that if adding flow at
one direction of any circle in y increases the cost then adding flow on the other
direction would decrease it, contradicting the optimality of y. Thus we are able
for any circle to add flow in any direction until the flow on one edge disappears
breaking this way the circle. So without loss of generality y has no circles. Also
there are no direct flows from source to source or from sink to sink. From triangle
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inequality we can always connect sources and sinks directly. The above lead us to
the following conclusion: y is a forest of bipartite trees which consist of alternating
U and U* vertices.

We are now ready to state a list of pivot operations on the exchange graph. For
simplicity we will say that we close a source ¢ € U when we decrease its capacity
to u; and that we open a sink j € U* when we increase its capacity to uj. It is
important to remember that we are still analyzing the case where we are at a local
optimal solution S.

Let r be the root of a tree T' of the exchange forest. For every sink ¢t € U™,
let T; be the sub-tree of the exchange graph that is rooted at ¢t and consists of ¢
children and grandchildren. Obviously 7; has a maximum height of 2. Also let for
any vertex x € Ty, C(x) be the children of z in T;.

non-dominant dominant

Figure 3.1: The sub-tree T; where circles denote sources and squares sources
(from [77], p. 9)

We are going to divide vertexes of C'(t) into two distinct groups, the Dominant
and the Non-Dominant. Dominant is a sources s that sends at least half of its flow
at tiny (Le. yo > 3> ycy Ysr)- The rest of the sources are Non-Dominant.

For the case of the Dominant sources we have the following pivot operation.
We set as our pivot node ¢, we open t and all the children of Dominant nodes and
we close all Dominant nodes. Note that during this pivot operation each edge is
used at most 3 times (i.e. by at most 3 times the amount of flow sent at y through
that edge).

For the Non-Dominant nodes the pivots are a little bit more complicated.
Suppose we order non dominant nodes as s1, S2, ..., S Where ys,¢ < Ysor < oo < Yyt
For every i € {1,2,....k — 1} we will close s; and open C(s;) U C(sit+1). For si
we close that node and open ¢ and C(sy). Note that due to the ordering of Non-
Dominant nodes each edge is used at most once (i.e. receives no more flow than
the flow received at y).

Since we are at a local optimal state S it should hold that for every pivot
operation mentioned earlier it should hold that:

Z(fz(u?) — filu;)) + Z Co 0 >0
icA -
Where A is the set of opened and closed facilities.
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We now sum over all these inequalities. Remember that through the pivot
operations described:

e Fach source U is closed exactly once.

e Fach sink U* is opened at most by 4 operations. Once through its Domi-
nant children, once by its Non-Dominant children, and at the subtree of its
grandparent either one time as part of C'(Dom) either at most two times as
part of C(Non — Dom).

e For each edge e the total amount of demand shipped is at most 3 time the
amount of demand at y.

Thus redistributing the summed inequalities and using the fact that the cost
of y is at most ¢,(S) + ¢5(5*) we get that 4-c(S*) —cp(S) +3- (cs(S) +¢s(5%)) >
0= cp(S) <4-cp(S*)+ 3+ (cs(S) + ¢5(S5¥)).

Theorem 3.5.4. Let S* be an optimal solution and S be a locally optimal solu-
tion produced by the operations described by the algorithm. It holds that cs(S) <
cs(S*) 4+ ¢ (S*) and cy(S) < 6-cs(S*) +7-cp(5%)

3.5.3 Locality Gap 7

Pandit [80] noticed that a simple improvement of the proposed by Mahdian et
al. can decrease the approximation guarantee to 7.

On top of the possible operations add and pivot he adds a new operation
called Doublepivot(sy, so, A, A%) which is basically two pivots pivot(si, Al)
and pivot(sz, A?) done simultaneously.

Then he uses the exact same analysis as described in The main dif-
ference is that instead of closing s; of Non-Dominant nodes separately, he uses
the Doublepivot operation to close together with the Dominant nodes and thus
opening t one time less. Thus when summing over all pivot inequalities he ends
up with the following bound, cf(S) < 3-¢¢(S5*) +3- (cs(S) +¢5(S*)) which in turn
yields the following Theorem:

Theorem 3.5.5. Let S* be an optimal solution and S be a locally optimal solution
produced by the operations described in this section. It holds that cs(S) < cs(S*) +
cr(S*) and cp(S) < 6-cs(S*) +6-c(S*)

3.5.4 Locality Gap 5

Using a different set of local search operations Bansal et al. [I2] were able
the approximation down to a factor of 5. The outline of the analysis is analogous
to the one stated in A set of local procedures is listed and then using the
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Exchange Graph and due to the local optimality of the last state we can introduce
a set of inequalities that lead as to the approximation guarantee of the algorithm.
Bansal et al [12] introduce three local search operations:

e add(s,d): In this operation we increase the capacity of facility s by an
amount 0 > 0 and then a mincost flow problem is solved to find the new
optimal demand allocations.

e open(t,dy,d2): This operation can be described as two concurrent opera-
tions. In the one operation we increase the capacity allocated at ¢ by do and
at the same time the total capacity of a set T of facilities is decreased by
the same amount. The optimal set T is computed by the operation itself.
The other operations is add(t, d; — d2).

e close(t,d1,t*): This operation can be also described as two concurrent op-
erations. The one operation is add(t*, d; — d1) where d2 > 97 is a constant
to be computed by the operation. In the other operation we decrease the
capacity allocated at ¢ by §; and at the same time the total capacity of a
set T (where t* € T) of facilities is increased by the same amount.

The above three operations are computable in polynomial time. Again using
the Exchange Graph we can prove that ¢(S) < 5-¢(S*). Since the techniques used
by Bansal et al [12] do not differ that much from the underlying logic of the proofs
stated in we will not present them here.

3.5.5 Reductions

The Universal Facility Location problem is really important because it gener-
alizes many different facility location problems.

3.5.5.1 Uncapacitated Facility Location

In this problem each facility has a facility cost irrelevant from the amount of
demand it receives. Using fi(u) = f/ - [u > 0] where f/ is the facility cost and
[u > 0] is the step function, we can model this problem.

3.5.5.2 Capacitated Facility Location with soft capacities

In this facility location problem each facility has a maximum capacity u, how-
ever we can open multiple copies of a facility in one location. It is obvious that

u

using fi(u) = f; - [ %] models this problem.
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3.5.5.3 Capacitated Facility Location with hard capacities

In this problem again each facility has a maximum capacity u; however now we
can open only one facility in each location. If we use f;(u) = f/[u > 0]+oco-[u > u}]
it becomes evident that we can also model this problem.
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Chapter 4

Network Design Problems

In the past few decades many different networks such as the Internet and
Communication Networks have increased in size and complexity, creating many
new challenging problems that, if solved optimally, can make a significant impact
in the efficiency of these systems. In this section we will analyze such interesting
and challenging problems. The class of Network Design Problems usually takes
as input a network (commonly modeled with graphs) and given a set of costs and
constraints, an algorithm will try to find a sub-network or a flow that satisfies
the constraints of the problem and minimizes the relative cost. Given that the
problems we are going to analyze are NP-hard it would be incredibly difficult
(probably impossible) to compute an optimal solution. Thus we are concerned
with finding approximation algorithms with good approximation guaranties.

In this section we will examine algorithms that use a variety of techniques.
Most of these algorithms use randomness for their analysis. We will see how build-
ing some big infrastructure on the problem with a cost relative to the one of the
optimal solution can help simplify the rest of the algorithm. We will also examine
techniques that step by step gather demands together in order to make use of the
economies of scale provided by the problem. Finally, we will see how matching and
randomized routing can help us tackle problems with multiple unrelated costs.

4.1 Virtual Private Network Design Problem

In this section we will examine an algorithm that builds some infrastructure
that can accommodate all demand as the backbone of its solution. Then connecting
all demands to that powerful structure helps move all demands around and send
them to their final destination. This algorithm also uses probabilistic techniques
that render the analysis of the problem more tractable.

The problem was introduced by Fingerhut et al. [39] and later independently by
Duffield et al. [33]. Gupta et al. [57] analyzed the problem from an approximation
point of view. However all constant solutions before Gupta et al. [58] were for
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special cases of the problem.

4.1.1 Preliminaries

We follow the definitions and notations of Gupta et al. [58]. In the Virtual
Private Network Design Problem we are given as an input an undirected network
with a set of vertices V' and a set of edges . We are also given costs ¢, > 0 for
each e € F, a set of demands D C V and two thresholds b;,,(j), bout(j) for each
J € D. A flow can be represented by a D x D matrix where d;; denotes the amount
of demand flowing from i to j. A flow is feasible if it obeys the given constraints
(Le. D2;dij < bin(j) and 3, dij < bou(i) for each j,i respectively). A feasible
solution consists of paths P;; for each demand pair 7, j and capacities u, for each
e € F such that the capacities can handle any feasible flow that uses paths PB;;
(i.e. for any feasible flow D x D, zij:eepij dij < ue). The objective is to minimize
the cost of the solution that is given from the following expression:

Z Ce * Ue
e

Also we will assume that there are only two types of demands, the senders and
the receivers. We denote the set of senders as S and we have that b;,(j) = 0 and
bout(7) = 1 for each j € S. We also denote the set of receivers as R and we have
that b;,(j) = 1 and byyt(j) = 0 for each j € R. Finally we will assume that the
amount of receivers is less or equal the amount of senders (i.e. |R| < |S|, note
that one set can have a smaller cardinality than the other since b;, and by, are
thresholds and not actual demands). We will denote the amount of senders |S| as
M. The above assumptions simplify the algorithm and can easily be generalized.

We are now going to analyze the algorithm provided by Gupta et al. [58] that
provides a simple 5.55-approximation for the Virtual Private Network Design. This
is the first algorithm to provide a constant approximation for the problem.

4.1.2 The Algorithms

The algorithm creates a central high-bandwidth path and connects senders and
receivers with this path. More formally the algorithm has the following steps:

1. We initialize v, = 0 for each e € E.

2. We pick a sender s € S uniformly at random from the set of senders.
3. We create a new set R = &

4. We add each j € R independently with probability ﬁ to R'.

5. We then construct a pgr-approximate Steiner tree Tx on F = R’ U {s}.
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6. We set ue = M for each e € Tj.

7. Finally for each senders and receivers j where j ¢ T we increase the capacity
of the shortest path from j to Ts by one.

4.1.3 The Analysis

We denote as T the set of edges that was assigned a non zero capacity from the
algorithm. Note that T is a tree because every circle in T' can be divided into two
segments with the same cost. Thus circles can be avoided with a consistent tie-
breaking mechanism. Also it is not difficult to see that T with the corresponding
capacities is a feasible solution.

In order to prove the desired approximation guarantee three Lemmas are used
to bound the costs incurred by different steps of the aforementioned algorithms.
For the purpose of this thesis we will only analyze the high level rationale of the
proofs. Complete proofs are provided in [5§].

Lemma 4.1.1. The expected cost of Step 5 is at most psr - Z*, where Z* is the
cost of the optimal solution OPT.

First of all we can see the random process of steps 2 through 4 can be seen
as an equivalent different random process. We initialize Dy = & for each s € S.
Each receiver r € R chooses a sender s uniformly at random and we update
Dy = Ds; U {r}. We have M senders in total and so each sender is chosen with
probability ﬁ

Since the optimal solution specifies paths between every pair of sender receiver
r, s we can isolate the appropriate paths and come up with (possibly not optimal)
Steiner Trees for any set Dy. The above observation, when combined with the fact
that when an edge e is part of k distinct r, s paths it must have capacity u. > k
in order to accommodate all feasible flows, leads us to the following expression:

AR

where Z* is the cost of OPT, T is the optimal Steiner Tree of Dy and ¢(T) =
> ceT Ce- From the above expression we can see that there must be a set Ds with a
Steiner Tree of cost Zﬁ* and thus when we install M capacity on this tree we incur
a cost of Z*. Using a pgpr-approximate algorithm for computing a Steiner Tree we
end up with the guarantee that is provided from the Lemma.

Lemma 4.1.2. The expected cost from connecting receivers to the central core is
at most 2 - Z*.

This Lemma can be proved using the same arguments that proved Lemma
0.4.2)
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Lemma 4.1.3. The expected cost from connecting senders to the central core is
at most 2 - Z*.

For this proof we fix an arbitrary set ' C R where |R'| = M. Any perfect
matching M over R’ and S produces a valid D x D flow. Thus we can show that
Z(r,s)e/\/t l(r,s) < Z*. Averaging over all matchings we get that Fscg [ZTGR, I(r, s)]
Z*. This inequality combined with the fact that >, q1(s,s") < Y cp l(r,s) +
sumy syeml(r,s") <3 g l(r,8) + Z* concludes the proof.

Theorem 4.1.4. The process analyzed is an (4 + psr)-approzimate algorithm for
the Virtual Private Network Design Problem.

Where pgr is the approximation guarantee of the best know Steiner Tree al-
gorithm.

4.2 Access Network Design Problem

For this problem we are going to analyze the algorithm proposed by Guha et
al. [54] and we will use the same notations and definitions as in that paper.

In this section we will see an algorithm that uses techniques developed for
facility location problems in order to gather demands together and take advantage
of the economies of scale of the problem at hand. It will also serve as a point of
reference for understanding the underlying structure of the more general Single-
Sink Buy at Bulk problem.

4.2.1 Preliminaries

This problem is a simpler version of the Single Sink Buy at Bulk problem
that we will analyze later in this thesis. More specifically in this problem we are
given a network G = (V, E) with a length function on the edges and a sink node
s € S. There are k types of pipes that have a fixed ¢ cost per edge length and an
incremental cost d; per unit of demand per unit of length. Thus the cost per unit
length of a pipe type k that is being used by d demand is ¢ + d - §;. Also without
loss of generality we assume that ¢ < ¢ < ... < ¢ and 01 > do > ... > ¢p. If this
constraint does not hold, then it must be the case that some pipe types are always
better than other pipe types giving us the possibility to discard those inefficient
pipe types and end up with an instance where this condition holds.

The problem that we have described until now is an equivalent problem to the
Single Sink Buy at Bulk within a factor of two. However for the Access Network
Design Problem we actually have three more restrictions that make the problem a
special case of the Single Sink Buy at Bulk. Those restrictions are the following:

1. For2§ks§Kwehavethatifd<(g—:thend'ék_1+¢k_1<d-5k—|—¢k
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2. d-61 > P

4.2.2 The Main Idea

Andrews et al. [6] proved that there exists a near optimal solution which has
the following properties:

e It is a tree.
e Each demand is routed through demands of consecutive type.

e Any pipe of type k has at least uy = ‘g—: of flow.

Through this observation it becomes more apparent that there is a strong con-
nection between this problem and the Simple Placement problem that we analyzed
in section The main difference is that in this problem a pipe of type k be-
comes profitable when uy of demand is using it. This is where the ideas, analyzed
in section about the Load Balanced Facility Location problem, come into play.

First of all we can prove an analogous to theorem which states that there
exists a solution to our problem that uses only pipes where o; = 53; < a where a

pipe of type i has always at least u; amount of flow and has a maximum 1/a blow
up in cost.

The algorithm is straight forward and is a combination of ideas presented in
and For each type of pipe i we solve a Load Balanced Facility Location
problem. In this new problem we have the demands in their original position, the
cost along an edge is §;_1 times the length of that edge. The cost for each facility
is zero (i.e. f; = 0) and we have that for the sink s, Ly = 0 and for all other
nodes L; = u;. We will call C; the cost of the approximate solution to this new
problem which is obtained by using an (r,y)-approximate algorithm. Also let C*
be the cost of the optimal solution to our original problem. Then we can prove
that >, C; <r- ﬁ - C* and that the total fixed cost of our solution is bounded

by v+ (3; Ci) - (14 a) and the total incremental cost is bounded by 5% - 3. C;.

Putting all this together we end up with a 94.5 approximate algorithm for the
Access Network Design problem.

4.3 Single Sink Buy-at-Bulk Problem

In this section we will see another Probabilistic algorithm. The main technique
used here is due to a redistribution lemma that in each step of the algorithm gathers
demands in order to make use of the economies of scale that govern the costs of
the different pipe types.
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This problems has received significant attention from the scientific commu-
nity. Awerbuch et al [I0] were the first to come up with a O(log?(n))-approximate
algorithm for the general case of the problem. Using the tree embeddings of
Fakcharoenphol et al. [36] one can come up with a O(log(n))-approximate algo-
rithm for the problem. Garg et al. [47] used LP-rounding techniques in order to
come up with a O(K)-approximation algorithm for the problem. The first con-
stant approximation algorithm was due to Guha et al. [56]. The approximation
ratio was decreased down to 216 by Talwar [91].

4.3.1 Preliminaries

We follow the definitions and notations of Gupta et al. [58]. As an input for
this problem we are given an undirected network with a set of vertices V' and a
set of edges E. We are also given a root vertex r, a set of demands D where
each demand j € D wants to send d; amount of flow to the root vertex r. Each
edge e € FE is associated with a length c.. Finally, there are K types of cables
({1,2,3,.., K}) that can be installed in each edge with cable i having capacity u;
and cost o; per unit length. We will also use the auxiliary variable §; = %

We assume that J; is a power of 2. This can be generalized by loosing a factor
of 4 in the approximation since we just need to round each capacity u; down to its
closest power of 2, and round each cost o; up to its closest power of 2. Without
loss of generality we can assume that u; < u; and o; < o for each i < j. Note
that if there is a cable ¢’ for which there is a cable ¢ with u;y < u; and oy > o; we
can eliminate cable ¢’ from consideration. We can also assume that u; = o1 = 1.
The cables must obey economies of scale (i.e. 0 < 0; for each j < k) since
otherwise we could eliminate cable type k. Since we have assumed that d; is a
power of 2 that means that d;11 < % We define g, = U(’j—j:l - ug. We can easily
see that up < gr < up+1. Finally, we denote the cost of the optimal solution as
C* =32, C*(j) where C*(j) is the cost of cables of type j in the optimal solution.

4.3.2 A 72.8-approximation ?

This section analyzes the algorithm provided by Gupta et al. [58]. In order to
proceed with the algorithm we will first need to prove the following Redistribution
Lemma:

Lemma 4.3.1 (Redistribution Lemma). Let T' be a tree with edges of capacity U.
Also, for each j € V(T) we have that w(j) < U represents the weight located at
node j with ij(j) a multiple of U. Then there exists an efficiently computable
(random) flow, which respects the capacities in T and redistributes the weights
such that node j ends up with either U weight with probability # or 0 weight

with probability 1 — %
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The proof is straight forward and in short it chooses a random variable and
wile it traverses the Euler tour of the augmented tree T it accumulates demand
on certain nodes in order to satisfy the restraints of the Lemma.

More formally, the following process produces a redistribution with the in-
tended outcome:

e We augment tree T' by replacing each edge with two oppositely directed arcs
which produces an Euler tour C' on T'.

e We uniformly at random select Y from (0, U].
e We initialize @ =0
e For each vertex j on the Euler tour beginning from the root r:

— We set Q + Q + w(j).

— Suppose right before reaching j @ was Qg and right after it becomes
Qnew-

— If for some integer z, - U + Y € (Qoids Qnew]:

* We mark j.

x We ask jtosend Qnew — (- U +Y) demand to the next marked
vertex in the Euler tour.

— Else we ask j to send all of its demand to the next marked vertex in
the Euler tour.

e Using flow cancellation we remove the directed arcs with one single edge.

Using the Redistribution Lemma we can build a pgr-approximate Steiner on
D using cables of capacity u; = 1 and end up with integral demands paying a cost
of at most psr - Y. y % since the optimal solution is a candidate Steiner tree.
We can now assume that d; = 1 and make the number of Demands |D| a power
of 2 by placing dummy demands on r with 0 cost.

Unfortunately, as observed by Jothi et al. [65], when using this redistribution
Lemma we have no guarantee that the demands wont split into multiple parts
that are eventually going to be routed through different paths to the sink. So this
algorithm actually solves a variation of the Single Sink Buy at Bulk problem called

Divisible Single Sink Buy at Bulk.

4.3.2.1 The Algorithm
1. We initialize D1 = D and t = 0.
2. While there is demand that has not been routed to r:

(a) Weset t < t+1.
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(b) We mark each demand in D; with probability p, = % and we create a

new set Dj that contains those marked demands.

(c) We construct a pgp-approximate Steiner tree on the set F; = D; U {r}
with cables of type t + 1.

(d) Each vertex j € D; send its demand to the nearest vertex of Fj, lets
assume 7, which accumulates at this point a total of wy (i) demand.

(e) Since at step ¢ all demands are either 0 or us, ¢ € F; has received

demand from ““% vertices of D;. We divide those vertices into groups

! we (1)

Ut

of =t vertices leaving b; =

a group.

mod u;—ﬂ:l residual vertices without

i. We send usy1 demand to a random member of the group using a
cable of type ¢t + 1.

ii. We use the Redistribution Lemma with T' = Ty, wy(i) = b; - uy and
U =u1

iii. For every vertex ¢ € F; that ends up with u;41 due to the redistri-
bution we randomly send back that demand to one of i’s residual
vertices with cables of type t 4+ 1

Note that this algorithm will end since at step K, px = 0 and thus Tx = r
and all demands will be rooted to r through their shortest path.

4.3.2.2 The Analysis

Although at first site the algorithm seem complicated its guarantees can be
explained through a series of easy Lemmas.

Lemma 4.3.2. For every non-root vertex j € D it holds that:

1
Prfj e D =
t

This Lemma can easily be proved using Inductive reasoning.

Corollary 4.3.2.1. For a non-root vertex j € D it holds that:

. 1 1
PI‘[] GFt] =Pt — = —
Ut gt

Lemma 4.3.3. Let T} be the optimal Steiner tree on Fy, then:

E|Y el < Z;-C*(s) +Z<:5:gt O (s)
s<t

ecTy s>t
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This expression can easily be shown by proving that there exists a Steiner tree
spanning F; with that cost. That Steiner tree is created by combining two sets of
edges. The first one is the set of edges that have a cable type of t+1 or higher. This
set of edges has an expected total cost of ) __, a% - C*(s). The next set of edges
can be derived by examining each vertex ¢ € F; — {r}. We add one of the paths
that ¢ uses in the optimal solution with probability proportional to the fraction of
i’s weight that this path carries. This yields an expected cost of > ﬁ -C*(s).

The above sets of edges produce a Steiner tree with the desired restrictions.

Lemma 4.3.4. The expected cost of step t is at most (3 + psr) - or+1 - E[e(T3)],
where T} is the optimal Steiner tree on Fy.

The proof of this Lemma is straight forward if we consider the fact that we
can easily establish upper bounds for the costs of each step of the algorithms:

e The cost of the Steiner tree of step 2.c. is at most psr - o441 - ¢(T7)

e The cost of step 2.d. is at most 2 - o441 - ¢(T}). This can be shown using an
argument analogous to Lemma [3.4.2

e We can easily show that the cost of steps 2.e. are at most o441 - ¢(T}).

Theorem 4.3.5. The process described is a 72.8-approximation algorithm for the
Divisible Single Sink Buy at Bulk Problem.

By adding the initial rounding costs and the cost incurred by the algorithm we
come up with a guarantee of 16 - (3 4+ pgr)

4.3.3 A 153.6-approximation

We now analyze the algorithm provided by Jothi et al. [65]. The core idea of
the algorithm is the same as the one presented by Gupta et al. [58]. The most
important contribution is a revisal of the Redistribution Lemma [4.3.1|in order to
ensure that demands can not be split and routed through multiple paths to the
sink. Then using the revised redistribution Lemma with some appropriate hyper
parameter tuning they conclude to improved results for both the Divisible and the
non-divisible Single Sink Buy at Bulk Problem.

In the algorithm analyzed by Jothi et al. [65] instead of demanding §; to be
a power of 2 (as in [58]), we demand that it is a power of 1 + e. This simple
observation lets us significantly decrease the cost of the algorithm.

4.3.3.1 The Revised Redistribution Lemma

First of all, we are going to need two auxiliary Lemmas in order to prove the
Revised Redistribution Lemma.
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Lemma 4.3.6. FEither there exists at least one edge with zero flow in the directed
tour constructed by Lemma[{.3.1] or there exists a redistribution with zero flow on
one edge of the tour that end up with the exact same assignment of weights.

Suppose there is no edge with zero flow in the tour. We can simply subtract
form each edge the smallest amount of flow that is being redistributed. Then we
end up with the desired result.

Lemma 4.3.7. For any Y chosen uniformly at random from (0,U) during the
procedures of Lemma there exists a redistribution using the same Lemma
but with Y = U that ends up with the same weights.

The key observation in order to prove this Lemma is that Lemma [£.3.1] always
starts from a fixed vertex, however this dose not need to be the case. Suppose a
redistribution with a random Y. From Lemma we know that there exists (or
we can create) a vertex ¢ in the tour that receives zero flow. It is easy to show
that if we begin the procedure of Lemma[4.3.1] from ¢ with Y = U we end up with
the same weights.

We are now ready to prove the Revised Redistribution Lemma.

Lemma 4.3.8 (Revised Redistribution Lemma). Let T be a tree with edges of
capacity U, which is a power of two . Also, for each j € V(T) we have that
w(j) < U represents the weight located at node j which is also a power of two.
Then there exists an efficiently computable flow, which respects the capacities in
T and without splitting the flow of a vertex that redistributes the weights such
that node j ends up with either U weight with probability # or 0 weight with
probability 1 — #

There are two key parts into proving this Lemma. First, we begin the procedure
of the Redistribution Lemma by the vertex we found with Lemma [£.3.7] and with
Y = U. Then whenever we mark an edge and need to send Qe —x-U demand to
the next marked vertex we can show that since all demands are a power of two then
there exist a subset W of vertexes that have not been assigned to a marked vertex
yet and that Quew — Y ;e w(i) = o - U. This observation shows that whenever
we mark a vertex we do not need to split any demands. The second key part is
to prove that we do not need to split any demands when we replace the directed
arcs of the Euler tour with the original edges of T'. We can do this by applying the
following procedure recursively on all leafs of T until we are left with no vertices.
If a leaf is not marked then we send its demand to its parent in 7" and discard
it. If the leaf is marked then we just send the amount of demand needed to the
leaf from its parent and then discard the leaf. Notice that in both situations we
use only one of the two arcs corresponding to each edge of T. Recursively this
procedure gives us the desired flow.

Once we have this revised redistribution lemma we can use the same proce-
dure introduced by Roughgarden et al [58] to derive an algorithm that solves the
unsplittable version of the Single Sink Buy at Bulk problem.
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4.4 Two Metric Network Design

In this section we will analyze the O(log k)-approximation algorithm for the
Cost-Distance problem presented by Meyerson et al [79]. This was one of the first
problems that occupied our attention because of its similarities with our own main
problem. In both instances we have to cope with two different type of costs. One
that is related to the distance that the demands need to travel and a second that
is a constant cost, payed when we “buy” an edge in order to be able to use it. The
main differences of the two problems are that in our main problem that we need to
buy facilities, not edges, and that distances in our instance are not constant but are
related to the amount of congestion on each edge. In the algorithm of the following
section, we will analyze how we can use matchings and randomized redistribution
of demands in order to decrease by half the amount of demand points. This leads
to a logarithmic amount of steps that in turn yields the logarithmic approximation
guarantee.

This problem is of significant importance because, as it will be discussed later,
it generalizes many important network design problems. In the case where the two
metrics (cost and distance) are related, there are constant factor approximations
due to the works of Awerbuch et al. [I1] and Khuller et al. [69]. The algorithm
presented borrows ideas from a similar version of the problem examined by Marthe
et al. [78] and Kortsarz et al. [72], in which the goal is to find a minimun cost tree
(based on a metric ¢), whose diameter is less than L (based on a different metric
l). It was shown from Chuzhoy et al. [30] that this problem is Q(loglog|S|) hard
to approximate.

4.4.1 Preliminaries

We follow the definitions and notations of Meyerson et al. [79]. In the Cost-
Distance Problem we are given a graph GG with a set of vertices V' and a set of
edges E. We are also given a set S C V of demands that need to be routed to a
single sink vertex ¢t € V. For each demand s € S we have a weight w(s). For each
edge e we have a cost ¢(e) and a distance [(e) metric. A feasible solution consists
of a subgraph G’ = (E’,V') C G for which V' C S U {r}. An optimal solution
minimizes the sum of costs of edges of £’ and the distances of the demands to the
sink. More formally an optimal solution minimizes the following expression:

Z )+ Zw - L'(s,t)
ecE’ seSs

where L’(.,.) is the total distance of the two vertices with respect to the distance
metric [ on graph G'. We will address the total cost as the total value in order to
avoid ambiguity in the analysis since we already have a cost metric.
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4.4.2 The Algorithms

This algorithm describes a randomized procedure that pairs demands until
one demand is left which is then routed to the sink. More formally we have the
following algorithms:

1. We initialize Sy = S U {t},wop = w,E' = @ and i = —1
2. While S; # {t}.

(a) i+ i+ 1.
(b) For every pair of vertices (u,v) € S;/{r}:
i. We find the shortest u — v path P,, with respect to the distance
metric My,(e) = c(e) + %m -l(e).
ii. Let Ki(u,v) =) .cp. Muv(e).
(c) For every node u € S;/{r}:
i. We find the shortest v — r path P, with respect to the distance
metric My (e) = c(e) + wi(u) - l(e).
ii. Let K;(u,t) =) cp,, Mut(e).
(d) We compute a matching between nodes in S; such that:
i. The number of unmatched nodes plus half the amount of
matched nodes (i.e. the number of matches) is at most %
ii. Thevalueof 3 ., v Ki(u,v) is at most § times the minimum
K;-value of a perfect matching.
(e) Weset Sip1 = 9.
(f) For every matched pair (u,v):
i. We add all edges of P,, into E’.
ii. Choose u to be the center with probability #(uw)z(v)
: . . s . (v)
wise v (i.e. with probability m)
iii. We add the chosen vertex to S;11

and other-

iv. We set w;y1(center) = w;(u) + w;(v)
(g) For all unmatched nodes u € S;:
i Sit1 < Sit1 U{u}
ii. We set wit1(u) = w;i(u)
(h) Siy1 < Siy1U{r}

3. We return G’ = (E', V') where E’ are the edges selected by the algorithm
and V' are the adjacent nodes to edges in E’.
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4.4.3 The Analysis

In step 2.d. a minimum value perfect matching is polynomialy computable and
would yield @ = 2 and 8 = 1, however the algorithms available for this task are
highly impractical. Other approximate matchings can be more easily computed
and they result in the same approximation guaranties.

The total running time, if Dijkstra’s algorithm is used for computing shortest
paths, can easily be show that is O (|S|? - (m + n - log(n))).

The first important observation concerning the analysis of the algorithm is that
the optimal solution is a tree T™. If the optimal solution G* is not a tree then we
can take shortest paths from r to all nodes in S and the resulting tree subgraph
would have at most the same value as G*.

Let C* = ) _cp-c(e), L*(u) be the shortest (u,r) path in 7% and D* =
Y ues w(u) - L*(u). Finally, let Df =3 o wi(u) - L*(u).

The hole analysis focuses on bounding the expected value of each step 7 of the
algorithm. We will show that the value incurred in each step is within a constant
factor from the optimal total value (i.e. C* 4 D*) and because the algorithm ends
in at most after O (log(S)) steps the desired result will be proven.

This result is proven through three main Lemmas.

Lemma 4.4.1. For every step i, E[D}] < D*

This Lemma can be easily proven through induction. For the first step it
is obvious that D = D*. Suppose that E[D; ;] < D*. For every pair u,v €
S;—1 that was matched at step ¢ — 1, their contributions in D} ; where w;_1(u) -
L*(u) and w;—1(v) - L*(v) respectively. Since those demands were matched their
expected distance from the source is the sum of the distance from center u times
the probability we chose that center plus the distance from center v time the
respective probability. From the definition of the algorithm we have that the

. . . w;—1(uw)-L*(u)4+w; 1 (v)-L*(v) . .
expected distance is going to be o T F w1 () . The cumulative weight
of the new center is going to be w;_1(u) + w;—1(v). Thus it is easy to see that
the expected contribution of u and v will not change in step . It is also obvious
that the contribution of unmatched nodes does not change and the contribution
of the vertex that is matched with r will drop to zero. Summing over all nodes
the lemma is proven.

Lemma 4.4.2. Given a tree T = (E,V) and a set S C 'V, there exist a perfect
matching of nodes in S such that uses each edge in E at most once.

This Lemma is fairly easy to prove through induction on the number of nodes
in T'. If there is a leaf that is not in S then we can remove that leaf. If all leaves are
in S then we have two possibilities. We chose a leaf arbitrary. If the leafs parent
is in S we match those nodes, remove the leaf from T and remove its parent from
S. If the leafs parent is not in S we remove the leaf, add its parent in S, solve this
instance and then match the leaf with the same node its parent was matched.
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Lemma 4.4.3. The expected value of step i is at most - (2 - D* + C*).

On every step i there exists a perfect matching on S; using only edges of the
optimal tree solution T™. Thus there exist a perfect matching that has cost of at
most 2 - D* + C* (the factor of 2 in front of D* comes from the fact that in the
2-w; (u)-w; (v)
w; (u)+w; (v)
demand). Since we are using a [ approximate matching and the expected value

of the step is equal to the value of the matching the Lemma follows.

cost of the matching we use which is at most two times the smallest

Theorem 4.4.4. The process described is an O(log |S|)-approzimate algorithm for
the Cost-Distance problem.

Using Lemma we have the expected cost of each step bounded by 5 - (2 -
D* + C*). Also we can have at most log,, |S| steps. Thus the total expected value
of the algorithm is at most 3 - (log, |S]) - (2 - D* + C*) — O(log|S]).

4.4.4 Reductions

In this sections we will analyze reductions of this problem to some really im-
portant network design problems showing the importance of the Cost-Distance
problem.

4.4.4.1 Facility Location

We are given as input a network G = (V, E) a distance metric on each edge
Ce, a set of demands D C V with each demand having a weight d; associated with
it and a set of possible facilities ¥ C V where each facility has an opening cost
fi- We create a graph G’ = (V' E’) where V' = V U {r} where r will act as the
sink. For E’ we take all edges in F with zero cost and c, distance and also add
edges that connect each facility with the sink with zero distance and cost f;. It is
obvious that the solving the Cost-Distance problem on G’ produces a solution of
Facility Location on G with the same approximation guarantee.

4.4.4.2 Capacitated Facility Location

In this version of the Facility Location each facility has a maximum capacity
of u; that can be served. If we want to route more than u; demand at facility ¢ we
need to open more copies of that facility paying f; for each copy of the facility. We
follow the same reduction as with a key difference. The cost of the edges
that connect facility nodes to the sink have cost metric of f; and a distance metric
5—1 With this reduction we lose a factor of two in the worst case scenario.
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4.4.4.3 Single Sink Buy-at-Bulk

Suppose we have the Single Sink Buy-at-bulk problem analyzed in Let G
be the network from the Single Sink Buy-at-Bulk instance. We replace each edge
of e € G with K parallel edges where each edge ¢ € K has costs ¢, - o; and distance
Ce % Using this reduction the analysis is analogous to We lose for the
same reasons at most a factor of two in the reduction.

4.4.4.4 Multi-level Facility Location

Suppose we have an instance of the Multi-level Facility Location Problem an-
alyzed in section Let G be the network of that instance. Also suppose that
we have k-level problem. We first create k copies of G, (G1,Ga, ..., Gy). Each edge
of copy G; has cost zero and distance c. (i.e. the distance of edge e in G). We
connect node u in G; with its copy on graph G;11 with zero distance and f,; cost
(recall fy; is the cost of opening a level i facility on vertex ). Last but not least
we create a sink r and we connect each node u € Gy with r through an edge of
zero distance and f,x cost. Using the above described graph the approximation
preserving reduction between the two problems is obvious.

4.4.4.5 Concave Functions

Suppose we have the problem where a set of demands S needs to be routed
to a sink r where the cost of each edge is described by the concave function
fe(d) = min’® | (aje + bje - d) where d is the amount of demand that uses edge e.
It is obvious that if we replace each edge by r. copies where each copy 7 has cost
a;e and distance b;. we have a approximation preserving reduction to the Cost
Distance problem. As we will show in section [f] a more generalized version of the
Cost-Distance algorithm can solve this problem for a much wider class of concave
functions.
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Chapter 5

Congestion Games

In this section we will analyze the game theoretic aspect of network problems.
In Game Theory in general we are preoccupied with problems in which a set of
selfish players want to minimize their own cost, disregarding the total cost of all
players in the game. This creates instances where equilibria have far greater cost
than the optimal solution. This concept of inefficiency due to selfish behavior is
also tightly linked with paradoxes that can be observed. In this section we will
analyze the impact of those selfish behaviors in problems where players want to
reach a destination in a network as fast as possible also known as Congestion
Games.

This section is really important for our main problem since it entails many
game theoretic aspects that we analyze in our work. From this section it is impor-
tant to understand why selfish routing diverges from the optimal solution. This
characteristic is perfectly illustrated by Braess paradox. We will see techniques
on how to compute the Price of Anarchy and the Price of Stability of a problem,
and how to compute exact (when its possible) and approximate Nash Equilibria
through best response dynamics. We will examine some very useful tools such
as the potential function method. We will examine how the existing bibliogra-
phy handles games where cost sharing costs exist which might help us handle the
facility cost of our problem. Finally, we will examine why it is difficult to de-
tect instances where Braess like paradoxes exist and how we can circumvent those
inapproximability results with the use of sparsification techniques.

5.1 Introduction to Congestion Games

In the field of Algorithmic Game Theory a well established and studied field
of research are Congestion Games. In an instance of a Congestion Game we usu-
ally have a network in which selfish (noncooperative) demands want to reach a
destination inside the network. However the latency of each edge of the network
depends on the amount of demand using it. A form of congestion is created and
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the selfish users deviate from the overall best routing in order to minimize their
own latency. We assume that users reach a Nash Equilibrium, however, it is well
known that Nash Equilibrium can be highly inefficient.

To formalize this kind of games we will use the definitions and notations used
by Roughgarden [83]. Suppose we have a network G = (V, E') where V is the set of
nodes and FE the set of edges that connect those nodes. For now we will consider
the single commodity instance where we only have one source vertex s € Vand
a sink vertex t € V. All players are gathered in s and want to reach ¢ via the
shortest possible path. We will denote with P # & the set of simple s —t paths. A
flow f is feasible if ZpE p fp = r where r is the traffic rate that wants to be routed
from s to t. We also define f, = Zp: cep Jp- Finally suppose that for each edge e
we have a latency function [ and that I,(f) = >_.c, le(fe) is the total latency of a
path p € P. The network G, the traffic rate r, and the latency functions [ create
an instance of a congestion game.

We will say that a flow f is at Nash Equilibrium if and only if for every
p1,p2 € P with fp, > 0, 1, (f) < lp,(f). This definition states that a flow is
at Nash Equilibrium if and only if no amount of demand can deviate from the
flow and end up with a lower amount of latency. If we consider two paths pi, ps
that both receive non zero demands at a Nash flow f, using the aforementioned
definition we have that 1, (f) < I,,(f) and Iy, (f) > I, (f) thus Iy, (f) = L (f).
Thus all different paths used by a Nash flow receive a common total latency which
we will define as L(G, r,1).

5.1.1 Atomic vs Non-Atomic

We call Atomic congestion games the ones where there is a bounded amount
of players each one having a nonnegligible weight. Non-atomic games on the other
hand are the ones where there is an infinite amount of players each one having
infinitesimal weight. Obviously the formalization done earlier is for Non-Atomic
congestion game. Similar analysis can be done for Atomic congestion games.

5.1.2 The Price of Anarchy

A really important metric through which we will evaluate the efficiency of a
flow is its total cost. We define the total cost of a flow f as:

CH) =D)L

peP
From the observations we have already made about Nash flows f, we can see
that C(f) =r- L(G,r,1) at a Nash Equilibrium.
Now we are ready to state the Price of Anarchy which was proposed first by
Koutsoupias et al [74]. The Price of Anarchy is nothing more than the ratio of the
maximum possible cost at a Nash Equilibrium to the cost of the optimal flow f*.
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maxfe Equil C(f)

c(f)

PoA =

5.1.3 The Price of Stability

The Price of Stability is a metric very similar to the price of anarchy. It is
essentially, the ratio between the lowest cost Nash Equilibrium to the Optimal
Cost. In essence it shows us how much of cost we have to sacrifice in order to have
stability (i.e. Nash Equilibrium).

minfEEquil C(f)
C(f*)

PoS =

5.2 Braess Paradox

A well known phenomenon that occurs is selfish routing networks is the Braess
Paradox that was first stated by Braess in 1968. This paradox states that if we
remove an edge from a network its total performance at a Nash Equilibrium (with
respect to the total cost) might improve.

(a) The Network (b) The optimal Subnetwork

Figure 5.1: Braess Paradox.

Consider the network depicted in We have a source node s that wants
to send r = 1 traffic rate to the sink ¢. It can do so through the following three
paths, s > v —>t, s > w — t and s - v — w — t. The latency of the edges are
the ones depicted on the figure where z is the amount of traffic that uses a specific
edge. Since the traffic rate is 1 the costs of edges s — v and w — t are always less
or equal to 1. Thus the only Nash Equilibrium at this state is if all demand is
routed through the path s — v — w — t which will have a total cost of C(f) = 2.
However if we consider the optimal Subgraph of this network depicted in we
can see that the only Nash Equilibrium in this network is achieved when half of
the total demand is routed through path s — v — ¢ and half through s — w — ¢
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with a total cost of C(f") = Thus the Price of Anarchy in this instance is

3
5.
PoA = 2 = %. Tardos et al. [86] proved that for linear latencies % is an upper

2
bound on the price of anarchy. Generalizing their techniques Roughgarden [85]
proved that for polynomial latencies with bounded maximum degree of p the price

-1
of anarchy is [1 —p-(k+ 1)_%} which is asymptoticaly © (ﬁ) as p — 0o.

In this paper he also proved that the Price of Anarchy is independent of the graphs
topology.

5.2.1 Inapproximability Results

A natural network design problem that arises from the above observation is
that given an instance (G,r,l) of a Congestion Game we would like to find a
subgraph H C G such that L(H,r,1) becomes minimized. It turns out that we can
not. More formally Roughgarden [83] proved that for linear latencies there is no
(% — e)-approximation algorithm for this network design problem and for general
increasing non negative latencies there is no (4 —e€)-approximation algorithm where

2
n is the number of vertices in G.

5.2.1.1 Linear Latency

For the inapproximability results we are going to use the 2 Directed Disjoint
Paths problem which was proved NP-complete by Fortune et al. [4I]. In this
problem we are given a network G = (V, E) and sy, s2,t1,t2 € V. The goal is to
find if there are paths P, from s to t; and P, from s to to such that P, and Ps
are vertex disjoint.

Suppose we have an instance of the 2 Directed Disjoint Path problem where we
have a network G = (V, E). We create a instance of our network design problem
as follows. We create a new graph G' = (V',E’) where V' = V U {s,t} and
E' = EU{(s,s1),(s,82), (t1,t), (t2,t)}. We set for each edge e € F the latency
as le(x) = 0. We also set for edges e € {(s,s1),(t2,%)}, le(x) = 1 and for edges
e € {(s,s2),(t1,t)}, le(xr) = x. Suppose we have an algorithm that solves our
network design problem. If there were disjoint paths then our algorithm would
choose them yielding a total cost of % (recall figure . If there were not any
disjoint paths then our algorithm would yield a total cost of 2 (recall figure .
Since the 2 Directed Disjoint Paths problem is NP-complete then there is no (%—6)-
approximation algorithm for our network design problem (unless P = NP).

5.2.1.2 General Latency

For General Latency the proof is much more intricate. First we create a family
of graphs that generalize the network of the Braess Paradox. Also it is of great
importance that although we want our latencies to be smooth functions we can
emulate step functions using a small enough parameter §. We can have for instance
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le(x) =1for x <1andl.(x) = M for x > 1+ where M is a big enough constant

to be considered as co. For a small enough (i.e. m> and a big enough M
n

(i.e. 5) we can consider edge e to have a capacity of 1. Then using the generalized
Braess Graphs and the fact that we can set capacities on edges we can show that we
can solve the Partition problem using our network design problem. For a complete
proof address [83].

Lin et al. [76] generalized this founding for multi-commodity networks. In
those networks instead of a single source sink pair we have k source-destination
pairs (s1,t1),...,(Sk,tx). Lin et al. created a general family of two-commodity
instances where removing a single edge can decrease the price of anarchy by 22(™).
Again using capacities on edges they showed that finding the best subnetwork of
a two-commodity game is equivalent to solving the Partition problem. Thus the
Multi-commodity Network Design problem is exponentially inapproximable.

The aforementioned results show that if we want to diminish the Price of
Anarchy of a given congestion game we can not do so efficiently by removing edges.
The best thing we can do in this direction is find a subnetwork with an approximate
Nash Equilibrium that is close to the Nash flow of the optimal subnetwork using
sparsification techniques that we will analyze later on. Other techniques have also
been adopted such as using Stackelberg routing where we can use a small fraction
of coordinated traffic in order to decrease the Price of Anarchy of the rest of the
traffic ([16], [42], [67], [71], [84]). Also, the idea of adding tolls on resources has
been extensively studied ([66], [21], [31], [40], [45]).

5.3 Computing Approximate Equilibrium

In this section we will analyze a series of works that use best response dynamics
in order to compute approximate Nash Equilibria in congestion games. It will be
of great interest to see if the techniques proposed by those papers can be extended
to find approximate Nash Equilibria in a variant of our main problem.

In general finding an exact Nash Equilibrium in congestion games is computa-
tionally hard ([2], [35]). In fact in weighted congestion games exact Nash Equilibria
may not even exist [51]. Dunkle et al. [34] by extending the work of Fotakis et
al. [44] showed that it is even NP-complete to determine if a weighted congestion
game has an exact Nash Equilibrium. That is why a well studied problem is that
of finding an approximate Nash equilibrium. We call g-approximate Nash equilib-
rium a state of a congestion game in which no player can change their strategy
and decrease their latency by a factor greater than ¢q. Due to the work of Skopalik
et al. [89] we know that computing a g-approximate equilibrium in congestion
games is PLS-complete for any ¢ that is polynomialy computable. That is why
we focus on special cases of congestion games. In this section for instance we will
analyze congestion games with polynomial latencies of bounded degree. Besides
the papers we will analyze in this section, positive results in computing approxi-
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mate Nash Equilibria have been also given by Chien et al. [26] and Feldotto et al.
[37].In the following sections we will analyze different algorithms that use similar
techniques to find approximate Nash equilibria in Atomic congestion games.

5.3.1 Preliminaries

We are going to use the notations and definitions of Caragiannis et al. [20)]
as a bases and change or introduce new notations were necessary. Suppose we
have a congestion game with a set N = 1,2,...,n of players that all have unit
demand. There is a set of resources F and each player u using the resources
of E has a set of possible strategies ¥,,. When each player chooses a strategy
Sy € X, we have a state S = s1, 39, ..., 8, of the game. Also we have a polynomial
latency function f. on each resource e € F, which depends on the amount of
players that are using that resource, has a bounded maximum degree d and has
non negative coefficients. We will denote n.(S) = [{u € N : e € s,}|. Thus the
total cost of a player u using strategy sy is cu(S) = X ., fe(ne(S)). Given a
state S = s1, $9, ..., S, of the game we will depict as (S_,, s,,) the state in which
all players have the same strategy as in S except player v who has deviated to
strategy s, (i.e. (S_u,$.,) = 81,82, ..., 8, ..., $). Finally, we will denote as BR,,(.5)
the best response of player u in state S (i.e. the strategy s), for which ¢, (S_,, s.,)
is minimized). With an abuse in notation we can say that BR,(0) is the best
response of player © when no other player has chosen a strategy yet.

In order to formalize the notion of the g-approximate equilibrium stated earlier
we introduce the notion of a g-move. We call g-move when a player deviates from
strategy s, of a state S to a strategy s), and ¢, (S_y,s],) < C“qu) (i.e. player u
ameliorates his cost by a factor ¢ when he deviates to strategy s!,). We say that
we have a g-approximate Nash equilibrium when there are no available g-moves
for any player in the game.

It will be useful to consider sequences of moves where only a set of players
F C N are playing while the rest N/F players are frozen to their original strategy.
For this reason we introduce the notation ff(z) = f.(x + t.) where t. stands for
the number of players in N/F that use resource e. Also nf'(S) denotes the number
of players in F' that use resource e under the state S.

5.3.2 Potential Function

It is now a good time to introduce the notion of Potential Functions. Conges-
tion Games with unit demands are potential games. In other words they admit a
potential function ®. This function has the following very useful property:

D(S_u, 5,) = ©(S) = cu(Su, 5u) — culS)

It is obvious that local minima of the potential function consist Nash Equilibria
of the game at hand. The first potential function for unweighted congestion games
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was introduced by Rosenthal [82] and can be written as ®(S) = > . Z?i({g) fe(J)-
From this definition of the potential function we can see that > __ , » fe(ne(S)) <
O(S) < > uen cu(S) holds. Weighted congestion games do not admit potential

function except for linear and exponential latencies [60].

5.3.3 Unweighted Players

In this section we will analyze a simple algorithm that finds approximate Nash
equilibria. when all players have unit demands introduced by Caragiannis et al
[20]. In the next sections we will present works that generalize this algorithm for
weighted congestion games using two different techniques.

5.3.3.1 The Algorithm

For the sake of this algorithm we will denote as 64(q) the upper bound of the
worst case ratio between the potential of of any g-approximate equilibrium and the
minimum potential. For an instance G = (N, E, (X;)ien, (fe)ecr) of a congestion
game and a constant ¥ we have the following algorithm.

—1
1. We initialize ¢ = 1 +n~%, p = (W) .

2. For each u € N we set [, = ¢,(BR,(0)).

3. We initialize l i, = mingen Ly, Imax = maxyen b, and

lmax

4. We then partition the players into blocks By, Bs, ..., By, such that u € B; if
and only if [, € (lmax (201 p2tdty =i g - (29 -nw*d“)_i“].

5. We set the initial state of the game S = (BR1(0), BR2(0), ..., BR,(0))

m=1+ f10g2d+1,n2¢+d+1

6. For phase i =1 to m — 1 such that B; # @&:

(a) While there exists a player u in B; with a p-move or in B;;; with a
g-move, make u deviate to his best response strategy (i.e. set s, <
BR,(95))

5.3.3.2 The Analysis

For the purpose of this thesis we will only going to provide the high level ideas
of the analysis presented in [20].
We will call S the instance of the game after the end of phase i (S° will be

the initialized state), b; = (2%+! . n2 ¥4+ ™ and R; the set of players that move
at least once during phase 7. Finally, ®g, is the potential of the game where only
players in R; play and all other players are frozen.

The key lemma concerning this algorithm is the following;:
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Lemma 5.3.1. For every phase i > 2, ®p,(S71) < 2;?;'11/)

This lemma is proven by contradiction. We assume that ®g,(S*"!) > le?;'ﬂ,

then we can show that state S*~! is not a g-approximate equilibrium for players
in R; N B;. However this means that there was a player u in B; at phase i — 1 who
had a ¢g-move which contradicts with the contradicts step 6(a) of the algorithm.

Now we are ready to prove that this algorithm finishes after a polynomialy
bounded number of steps. More formally:

Lemma 5.3.2. The algorithm terminates after at most O(n>¥T39+3) best re-
sponse moves.

Using the facts that:
e The maximum number of Blocks and thus phases of the algorithm are n.

. Lemma (ie. Dp, () < 2.

iy 2d,n

e Each best response must decrease the potential by at least (¢ — 1) - bj4o.
e And that the maximum degree d of the latency is bounded.

We can bound the amount of best response steps by O(n®>¥+3-d+3),

In order to prove the approximation guarantee we need one last important
lemma.

Lemma 5.3.3. Let u be a player of block By witht < m—2. Let s), be a different
strateqy from the one assigned to u at the end of phase t. The for i > t, it holds
that: .
7
i i oy, Pt
Cu(S ) <p- Cu(s_ua Su) + T : Z b
k=t+1
In order to prove this lemma we again use key lemma to prove two crucial
inequalities:

. b
i+1 < % 141
(S <y (SY) + pyy

and

cu(Si sh) < cu(SiJrl sh) + bit1

—u’cu —u U nw

then using induction we prove the claim.
Finally using lemma we can fairly easily show that:

Theorem 5.3.4. The state computed by the algorithm is a p - (1 + T:iw)— approxi-
mate equilibrium.

For linear latencies this translates to a 2—|—O(n_¢)—approximate equilibrium and
for bounded degree d for the latencies we have a d°@-approximate equilibrium.
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5.3.4 Using V-Games

A natural question that occurs from the previous section is what can be done
for computation of approximate Nash Equilibria in weighted congestion games.
Caragiannis et al [I9] answered this question in their work. The basic problem is
that weighted congestion games with polynomial latencies with degree d > 2 there
are no polynomialy computable potential functions. Thus it is not obvious how
to generalize the work analyzed in section [5.3.3] For this reason Caragiannis et
al [19] used the so called ¥-games. They admit a potential function and thus the
techniques of [20] can be generalized and their outcomes can be used to produce
an Approximate Nash Equilibrium in the original congestion game.

5.3.4.1 Preliminaries

We will continue with the notation introduced in section [5.3.1] There are only
few additions that we have to make because of the introduction of weights. Each
player v € N has a weight w,, associated with him. Also we will call N.(S) to
be the multiset of weights of players that are using resource e in state S (i.e.
Ne(S) = {wy, : e € s} where u € N). Finally let L(A) denote the sum of
elements in multiset A. Thus the total cost incurred by player w in state S is

cu(S) = wy - Zeésu fe(L(Ne(5)))-

5.3.4.2 V-games

First of all, we define a function ¥; mapping from finite multisets of reals to
reals as follows. Wo(A) = 1 for any set A. ¥i(@) = 0 for £ > 1. For any non
empty multiset A = a1, a2, ...,a; and k > 1:

k
A=k D J]aa

1<d1 <. <dp<lt=1

We can see that for instance W;(A) = L(A). Since latency functions are
polynomials with bounded degree we can depict them as f.(x) = Zzzo Qe ) - TF
with ac > 0.

Using the above we can define the W-game. A WU-game GG can be represented
with the tuple (N, E, (Wy)uenN; (Xu)ueN; (@ek)ecE k=01,....4)- In other words every-
thing is identical with a normal potential game. The only change is in the cost
payed by a player u in state S which is given by the following formula:

d
¢u(S) = wy - Z Zae,k - Wg(Ne(5))
e€sy k=0

The reason why we are interested in W-games is twofold. On the one hand W-
Qe k

games are potential games since ®(S) =), ZZ:O 571 Ye+1(Ne(S)) is a potential
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function for a W-game. Thus the algorithm and the analysis presented in [20] can
be generalized in order to yield approximate Nash equilibria for U-games.

On the other hand it is not difficult to see that given a weighted congestion
game with polynomial latency functions of degree d and its corresponding ¥-game
it holds that ¢,(S) < ¢,(S5) < d!- ¢,(S). Using this observation it is not difficult
to see that a p-approximate Nash equilibrium in a W-game is a d! - p-approximate
Nash equilibrium in its corresponding congestion game.

The rest of paper [19] goes on to provide an algorithm to compute % +
O(v)-approximate Nash equilibrium for linear latencies and d*old)_approximate
equilibrium for general latencies. This algorithm has a polynomial running time
in 77! and the size of the input. Given the aforementioned observations this
algorithm yields a % + O(y) and a d*9t°(d_approximate Nash equilibria for
linear and general congestion games respectively.

5.3.5 Using Approximate Potential Function

In their work Giannakopoulos et al [48] they were able to compute d4+o(@)-
approximate Nash equilibrium for congestion games. Their motivation was that
in [19] the algorithm performs the sequence of best responses in the U-game,
thus when we translate those moves to the original congestion games there are
cases where players would deteriorate their position. Thus the algorithm proposed
in [19] is not a natural one. To achieve this instead of using W¥-games [19] for
their potential function they used approximate potential functions. Those ap-
proximate potential functions and their properties were developed in parallel by
Giannakopoulos et al [49] and we will talk extensively about them in the next
section.

First they were able to formulate a matching upper and lower bound for the
Price of Anarchy for approximate Nash equilibria. They showed that in a conges-
tion game with polynomial latencies of maximum degree d a p-approximate Nash
equilibrium has CIDfil:;l Price of Anarchy where ®,4, is the unique positive root of
the equation p - (z + 1)% = z4+1,

Then they formulated the following function for every resource e € E:

d
k+1
¢e(1;) = a€70 - + Zae’k . <xk+1 + % * xk)
k=1

Where a5, are the coefficients of the polynomial cost functions introduced in
section Using the above function we can construct the following approximate
potential function ®(S) = > cp de(L(Ne(S))). The following lemma illustrates
why this is an approximate potential function:

Lemma 5.3.5. Foranyec€ E, x>0 and w > 1:

w'fe($+w)§¢e($+w)_¢e(x)S(d+1)'w'f6($+w)
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Where f. is the cost function of resource e. Using this lemma we can show that
D(S) — P(S_y,s,) > Cu(S) — (d+ 1) - Cy(S—y, sl,) which constitutes one of the

u
most important properties of this approximate potential function.
In the rest of paper [48] they use this potential function in order to generalize

the algorithm of [20].

5.3.6 Unifying Approximate Potential Function

In this section we will see how to compute potential functions for a variety of
latency functions including cost sharing games. If we are to generalize the work of
the previous section for our problem this will be a very important tool.

Some really interesting work has been done in finding approximate potential
functions ([25], [28], [59], [27], [1§]). In the work of Giannakopoulos et al [49] they
introduced a way to compute approximate potential functions for most conceivable
latency functions. In this section we will present the work presented in [49].

First of all, to understand how to compute approximate potential functions we
need the following lemma:

Lemma 5.3.6. For a given congestion game we assume that for each resource e
there exist positive reals a1, a2.¢,b1.¢,b2. and a function ¢. that maps the set of
demands that use resource e to reals such that ¢p.(@) =0 and

¢e(l U Z) - qbe(l)

. < a9, llie N,ICN —{i}.
aje < Wi co(wr W) <aze forallic {i}
e (1
o< —2U 4 fralo£ICN.
wr - ce(wr)

maXecE b2,e/a1,e

iy . a
Then the game has an (a,b)-equilibrium where a = max.cp # andb = _— r b1/
;€ e ,€ ,e

Where a state S of a congestion game is an (a,b)-equilibrium if it is a a-
approximate Nash equilibrium and the social cost paid in S is at most b times the
optimal social cost. Also w; = L(I).

Firstly we let ®(S) = > cp i - ¢e(Ne(s)) which serves as approximate po-
tential function for our congestion game.Then the proof uses the inequalities con-
sidered as true from the lemma to conclude in the following two inequalities:

D(S_i,57) — ®(S) < w; - [a- Ci(S—i, 8}) — Ci(s)]

and,

®(S’) — ®(S) < min (bl’e> “[b-C(S") - C(s)]
which in turn show that:
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D(S) < D(S_i,5;) = Ci(S)
B(S)<d(S) = C(5)

S a - Ci(S_Z', S;)
<b-C(5")
which proves the claim.

Now let as define good functions and good games. A function f of a congestion
game G is (a1, a2, by, be)-good if there exists & > 0 such that for all x € {0} U
[Wmin, W] and w € [Wiin, Wmax| it holds that:

1 T+w
al-f(f'3+W)—€-f(w)§~/ Ft)dt < ar - [z +w) — € f(w)

w

and for all x € [wyn, W:

w

bi- (@) — € fumlz) < - - /0 "0 < by (1) — € Franl(@)

where wpi, is the smallest weight of a player in the congestion game, wmax the
maximum weight, W the sum of all weights, fmin(z) = mingepy,,. - f(y) and
fmax(2) = MaXy e [wpin,z] ).

A congestion game is {(a1,j, a2 j,b1,,b2;)}jes-good if for any resource e € £
there exists a non empty set J. € J and for each j € J, there exists A, ; > 0 such
that:

fo) = Aej- £i()

J€Je

where f;(t) is a (a1, a2, b1, b2 j)-good function.
We can now see that function:

o) = [ 10 s g Y fw)

iel

where &, is a constant that complies with the definition of a good function, is an
equation that satisfies lemma [5.3.6l Thus a {(a1;,a2;,b15,b2;)}jes-good game

e as i max.e 1bo s laq s
has an (a, b)-equilibrium where a = max;c; ~=. and b = maxjes baj/a;
’ W minje s bi,j/a1,;

Also the approximate potential function of this game is the following;:




5.3.6.1 Fair Cost Sharing

A really interesting application for us when we have cost sharing latencies.
Suppose a congestion game where wyi, = 1 (can be achieved with scaling if neces-
sary) and latency functions f(z) = % where F, > 0. We can easily see that those
functions can be described as linear combinations of the function f(z) = 1 so we
will focus on that and the outcomes will be transferable to the more general case.

However in order to compute an approximate potential function for this prob-
lem we need to integrate the cost function which can not be done in this case.
However since the minimum amount of demand that can pass through a resource

iS wmin = 1 it is equivalent to consider the following latency:

l X
f(fv)Z{x =1

A 0<z<1

This latency function is (a1, ag, by, be)- good for:

ap =1, agzmax<<1—|—

b = A, by = In(W) + \.

> . ln(l + wmax), ln(wmax) + A) )

Wmax

In short to prove this we can chose £ = 0 which leads us to ¢.(x) = In(z) which
in turn proves the necessary bounds.

Using the above it is easy to see using lemma that this congestion game
has an (a, b)-equilibrium where:

1
a — max <(1 + ) . hl(]. + wmax)7 ln(wmax) + A)
Wmax

In(WW)
A

b=1+

The constant A\ is one we can chose depending on the problem at hand and
serves as a trade-of between the approximation guarantee of the equilibrium and
the impact of the equilibrium on the social welfare.

5.4 Cost Sharing Games

Cost Sharing games is a subcategory of congestion games. In those games the
cost of using an edge is evenly distributed among all players. So in the instances
we will encounter each edge has a cost ¢, and if z amount of demand is using that
edge then its cost for each unit of demand is %. This cost sharing mechanism is
intuitive and abides to Shapleys value [87].
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5.4.1 Price of Stability

First we will try to find an upper and lower bound for the Price of Stability
for the unweighted case. This bound was first introduced by Anshelevich et al. [§]
and we will analyze their examples and proofs. Although their proofs are based
on directed graphs, work has also been done for undirected graphs [38].

5.4.1.1 Lower Bound

Consider the instance depicted in figure We have k unweighted demands
on s that want to be routed to the destinations t1, ¢, ..., tx. The optimal solution
would be for every one to use the edge of cost 1 + €. In this instance every player
would experience a cost of % However one player will find it more profitable
to deviate and use the edge of cost % It becomes evident that the players will
deviate one by one until they all use an edge of the form s,¢;. This is the only
Nash Equilibrium in this example. The cost that is paid in the equilibrium is
H(k) = Zf_l - = O(log(k)). While the best possible solution paid a cost of 1+ e.

For e — 0 we get an H (k) Price of Stability.

Figure 5.2: A Cost Sharing Instance with PoS O(log(n))

5.4.1.2 Upper Bound

This game since it is unweighted has a potential function which is ®(S) =
Yoecr Doney fe(x) where fe(x ) = . It is obvious that for any flow S With cost

CS we have CS Ze:ees Ce < ZEGS Ce + ZEEE Zx 2 3: = ZeGE Zx 1 :E ThU.S

Cs < ®(S). Also we have that ®(S) = Y cpd 3o, % = 3 cpced ooy &
Yoecp Ce H(we) < H(K) - Zees ce = H(k) - Cs where k is the number of players

in the game and H (k) = Zf 17+ So we end up with the following inequality:

Cs < ®(S) < Cs- H(k)

Suppose we have an optimal flow to the problem S5*. We know that the flow for
which ® takes its minimum value is a Nash Equilibrium. Lets call S that flow that
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minimizes the potential function. We have the following Cg < ®(S) < ®(S5*) <
H(k)-Cg+. Thus we have proven a matching upper bound on the price of anarchy
for any possible Cost Sharing game.

5.4.2 Computing Minimum Potential Nash Equilibria

In their work Chekuri et al. [24] provide a Linear Programming alogorithm
that computes a Nash Equilibrium in cost sharing games. However, there is a
key difference to the cost sharing game we have seen so far. The cost that each
player pays for using an edge differs in this setting than the ones we have examined
earlier. Also here demands are able to split their flow in order to achieve smaller
latency.

We will first consider the unweighted case. In their setting they suppose that
player i sends a fraction f.; of his demand through edge e. Without loss of
generality we can assume that fo1 < fe2 < ... < fen. < 1 where n, is the total
amount of players routing non-zero flows through e. Also we assume that f.o = 0.
Then player i pays ¢’ = c - 22:1 % cost for using edge e. Notice that the
total cost paid for e is fe,, - ce. This means that the whole cost of edge e is not
paid. This subtle difference allows them to come up with a potential function for
this game which is the following:

ne(S) ne(S)+1—j

Z Z Z Co - fe,j _.fe,j—l

ecS j=1 i=1

Now from their original graph G = (V, E) they create a new graph G' = (V, E')
in which they take each edge e € E and create n copies ey, €2, ..., e, where n is the
total amount of demands. The cost of edge e; is %. We also denote f;; the amount
of flow that demand 4 send through path p. Then we can construct the following
LP formulation:

mlnzz (ZJ: fe’ xe]) (5.1)

ecFE j=1 \i=1
Zf; > 1 YV commodities i (5.2)
p
Z f; <z V edges e, copies j, commodities i (5.3)
e;Ep
n .
Z Z fy = 7w V edges e, copies j (5.4)
i=1 e;€EP
0<ae, <1, f>0 (5.5)
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Note that there is an exponential lumber of variables, however it can be solved
in polynomial time via the dual program using the Ellipsoid algorithm as stated
n [24]. Afterwards they show that flow in G’ produced by the linear program can
be transformed to a solution of minimum potential in G. Later they also present
a generalization of the algorithm for weighted games.

5.5 Edge Sparsification Techniques

As we have already seen in detecting and efficiently eliminating instances
of the Braess’s Paradox in networks is N P-hard. Is there a way to escape Braess’s
Paradox under mild assumptions? The answer is yes and this can be achieved
through sparsification techniques. Essentially what we are going to show in this
section is that in any network under specific assumptions there is at least one
subnetwork that emulates the best subnetwork with great accuracy and the total
amount of paths used is small enough that we can perform exhaustive search in
order to find it. This will become more evident once we analyze the two techniques
one of which is based on Althdéfer’s Lemma and the other one is based on an
approximate version of Caratheodory’s theorem.

5.5.1 Preliminaries

We are going to use in this section the definition and notations of Fotakis et
al [43]. We have a selfish routing instance that consists of a network G = (V, E),
a source and a sink vertex s and t respectively, a continuous, differentiable and
convex latency function [, for each edge e € F and a traffic rate r that wants to
be routed from source s to the sink ¢. Let n = |V|, m = |E| and P denote the set
of simple s — ¢ paths in G. We will call any subgraph H(V, E’) obtained from G
by deleting edges, a subnetwork.

A flow f specifies an amount of demand f,, that is routed through each different
simple path in P. A flow is feasible if ZpEP fp =r. Also we will call f. = Zp:eep Ip
the amount of flow that passes through each edge e € E. The latency of a path p
under flow fis I,(f) = >_ceple - (fe). For aflow flet Ey =e € E: fo >0 be the
set of edges that are being used by flow f and Gy = (v, Et) the subnetwork of G
corresponding to f.

We will assume that there is an infinite amount of players in source s that
selfishly want to route their infinitesimal demand to the sink ¢. A flow f will
be at Nash equilibrium if no infinitesimal player can deviate from the flow and
end up with a smaller latency (i.e. for every path p where f, > 0 it holds that
Ip(f) < ly(f) where p' is an arbitrary path). Therefore all players incur a common
latency in a Nash flow f which we will call L(f).
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Finally, we will call an e-Nash flow, a flow f such that for every path p with
fp > 0 it holds that 1,(f) < l,y(f) + € where p is an arbitrary path.

In the best subnetwork problem we will be given an instance of selfish routing
and we will have to find a subnetwork H? such that L(H?) < L(H) for any other
subnetwork H. Where L(G) is the common latency at a Nash equilibrium in G.

5.5.2 Althofer’s Lemma

For this technique Fotakis et al [43] used a Probabilistic Method that was based
on the proof of Althdfer’s lemma [5]. The following lemma will help us find an
approximate solution for the best subnetwork problem.

Lemma 5.5.1. Suppose we have an instance of a graph G = (V, E) and a feasible
flow f. Then for an? € > 0, there exists a feasible flow f that assigns positive
traffic to at most | log(2m | + 1 paths, such that for any e € E, |f6 fel <e.

The proof employs the following idea. We view flow f as a probability distri-
bution over the paths. We perform k& > 10g2(i‘2m) rounds where we pick a path at
random using this probability distribution. We assign flow at each path propor-
tional to the amount of times that we have selected that path during the k£ rounds.
We will show that there is a non negative probability that we end up with a flow
that satisfies the guarantees of the lemma. Then such flow exists.

More formally let k = L%J + 1. We can assume that traffic rate is 1 (this
can be achieved with scaling if necessary).Let u = | P| where P is the set of paths.
We have Q1,Q2, ..., Qr which are independent random variables where for each
€ [u] PlQ; = j] = fj. We have F,; = (1if e € Q; else 0). Let F, = % . Zle Fe.
We can see that E[F,] = f..
We can now apply Chernoff-Hoeffding bound ([61]) which leads us to the fol-

lowing inequality:

1
P(|F. — f| > <2 e 2F < —
m

Where the second inequality holds because of the value of k we have already chosen.
Finally by applying union bound over all edges we conclude that P[3e : |F. — f¢| >
e <m-L1 = P[Ve:|F.— f.| > €| > 0. Thus a feasible flow with the characteristics
of the lemma exists.

Now using this lemma it is easy to prove the following theorem.

Theorem 5.5.2. Suppose we have an instance of selfish routing on a network
G = (V,E) where lo(x) = ac -z + b, and r = 1. Let a = maxeep{a.} and HP
be the best subnetwork in G. Also let di,dy > 0 be constants such that |P| <
m® and |p| < log® m for all p € P. Then for any € > 0 we can compute in
time mO(di-a®log”2*1(2m)/e%) flow f that is an e-Nash flow on G and [ (f)

L(HB) + § for all paths p in Gy
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To prove this theorem we set ¢ = m. We then use lemma to

state that there exists a flow f on H? such that |fe — f;] < €7 that uses at most

k= L%J +1 paths, where f is the flow of HE. Also f. = 0 for any edge not in
1

HB. Since |fo — fo| < e1 = |le(f) —le(f)| < a-e1. Summing this inequality over all
edges of a path p we have that |I,(f) —,(f)| < a-log?(2-m) e = §. Finding this
path can be done through exhaustive search over the m©(@1*)
combinations.

different possible

5.5.3 Approximate Caratheodory’s Theorem

We can achieve similar results with the one analyzed in by using an
approximate version of Caratheodory’s Theorem first stated by Barman [13].

The Caratheodory’s theorem in short states that if a point x lies in the convex
hull of a set P then = can be written as the convex combination of d + 1 elements
of P where d is the number of dimensions in which set P exists.

The approximate Caratheodory’s Theorem introduced by Barman [13] is the
following;:

Theorem 5.5.3. Let X be a set of vectors X = x1,...,x, C R? and € > 0.
For every p € conv(X) and 2 < p < oo there exists an O(%)—uniform vector
p € conv(X) such that || — (/]| < €, where v = maxgex ||z, and a vector is k-
uniform when it can be expressed as an average of k vectors of X with replacements
allowed.

‘We will use this theorem in the equivalent way we used lemma to produce
an sparse e-Nash flow.

Theorem 5.5.4. Suppose we have an instance of selfish routing on a network
G = (V, E) where l.(x) are a-Lipschitz. Let HP be the best subnetwork in G. Also
let |p| < M for all p € P. Then for any € > 0 there exists a flow f that uses
O(a2'M;'r2), is an e-Nash flow on G and ly(f) < L(HB) + § for all paths p in

G

To prove this we are going to use theorem [5.5.3] First of all for each path
p € P we create a vector x;, of |E| dimension (i.e. zp = (7p1,7p2,..., 7y 5))). We
set ¥, = 1 if e € p otherwise we set it to 0. Let X = {x1,x2,...,7p|} be the the
set of vector in theorem It is obvious that any feasible flow lies in the convex
hull of X. We can also see that v = maxzex ||#]]2 = /7% - maxpep [p| < Vr2- M.

Let o € conv(X) be the equilibrium flow of H”. Without loss of generality
we can assume that o, > 0 for all e € E(HP). Using theorem we can
see that there exist k = O(M'TZ) paths of H? (iy,is,...,4;) such that for flow

2
€1

Ty

f= Z§:1 = it holds that ||o— fl2 < €1 = |oe— fe| < €1 = |le(0) —le(f)] < a-e1 =
|lp(0) —1p(f)] < a-M-€1. Choosing €, = 55 we end up with [,(f) < L(HP)+ 5.
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Using the above we can see that with exhaustive search we can find subnetwork
H and an e-Nash flow g on H such that L(g) < L(H?) + ¢. The number of steps

a? M3 .2
€2

during this exhaustive search is |P)| (
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Chapter 6

Facility Location for Selfish
Commuters

In this section we will analyze the work that we have done regarding Facility
Location problems with latencies that depend on the amount of demand using
each edge. This twist to the existing facility location problems creates a plethora
of interesting side problems that we are going to address one way or another in
this section. Some of these questions are: can we find the optimal solution for
this problem? Is there some kind of structure that the optimal solution follows?
If players pay for the facilities with a cost sharing mechanism, can we compute a
Nash equilibrium and can we bound the Price of Anarchy?

We begin our analysis by examining Local Search algorithms and provide an
example that shows that the local ratio is really big for our problem. We continue
by examining Linear Programming techniques. We first prove a theorem concern-
ing the structure of the optimal solution of our problem that could be used as
a restriction in the LP formulation, however we show that even with this added
restriction the integrality gap is really big for our problem. We continue by using
probabilistic techniques analyzed in section 4| and we provide a O(log|S|) approxi-
mation algorithm for instances with decreasing latency functions. We continue by
analyzing the problem from a game theoretic point of view. We compute approxi-
mate Nash Equilibria, we provide matching upper and lower bounds for the Price
of Anarchy and we show how we can use sparsification techniques to solve a simpler
version of our problem. Finally, we provide a counter example that captures the
difficult essence of the more general problem and we show through this example
why sparsification techniques fail in the more general instance.

6.1 Formulation of the Problem

We are now going to formally state the Facility Location for Selfish Commuters
problem. We are given a graph G = (V| E) along with a set of source vertices
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S C V. We are given for every edge e € E a latency function [, : R — R. We are
also given a weight function w : S +— R on every source. Finally, for each node
1 € V we are given a facility cost f;.

Our objective is to open a set of facilities F' and route the demands to those
facilities while minimizing the following expression:

er : le(l'e) + Z fj

eclk jer

Where z. is the amount of demand that is being transferred through e.

6.2 Why Local Search does not Work in our
Setting

One natural idea would be to try and solve this problem using local search
algorithms. Recall in section we analyzed local search algorithms where we
had constants as the edge latencies and a general family of functions that repre-
sented the facility cost. Now we want constant costs regarding the facilities and
polynomial latencies on the edges. However it is not obvious how those ideas can
be used in our setting.

Consider the following example for instances where the latency of an edge is a
polynomial of bounded degree d. Since in our problem we have constant facility
costs we are going to examine local steps that do not take into consideration the
amount of demand each facility accommodates. We are going to use the open local
step where one facility is opened and the demand is rerouted optimally, the close
local step where an open facility is closed and the demand is rerouted optimally
and the swap where an opened facility is closed while a closed facility is opened
simultaneously and the demand is the rerouted optimally.

In the example illustrated in figure we have nodes c1, co, ..., ¢ all having
unit demand. The cost of opening a facility on o; is € and the latency of edges
(c;,0;) are constant and equal to 1. We also have another possible facility node
S with cost of opening a facility (k — 1)4*!. The latency of edges e = (¢;, S) is
lo(x) = % The optimal solution is opening all o; facilities with cost k- e and route
each demand c; to its corresponding facility o;. Now consider the following locally
optimal solution where only S is open. Obviously we can not close .S. We can not
open o; because it would not change the routing cost and just add an extra € to
the facility cost. Also, we can not swap S with o;. If we did this then the facility
cost would be just € but the routing cost would be 3- (k—1)+1+ (k—1)-(k—1)?
since all demand need to be routed at o;. Thus having S as our only facility is a
locally optimal solution with a local ratio of O(k?).

Consider also the following argument for any set of local steps in this setting.
Recall that in local search algorithms, to prove the approximation guarantees
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cost=¢ cost=¢ cost=¢

cost = (k-1)4*1

Figure 6.1: A counter example for the use of Local Search

we usually employ the following analysis. We first assume that we have found
a locally optimal state. This means that any local step will increase the total
cost. Thus we state one by one local steps that involve the optimal solution.
We end up with inequalities that have both costs concerning the locally optimal
solution, and costs of the universally optimal solution. Summing all of those
inequalities and rearranging the terms yield a bound of the local optimal state
as some multiplicative factor of the universally optimal solution. However it is
really difficult to use this reasoning with our problem. Suppose we state a list
of local steps and we want to find out information concerning a locally optimal
solution. We will have to use the fact that no local step can improve the cost
of the locally optimal state in order to bound its cost. However we need good
estimations concerning the new routing costs once a local step is made. Since the
edge latencies depend on the amount of traffic they receive, then we can not come
up with an estimate concerning the routing cost while taking into consideration
only demands that are being affected due to the local step. In other words, in
order to estimate the increase or decrease in the total latency cost we need to take
into account all of the demand that have passed through each edge up until we
reached our final state. This fact increases the complexity and new techniques
must be created in order to tackle this problem.
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6.3 Why Linear Programming does not Work
in our Setting

A second natural idea would be to find some underlying structure of the optimal
solution in order to come up with an LP-rounding or primal-dual algorithm. To
do so in this section we will try and simplify our problem. We will assume that
the facility cost is the same for all nodes and equal to B (i.e. f; = B,Vj e V). We
will also assume that our latency functions are linear functions with no negative
coefficients (i.e. lo(z) = a-x + b where a,b > 0,Ve € E).

6.3.1 Proving a Lower Bound on the Demand of each
Facility

We conjecture the following. For linear latencies and constant facility costs, in
an optimal solution each open facility serves at least mingeg ws demand (it is easy
to show that for the more general case this conjecture does not hold). Although
we were not able to prove or disprove this conjecture we were able to come up with
the following lemma that approximates this conjecture.

Lemma 6.3.1. There exists a flow for the FLSC problem with cost at most 4xOPT
where an open facility serves at least mingegs 5 demand. Where OPT is the cost
of the optimal flow.

Proof. Suppose we have the optimal solution with cost OPT. Lets call F* the
set of open facilities and D C F* the set of open facilities that receive less than
minges 5 flow. Lets also call P the amount of undivided flow that demand s
sends through path ¢ in the optimal solution. We will also call End(i) the facility
at which path i terminates. Obviously if End(i) € D then P < %*. For every d
where ). Endiyen B < %> we can re-route those flows towards facilities that are
not in D and at most double each flow P’ where End(i) ¢ D.

Now lets call S’ C S the demands where Zi:End(i)eD PP > % and lets call
D' C D the facilities in D that receive flow from demands in S’. Note that
|S’| < |D'|. That is because if |S’| > |D’| the total amount of flow that D’ receives
from §"is 32 e D i mnayen B > Dsesr 5 = |5 ¥ minges 5 > [ D]+ minges 5
which means that at least one facility in D’ receives flow more than minscg
which is a contradiction to our original hypothesis. Thus it holds that |S’| < |D’|.

So we perform the following process. For every demands s € S where ), 5. d(i)es
PP < % we route all of its flow to facilities ¢ D augmenting those P where
End(i) ¢ D at most two times. This in turn augments the flow on each edge at
most two times. After this move any facility that receives no demand is closed.
Thus the only facilities in D that remain are the one that are also in D’. Those facil-
ities receive demand only from demands in S’. However we know that |D’| > |.5’|.
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So we can close all facilities in D’ and open one facility on each demand in S’
without augmenting the facility cost.

The only thing left to answer is how will we route the demands of s € S’
after a facility opens on it. A naive answer would be that we could send all of s
demand to its facility. However there might has been a P’ > 0 with End(i) ¢ D
which when removed can make the amount of demand received by that facility
drop to an amount less than minges 5> compromising the goal of this process.
What we actually do for s € ', is route 3=, pp4)ep £ (which is greater than
%+ > mingeg 5*) to the facility opened on s and leave the rest of its flow untouched.

To recapitulate, after this process the facilities ¢ D receive more or equal to
the amount of demand they received before our process begun and thus obey the
restrictions of the lemma. All of facilities € D have closed. Facilities on S’ have
opened that receive more than half of the demand of each s € S’. The total
amount of facilities have not been augmented and the flow on each edge has at
most doubled. Thus the resulted state obeys the restrictions of the lemma and has
a routing cost at most 4 times the routing cost of the optimal solution. O

6.3.2 The Integrality Gap

Consider the following natural formulation of the problem:

minZ(ae-mz—Fbe-me)—i—Zze-B

eceE ecF

St Dees-(v) Te D ecst(v) Tes Vv €V (flow conservation)

Te < Ze') cqWs, Ve€ I (use only built infrastructure)
LTe = Ws Ve e S
ze € {0.1} Vee F

In the above formulation we treat demands as edges that lead into the graph
and carry already ws demand, and facilities as edges that leave from the graph. The
variable z. becomes 1 when the corresponding facility is opened and 0 otherwise.
Thus the second inequality of our restrictions ensures that only open facilities are
being used. This linear program has an integer restriction and thus can not be
solved in polynomial time. However this restriction is essential to the formulation.
Consider the relaxation where we just demand that 0 < z, < 1. This problem
can be solved in polynomial time however its optimal solution offer no valuable
information because of the following observation.

When relaxing the integrality constraint on z., since we have a minimization

problem z, will receive the smallest possible value and thus we will have x, = z, *

_ Te _ T _ B .
ZSES Ws = Ze = D ses Ws = ZSEF Zex B = ZeGF Zse;wS *B = D ses Ws ZeEF Le-

However all demands must be served by a facility so Y .p2e = > cqws =

ﬁ Y ecr Te = B. This tells us that no mater how many facilities are opened
sE S
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and no matter how the demand will be arranged to them, the facility cost will
always be equal to B. So in order to minimize the routing cost a fractional facility
will be opened at every demand bringing the routing cost down to zero. Since the
fractional problem returns always the same solution with the same cost, it is of
no use for a better approximation than the naive. In other words the intergrality
gap of this non-linear program is O(n). Our problem in general becomes really
easy when intergrality constraints are remove and thus LP based solutions have
big integrality gaps and thus the inherently cannot provide valuable information.

6.4 Network Design Techniques

In this section we will examine how probabilistic techniques analyzed in previ-
ous sections can be used to solve our problem. For this reason we will examine the
k-median variant of our problem (i.e. there is no facility cost and we can open at
most k facilities) and we will demand our latency functions [, to be good. We call
a function [ : ¥ — R good if it is non-negative, decreasing and also x - [(x) is an
increasing concave function. We will call this variant of our problem the Concave
FLSC problem or CFLSC for short.

Meyerson et al [79] as stated in section [4.4.4 have shown that their problem can
generalize instances of concave cost functions that can be seen as many parallel
linear cost functions. Our algorithm is based on the work of [79] however their
algorithm is heavily based on the notion that their cost functions are linear. We
introduce a novel matching technique that works for much more general latency
functions.

6.4.1 The Optimal Solution is a Forest

Let o be the flow in the optimal solution. A key property of the optimal solution
on which we base our algorithm is that its flows form a forest on the graph. In
other words the optimal solution that opens k facilities consists of flows that do
not form circles thus they can be seen as k trees rooted in each one of the opened
facilities. This property is ensured by the fact that our latency functions are good.

Lemma 6.4.1. There exists an optimal flow to the CFLSC problem where there
are no circles in which all demand flows in one directions.

Proof. Since x - l(x) is increasing, we could simply decrease the flow on this
circle leading in a feasible solution and the cost payed for each edge can not be
increased. O

Lemma 6.4.2. There exists an optimal flow to the CFLSC problem where there
are no circles in which there are edges with clockwise flow and edges with counter-
clockwise flow.
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Proof. This proof is a little bit more involved. We start with the observation that
all we need to prove is that once flows meet they will not split until they reach a
facility. If we prove this then circles where demands flow in both directions are not
possible. However to show this we need a way to talk about the cost of demand
separately from the total cost. This is where game theory comes into play.

It is a well known fact that congestion games for the case where demand is
infinitesimally small are potential games. The potential function of any such game
is the following:

fe
o(f) =3 /0 L(t)dt

Where f is as feasible flow and f, is the corresponding flow on edge e. This function
has the well known property that its local minima are Nash Equilibria. Thus if we
create a game on the same graph with new latency functions l.(z) = (z-l.(z))" the
optimal solution of our original game is going to be a Nash Equilibrium in the new
one. Where f’(z) is the first derivative of f(z). This holds because the potential
function of the new game will be ®'(f) =3 cp [3 (- le(t))dt =3 cp fe - le(fe)
and the global minimum of this function is a Nash equilibrium for the new game
but also minimizes the cost function of our original game.

Now using this knowledge we can examine a Nash equilibrium in a game with
le(x) = (x - le(z))" as its latencies. Since x - l.(z) is concave le(m) is decreasing.
Lets suppose that we have some flow that splits to paths P, and P, in a Nash
Equilibrium. Obviously the two paths must have equal cost under that flow oth-
erwise it would not be a Nash Equilibrium. However since latencies are decreasing
the total cost of demand choosing P; would not increase if we moved them to
path P, and thus the potential function would not increase. Lets call f* the flow
that minimizes ®'(x). From the above we can conclude that there exists a flow
f where ®'(f*) = ®(f) and in f demands do not split once they have met. It
is important to note that although our problem treats demands as unsplittable
we have proven the lemma for splittable flows. However any unsplittable flow is
a feasible splittable flow, and since we have proven that splittable flows actually
remain unsplittable then the proof works for our instance also. O

From lemmas [6.4.1] and [6.4.2] it follows that:

Theorem 6.4.3. There exists an optimal flow to the CFLSC problem that has no
circles (i.e. is a forest).

6.4.2 It Generalizes the Cost-Distance Problem

Theorem 6.4.4. The CFLSC problem is a generalization of the Cost-Distance
problem [79].
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Proof. We need to prove two things. One, that our latencies generalize the laten-
cies of the Cost-Distance problem. Two, that the k-median problem we solve is
more general that having one sink.

First of all it is easy to show that our latencies generalize those of the Cost-
Distance problem. Recall that in the cost distance problem we have a cost metric
c(e) and a distance metric [(e) for each edge e. The total cost incurred by one
edge on a flow f is c(e) +1(e) - D _,..c p, ws Where P is the route chosen for demand
s € Sin f. We can achieve the same cost by using the following latency function:

l ( ) @ + l(e) if Te > mins€S(wS)
e €Tr) = e . .
(e) y+ I(e) if 2. < mingeg(ws)

miﬂses (ws

Note that for > mingeg(ws) this function has all the properties we want. For
x < minges(ws) we do not really care because no flow less than mingeg(ws) can
exist and we just want [.(0) to be bounded so as to pay zero cost when no flow
passes through e.

Now assume we have a graph G on which we want to solve the cost distance
problem. Lets call ¢ the sink of G. We can solve the k-median problem with &k =1
and add an extra demand on ¢ of weight equal to the sum of weights of all other
demands (i.e. w; = Y gws). Obviously one possible solution is to open the
facility on t thus there is a feasible solution that achieves the same cost as the cost
distance problem. Now assume that the optimal solution of the 1-median problem
opens the facility at an arbitrary vertex v. We can obviously move the facility on
t and route all of the demand to v and then using the path that ¢ used send all
of the demand together at ¢ without augmenting the cost. Notice that demands
that meet the flow of ¢ earlier than v for example on vertex u, they can be sent to
u and then follow the rest of the demand to ¢ without augmenting the total cost
since x - [.(x) is increasing.

Recall that it was shown from Chuzhoy et al. [30] that the Cost-Distance
problem is Q(loglog|S|) hard to approximate. Thus, this hardness also holds for
our more general version. O

6.4.3 The Algorithm

The algorithm is influenced by the algorithm proposed in [79]. However their
matching mechanism and analysis are tailored made to the fact that the total cost
incurred by each edge is linear. We introduce a novel matching mechanism which
in turn complicates the resulting analysis. For the algorithm we will need the
following distance metric: g(u,v,w) = > cpw w - le(w) where P, is the closest
path from u to v with respect to the distance metric le(w) (i.e. the shortest u,v
path if demand w was traveling alone on the network).

1. We initialize So = S, wo s = ws and i = 0.
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2. While ‘Sz| > k:

(a) For every pair u,v € S; find K;(u,v) = min,cy{g(u, 2, w; ) +9(v, 2, w; )

Wi,y . . . Wi,v . . .
+ Wi, Wi o g(z, u, wl,u + wlﬂ)) + Wi, Wi o g(z, v, wZ,U + IUN,)}.

(b) Perform a matching on S; with respect to the costs K; while at the
same time leaving k nodes unmatched (if not possible then k — 1).

(c) Set Siy1={}.
(d) For each matching u, v:
i. Send both demands to the node z that minimized the expression
of step 2(a).
ii. Choose u with probability

Wiy
Wi+ Wi v ’

loss of generality we will assume that we chose u.

otherwise chose v. Without

iii. Send the combined wj;, + w;, demand back to u, add u to Si+1
and set Wit1u = Wiy + Wip-

(e) Add unmatched nodes to S; 1
(f) Seti<+i+1

3. We return as facilities the k£ nodes that are in S; and as flows the ones
dictated by the above procedure.

6.4.4 The Analysis

For our analysis we introduce the metric C?, to be the total cost payed due to the
movement of player v in phase i. The total cost payed in phase i is C* =) s, Cu-
It is not difficult to see the following lemma.

Lemma 6.4.5. The algorithm presented terminates after O(log|S|) phases.

If we prove that in each phase of the algorithm the expected cost payed (i.e.
E[C?] is at most the cost of the optimal solution, the combining this fact with
lemma show that our algorithm is an O(log|S|)-approximate algorithm for
the CFLSC problem. We will first show that this is true for the first phase and
then we will show that the expected cost of each phase is less or equal to the cost
of the first phase.

6.4.4.1 Phase 0

Phase 0 is the first phase of our algorithm where no demands have been aggre-
gated yet. We begin with the following lemma which is a generalization of lemma
4.2 [79].
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Lemma 6.4.6. Suppose a set of sources S’ C S that are routed at a facility in
node 1 in the optimal solution. Lets call T = (E,V') the tree that corresponds to
the flows of nodes in S’ to r. Then there exist a matching like the one done in
phase 2(a) of our algorithm where demands only use edges that they use in the
optimal flow and at most one source is left unmatched.

Proof. For every s € S’ we take its path towards r at T until it meets with the
path of another source. We will call the vertex in which the two paths merge
a level one meeting point. We move all sources at their corresponding level one
meeting points. In each meeting point with an even number of demands we match
them arbitrarily until no demand is left unmatched. In each meeting point with
an odd number of demands we do the same thing however now there will be one
demand left out. We continue along the path of those level one meeting points
with an unmatched demand until their path merges with the path of another level
one meeting point. The vertices in which those level one paths meet we call level
two meeting points. We continue along the same line of thought until we reach
our final meeting point r where at most one demand will be left unmatched. 0O

It is obvious that in our algorithm the above matching is possible and we can
choose as z in step 2(a) the respective meeting point described by the proof of
lemma [6.4.6] Thus to bound the cost of our matching we just need to bound
the cost of sending demands to those meeting points and the expected demand of
sending them back again. The first half is accomplished with the following lemma.

Lemma 6.4.7. The cost of sending all demands to their respective meeting points
is less than the cost of the optimal solution.

Proof. From lemma there is a subtle implication that becomes very useful
right now. Each edge is traversed by demands that traverse that edge in the
optimal solution. More specifically suppose that an edge e € FE is traversed by as
set S” of demands. In our matching only one of this demands traverses that edge.
Thus the amount of flow f! traversing edge e in our matching is less or equal than
the amount of flow f, that traverses e in the optimal solution. And since z - [.(x)
is increasing we have that f! - l.(f!) < fe - le(fe). Summing over all edges we get
that the total cost is less than the optimal cost. O

We will now state a lemma that holds for any phase i of the algorithm.

Lemma 6.4.8. The expected cost of routing demands back from their meeting
point to the selected source is less than or equal to the cost paid for sending them
to the meeting point.

Proof. Suppose we are at phase i. Also lets assume that a1, as, ..a,, are the edges
along the path of u to the meeting point and b, bo, ..b, the ones of v. Then the
expected cost E[Ch,cx] of sending them back to a source is the cost of sending them
to u times the probability of choosing u plus the probability of sending them to v
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times the cost of sending them there. In other words we have that the E[Cpack] =

(Wi +wi) i (lay (Wi +Wi) +lap (Wi +Win) + oo A lay, (Wi + i) +
(wi,u“‘wi,v) : % : (lbl (wi,u +wi,v) +lb2 (wi,u+wi,v) +... +lbm (wi,u+wi,v)) < Wi -

(lay (wiu) +lay (i) + - Alay, (i) ) F Wi (I, (i) +loy (Wi )+ 41, (Wi ) Which
is exactly the cost of sending those demands to the meeting point. The inequality
holds since the demands are positive and latency functions [, are decreasing. [

From lemmas and we can see that CY < 2. C* where C* is the total
cost of the optimal solution.

6.4.4.2 Phase

The only thing left to do is to bound the cost of sending demands to their
meeting points in phase i of the algorithm. This can be done using the following
lemma.

Lemma 6.4.9. The expected cost of routing demands to their meeting points in
phase i is less than the cost of the optimal solution.

Proof. Suppose at phase i that in a node u a set S/ of demands has been gathered
with a total demand Wy = g ws. The probability of u having this demand

is @=. This claim is easy to see because for u to have that demand it must

WU. )
have been selected in all phases with a total probability of qu{u o wuﬁ;zﬂﬁ%

wu+wv1 +wv2
Wy +wv1 +wv2 +'wv3
with respect to weights w .

We are now going to show that the expected cost of the matching described
by lemma is bounded by the cost of the optimal solution. For the sake
of the argument lets call g.(x) = z - l.(z) the cost payed for the usage edge e
(recall g(z) is a increasing concave function). Suppose that a specific edge e in
the optimal solution is used by demands wi, ws,...wg. Thus the total cost payed

..... We once again perform the matching described by lemma|6.4.6

for edge e in the optimal solution is g <Z§:1 wj). In phase ¢ the expected cost

payed by edge e because of demand w; is the cost payed because a total demand
of weight W, passes through e times the probability that all of the demand with
which w; has been matched, actually passes through e. That probability can be
expressed as the probability of Wy,; ending up in w; (which we have shown earlier

that is equal to V[q}vi -), times the probability that demand is not matched earlier in

the Tree. We will Jcall the later probability pe.,;. Thus the expected cost payed
by edge e due to demand w; is V;,U—J “Peqw; * ge(Ww;). Also we will call peo the
w;

probability that no demand passes through e in our matching either because with

probability H?:l (1 — V;,Ui ) there are no demands in the subtree underneath e

or there was an even number of demands in the subtree underneath e and thus
all demands have been matched lower in the Tree. So the total expected cost
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of edge e is peo - ge(0) + Z§:1 V;,U—” “ Pe,w; * 9e(Wa, ). However it is obvious that
wj
Pe,0 + 2?21 ml,uj “Pew; = 1 and ge(x) is concave, so we can use Jensen’s inequality
w;

[64] for concave functions which leads to the following expression (Suppose Cj . is
the cost payed in the matching of phase i by e):

Wy

W,

k
E[Ci,e] S Pe,0 - ge(0> + Z : pe,wj ' ge(ij) S
7=1

k k k
W
Ge | Pe,0 - 0+ Z Wij *Pew; - ij = Je Z Wj - Pe,w; < Ge Z wy
' j=1 j=1

j=1"""
Where the last inequality holds because pe ., < 1 and ge() is increasing. This
argument concludes our proof.
O

Combining the aforementioned lemmas we end up with the following lemma.

Lemma 6.4.10. The routing cost of each phase is by expectation at most the cost
of the optimal solution.

Combine this lemma with the fact that our algorithm has O(log|S|) phases we
get the following theorem.

Theorem 6.4.11. The algorithm analyzed in this section produces a O(log|S|)-
approximate solution to the CFLSC problem.

6.5 Game Theoretic Analysis

In this section we look at the problem from a game theoretic point of view. In
the original network G we add an extra sink vertex ¢t and we connect each vertex
of G with ¢ with a cost sharing edge (i.e., an edge with latency l.(z) = Z). We
also assume that for all other edges latencies are linear.

6.5.1 Computing Approximate Nash Equilibria

Consider the case where demands are unsplittable. We can easily find an
ﬁ + l-approximate Nash Equilibrium. If every player uses the facility located
at their node then every player pays B where B is the facility cost. Any player
can deviate from his strategy and pay a routing cost C, and a new facility cost
Cy. Lets call i the player that deviates and ¢’ the player whose facility player i
uses when he deviates. Players ¢ new cost will be C, + Cy where 0 < €. and
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— W; Wims .
Cr = witwy * B > P r—— B thus the maximum amount that a player can

benefit from his deviation is ijle:mi" = uax 4 1. Which means that in the
unweighted version of the problem this is a 2-approximate Nash equilibrium. Also
in the case where the demand is splittable and each player has an infinitesimal
amount of demand this state is a %—approximate Nash equilibrium where wmax
is the maximum amount of demand gathered at one node and wy;, the minimum.

So if all nodes have the same amount of demand/traffic this is an exact Nash

equilibrium.

6.5.2 Bounding the Price of Anarchy

An interesting question is what is the price of anarchy in such games. We will
provide an upper and a lower bound for this metric.

6.5.2.1 Lower Bound

Lemma 6.5.1. The game described in section has Price of Anarchy greater
or equal than O(n).

Proof. Consider the network shown at figure[6.2] There we have k vertices vy, v, ..., v,
a vertex u and a vertex r. All vertices have zero latency except edge (u,r) which
has l.(x) = a - = latency where a = % - B — €, B is the cost of opening a facility
and € > 0. Also each vertex v; has demand w,, = 1.

The optimal solution would be to open a facility on u. The routing cost would
be 0 and the facility cost B. We will denote this optimal cost as C*.

Now consider the case where only one facility is opened at r. Then all players
havealatencyofwk:—k%: k—;l-B—e-k#—% = B — ¢ - k. Thus this state is a
Nash equilibrium because the only way each player could defect would be to open
a facility on his vertex but then he would pay a cost B > B — ¢ - k. The cost of
this routing is C = a-k*>+ B = (k—1)- B+ B = k* B. Thus the price of anarchy
of this equilibrium is PoA = % =k =n—2 = O(n) where n is the amount of
vertecies in the network. ]

Figure 6.2: A network with O(n) PoA
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6.5.2.2 Upper Bound

We will also provide a matching upper bound of O(n) for our game.

Lemma 6.5.2. The game described in section[6.5 has Price of Anarchy that is at
most O(n).

Proof. Consider a random Nash equilibrium in the game we are considering. The
costs that we pay are either routing costs or facility costs. We will consider each
node of the network separately and show that it contributes at most 2 - B to the
total cost of the equilibrium. For each vertex that has no demand on it can either
have a facility opened on it or not and thus contributing at most B to the total
cost. For vertices that have demand on them they contribute an amount of B
cost to the total routing cost. That is, because if one demand pays more than
B for its routing cost then it can always open a facility on its node and pay less
cost contradicting the assumption that the flow is an equilibrium. Also a demand
might or might not have a facility open on it and thus contributing at most B
to the facility cost. Note that a demand might have a facility opened on it but
still prefer to use another facility because of the cost sharing mechanism. Thus
for each node we have bounded its total cost contribution by 2 - B. Thus the
total cost of an equilibrium is at most 2 - B - n. However any feasible solution
opens at least one facility thus the optimal cost is at least B. Thus its holds that
PoA < 2Bn =92.n=0(n). O

From lemmas [6.5.1] and we have the following theorem.

Theorem 6.5.3. The game described in section has a O(n) Price of Anarchy.

6.5.3 The use of Sparsification Techniques

In this section we will simplify our problem even more and at the next section
we will try to provide some compelling arguments on why this is necessary. We
will consider the case where we only have one splittable demand point s and the
cost of opening a facility on each vertex of the graph differs. For this version of the
problem we will make some extra assumptions for each one of the two sparsification
techniques we will analyze. Our task will be to find as set of facilities that when
opened the facility cost plus the routing cost of the resulting Nash Equilibrium is
minimized. We will call this flow the optimal Nash flow.

6.5.3.1 Althofers Lemma

Recall lemma [5.5.1] That lemma can be directly applied in our case. An
important detail of that lemma will play a crucial role. Recall that in the proof
we choose k paths at random and we use the flow that we want to emulate to
determine the probabilities. This means that any path that is chosen must have
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had a non zero amount of flow. This means that in our case for any € > 0, there

exists a feasible flow f that assigns positive traffic to at most L%J + 1 paths,

such that for any e € E, | fe — f¥| < e where fF is the amount of flow passing
through edge e in the optimal Nash flow.

Now suppose in our case that the amount of demand on the source is ws; = 1
(this can be achieved through scaling if necessary). Let l.(x) = ae -  + be be the
latency on our network and a = max.cg{ac}. Lets call f* the optimal Nash flow.
Also let di,ds > 0 be constants such that |[P| < m% and |p| < log® m for all
peE P.

Using the exact same reasoning as theorem [5.5.2| we can state that we can
find in mOdr-a®log® 2 1 (2m)/e) time a flow f such that lp(fp) < L(f*) +e€. Where
recall L(f*) is the common cost incurred by all paths in the Nash equilibrium.
Obviously f is a e-Nash flow. However now we are also concerned with the cost of
that flow compared with the cost of f*.

Taking inequality lp(fp) < L(f*)+ e and multiplying both parts by fp (i.e. the
amount of flow passing through path p in f) we get fp : lp(fp) < fp < (L(f*) +e).
Summing over all p that are being used by f we get >° fp-l,(fp) < >, fp- (L(f*)+
€)= Cr. < (L(f*) +e)- > fp = L(f*) + € = C* 4 ¢, where C, is the total routing
cost of f and C} is the routing cost of f*. As we have already mentioned f only
uses facilities that f* uses an thus éf < C} where (jf is the facility cost of f and

C’;’? is the facility cost of f*. Thus for the total costs it holds that C < C*+e. So,
the following theorem holds.

Theorem 6.5.4. For a given instance of this sections problem we can find in
2-d 1 . eqeyqe . .
mOdr-alog® 2 (2m) /) yirne o 9¢-Nash flow (and the set of facilities it uses) with

a total cost at most C* + € where C* is the optimal Nash cost.

6.5.3.2 Approximate Caratheodory’s Theorem

We can achieve similar results using the Approximate Caratheodory’s Theo-
rem. Recall theorem [5.5.3] and the set of vectors X used in the proof of theorem
In our instance we have ¥, = (Tp,1, Zp.2; -, Tp |E|s Tp,|E|+1> Tp, | E|+2> -+ Tp,| E|+|N|)
where z;, . = 1 if e € p otherwise we set it to 0 and z,, | g4, = 1 if p ends in facility
v otherwise ;, |g|+, = 0. Suppose we have an optimal Nash flow f* that uses a
set of paths P’. Obviously that flow lies in the convex hull of X’ = {z, : p € P'}.
Thus we can use X’ and this will guarantee that and edge and a facility will be
used by our result only if it gets a non negative amount of flow in f*.

We will now assume that all latency functions are a-Lipschitz, max,cp [p| < M
and the amount of demand on s is ws; = 1. Now using the same arguments as in the
proof of theorem we can state that there exists a flow f that uses O(aié/[ i ),

A~

is an e-Nash flow and [,,(f) < L(f*) +e€. Then using the exact same argumentation
used in the previous section (6.5.3.1) we can show that C' < C* + ¢ where C is the
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total cost of flow f and C* is the total cost of flow f*. Thus the following theorem
holds.

Theorem 6.5.5. For a given instance of this sections problem we can find in

a?.m3
|P\O( e ) time a 2e-Nash flow (and the set of facilities it uses) with a total cost
at most C* + € where C* is the optimal Nash cost and P is the set of all possible
stmple paths that begin in s.

6.5.3.3 A Difficult Example

Suppose we wanted to solve our problem where we have multiple demand points
and the cost of all facilities is B. First of all we can not try to use sparsification
techniques for each demand point separately because this would lead us to an
exhaustive search that is exponential to the amount of demand points. However
its is obvious that the number of facilities is bounded by the number of demands.
So if we could perform exhaustive search exponential to the amount of demands we
could simple check all possible facility combination in the first place thus rendering
the use of sparsification techniques useless.

Thus it becomes evident that we have to treat the flow as a whole in order
for sparsification techniques to add value to our analysis. However in doing so
the results return by the exhaustive search might not be a feasible solution of
the problem. It might also not take into consideration many small demands and
close facilities that are crucial to the optimal solution. So once we have used those
techniques we then have to find set of facilities that will accommodate large amount
of demands which was the exact problem we began with. To better illustrate this
argument consider the following example that captures the essence of the difficulty
of the problem.

If we do not use sparsification techniques the best algorithm we are aware of
is the naive O(n)-approximate algorithm. Consider the example depicted in figure
m For any n we can create y/n different problems where each one of them has
v/n nodes and ﬁ demand (where r is the total demand of the problem). We will
call these problems Py, P,, ..., P ;. Suppose that each problem P; has CJ* cost in
its optimal solution. We also create a node S and we connect it with each problem
with a long chain of nodes. Due to the restrictions of sparsification techniques those
chains can be of length at most by -logb2 (n) where by, by are constants. This ensures
that the optimal solution of the final graph is to solve optimally each problem
separately. So the total number of nodes is \/n - /n++/n-by -log”(n) +1 = O(n).
If we tried to solve each problem separately the best we could do without the use
of sparsification techniques would be to use our naive approximate algorithm and
end up with a total cost of \/n * OPT.

Now we will examine how well do sparsification techniques perform in this gen-
eral problem. Sparsification techniques will examine at most k paths and thus will
open at most k facilities. For the exhaustive search of the sparsification techniques
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to end in quasi-polynomial time we want k = poly(log(n)). Thus the sparsification
technique will yield a result that addresses at most k from the /n problems.

If we do not open any more facilities then we will have to route demand from
v/n—k facilities to S and then to the k addressed problems. This obviously creates
a cost that is greater than that of the naive algorithm of opening just one facility
in S and routing all demands there. So it becomes apparent that we have to open
new facilities.

The only possible alternative is to solve each of the \/n — k unaddressed prob-
lems separately using our naive O(n)-approximation algorithm. Without loss of
generality suppose that Py, P, ..., P s5_ are the unaddressed problems. Solving

them naively we get \/ﬁ-Ci‘+\/ﬁ~C§+...+\/ﬁ-Cf/ﬁik = \/ﬁ'zg/jl*k C} cost. We
will try to find the approximation ratio of our solution. Obviously we can bound
from underneath the approximation ratio if we make the following assumptions:

e The k addressed problems are solved optimally.
e The cost of the k addressed problems is the maximum possible.

e The cost of the \/n — k unaddressed problems is the minimum possible.

We can observe that each problem must open at least one facility and opening
one facility in each node is a possible solution (recall that B is the cost of opening
a facility). Thus B < 5 < v/n - B for all j. Thus we get that the approximation
ratio of or algorithm is:

Vn—k Vn * Vn—k Vn
VO e C - Vi s B m g VR B N

A=
V—k -~ vn * - vn—k Vvn
2= G sk G Y= B2 sk v B

PR R S ..
S Vn—ktyu-k  L-katk o 1tk

Thus A > HLC”C > O(n%_)‘) for any A > 0. The second inequality holds since
k = poly(log(n)). So, especially for large n we have not made any significant
progress regarding the O(y/n) naive algorithm we could have implemented in the
first place. Also it is not obvious how we will distinguish those different problems
in more difficult settings. Additionally with some hyper parameter tuning such as
adjusting the total number of different problems and pose some restraints on the
cost of the optimal solution of each problem P; we can achieve a tighter bound
on A. Nevertheless this analysis is simple enough to be easily understood but also
perfectly illustrates our main point.
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Figure 6.3: An example where sparsification techniques are rendered useless
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Chapter 7

Conclusion

To conclude, some very interesting problems and ideas were analyzed in this
thesis. However, there is a lot of work to be done in the field of facility location for
selfish commuters. The problems we analyzed seem much more difficult than first
anticipated and there seems to be no technique available in today’s bibliography
that can be readily used for this problem. Either new techniques must be developed
or strong inapproximability results must exist. Through our experience with this
problem we believe that the later case is more likely. A good place to start looking
would be the counter example we provided in section If our problem has
few facilities in its optimal solution (poly(log)) we can find those with exhaustive
search. If our problem opens an amount of facilities close to the amount of the
demands then the naive algorithm of opening a facility on each demand has good
approximation guarantee. It becomes obvious that the difficult cases are those
that have demands comparable to the amount of nodes and facilities that are an
order of magnitude less than the amount of demands. This is exactly what our
counter example captures.
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