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#### Abstract

This thesis is concerned with the fundamental problem of learning distributions from truncated samples. In this setting the purpose is to estimate a probability distribution based only on truncated samples. That means that samples falling outside a specific, unknown set are not available. The challenge becomes greater when we demand that these estimations are given by an efficient -in terms of sample and traditional complexityalgorithm. We study the learnability of two specific distributions in this setting: the Poisson Binomial Distribution and the Mallows Distribution. We are interested in those conditions on the truncation set that care both sufficient and necessary to learn these distributions. In the first case, we are faced with an impossible problem that becomes easier as the distribution gains structure, thus indicating an interesting transition on the difficulty of the problem. For the Mallows Model we give a sufficient condition and recognise the sub-optimality of a well-established method in the field of rank aggregation.
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## 1.2 Өe



 $\sigma \tau \alpha \pi \alpha \rho \alpha \chi \dot{\alpha} \tau \omega$.

- Katavouń Bernoulli




- $\Delta \imath \omega \nu \nu и к \grave{́ n}$ Katavouŋ́


$$
p(k)=\binom{n}{k} p^{k}(1-p)^{n-k}, k \in[n] .
$$




$$
p(x)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} e^{-\frac{(x-\mu)^{2}}{\sigma^{2}}}, x \in \mathbb{R} .
$$






 $\Sigma \nu \mu \beta$ олі̆огиє:

$$
Z_{n}=\frac{X_{1}+\cdots+X_{n}-n \mu}{\sigma \sqrt{n}}
$$




$$
\lim _{n \rightarrow \infty} \operatorname{Pr}\left[Z_{n} \leq z\right]=\Phi(z),
$$

クıa кávє $z \in \mathbb{R}$.







$$
\operatorname{TV}(P, Q)=\sup _{B \in \mathcal{B}}|P(B)-Q(B)|
$$




$$
\operatorname{TV}(P, Q)=\frac{1}{2} \sum_{k \in F}|p(k)-q(k)|
$$
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$$
\mathcal{D}_{S}(x)=\frac{\mathbf{1}_{\{x \in S\}}}{\mathcal{D}(S)} \mathcal{D}(x), x \in \mathcal{Z} .
$$

O pódos tns Kavovıxís xatavouńs $\sigma \tau \eta$ Өecupí Пı७












$$
|\mu-\hat{\mu}|<\sigma \epsilon \quad \kappa \alpha \iota \quad\left|1-\frac{\hat{\sigma}^{2}}{\sigma^{2}}\right|<\epsilon^{2}
$$



$$
\mathrm{TV}\left(N\left(\mu, \sigma^{2}\right), N\left(\hat{\mu}, \hat{\sigma}^{2}\right)\right)<O(\epsilon)
$$





















## $1.4 \Delta เ \omega \nu \cup \mu ı x \dot{\eta} \mathrm{~K} \alpha \tau \alpha \nu о \mu \dot{n}$ Poisson

















 єтьбтре́ $\varphi о ч \mu \varepsilon ~ \sigma \tau о ~ K O \Theta . ~$




- TV $\left(\sum_{i} X_{i}, \sum_{i} Y_{i}\right) \leq 41 / k ;$




 $\left\{\frac{1}{k^{2}}, \frac{2}{k^{2}}, \ldots, \frac{k^{2}-1}{k^{2}}\right\}$ кal, vıa кávє $i>l, \mathbb{E}\left[Y_{i}\right] \in\{0,1\}$.
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цихро́.
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 Tau. $\Sigma \dot{\mu} \mu \varphi \omega \nu \alpha \mu \varepsilon \alpha \cup \tau \eta \dot{\nu}, \gamma \iota \alpha \pi, \sigma \in \mathbb{S}_{m}$,

$$
\mathrm{KT}(\pi, \sigma)=\mid\left\{\{a, b\} \subseteq A: a \succ_{\pi} b \quad \text { and } \quad b \succ_{\sigma} a\right\} \mid .
$$



 $\mu \epsilon \pi \imath \vartheta a \nu o ́ \tau \eta \tau a$

$$
p(\pi)=\frac{1}{Z(\phi)} \phi^{\mathrm{KT}\left(\pi, \pi_{0}\right)},
$$

óтои $Z(\phi) \eta$ бтаЧєра́ каขоขıкотоí $\sigma \eta \varsigma$.





 $O(\log (m / \delta)) \delta є$ 亿́ $\mu а \tau а$ апо́ т $\tau \nu \mathcal{M}\left(\pi_{0}, \phi\right)$.



 $a, b \in A$ т́́volo ஸ́бтє $a \succ_{\pi_{0}} b$ l $\sigma \chi$ úєl óvı:

$$
p_{a \succ b}^{S}>p_{b \succ a}^{S},
$$

 aпó to $b$.





 жатаvони́s $\mathcal{M}_{S}\left(\pi_{0}, \phi\right)$.



$$
\mathrm{KT}\left(\pi_{i}, \pi_{0}\right)-\mathrm{KT}\left(\pi_{i}, \pi_{1}\right)=c
$$

ótov c $\sigma \tau a \vartheta \epsilon \rho a ́$.
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$\Theta \varepsilon \omega ́ \rho \eta \mu \alpha$ 1.6.5. 'Е $\sigma \tau \omega ~ \eta$ катауоии́ $\mathcal{M}\left(\pi_{0}, \phi\right)$ каı є́ $\sigma \tau \omega|S|=\left|\mathbb{S}_{m}\right|-1$. То́тє $\eta \mathcal{M}_{S}\left(\pi_{0}, \phi\right)$


## Chapter 2

## Introduction

Automated Learning undoubtedly lies among the 'hottest' topics of modern science. For the first time, instead of making rules and enforcing them to reality, people allow reality to become the rule. The power of inference offers solutions to intricate problems up to recognising emotions [VdMH08]. Learning Theory provides the mathematical foundation that validates these techniques and keeps them in line with the scientific method Vap99, [Val84].

In this context, Distribution Learning, introduced in [KMR ${ }^{+} 94$, consists a fundamental field. In Statistical Inference it has been a long practice to model phenomena through probability distributions and rely on data to determine them. Automating these methods for machines to perform them efficiently has opened a new world of study, given rise to further challenges and broaden our understanding about the limits of our abilities.

One of the most imposing of these challenges is Learning from Incomplete Data. This is what we will call Truncated Samples. Needless to say, this problem enjoys an innate transition from possible to impossible. In the trivial case that none or only one sample is provided, for example, the impossibility of a solution is immediate. On the opposite side where no truncation is performed we fall back to the traditional setting. Thus, Distribution Learning from Truncated Samples tackles with an important real-world problem, trading the extend of realizable. The trade-off is controlled by the characteristics of the truncation set $S$. This thesis aspires to specify those conditions on $S$ that determine (iff-conditions) learnability from truncated samples.

The above framework can be considered a specific case of Robust Statistics Hub65, Hub92. This area of study is concerned with developing algorithms that are not just efficient but also robust to minor violations of their assumptions. Such properties are vital when constructing practical applications, prominent to adversarial or simply ignorant users. Robust Distribution Learning $\left(\left[\mathrm{DKK}^{+} 19\right]\right)$ studies algorithms that are resilient to a small, $\varepsilon$-corruption of their sample data. It allows any kind of corruption, including replacing, adding or removing samples. Since an algorithm has traditionally no way to retrieve the original samples, but may just recognise the adversarial ones, a resulting $\varepsilon$ error on its output is unavoidable [JO19]. In the case of Truncation, however, where only removing data is allowed, one is able to distinguish the level of data corruption (say $\alpha$ ) from the quality of result (say $\varepsilon$ ).

Despite its apparent significance it was only recently that even the elementary problem of learning a multivariate Gaussian distribution from truncated samples was settled
[DGTZ18. Following this, a series of works considers the problem of truncated samples in the fields of continuous distributions [KTZ19, DKTZ21, discrete distributions [FKT20], mixtures of distributions [NP20] and regression DGTZ19, [IZD20], DSYZ21. In [FKT20 an adaptation of the techniques for learning a multivariate Gaussian (given in [DGTZ18]) is made for a discrete distribution, the Boolean Product Distribution. This method reveals an inherent sensitivity of discrete distributions to truncation. It is proven that additional assumptions on the truncation set $S$ are necessary to guarantee efficient learnability of the Boolean Product Distribution. We study the learnability of two discrete distributions from truncated samples.

This work further investigates the above result. We examine two discrete, parametric distributions and analyze the conditions on $S$ that secure their learnability.

## Setting and Contribution

- Poisson Binomial Distribution Consider the distribution of the sum of $n$ independent indicators with potentially different success probabilities $p_{i}$ i.e.

$$
X=\sum_{i=1}^{n} X_{i}, X_{i} \sim \operatorname{Be}\left(p_{i}\right) .
$$

Then $X$ follows the Poisson Binomial Distribution of order $n$ and parameters $p_{i}$ i.e. $X \sim \operatorname{PBD}\left(\left[p_{i}\right]_{i=1}^{n}\right)$.
First, we provide an example where the truncation set $S$ hides just one element of the distribution's support. We show there are two different PBDs, with TV distance $1 / 2$, with the exact same truncation on that set, making the problem non-identifiable. This example can be seen in fig. 2.1||, That is, in the general case, learning a PBD from truncated samples is impossible.
We proceed with an interesting observation about the nature of Poisson Binomial Distributions. The study of sums of independent random variables has interest the scientific world for decades and goes back to the well-known Central Limit Theorem. In DP15 provide a full characterization for the structure of such a sum, the PBD. In consequence to the CLT-like results, the class of PBDs consists of two kinds of distributions: those close to a Gaussian -which are characterized as heavy Binomialsand those away from it. In other words, those resembling a continuous distribution and those not. We aim to exploit this structure to highlight our claim: learning from truncated samples becomes challenging as we depart from continuity.
In the sparse case, the previous impossibility result still holds. This follows immediately, since the distributions in our example have constant TV distance from any heavy Binomial distribution.
In the close-to-Gaussian case, we apply the Stochastic Gradient Descend, as in DGTZ18, to retrieve the mean value and variance of the PBD. Then, the proximity of a heavy PBD to a heavy Binomial distribution implies that the Binomial with the same mean and variance as the algorithm suggests must be a good solution to our problem. Recalling their main result we have theorem 2.0.1.

[^0]Theorem 2.0.1 (Theorem 1 DGTZ18). Given oracle access to a measurable set $S$, whose measure under an unknown normal distribution $N\left(\mu, \sigma^{2}\right)$ is $a=\operatorname{Pr}_{X \sim N\left(\mu, \sigma^{2}\right)}[X \in$ $S]>0$, and samples $x_{1}, x_{2}, \ldots$ from the truncated normal distribution $N_{S}\left(\mu, \sigma^{2}\right)$, there exists a polynomial time algorithm that returns estimates $\hat{\mu}$ and $\hat{\sigma}^{2}$. For all $\epsilon>0$, the algorithm uses $O\left(1 / \epsilon^{2}\right)$ samples and queries to the oracle and produces estimates that satisfy

$$
|\mu-\hat{\mu}|<\sigma \epsilon \quad \text { and } \quad\left|1-\frac{\hat{\sigma}^{2}}{\sigma^{2}}\right|<\epsilon^{2}
$$

with probability at least $99 \%$. Moreover, it holds that:

$$
\operatorname{TV}\left(N\left(\mu, \sigma^{2}\right), N\left(\hat{\mu}, \hat{\sigma}^{2}\right)\right)<O(\epsilon)
$$

Notice there are two basic challenges for adapting the above theorem to the case of heavy PBDs. First, the PBD is a discrete distribution. So the mass of the truncation set $\alpha$ is always zero, implying an infinite number of samples and iterations for the PSGD to converge. Second, the estimators for the sub-gradient of the PSGD are biased. This is because the objective to be minimized assumes an underlying Gaussian distribution. However the samples come from a PBD, close to it. Since the error in the estimation is small, we can prove that PSGD is robust to it. Still the challenge of discretization is hard to overcome and we leave a formal proof of the theorem in the case samples come from a heavy PBD open for future work.
For now, we suffice to validate our intuition through experiments. Using samples from sufficiently heavy PBD we run the SGD for the Gaussian and retrieve an $\varepsilon$-close to the PBD result.

- Mallows Distribution The Mallows Model is a statistical model defined over the group of permutations $\mathbb{S}_{m}$. It has two parameters: the central ranking $\pi_{0} \in \mathbb{S}_{m}$ and the dispersion $\phi \in(0,1)$. Every ranking is given probability inversely proportional to its distance from $\pi_{0}$, where the Kendall-Tau distance is used. In this work we consider the parameter $\phi$ known. Note that we have now substantially moved away from continuous distributions.

In the non-truncated case [PS13] provide an algorithm for retrieving $\pi_{0}$ efficiently (in terms of Mallows samples and runtime). This algorithm is based on the pair-wise comparisons between the alternatives in a ranking. It decisively relies on a property of the Mallows distribution: in a Mallows sample any pair of alternatives is ranked consistently (i.e. the same way) to the central ranking with probability at least $1 / 2$. We refer to this property as consistency. Based on it, we gain a sufficient condition on $S$ for learning $\pi_{0}$ from truncated Mallows samples.

Informal Theorem 2.0.1. Let $\mathcal{M}_{S}\left(\pi_{0}, \phi\right)$ be the truncated on $S$ Mallows distribution. If $S$ does not violate the consistency of the distribution, there is an efficient algorithm that retrieves $\pi_{0}$ given samples from $\mathcal{M}_{S}\left(\pi_{0}, \phi\right)$.

In search for a more solid characterization of this property on $S$ we prove a connection to the parameter $\phi$. Whenever $\phi$ is away from 1 (that is, the Mallows distribution
is not close to uniform), consistency is preserved even if $S$ hides a large number of rankings.

What is more, the specific algorithm of [CPS13] does not work without this property. This is an implication that the above condition on $S$ must be necessary as well. Exploring the necessity of consistency we point out a condition that fully characterizes identifiability. That means, this is a necessary condition for retrieving $\pi_{0}$.

Informal Theorem 2.0.2. $\mathcal{M}_{S}\left(\pi_{0}, \phi\right)$ is non-identifiable iff there exists $\pi_{1}$ such that $\mathrm{KT}\left(\pi_{0}, \pi_{i}\right)-\mathrm{KT}\left(\pi_{1}, \pi_{i}\right)=c$, where $\mathrm{KT}($.$) is the Kendall-Tau distance and c$ constant.

However, these two results are not equivalent which is illustrated through two examples. First, we give an identifiable truncated Mallows $\mathcal{M}_{S}\left(\pi_{0}, \phi\right)$ that demands exponentially many samples to be distinguished from an non-identifiable one. In other words, this is an identifiable distribution whose parameter $\pi_{0}$ cannot be learnt efficiently. Moreover, we find an in-consistent Mallows that is not identifiable.

Putting it all together, we must conclude that the algorithm in CPS13] is not optimal in the case of truncation. It seems that there exists another algorithm that is more robust against truncation. It could achieve this if it is not solely based on the information about the pair-wise comparisons a Mallows ranking provides. This conclusion is supported by recent results for the Mallows distribution such as LM21.


Figure 2.1: Non-identifiable from their truncation PBDs

## Organization

This work intends to provide a thorough investigation of the causes behind the success or failure of a distribution learning algorithm. With this in mind Chapter 1 presents the basic probabilistic notions that, assuming they describe phenomena, are responsible for their 'good' properties and enable prediction. In the next Chapter we describe the learning paradigm that provides the goal for our analysis. Moving forward we deal with our actual problem. Chapters 3 and 4 introduce the Poisson Binomial Distribution and study its learnability from truncated samples respectively. Finally, Chapter 5 examines the case Mallows distribution.

## Chapter 3

## Probability Theory

This chapter covers the probabilistic background necessary to understand the problem this thesis is concerned with. At the same time, it is hoped the results presented here will extend the knowledge and perspective of the reader about statistics and their power to model real world phenomena. We recall some basic concepts from probability theory. Using these we build on some powerful tools, distribution concentration and distribution distance. These are essential for the formalization of our objective and the proof of our results.

Probability theory can be considered an application of measure theory. That is, a probability space is a measure space whose measure function satisfies some extra properties. Though very elegant, this work does not adopt this approach. In what follows, we wish to simply recall the basic notions in the field so as to introduce two new techniques for handling probabilistic models: concentration and distance. The first one allows us to control the probability of bad events happening. Thus is important in establishing the truth of our theorems. The second defines the properties these theorems guarantee. This thesis' main concern is to construct tools/algorithms that calculate 'close' distributions.

### 3.1 Basic Concepts

The very first understanding of probability must come from a non-deterministic real life experiment. Indeed, in every day life, one encounters processes with unpredictable outcomes, such as the flipping of a coin, tossing a die, etc. However, some outcomes occur more often than others. This tempts many people to guess on them and, surprisingly, be correct most of the time! Studying such phenomena and trying to give an explanation for this luck is the main concern of probability theory.

## Probability Measure

The concept we wish to formalize is as follows: Consider an experiment with a set of possible outcomes. The aim is to quantify the probability that the next execution's result belongs to a subset of them. For example, when tossing a die, the possible results are $\{1,2,3,4,5,6\}$. The bet, though, might be to get a number $\geq 5$. Thus one is interested in the probability of a subset of the outcomes $\{5,6\}$.

Let $\Omega$ denote this set of outcomes which are called elementary events. Then $\Omega$ is the
space of elementary events. Consider $\mathcal{A} \subseteq \mathcal{P}(\Omega)$ the subsets of $\Omega$ whose probability we will quantify. These are called events. The set $\mathcal{A}$ need not include all the possible subsets of $\Omega$ but it must have the following properties:

- $\Omega \in \mathcal{A}$.
- If $A \in \mathcal{A}$ then $A^{c} \in \mathcal{A}$.
- If $A_{n} \in \mathcal{A}, n=1,2, \ldots$, then $\cup_{n=1}^{\infty} A_{n} \in \mathcal{A}$.

Such a collection of subsets $\mathcal{A}$ is called a $\sigma$-algebra. The space $(\Omega, \mathcal{A})$ is a measurable space. The structure of such a space allows to define a measure on it. That is, a function to quantify the sets in the space. This abstract description of a measure space should suffice for us here. Then the probability of an event $A \in \mathcal{A}$ is given by a probability measure $\operatorname{Pr}$ on $(\Omega, \mathcal{A})$. Denote $\operatorname{Pr}[A]$ the probability of the event. If $A$ is an elementary event, i.e. $A=\{\omega\}, \omega \in \Omega$ we write $\operatorname{Pr}[\{\omega\}]=\operatorname{Pr}[\omega]$. Proceeding to a formal definition we have:

Definition 3.1.1 (Probability Measure). Consider a set $\Omega$ and $\mathcal{A}$ a $\sigma$-algebra on this set. The function $\operatorname{Pr}: \mathcal{A}->[0,1]$ is a probability measure if:

- $\operatorname{Pr}[A] \geq 0, \forall A \in \mathcal{A}$.
- $\operatorname{Pr}[\Omega]=1$.
- $\operatorname{Pr}\left[\cup_{n=1}^{\infty} A_{n}\right]=\sum_{n=1}^{\infty} \operatorname{Pr}\left[A_{n}\right], \forall A_{i}, A_{j}$ such that $A_{i} \cap A_{j}=\emptyset, i \neq j, i, j=1,2, \ldots$, i.e. for all disjoint events.

The triplet $(\Omega, \mathcal{A}, \operatorname{Pr})$ is called a probability space.
We should define two elementary concepts for a probability measure Pr , independence and conditioning.

Definition 3.1.2 (Independence). Two events $A, B \in \mathcal{A}$ are independent if

$$
\operatorname{Pr}[A \cap B]=\operatorname{Pr}[A] \cdot \operatorname{Pr}[B]
$$

This means that the probability of $A$ happening does not affect $B$ and vice versa. Independence is a common assumption throughout this study. Note that it extends to more than two events in a natural way, i.e.

$$
\operatorname{Pr}\left[\bigcap_{i} A_{i}\right]=\prod_{i} \operatorname{Pr}\left[A_{i}\right]
$$

for any sequence of independent events $\left(A_{i}\right)_{i}$.
In contrast, the next notion formalizes the non-independence of two events $A, B$.
Definition 3.1.3 (Conditional Probability). Let $A, B \in \mathcal{A}$ be two events. The probability of $A$ conditioned on $B$, denoted as $\operatorname{Pr}[A \mid B]$, is defined as:

$$
\operatorname{Pr}[A \mid B]=\frac{\operatorname{Pr}[A \cap B]}{\operatorname{Pr}[B]}, \operatorname{Pr}[B]>0
$$

Conditioning gives the probability of an event $A$ given that another event $B$ occurs. This is different than than probability of $A$, as $B$ might imply $A$, thus increasing its probability. If $A, B$ are independent $\operatorname{Pr}[A \mid B]=\operatorname{Pr}[A]$.

## Random Variable

We are now ready to define the concept of a random variable. This is simply a function $X: \Omega \rightarrow \mathbb{R}$. Apart from the fact that it is possible, let us elaborate on why to work with $X$. Introducing a random variable changes our definition of events. We no longer care about the actual result of an experiment but rather for the value it induces for $X$. Such a mapping often allows for flexibility since $\Omega$ can be a very experiment-specific set. Moreover, studying different experiments through 'equivalent' mappings offers a more general understanding about phenomena.

Thus we want to formalize the probability that the random variable $X$ takes value in a set $B \subseteq \mathbb{R}$ regardless of which actual event in $\Omega$ causes that value. Since

$$
X^{-1}(B)=\{\omega \in \Omega: X(\omega) \in B\}=A \in \mathcal{A}
$$

the probability in question is actually the probability of $A$. Real analysis guarantees this property for all open subsets of $\mathbb{R}, B$, and continuous functions $X$. In effect, we have a new probability measure with respect to $X$.

Definition 3.1.4 (Probability Distribution). Consider the probability space $(\Omega, \mathcal{A}, \operatorname{Pr})$. Let $X: \Omega \rightarrow \mathbb{R}_{X} \subseteq \mathbb{R}$ be a random variable and $\mathcal{B}$ a $\sigma$-algebra on $\mathbb{R}_{X}$. The probability distribution of $X, \operatorname{Pr} \circ X^{-1}$, is defined as:

$$
\operatorname{Pr} \circ X^{-1}(B)=\operatorname{Pr}[X \in B]=\operatorname{Pr}\left[X^{-1}(B)\right], \forall B \in \mathcal{B}
$$

The triplet $\left(\mathbb{R}_{X}, \mathcal{B}, \operatorname{Pr} \circ X^{-1}\right)$ is called the probability space of the random variable $X$.
As becomes clear, there is no need for $\Omega$ nor even $X$ anymore. A probability distribution can be considered directly as a probability measure on $\left(I, \mathcal{B}_{I}\right)$, where $I \subseteq \mathbb{R}$ and $\mathcal{B}_{I}$ a $\sigma$-algebra on $I$. Then there must be a mapping $X$ that induces such a distribution for $(\Omega, \mathcal{A})$. The latter will be the space of the specific experiment we wish to formalize through a distribution.

What is more, the notion of a random variable can be extended. Consider any measurable space $(S, \mathcal{S})$ and a function $X: \Omega \rightarrow S$. Then $X$ is called a random element. Now the probability distribution $\mathcal{D}$ is a probability measure on $(S, \mathcal{S})$. For instance, the Mallows distribution, presented later on, is a distribution over the set of permutations $\mathbb{S}_{m}$. In the rest of this work, we refer to probability distributions defined over some domain without mentioning the underlying space $\Omega$ or mapping $X$. We use $\mathcal{D}$ to denote a probability distribution and write $X \sim \mathcal{D}$ for a random variable distributed according to $\mathcal{D}$.

We will now define the common tools for manipulating probability distributions over a subset of the reals $I \subseteq \mathbb{R}$.

Definition 3.1.5 (c.d.f.). Consider $\left(I, \mathcal{B}_{I}, \mathcal{D}\right)$ a probability space and $X \sim \mathcal{D}$. The function

$$
F(x)=\operatorname{Pr}[X \leq x], x \in I
$$

is called the cumulative distribution function (c.d.f.).
Usually and almost always in this thesis, we will be interested in probability distributions that are specified through a parameterized closed form c.d.f. Then the probability distribution will be given in the form $F(x ; \vec{\theta})$, where $\vec{\theta}$ is the vector of the parameters.

Depending on their domain $I$, probability distributions are distinguished in discrete and continuous. If $I$ is finite or countable $\mathcal{D}$ is a discrete distribution. For a discrete $\mathcal{D}$ we define the probability mass function (p.m.f.) $p$ as follows:

$$
p(x)=\operatorname{Pr}_{X \sim \mathcal{D}}[X=x]=F(x)-F(x-1), x \in I
$$

If the c.d.f. is a continuous function the distribution is continuous. The notion of p.m.f. is meaningless for a continuous distribution since $\operatorname{Pr}_{X \sim D}[X=x]=0$. However we can define the probability density function (p.d.f.) $p$ as:

$$
p(x)=\frac{d F(x)}{d x}
$$

Again, in case $\mathcal{D}$ is parameterized by $\vec{\theta}$ we write $p(x)=p(x ; \vec{\theta})$.

## Probability Distributions

In the following we define a number of fundamental probability distributions that will be used extensively in this thesis.

- Bernoulli Consider a random variable $X$ that takes values in $\{0,1\}$ such that $p(0)=$ $1-p$ and $p(1)=p$. Then we write $X \sim \operatorname{Be}(p)$ and $X$ is follows the Bernoulli distribution. Consider an event $A$ that happens with probability p. E.g. when flipping a coin, the event of seeing tails happens with some probability $p$ depending on the bias of the coin. A random variable $X$ that equals 1 whenever $A$ happens and 0 otherwise follows a Bernoulli distribution. As a result $X$ is also called indicator random variable. We note that a random variable that indicates an event $A$ is denoted $\mathbf{1}_{A}$.
- Binomial Consider a set of $n$ independent random variables $X_{i} \sim \operatorname{Be}(p), 1 \leq i \leq n$. Their sum $X \sum_{i=1}^{n} X_{i}$ takes values in $\{0, \ldots, n\}$ and denotes how many times an event happened in $n$ independent trials. Then $X$ is said to follow the Binomial distribution with parameters $n$, $p$, i.e. $X \sim \operatorname{Bin}(n, p)$. The p.m.f. of the distribution is equals:

$$
p(k)=\binom{n}{k} p^{k}(1-p)^{n-k}
$$

where $0 \leq k \leq n$.

- Poisson A random variable $X$ taking values in $\{0,1, \ldots$,$\} follows the Poisson dis-$ tribution with parameter $\lambda>0, X \sim \operatorname{Poisson}(\lambda)$, if

$$
p(k)=e^{-\lambda} \frac{\lambda^{k}}{k!}
$$

where $k \in\{0,1, \ldots$,$\} . This distribution is used to express how many times an event$ happens in a certain interval of time (or space). Note that the Binomial distribution also counts the number of occurrences in a discrete interval while the Poisson refers to a continuous amount of 'trials'.

This observation can be formalised. Let $X_{n} \sim \operatorname{Bin}(n, p)$. If $p \rightarrow 0$ and $n p \rightarrow \lambda$ while $n \rightarrow \infty$ it holds that:

$$
\lim _{n \rightarrow \infty} \operatorname{Pr}\left[X_{n}=k\right]=e^{-\lambda} \frac{\lambda^{k}}{k!}
$$

This result immediately follows from Stirling's type.

- Normal A random variable $X$ over $\mathbb{R}$ follows the Normal distribution with parameters $\mu, \sigma$, i.e. $X \sim N\left(\mu, \sigma^{2}\right)$, if

$$
p(x)=\frac{1}{\sigma \sqrt{2 \pi}} e^{-\frac{1}{2} \frac{(x-\mu)^{2}}{\sigma^{2}}}
$$

where $x \in \mathbb{R}$. The distribution is also referred to as Gaussian distribution. We will use the two names interchangeably throughout the text. When $\mu=0$ and $\sigma=1$ the distribution $N(0,1)$ is called standard Normal. Then the c.d.f. and p.d.f. of the distribution are denoted $\Phi$ and $\phi$ respectively. Thus

$$
\Phi(x)=\int_{-\infty}^{x} \frac{1}{\sqrt{2 \pi}} e^{-\frac{t^{2}}{2}} d t \quad \text { and } \quad \phi(x)=\frac{1}{\sqrt{2 \pi}} e^{-\frac{x^{2}}{2}}
$$

Although the c.d.f. of the Normal distribution does not have a closed form the values of $\Phi$ have been calculated and exist on Tables. So the c.d.f. $X$ of any $X \sim N\left(\mu, \sigma^{2}\right)$ on $x$ can be found through the transformation

$$
F(x)=\Phi\left(\frac{x-\mu}{\sigma}\right)
$$

- Exponential Families We will now introduce a category of probability distributions called exponential family. The distributions in this category have a common expression and share some useful properties.

Definition 3.1.6 (Exponential Family Xia19]). A set of distributions $p_{\vec{\theta}}$ over $\mathbb{R}$ that are parameterized by $\vec{\theta}$ is called an exponential family, if their p.d.f. can be written as:

$$
p(x ; \vec{\theta})=\exp \left(\eta(\vec{\theta})^{T} T(x)-A(\vec{\theta})+B(x)\right), \forall x \in \mathbb{R}
$$

where $A(\vec{\theta})$ and $B(x)$ are scalars, $\eta(\vec{\theta})$ is a row vector and $T(x)$ is a column vector that represents the sufficient statistics of $x$.

The above definition allows us to define a probability distribution by specifying three functions: $\eta, T, B$. One can derive $A(\vec{\theta})$ by the normalization condition. Then we get that:

$$
A(\vec{\theta})=\log \int_{x} \exp \left(\eta(\vec{\theta})^{T} T(x)+B(x)\right) d x
$$

As a result, $A$ is called the $\log$-normalizer and the distribution is well defined when $A(\vec{\theta})<\infty$.
The apparent elegance of the above expression can be attributed to the separation between the parameters and the domain of the distribution. Notice there is a linear relation between the parameters of the distribution $\eta$ and the function $T(x)$. Thus,

| Distribution | Parameters <br> $\theta$ | Natural <br> Parameters <br> $\eta$ | Expression | Exponential Expression |
| :--- | :--- | :--- | :--- | :--- |
| Binomial $(n) /$ <br> Bernoulli $(n=1)$ | $p$ | $\log \frac{p}{1-p}$ | $\binom{n}{x} p^{x}(1-p)^{n-x}$ | $\binom{n}{x} e^{\left(\eta x-n \log \left(1+e^{\eta}\right)\right)}$ |
| Poisson | $\lambda$ | $\log \lambda$ | $e^{-\lambda \frac{\lambda^{x}}{x!}}$ | $\frac{1}{x!} e^{\left(\eta x-e^{\eta}\right)}$ |
| Normal | $\left[\mu, \sigma^{2}\right]$ | $\left[\frac{\mu}{\sigma^{2}},-\frac{1}{2 \sigma^{2}}\right]$ | $\frac{1}{\sigma \sqrt{2 \pi}} e^{\left(-\frac{1}{2} \frac{(x-\mu)^{2}}{\sigma^{2}}\right)}$ | $\frac{1}{\sqrt{2 \pi}} e^{\left(\eta \cdot\left[x, x^{2}\right]+\frac{\eta_{1}^{2}}{4 \eta_{2}}+\frac{1}{2} \log \left(-2 \eta_{2}\right)\right)}$ |

Table 3.1
given the mass of the distribution on $d=|\vec{\theta}|$ points, we can derive the parameters solving a linear system. That means we retrieve the distribution that induces this mass on the points. This is a very important property for inference, parameter estimation and learning as will become clear in the chapters that follow.

Note that the aforementioned distributions, except for the Binomial, belong to the exponential family. The Binomial distribution, given the parameter $n$, also does. Expressing them in the above form often requires a transformation of their parameters. This is given by $\eta$ function. We call the new parameters natural parameters of the distribution. Table 3.1 presents the transformation of the distributions defined here in their exponential form.

### 3.2 Probability Concentration

Since a probability space is a measurable space the Lebesgue integral is defined. Some of the quantities that arise by such integrals fully characterize a probability distribution. In many cases, just a couple of these quantities suffices to reveal the important properties of a distribution. For example, it is a common practice to retrieve the parameters of a distribution by their moments. We refer to the integral of any function of a random variable by defining expectation as follows.

Definition 3.2.1 (Expected Value). Consider $\left(\mathbb{R}_{X}, \mathcal{B}, \operatorname{Pr} \circ X^{-1}\right)$ the probability space of a random variable $X$. Let $f: \mathbb{R}_{X} \rightarrow \mathbb{R}$ be a function of the random variable. The expected value of $f(X)$ is defined as:

$$
\mathbb{E}[f(X)]=\int_{\mathbb{R}_{X}} f(x) p_{D}(x) d x
$$

whenever the integral exists.
Note that the expected value, as an integral, has all their good properties such as linearity. Moreover, for a discrete random variable $X$ the above integral turns into a sum, i.e. $\mathbb{E}[f(X)]=\sum_{\mathbb{R}_{X}} f(x) p_{D}(x)$.

There are certain functions $f$ whose expected value gives important information about the distribution of a random variable $X$. The most common among them are the mean value and the variance of $X$. They arise for $f(x)=x$ and $f(x)=(x-\mathbb{E}[x])^{2}$ respectively.

Definition 3.2.2 (Mean Value - Variance). Consider the probability space of a random variable $X\left(\mathbb{R}_{X}, \mathcal{B}, \operatorname{Pr} \circ X^{-1}\right)$. We call mean value of $X$ the expectation of $\mathbb{E}[X]$ and denote the variance of $X$ as $\operatorname{Var}[X]=\mathbb{E}\left[(X-\mathbb{E}[X])^{2}\right]$.

## Concentration

As its name implies, the expected value is the average value a distribution induces. There is a large class of distributions that are concentrated around their expected values. That is the difference between any sample of the distribution and the mean of the distribution is small with high probability. This is a very useful property as it allows us to gain a lot of information about the distribution, knowing just its first moment.

Formally, consider a random variable $Z \sim \mathcal{D}$ following some distribution $\mathcal{D}$. In the following we study the probability that $|Z-\mathbb{E}[Z]|$ is large. What is more we establish some sufficient conditions for a distribution to have good concentration.

Consider a nonnegative random variable $Y$. By a mere observation, for all $t>0$,

$$
t \mathbf{1}_{Y \geq t} \leq Y
$$

Taking the expectations of both sides we can derive Markov's Inequality:

$$
\operatorname{Pr}[Y \geq t] \leq \frac{\mathbb{E}[Y]}{t}
$$

Taking $Y=|Z-\mathbb{E}[Z]|$ gives us a first bound on the distance of a random variable from its expected value. Notice that the initial inequality holds for every function nonnegative, nondecreasing function $\phi$ of $Y$. Then $Y \geq t$ implies $\phi(Y) \geq \phi(t)$ and thus we get:

$$
\operatorname{Pr}[Y \geq t] \leq \operatorname{Pr}[\phi(Y) \geq \phi(t)] \leq \frac{\mathbb{E}[\phi(Y)]}{\phi(t)}
$$

For $Y=|Z-\mathbb{E}[Z]|$ and $\phi(t)=t^{2}$, the above result becomes Chebyshev's Inequality:

$$
\operatorname{Pr}[|Z-\mathbb{E}[Z]| \geq t] \leq \frac{\operatorname{Var}[Z]}{t^{2}}
$$

## Cramér-Chernoff Method

We will now present the Cramér-Chernoff method for bounding the probability that a random variable is away from its expected value. This method is a simple application of the above inequality using a specific function $\phi$. It is extensively used and results in some sharp bounds.

Let $\phi(t)=e^{\lambda t}$. The parameter $\lambda>0$ will set so as we acquire the best possible bound. This will become clear shortly. Markov's inequality implies:

$$
\operatorname{Pr}[Y \geq t] \leq e^{-\lambda t} \mathbb{E}\left[e^{\lambda Y}\right]
$$

Denote $\psi_{Y}(\lambda)=\log \mathbb{E}\left[e^{\lambda Y}\right]$. The above inequality becomes:

$$
\operatorname{Pr}[Y \geq t] \leq \exp \left(-\left(\lambda t-\psi_{Y}(\lambda)\right)\right)
$$

Thus to get the tighter bound possible for this $\phi$ we must minimize $\lambda t-\psi_{Y}(\lambda)$. This is the Cramér-Chernoff method. We denote the $\psi_{Y}^{*}(t)=\sup _{\lambda \geq 0}\left(\lambda t-\psi_{Y}(\lambda)\right)$ the desired value.

Example 3.2.1 (Normal Distribution). Let $Z \sim N\left(0, \sigma^{2}\right)$. Then it holds that:

$$
\psi_{Z}(\lambda)=\log \left(\int_{\mathbb{R}} e^{\lambda z} \frac{1}{\sigma \sqrt{2 \pi}} e^{-\frac{z^{2}}{2 \sigma^{2}}} d z\right)=\log \left(e^{\lambda^{2} \sigma^{2} / 2} \int_{\mathbb{R}} \frac{1}{\sigma \sqrt{2 \pi}} e^{-\frac{\left(z-\lambda \sigma^{2}\right)^{2}}{2 \sigma^{2}}} d z\right)=\frac{\lambda^{2} \sigma^{2}}{2},
$$

where the second equality follows by completing the square. Then the function $f(\lambda)=$ $\lambda t-\frac{\lambda^{2} \sigma^{2}}{2}$ is differentiable. It takes its maximum value for $\lambda=t / \sigma^{2}$. Thus $\psi_{Z}^{*}(t)=\frac{t^{2}}{2 \sigma^{2}}$ and

$$
\operatorname{Pr}[Z \geq t] \leq \exp \left(-\frac{t^{2}}{2 \sigma^{2}}\right)
$$

Example 3.2.1 implies that for $Y \sim N\left(\mu, \sigma^{2}\right)$ it holds that

$$
\operatorname{Pr}[Y-\mathbb{E}[Y] \geq t] \leq \exp \left(-\frac{t^{2}}{2 \sigma^{2}}\right)
$$

That is, the probability for a normal random variable to differ from its expected value falls exponentially with its variance. This behaviour is desirable as it implies a strong concentration around the mean value. What is more, many random variables, not normally distributed, share this property as can be indicated by their graph.

## Sub-Gaussian Random Variable

We introduce the notion of a sub-Gaussian random variable to formalize the above. Consider a random variable $X$ such that $\mathbb{E}[X]=0$. Then $X$ is called sub-Gaussian with variance factor $u$ if

$$
\psi_{X}(\lambda) \leq \frac{\lambda^{2} u}{2}, \forall \lambda \in \mathbb{R}
$$

We denote the collection of such random variable $\mathcal{G}(u)$. So we write $X \in \mathcal{G}(u)$. Following the same procedure as in Example 3.2.1 we derive that for a sub-Gaussian random variable $X$ it holds that $\operatorname{Pr}[X \geq t] \leq e^{-t^{2} /(2 u)}, t>0$.

The Cramér-Chernoff method is generally popular due to its elegant application on sums of random variables.

Lemma 3.2.1. Consider a sequence $\left(X_{i}\right)_{i=1}^{n}$ of independent sub-Gaussian random variables, i.e. $X_{i} \in \mathcal{G}\left(u_{i}\right)$. Then their sum $X=\sum_{i=1}^{n} X_{i}$ is also a sub-Gaussian random variable $X \in \mathcal{G}\left(\sum_{i=1}^{n} u_{i}\right)$.

Proof. The lemma follows by simply applying independence

$$
\psi_{X}(\lambda)=\log \left(\mathbb{E}\left[e^{\lambda \sum_{i=1}^{n} X_{i}}\right]\right)=\sum_{i=1}^{n} \log \left(\mathbb{E}\left[e^{\lambda X_{i}}\right]\right) \leq \frac{\lambda^{2} \sum_{i=1}^{n} u_{i}}{2}
$$

Thus we can get a characterization over a sum of independent r.v. by information on each one of them.

As motivation for defining 'sub-Gaussianity' we claimed that many random variables exhibit concentration similar to the Normal distribution. As a matter of fact, every random variable taking values in a bounded interval is sub-Gaussian. This is Hoeffding's lemma presented right after.

Lemma 3.2.2 (Hoeffding's Lemma BLM13]). Let $Y$ be a random variable with $\mathbb{E}[Y]=0$, taking values in a bounded interval $[\alpha, \beta]$ and let $\psi_{Y}(\lambda)=\log \mathbb{E}\left[e^{\lambda Y}\right]$. Then

$$
\psi_{Y}^{\prime \prime}(\lambda) \leq(\beta-\alpha)^{2} / 4 \quad \text { and } \quad Y \in \mathcal{G}\left((\beta-\alpha)^{2} / 4\right) .
$$

The following theorem combines the two previous lemmas 3.2.1 and 3.2.2 to get a powerful result.
Theorem 3.2.1 (Hoeffding's Inequality [BLM13]). Let $X_{1}, \ldots, X_{n}$ be independent random variables such that $X_{i}$ takes its value in $\left[\alpha_{i}, \beta_{i}\right]$ for all $i \leq n$. Let

$$
\left.S=\sum_{i=1}^{n}\left(X_{i}-\mathbb{E}\left[X_{i}\right]\right)\right)
$$

Then, for every $t>0$,

$$
\operatorname{Pr}[S \geq t] \leq \exp \left(-\frac{2 t^{2}}{\sum_{i=1}^{n}\left(\beta_{i}-\alpha_{i}\right)^{2}}\right)
$$

Applying the above theorem for the Binomial distribution is straight forward. We give this result as a corollary because it will be used very often it the following chapters.

Corollary 3.2.1.1 (Hoeffding's Inequality - Binomial Distribution). Consider the random variable $X \sim \operatorname{Bin}(n, p)$ following the Binomial distribution. Then

$$
\operatorname{Pr}[|X-n p| \geq t] \leq 2 \exp \left(-2 t^{2} / n\right), t>0
$$

Proof. Consider the sequence of random variables $\left(X_{i}\right)_{i=1}^{n}$ such that $X_{i} \sim \operatorname{Be}(p)$. By definition it holds that $X=\sum_{i=1}^{n} X_{i}$ and $X_{i} \in[0,1]$. Theorem 3.2.1 implies:

$$
\operatorname{Pr}[X-n p \geq t] \leq \exp \left(-2 \frac{t^{2}}{n}\right)
$$

Then consider the distribution of

$$
-X=\sum_{i=1}^{n}-X_{i}=\sum_{i=1}^{n} X_{i}^{\prime}
$$

where $X_{i}^{\prime} \in[-1,0]$. The same theorem gives:

$$
\operatorname{Pr}[-(X-n p) \geq t] \leq \exp \left(-2 \frac{t^{2}}{n}\right)
$$

So by union bound we get:

$$
\operatorname{Pr}[|X-n p| \geq t]=\operatorname{Pr}[\{X-n p \geq t\} \cup\{-(X-n p) \geq t\}] \leq 2 \exp \left(-2 \frac{t^{2}}{n}\right)
$$

## Sub-Gamma Random Variable

Surely, sub-Gaussianity is a highly convenient tool. However, strong concentration results hold for random variables that have slightly 'heavier' tails. The notion of subGaussianity inspires us to define similar notions comparing to the tails of other distributions. One of them is Gamma distribution. This was not introduced in the introductory tools since it is not important for our purposes. The only demand from the reader is to consider it as a probability distribution with p.d.f. presented in figure 3.1. Thus its tail converges slower than the Gaussian's but still fast enough.

Formally, consider a centered random variable $X$ such that $\psi_{X}(\lambda) \leq \frac{\lambda^{2} u}{2(1-c \lambda)}, 0<\lambda<1 / c$. Then $X$ is said to be sub-gamma on the right tail with variance factor $u$ and scale parameter $c$. If the above property is true for $-X$ the random variable is said to be subgamma on the left tail with variance factor $u$ and scale parameter c. Notice that since one of the tails is 'heavier' than the Gaus-


Figure 3.1: Gaussian VS Gamma Tails sian tail the other must be subGaussian. This is immediate by the demand for full probability over the domain equal to 1.

Recall the initial motivation for defining sub-gamma characterization. We proceed to a characterization of the sub-gamma tail.

Lemma 3.2.3 (Sub-Gamma Random Variable). Consider a centered random variable $X$ that is right or left sub-gamma with parameters $u$ and $c$. Then

$$
\operatorname{Pr}[X>\sqrt{2 u t}+c t] \vee \operatorname{Pr}[-X>\sqrt{2 u t}+c t] \leq e^{-t}
$$

Proof. Assume $X$ is right sub-gamma random variable so it holds

$$
\psi_{X}(\lambda)=\frac{\lambda^{2} u}{2(1-c \lambda)}, 0<\lambda<1 / c
$$

Apply Cramér-Chernoff method. Let

$$
f(\lambda)=\lambda t-\frac{\lambda^{2} u}{2(1-c \lambda)}
$$

be the function to be maximized. Recall we ask for

$$
\psi_{X}^{*}(t)=\sup _{\lambda \in(0,1 / c)}\left(\lambda t-\psi_{X}(\lambda)\right)=\sup _{\lambda \in(0,1 / c)} f(\lambda)
$$

For $\lambda \in(0,1 / c)$ the function $f(\lambda)$ is differentiable. So we can calculate its maximum by just setting the derivative to zero. This happens for $\lambda=\frac{1}{c}-\frac{1}{c} \sqrt{\frac{u}{2 c t+u}}$ and we get

$$
\psi_{X}^{*}(t)=\frac{u}{c^{2}}\left(1+\frac{c t}{u}-\sqrt{1+2 \frac{c t}{u}}\right)
$$

So the tail bound is

$$
\operatorname{Pr}[X>t] \leq \exp \left(-\frac{u}{c^{2}}\left(1+\frac{c t}{u}-\sqrt{1+2 \frac{c t}{u}}\right)\right)
$$

Notice that the same bound holds for the left tail as well, since it must be sub-Gaussian. Thus

$$
\operatorname{Pr}[X>t] \vee \operatorname{Pr}[-X>t] \leq \exp \left(-\frac{u}{c^{2}}\left(1+\frac{c t}{u}-\sqrt{1+2 \frac{c t}{u}}\right)\right)
$$

Getting the inverse of $\psi_{X}^{*}$ we get the result

$$
\operatorname{Pr}[X>\sqrt{2 u t}+c t] \vee \operatorname{Pr}[-X>\sqrt{2 u t}+c t] \leq e^{-t}
$$

Equivalent manipulations show the same result for a left sub-gamma random variable and the lemma is proven.

Finally we want to highlight the gap between the sub-Gaussian and sub-gamma notions. We present a random variable that is sub-gamma but not sub-Gaussian, customizing the need for the newly defined notion.

Example 3.2.2 (sub-gamma but not sub-Gaussian). Let $X \sim N(0,1)$ and $Y=X^{2}$. Then $\mathbb{E}[Y]=1$ and

$$
\mathbb{E}\left[e^{\lambda(Y-1)}\right]=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{\lambda\left(x^{2}-1\right)} e^{-x^{2} / 2} d x=\frac{e^{-\lambda}}{\sqrt{1-2 \lambda}}
$$

Thus for $\lambda \geq 1 / 2$ the integral does not exists and $Y$ is not sub-Gaussian. However notice that

$$
\psi_{Y}(\lambda)=-\lambda-\frac{1}{2} \log (1-2 \lambda) \leq \frac{1}{2} \frac{(2 \lambda)^{2}}{2(1-2 \lambda)}=\frac{\lambda^{2}}{(1-2 \lambda)}
$$

where the inequality follows from some calculus since $2 \lambda \in(0,1)$. So $Y$ is sub-gamma with parameters $u=c=2$.

Thus by lemma 3.2.3 we have

$$
\operatorname{Pr}[|X|>2 \sqrt{t}+2 t] \leq \operatorname{Pr}[|X|>2 t] \leq 2 e^{-t}
$$

and $\operatorname{Pr}[|X|>t] \leq 2 e^{-t / 2}$.

## Anti-concentration

Undoubtedly, the concentration of distributions is a very useful property. It permits safe predictions for the behaviour of phenomena. However, anti-concentration is also an important trait. When the domain of a distribution is $[n]$ an anti-concentration result guarantees that many of the values in the domain have some mass. That is, the distribution is actually a random phenomenon not just a noisy signal around a constant and, thus, a trivial situation. In the next lemma we give an anti-concentration result about the Binomial distribution which will be useful in what follows.

Lemma 3.2.4 (Binomial Anti-concentration [FKS21]). Consider a random variable $X$ following the binomial distribution, i.e. $X \sim \operatorname{Bin}(n, p)$. Then,

$$
\operatorname{Pr}[X=x]=O\left(\frac{1}{\sigma}\right), \forall x \in[n]
$$

where $\sigma$ is the deviation of the binomial distribution. Moreover, the above implies that:

$$
\operatorname{Pr}[x \leq X \leq x+t]=O\left(\frac{t+1}{\sigma}\right), \forall x, t \in[n]
$$

### 3.3 Probability Approximation

As is common in analysis, studying sequences and their convergence is of fundamental importance. In the case of random variables this practice is imperative. If we wish to understand a non-deterministic experiment we are forced to analyze it through the frequency of its outcomes. Thus arguing about the asymptotic behaviour of a sequence of random variables lies at the very heart of probability theory.

## Convergence of Random Variables

There is a number of choices to approach the convergence of a random sequence $X_{n}$. First, recall that a random variable is a function over a probability space. The usual convergence of $X_{n}(\omega)$ gives almost sure convergence $X_{n} \rightarrow_{a . s .} X$, i.e.

$$
\operatorname{Pr}\left[\lim _{n \rightarrow \infty} X_{n}=X\right]=1
$$

Moreover, we can consider that $X_{n}$ converges to $X$ if the probability that they differ goes to zero as $n$ goes to infinity. This is called convergence in probability. We write $X_{n} \rightarrow_{\operatorname{Pr}} X$ and it holds

$$
\lim _{n \rightarrow \infty} \operatorname{Pr}\left[\left|X_{n}-X\right|>\varepsilon\right]=0
$$

The concept that will mostly interest us here is convergence in distribution. It is also called weak convergence.

Definition 3.3.1 (Convergence in Distribution). Consider $\left(I, \mathcal{B}_{I}, \mathcal{D}\right)$ a probability space. Let $X_{n}$ a sequence of random variables and $X$ be random variable over the space. Let $F_{n}, F$ be their respective c.d.f. We say that $X_{n}$ converges in distribution to $X$ and write $X_{n} \rightarrow_{D} X$ if

$$
\lim _{n \rightarrow \infty} F_{n}(x)=F(x)
$$

for all continuity points of $F$.
The three notions of convergence presented above are given in order of strength. That means that $X_{n} \rightarrow_{a . s .} X$ implies $X_{n} \rightarrow_{\operatorname{Pr}} X$ which in turn implies $X_{n} \rightarrow_{D} X$. Convergence in distribution, though the weaker one, depends solely on the distribution of random variables. This could actually be an advantage since it allows us to depart from the properties of a specific mapping between spaces. Then the results of our analysis are applicable to any phenomenon whose behaviour is well modeled by this distribution. For more information about the notion of weak convergence we refer to [Bill3].

## Central Limit Theorem

A mere application of distribution convergence is enough to remove any doubt about its 'strength'. This is no other than the celebrated Central Limit Theorem. Recalling the statement we have:

Theorem 3.3.1 (CLT). Let $X_{1}, \ldots, X_{n}$ be independent, identically distributed random variables, with mean value $\mathbb{E}\left[X_{i}\right]=\mu$ and variance $\operatorname{Var}\left[X_{i}\right]=\sigma^{2}$. Denote

$$
Z_{n}=\frac{X_{1}+\cdots+X_{n}-n \mu}{\sigma \sqrt{n}}
$$

Then the c.d.f. of $Z_{n}$ converges to the c.d.f. of the normal distribution i.e.

$$
\lim _{n \rightarrow \infty} \operatorname{Pr}\left[Z_{n} \leq z\right]=\Phi(z)
$$

for all $z \in \mathbb{R}$.
Needless to say, CLT refers to the convergence in distribution of the sum of random variables to the Normal distribution. It is considered the most fundamental result of probability theory with myriads of implications and uses in a variety of fields. Thus the importance of convergence in distribution is without question.

## Probability Distances

To establish weak convergence, one would think of classical analytic proofs through $F_{n}(x)$ or equivalent conditions. For instance,

$$
\lim _{n \rightarrow \infty}\left(1-\frac{t^{2}}{2 n}+o\left(\frac{t^{2}}{n}\right)\right)^{n}=e^{-\frac{t^{2}}{2}}
$$

As very neatly stated in Zol76, an alternative and more attractive way to acquire such results is by studying the distance between distributions. More attractive, since it also provides with some quantitative information about their proximity. On a more involved motivation, an asymptotic argument cannot be of much use when creating algorithms.

Thus we proceed to define two notions of distance for probability distributions. Apart from their leading role in general theory, they will be our main tools in all the following chapters. For an extensive presentation of probability metrics and their relation we refer to GS02.

Definition 3.3.2 (Total Variation Distance). Consider $P, Q$ probability distributions over $(\mathbb{R}, \mathcal{B})$. The total variation distance between $P, Q$ is defined as:

$$
\operatorname{TV}(P, Q)=\sup _{B \in \mathcal{B}}|P(B)-Q(B)|
$$

An equivalent definition holds for probability distributions over discrete spaces. In fact, for a discrete space $F$ we get:

$$
\mathrm{TV}(P, Q)=\frac{1}{2} \sum_{k \in F}|p(k)-q(k)|
$$

The total variation distance is an important distribution metric. This is partly because it implies weak convergence, i.e. if $\operatorname{TV}\left(P_{n}, P\right) \rightarrow 0$ then $P_{n} \rightarrow P$. Upper bounding it for some classes of distributions is the central aim of this thesis. However, it is often hard to compute as it compares the mass on every subset of the domain. An easier to manipulate notion of distance is the KL-Divergence which is defined right away.

Definition 3.3.3 (KL-Divergence). Consider $P, Q$ probability distributions over $(\mathbb{R}, \mathcal{B})$. Let $p, q$ denote the p.m.f./p.d.f. of $P, Q$ respectively. The Kullback-Leibler divergence between $P, Q$ is defined as:

$$
\mathrm{KL}(P \| Q)=\int_{\mathbb{R}} p(x) \log \frac{p(x)}{q(x)} d x
$$

One can easily check that KL-Divergence is not an actual metric. It does not satisfy the symmetry property nor the triangle inequality. Still it formalizes an important comparison between the information encoded by different distributions. Moreover, as the next Theorem demonstrates, it offers an upper bound for their TV distance.

Theorem 3.3.2 (Pinsker's Inequality). Consider $P, Q$ probability distributions over $(\mathbb{R}, \mathcal{B})$. Then

$$
\mathrm{TV}(P, Q) \leq \sqrt{\frac{1}{2} \mathrm{KL}(P \| Q)}
$$

Note that, thanks to its multiplicative form, KL-divergence is easier to compute. Thus it consists a powerful tool for several approximation tasks involving the TV distance.

As an application, the following lemma calculates the upper bounds of the two metrics for the Binomial Distribution.

Lemma 3.3.1. Let $\operatorname{Bin}(n, p), \operatorname{Bin}(n, q)$ be two binomial distributions with natural parameters $\theta_{p}, \theta_{q}$ respectively. Then, the following hold:

1. $\mathrm{KL}(\operatorname{Bin}(n, p) \| \operatorname{Bin}(n, q)) \leq n \cdot\left|\theta_{p}-\theta_{q}\right|^{2}$.
2. $\operatorname{TV}(\operatorname{Bin}(n, p), \operatorname{Bin}(n, q)) \leq \frac{\sqrt{2 n}}{2}\left|\theta_{p}-\theta_{q}\right|$.

Proof. We will prove bound 1 for the KL-Divergence and bound 2 follows from Pinsker's Inequality 3.3.2. By definition of the KL-Divergence we get:
$\mathrm{KL}(\operatorname{Bin}(n, p) \| \operatorname{Bin}(n, q))=\sum_{x=0}^{n}\binom{n}{x} p^{x}(1-p)^{x} \log \frac{\binom{n}{x} p^{x}(1-p)^{x}}{\binom{n}{x} q^{x}(1-q)^{x}}=n\left(p \log \frac{p}{q}+(1-p) \log \frac{1-p}{1-q}\right)$,
after some elementary calculations. We will now prove the following inequality

$$
\left(p \log \frac{p}{q}+(1-p) \log \frac{1-p}{1-q}\right) \leq\left(\log \frac{p}{1-p}-\log \frac{q}{1-q}\right)^{2}
$$

Note that $\theta_{p}=\log p / 1-p$ as given in table 3.1. Thus showing this inequality gives the result and the proof is concluded. We refer to Proposition 17 of [FKT20] for the inequality.

Moreover, we will prove the bound for KL-Divergence of the Gaussian distribution as it will be useful in subsequent chapters.

Lemma 3.3.2. Let $N\left(\mu_{1}, \sigma_{1}^{2}\right), N\left(\mu_{2}, \sigma_{2}^{2}\right)$ be two Normal distributions. Then

$$
\mathrm{KL}\left(N\left(\mu_{1}, \sigma_{1}^{2}\right) \| N\left(\mu_{2}, \sigma_{2}^{2}\right)\right) \leq \frac{1}{2}\left(\frac{\sigma_{1}^{2}}{\sigma_{2}^{2}}+\frac{\left(\mu_{1}-\mu_{2}\right)^{2}}{\sigma_{2}^{2}}-1+2 \log \frac{\sigma_{2}}{\sigma_{1}}\right) .
$$

Proof. We get this result by the definition of KL-Divergence.
$\mathrm{KL}\left(N\left(\mu_{1}, \sigma_{1}^{2}\right) \| N\left(\mu_{2}, \sigma_{2}^{2}\right)\right)=\int_{\mathbb{R}} \frac{\exp \left(-\left(x-\mu_{1}\right)^{2} / 2 \sigma_{1}^{2}\right)}{\sigma_{1} \sqrt{2 \pi}} \log \left(\frac{\sigma_{2} \exp \left(-\left(x-\mu_{1}\right)^{2} / 2 \sigma_{1}^{2}\right)}{\sigma_{1} \exp \left(-\left(x-\mu_{2}\right)^{2} / 2 \sigma_{2}^{2}\right)}\right) d x$.
Then the logarithms gives three quantities. First

$$
\log \sigma_{2} / \sigma_{1}
$$

which is independent of $x$ so the integral equals one. Then

$$
-\frac{\left(x-\mu_{1}\right)^{2}}{2 \sigma_{1}^{2}}
$$

where $\left(x-\mu_{1}\right)^{2}$ in the integral is the definition of $N\left(\mu_{1}, \sigma_{1}^{2}\right)$ variance. Thus the result is $-1 / 2$. The third is

$$
-\frac{\left(x-\mu_{2}\right)^{2}}{2 \sigma_{2}^{2}}
$$

Here we have to develop $\left(x-\mu_{2}\right)^{2}$ and work with powers of $x$. Putting everything together we get the result

$$
\mathrm{KL}\left(N\left(\mu_{1}, \sigma_{1}^{2}\right) \| N\left(\mu_{2}, \sigma_{2}^{2}\right)\right) \leq \frac{1}{2}\left(\frac{\sigma_{1}^{2}}{\sigma_{2}^{2}}+\frac{\left(\mu_{1}-\mu_{2}\right)^{2}}{\sigma_{2}^{2}}-1+2 \log \frac{\sigma_{2}}{\sigma_{1}}\right),
$$

and the proof is complete.

## Chapter 4

## Learning Theory

In this chapter the second fundament of this thesis, learning theory, is set. If probability theory presents us with the problem, learning theory will be the perspective through which we address this problem. In the first section, a formalized model of the learning objective is given. At the same time we introduce the famous Stochastic Gradient Descent algorithm and explore at which extend it achieves this objective. In sequence, the merging between probabilities and learning occurs. Finally, we define and give some of the background of the specific problem studied here.

### 4.1 PAC Learning Model and Stochastic Gradient Descent

Today, Machine Learning consists the state of the art tool for automated problem solving. Creating a system that can learn is a very attractive and exciting goal. Still the exact meaning of it can be tricky and hard to formalize. In what follows, we give a mathematical foundation for learning and present the most widespread algorithm of the field, Stochastic Gradient Descend.

## Probably Approximately Correct

In practice, what does it mean to learn? Suppose you are trying to learn a new game. Learning demands a subject, since you always learn something. Second it usually consists of the ability to process this subject and reach a conclusion. In our example, given a state of the game you must decide on your next move. Finally, to consider you learnt something your conclusions must be 'correct', for some notion of correctness. Notice that, given the game's state, there are good, bad and even unreasonable moves.

One can recognise three structures in the previous description. We proceed to formalize them. Let $\mathcal{Z}$ denote the domain of the learning task. That is, objects in $\mathcal{Z}$ represent instances of the task which we must process. Usually $\mathcal{Z}$ consists of two other sets $\mathcal{Z}=$ $\mathcal{X} \times \mathcal{Y}$. Then $\mathcal{X}$ represents the instances of the task (state of the game) and $\mathcal{Y}$ is a labeling set (possible moves). This is actually a vast category of learning problem called supervised learning. In general, $\mathcal{Z}$ can be any set.

Let $\mathcal{H}$ denote the hypothesis class. This is the set of functions that process the input from $\mathcal{Z}$ and reach a conclusion useful for the problem. In the supervised case, it contains functions $h: \mathcal{X} \rightarrow \mathcal{Y}$ that characterize the task instances by some label (suggest the next
move). Again, $\mathcal{H}$ can be an arbitrary set, even one that just represents some function. Consider $h(\mathbf{x})=\langle\mathbf{w}, \mathbf{x}\rangle, \mathbf{w}, \mathbf{x} \in \mathbb{R}^{d}$. These functions are called hyperplanes in $\mathbb{R}^{d}$ since they divide the space. Notice that we can represent such a function just by the vector $\mathbf{w}$. Thus, in this case, we set $\mathcal{H}=\mathbb{R}^{d}$.

Learning a task means reaching correct conclusions. We define a loss function $\ell$ : $\mathcal{H} \times \mathcal{Z} \rightarrow \mathbb{R}_{+}$to quantify the correctness of a hypothesis. The larger the values of $\ell(h, z)$, the greater the loss $h$ induces by its result on $z$. The aim of learning is to find an $h \in \mathcal{H}$ that minimizes the loss. We will denote a learning problem by the triplet $(\mathcal{H}, \mathcal{Z}, \ell)$.

As for the learning process, our framework is as follows. The aim is to construct a system that learns automatically, i.e. a learning algorithm. Consider algorithm $A$ for $(\mathcal{H}, \mathcal{Z}, \ell)$. Then $A$ outputs a hypothesis $h \in \mathcal{H}$. The algorithm's input is a training set $\mathcal{S} \in \mathcal{Z}^{m}, m \in \mathbb{N}$. That means $\mathcal{S}$ is a list of $m$ instances of the problem that the algorithm processes to decide on a 'good', with respect to $\ell$, hypothesis $h$. These instances are sampled independently according to a distribution $\mathcal{D}$. Thus the assessment of the output is based on the risk function $L_{\mathcal{D}}(h)=\mathbb{E}_{z \sim \mathcal{D}}[\ell(h, z)]$. This is to model the fact that, a good hypothesis does not have to be correct over all possible tasks, but over the probable ones.

Definition 4.1.1 (Agnostic PAC Learnability [SSBD14]). A hypothesis class $\mathcal{H}$ is agnostic PAC learnable with respect to a set $\mathcal{Z}$ and a loss function $\ell: \mathcal{H} \times \mathcal{Z} \rightarrow \mathbb{R}_{+}$, if there exist a function $m_{\mathcal{H}}:(0,1)^{2} \rightarrow \mathbb{N}$ and a learning algorithm $A$ such that: For every $\varepsilon, \delta \in(0,1)$, for every distribution $\mathcal{D}$ over $\mathcal{Z}$, given a training set $\mathcal{S} \sim \mathcal{D}^{m}$ with $m \geq m_{\mathcal{H}}(\varepsilon, \delta)$ i.i.d. samples from $\mathcal{D}$, the algorithm returns a hypothesis $h=A(\mathcal{S})$ so as

$$
L_{\mathcal{D}}(h) \leq \min _{h^{\prime} \in \mathcal{H}} L_{\mathcal{D}}\left(h^{\prime}\right)+\varepsilon
$$

where $L_{\mathcal{D}}(h)=\mathbb{E}_{z \sim \mathcal{D}}[\ell(h, z)]$, with probability at least $1-\delta$.
Notice that the notion of learnability is defined with respect to a hypothesis class. That is, we wish to know whether a task can be modeled by a function in this set. This immediately implies that, even if a learning task is not learnable in $\mathcal{H}$, it could be in another hypothesis class $\mathcal{H}^{\prime}$. Thinking about it though, it would be a lost cause to search over all possible functions for the one to model our specific problem. In many cases, this might also lead to wrong results (e.g. overfitting). This definition allows us to exploit the prior knowledge we have for the problem.

To consider a learning algorithm successful it must satisfy two requirements, based on the above definition. It must be efficient in terms of sample complexity as well as regular bit-operation complexity. In a vast number of problems, there is a complete characterization for the classes $\mathcal{H}$ that satisfy the first condition: their VC-dimension. We do not introduce this notion here as these problems belong mostly to the supervised learning framework and will not interest us. Refer to SSBD14] for an extensive presentation of the topic.

## Convex Learning Problem

The regular complexity of the learning algorithm is another story. Indeed, to guarantee efficient learning we must restrict ourselves to a specific class of learning problems: convex learning problems. The definition is given in the following. But first, let us recall the basics about convexity.


Figure 4.1: Convex Sets [SSBD14]

Definition 4.1.2 (Convex Set). A set $C$ in a vector space is convex if for any two vectors $\mathbf{u}, \mathbf{v} \in C$, the line segment between $\mathbf{u}$ and $\mathbf{v}$ is contained in $C$. That is, for any $\alpha \in[0,1]$ we have that:

$$
\alpha \mathbf{u}+(1-\alpha) \mathbf{v} \in C .
$$

The notion of convexity is better understood through an image, see 4.1. We proceed to define a convex function.

Definition 4.1.3 (Convex Function). Let $C$ be a convex set. A function $f: C \rightarrow \mathbb{R}$ is convex if for every $\mathbf{u}, \mathbf{v} \in C$ and $\alpha \in[0,1]$,

$$
f(\alpha \mathbf{u}+(1-\alpha) \mathbf{v}) \leq \alpha f(\mathbf{u})+(1-\alpha) f(\mathbf{v})
$$

A very important property of a convex function is that every local minimum is also a global one. Thus, if it differentiable and its derivative has a zero point, it follows that it is a minimum. Recall that our aim is to locate such a minimum for the risk function.

Again we illustrate a convex function in figure 4.2. Notice that the tangent in any point of the domain lies below the function graph. This is no coincidence. In fact, convexity is equivalent to an even more general property that bypasses the strict tangent notion (i.e. the demand for differentiability).


Figure 4.2: Convex Function [SSBD14]

Lemma 4.1.1. Let $C$ be an open convex set. A function $f: C \rightarrow \mathbb{R}$ is convex iff for every $\mathbf{w} \in C$ there exists $\mathbf{v}$ such that

$$
f(\mathbf{u}) \geq f(\mathbf{w})+\langle\mathbf{u}-\mathbf{w}, \mathbf{v}\rangle, \forall \mathbf{u} \in C
$$

The above vector $\mathbf{v}$ specifies a line, passing from $(\mathbf{w}, f(\mathbf{w}))$, while leaving the rest of the function points 'above' it. When $f$ is differentiable on $\mathbf{w}$ this line becomes the tangent. We define a set that contains all these lines, since they have a very useful for our purpose property: they point in the direction of the function's minimum.

Definition 4.1.4 (Subgradient). A vector $\mathbf{v}$ that satisfies lemma 4.1.1 is called a subgradient of $f$ at $\mathbf{w}$. The set of subgradients of $f$ at $\mathbf{w}$ is called the differential set and denoted $\partial f(\mathbf{w})$.

We are now ready to define the learning problem that interests us here.
Definition 4.1.5 (Convex Learning Problem). A learning problem, $(\mathcal{H}, Z, \ell)$, is called convex if the hypothesis class $\mathcal{H}$ is a convex set and for all $z \in Z$, the loss function, $\ell(\cdot, z)$, is a convex function.

Since $\mathcal{H}$ is a convex set it is a set in a vector space. Thus, in what follows, we can consider hypotheses as vectors in $\mathbb{R}^{d}$.

## Stochastic Gradient Descend

For a convex learning problem to be learnable, we need an algorithm that minimizes the risk function $\mathbb{E}_{z \sim \mathcal{D}}[\ell(\mathbf{w}, z)]$. The vector $\mathbf{w} \in R^{d}$ denotes the hypothesis. Since the loss function for this problem is convex the risk function will also be convex 1 . Thus if it has a

[^1]minimum, we can accurately calculate it.
Of course, this claim is not really straightforward. How will we find this minimum? A first approach would derive from high school analysis. Calculating the minimum of a function is just a matter of setting its derivative to zero. Still, there is no guarantee that the risk function is differentiable. As a result, we turn to an iterative method, Gradient Descend, to reach the minimum. That is, based on the subgradient on subsequent points of the function, we move our guess for the minimum towards the real one. In more detail:

- Denote $\mathbf{w}_{t}$ our guess for the minimum of a convex function and initialize it at zero, i.e. $\mathbf{w}_{1}=0$.
- Update its value according to the rule

$$
\mathbf{w}_{t+1}=\mathbf{w}_{t}-\eta \mathbf{v}_{t}, \mathbf{v}_{t} \in \partial f\left(\mathbf{w}_{t}\right)
$$

where $\eta$ is a constant to control the step size.

- Return $\overline{\mathbf{w}}=\frac{1}{T} \sum_{t=1}^{T} \mathbf{w}_{t}$ after $T$ iterations.

Intuitively, this process should lead us to the minimum. However, the purpose is to get there 'fast'. The analysis of the algorithm indicates whether it efficiently solves a convex learning problem.

Formally, the function to be minimized is $f(\mathbf{w})=\mathbb{E}_{z \sim \mathcal{D}}[\ell(\mathbf{w}, z)]$. Let $\mathbf{w}^{*}$ denote the minimum value of the function. We want to bound $f(\overline{\mathbf{w}})-f\left(\mathbf{w}^{*}\right)$ by a decreasing, in terms of the required samples, function. We proceed in two steps.

Step 1: (Convexity) The following relation is just a combination of Jensen's Inequality (for a sum instead of an integral) and the definition of convexity.

$$
f\left(\frac{1}{T} \sum_{t=1}^{T} w_{t}\right)-f\left(\mathbf{w}^{*}\right) \leq \frac{1}{T} \sum_{t=1}^{T}\left\langle\mathbf{w}_{t}-\mathbf{w}^{*}, \mathbf{v}_{t}\right\rangle
$$

Step 2: (A Lemma) Combining the previous relation with the following lemma gives a bound on the error of Gradient Descend after $T$ iterations.

Lemma 4.1.2 (Lemma 14.1 [SSBD14]). Let $\mathbf{v}_{1}, \ldots, \mathbf{v}_{T}$ be an arbitrary sequence of vectors. Any algorithm with initialization $\mathbf{w}_{1}=0$ and an update rule of the form

$$
\mathbf{w}_{t+1}=\mathbf{w}_{t}-\eta \mathbf{v}_{t}
$$

satisfies

$$
\sum_{t=1}^{T}\left\langle\mathbf{w}_{t}-\mathbf{w}^{*}, \mathbf{v}_{t}\right\rangle \leq \frac{\left\|\mathbf{w}^{*}\right\|^{2}}{2 \eta}+\frac{\eta}{2} \sum_{t=1}^{T}\left\|\mathbf{v}_{t}\right\|^{2}
$$

Notice that there is a tradeoff on the value of $\eta$. If the norm of $\mathbf{w}^{*}$ is large we should set $\eta$ to be large as well. But this would increase the value of the other term in the bound. It becomes obvious that some further restrictions on the norms of $\mathbf{w}^{*}$ and $\mathbf{v}_{t}$ must be placed to acquire convergence. Still we will first address a more immediate problem that arises by using Gradient Descend.

[^2]Gradient Descend reduces the problem of convex learning to finding the subgradient of the risk function $\mathbb{E}_{z \sim \mathcal{D}}[\ell(\mathbf{w}, z)]$, which is simple enough, had we known the function. The case is, distribution $\mathcal{D}$ along with the risk function is unknown to the learning algorithm. The idea of Stochastic Gradient Descend (SGD) is to specify an estimate of the subgradient. Specifying the expected direction of the subgradient suffices for the algorithm to behave as the original Gradient Descend in expectation.

Formally, we will now bound $\mathbb{E}\left[f(\overline{\mathbf{w}})-f\left(\mathbf{w}^{*}\right)\right]$. Again Jensen's Inequality implies that

$$
\mathbb{E}\left[f(\overline{\mathbf{w}})-f\left(\mathbf{w}^{*}\right)\right] \leq \mathbb{E}\left[\frac{1}{T} \sum_{t=1}^{T}\left(f\left(\mathbf{w}_{t}\right)-f\left(\mathbf{w}^{*}\right)\right)\right] .
$$

Then it is a matter of manipulating the expectation over $\mathbf{v}_{t}$ to gain

$$
\mathbb{E}\left[\frac{1}{T} \sum_{t=1}^{T}\left(f\left(\mathbf{w}_{t}\right)-f\left(\mathbf{w}^{*}\right)\right)\right] \leq \mathbb{E}\left[\frac{1}{T} \sum_{t=1}^{T}\left\langle\mathbf{w}_{t}-\mathbf{w}^{*}, \mathbf{v}_{t}\right\rangle\right] .
$$

Working as in Step 2, it is immediate to bound the last quantity. The formal steps for SGD are given in algorithm (1).

```
Algorithm 1 SGD
    procedure StochasticGradientDescent \((\eta, \mathrm{T}) \quad \triangleright \eta>0\) : scalar, \(T>0\) : integer
        \(\mathbf{w}_{1} \leftarrow 0\)
        for \(t \in[1: T]\) do
            choose \(\mathbf{v}_{t}\) such that \(\mathbb{E}\left[\mathbf{v}_{t} \mid \mathbf{w}_{t}\right] \in \partial f\left(\mathbf{w}_{t}\right) \quad \triangleright\) problem depended
            \(\mathbf{w}_{t+1} \leftarrow \mathbf{w}_{t}-\eta \mathbf{v}_{t}\)
        return \(\overline{\mathbf{w}} \leftarrow \frac{1}{T} \sum_{t=1}^{T} \mathbf{w}_{t}\)
```

Notice that the bound on the error of Gradient Descend remains unchanged in the stochastic case, since it is based on lemma 4.1.2. We highlight that the inability to efficiently learn some convex problems is not a trait of SGD. Indeed there are convex problems that cannot be learnt by any deterministic algorithm as illustrated by the following example.

Example 4.1.1. Consider a supervised learning problem with $\mathcal{X}=\mathbb{R}, \mathcal{Y}=\mathbb{R}$ and $\mathcal{H}=\mathbb{R}$. Let the loss function be $\ell(w, x)=(w x-y)^{2}$ where $x \in \mathcal{X}, y \in \mathcal{Y}$ and $w \in \mathcal{H}$. This is called a regression problem, since the aim (controlled by the loss function) is to specify a linear relation between $x, y$. Thus we can consider the samples as points on the plane ( $x, y$ ).

Now let $\varepsilon=1 / 100, \delta=1 / 2$ and $\mu=\frac{\log (100 / 99)}{2 m}$ where $m>m(\varepsilon, \delta)$ is the samples demanded by the algorithm. Since the learning algorithm $R$ is deterministic $m$ is fixed given $\varepsilon$ and $\delta$. Consider two points on the plane $A=(1,0)$ and $B=(\mu,-1)$. Assume we want to distinguish between two distributions over $A, B: \mathcal{D}_{1}: p(A)=\mu, p(B)=1-\mu$ and $\mathcal{D}_{2}: p(A)=0, p(B)=1$.

Notice that $\mu$ is a very small quantity. So the probability of seeing point $A$ is very small for both distributions. Indeed, the probability that $\mathcal{D}_{1}$ creates independent samples just of $B$ is $\prod_{i=1}^{m} p(B)=(1-\mu)^{m} \geq e^{-2 m \mu}=0.99$. Then the risk function for each of them is $L_{\mathcal{D}_{1}}(w)=\mu w^{2}+(1-\mu)(w \mu+1)^{2}$ and $L_{\mathcal{D}_{2}}(w)=(w \mu+1)^{2}$


Figure 4.3: Example
As a result, whatever value $R$ decides on $w$ it will be suboptimal with respect to at least one of $\mathcal{D}_{1}, \mathcal{D}_{2}$. This is illustrated in figure 4.3. If $w<-1 /(2 \mu)$ the line will be too far from A. Thus $L_{\mathcal{D}_{1}}(w) \geq 1 /(4 \mu)$ while a better value is $L_{\mathcal{D}_{1}}(0)=(1-\mu)$. It follows that $L_{\mathcal{D}_{1}}(w)-\min _{w^{\prime}} L_{\mathcal{D}_{1}}\left(w^{\prime}\right)>1 / 100=\varepsilon$. On the other hand, if $w \geq-1 /(2 \mu)$ the error on $\mathcal{D}_{2}$ will become larger than $\varepsilon$. Notice that $\min _{w^{\prime}} L_{\mathcal{D}_{2}}\left(w^{\prime}\right)=0$ while $L_{\mathcal{D}_{2}}(w) \geq 1 / 4$.

Thus we have a convex learning problem that is not learnable by any deterministic algorithm $R$.

Thus we need to further restrict ourselves. The good news is we already know the assumption needed for a convex problem to be learnable: bounding the norms of $\mathbf{w}^{*}$ and $\mathbf{v}_{t}$. There is a number of ways to define such problems, such as convex-Lipschitz-bounded learning problem and convex-smooth-bounded learning problems (see [SSBD14]). We will focus on a specific one which will also concern us in what follows.

## Projected SGD and Strong Convexity

It is important to understand the actual difficulty in learning a convex problem. Firstly, convexity does not guarantee the existence of a minimum. Secondly, even if the minimum exists it might not be unique. As a result, it is not possible to distinguish between two minimizers which is the actual solution to the problem. There is a stronger condition, strong convexity that does guarantee both the above properties.

Definition 4.1.6 (Strong Convexity). Let $C$ be a convex set. A function $f: C \rightarrow \mathbb{R}$ is $\lambda$-strongly convex if for all $\mathbf{w}, \mathbf{v}$ and $\alpha \in(0,1)$ we have

$$
f(\alpha \mathbf{w}+(1-\alpha) \mathbf{u}) \leq \alpha f(\mathbf{w})+(1-\alpha) f(\mathbf{u})-\frac{\lambda}{2} \alpha(1-\alpha)\|\mathbf{w}-\mathbf{u}\|^{2} .
$$

Again, we can acquire some useful bounds involving the subgradient of the $\lambda$-strongly convex function. That is

$$
\langle\mathbf{w}-\mathbf{u}, \mathbf{v}\rangle \geq f(\mathbf{w})-f(\mathbf{u})+\frac{\lambda}{2}\|\mathbf{w}-\mathbf{u}\| .
$$

Thus strong convexity implies a a gap between the 'tangent' on a specific point $\mathbf{w}$ and the line through the $f(\mathbf{w})$ and any other point on the function. Notice that figure 4.2
actually represents a strongly convex function. The distance between $f(\alpha \mathbf{u})+(1-\alpha) \mathbf{v})$ and $\alpha f(\mathbf{u})+(1-\alpha) f(\mathbf{v})$ is at least $\frac{\lambda}{2} \alpha(1-\alpha)\|\mathbf{w}-\mathbf{v}\|^{2}$. After some thought, we gain the intuition that this property distinguishes convex functions from the line. Thus the function always has a minimum, which is unique, and it reaches it in a $\lambda$-controllable rate.

Before stating the theorem for learnability of strongly convex problems, we introduce a variation of SGD. This mild modification does not affect the convergence of the algorithm and is quite useful in a variety of applications (including the one that interests this thesis). That is, a projection step. Recall the set of our hypotheses $\mathcal{H}$. Notice that the iteration process can get $\mathbf{w}$ outside $\mathcal{H}$. This, in general, does not affect learnability of a problem (definition 4.1.1 does not demand $h=A(\mathcal{S}) \in \mathcal{H}$ ). However, it is usually convenient if $\mathbf{w} \in \mathcal{H}$. What is more, in the case of SGD, projection does not affect the analysis of the algorithm. This is implied by the following lemma.

Lemma 4.1.3 (Projection Lemma [SSBD14]). Let $\mathcal{H}$ be a closed convex set and let $\mathbf{v}$ be the projection of $\mathbf{w}$ onto $\mathcal{H}$, namely,

$$
\mathbf{v}=\min _{\mathbf{x} \in \mathcal{H}}\|\mathbf{x}-\mathbf{w}\|^{2}
$$

Then, for every $\mathbf{u} \ni \mathcal{H}$,

$$
\|\mathbf{w}-\mathbf{u}\|^{2}-\|\mathbf{v}-\mathbf{u}\|^{2} \geq 0
$$

Then projected SGD algorithm for the strongly convex case is as follows.

```
Algorithm 2 PSGD \(\lambda\)-strongly Convex
    procedure ProjectedSGDStronglyConvex \((T, \lambda) \quad \triangleright T>0\) : integer
        \(\mathbf{w}_{1} \leftarrow 0\)
        for \(t \in[1: T]\) do
            choose \(\mathbf{v}_{t}\) such that \(\mathbb{E}\left[\mathbf{v}_{t} \mid \mathbf{w}_{t}\right] \in \partial f\left(\mathbf{w}_{t}\right) \quad \triangleright\) problem depended
            \(\eta_{t} \leftarrow 1 /(\lambda t)\)
            \(\mathbf{w}_{t+1 / 2} \leftarrow \mathbf{w}_{t}-\eta_{t} \mathbf{v}_{t}\)
            \(\mathbf{w}_{t+1} \leftarrow \operatorname{argmin}_{\mathbf{w} \in \mathcal{H}}\left\|\mathbf{w}-\mathbf{w}_{t+1 / 2}\right\|^{2}\)
        \(\operatorname{return} \overline{\mathbf{w}} \leftarrow \frac{1}{T} \sum_{t=1}^{T} \mathbf{w}_{t}\)
```

Notice that the value of $\eta$ is now specifically defined. This proves helpful for the convergence of the algorithm. Moreover, it is consistent to intuition. While $t$ increases we approach closer to the minimum. Thus the step size becomes smaller to avoid bypassing the minimum.

Finally, theorem 4.1.1 gives the desired convergence rate which implies efficient learnability both in terms of samples and computation steps.

Theorem 4.1.1 (SGD with Strongly Convex Objective). Assume $f$ is $\lambda$-strongly convex and $\mathbb{E}\left[\left\|\mathbf{v}_{t}\right\|^{2}\right] \leq \rho^{2}$. Let $\mathbf{w}^{*}=\operatorname{argmin}_{\mathbf{w} \in \mathcal{H}} f(\mathbf{w})$ be an optimal solution and $\mathbf{w}$ the output of $S G D$ algorithm. Then,

$$
\mathbb{E}[f(\mathbf{w})]-f\left(\mathbf{w}^{*}\right) \leq \frac{\rho^{2}}{2 \lambda T}(1+\log T)
$$

Subsequent work has removed the $\log T$ term from the bound by slight modifications of the algorithm (see [SZ13] (averaging), HK14](batch method)). Then, setting $\varepsilon=\frac{\rho^{2}}{2 \lambda T}$, we deduce that after $T>\frac{\rho^{2}}{2 \lambda \varepsilon}$ iterations (and, in consequence, samples) arbitrary precision is achieved.

Given the previous theorem one could still argue that learnability is not proven. Surely, definition 4.1.1 requires $f(\mathbf{w})-f\left(\mathbf{w}^{*}\right)$ to be bounded. The last lemma of this section suggests a routine that achieves this result. To elaborate, given an algorithm that guarantees convergence in expectation, running it a number of times and carefully choosing an outcome we can guarantee true convergence. This is procedure is called boosting and is a thoroughly studied area (see [SF12]).

Lemma 4.1.4. Assume $f$ is $\lambda$-strongly convex and there exists an algorithm A such that, with $m \geq m(\varepsilon / 3)$ :

$$
\mathbb{E}[f(\mathbf{w})] \leq f\left(\mathbf{w}^{*}\right)+\varepsilon / 3
$$

where $\mathbf{w}$ is the output of algorithm A and $\mathbf{w}^{*}$ the minimum of $f$. Then, there exists an algorithm that uses $m \geq \log (1 / \delta) m(\varepsilon)$ and finds a $w^{\prime}$ such that

$$
f\left(\mathbf{w}^{\prime}\right) \leq f\left(\mathbf{w}^{*}\right)+\varepsilon
$$

with probability at least $1-\delta$.
Proof. Consider the random variable $W=f(\mathbf{w})-f\left(\mathbf{w}^{*}\right)$ with probability over $\mathbf{w}$. Note that $W$ is non negative since $\mathbf{w}^{*}$ is the minimizer of $f$ by assumption. Then, Markov's inequality implies:

$$
\operatorname{Pr}\left[f(\mathbf{w})-f\left(\mathbf{w}^{*}\right) \geq t\right] \leq \frac{\varepsilon}{3 t}
$$

Setting $t=\varepsilon$ we get that:

$$
f(\mathbf{w}) \geq f\left(\mathbf{w}^{*}\right)+\varepsilon
$$

with probability at most $\frac{1}{3}$. Running algorithm A for $n=72 \log (1 / \delta)$ times, it follows that, with probability at least $1-\delta$, over half of the output values will get $f \varepsilon$-close to its optimal value. Formally, consider the random variable $Y=\frac{1}{n} \sum_{i \in[n]} Y_{i}$ where $Y_{i}$ equals 1 if $f\left(\mathbf{w}_{i}\right)>f\left(\mathbf{w}^{*}\right)+\varepsilon, 0$ otherwise. It follows that $\mathbb{E}[Y] \leq \frac{1}{3}$. By Hoeffding's inequality 3.2.1.1:

$$
\operatorname{Pr}[Y-\mathbb{E}[Y] \geq 1 / 12] \leq \exp (-n / 72) \leq \delta
$$

Thus, with probability at least $1-\delta$ it holds that $Y \leq \mathbb{E}[Y]+\frac{1}{12} \leq \frac{1}{3}+\frac{1}{12}$. So, $1-Y>\frac{1}{2}$ and more than half of the estimations give $f\left(\mathbf{w}_{i}\right)<f\left(\mathbf{w}^{*}\right)+\varepsilon$. Since $f$ is $\lambda$-strongly convex it is true that:

$$
\frac{\lambda}{2}\left\|\mathbf{w}-\mathbf{w}^{*}\right\|^{2} \leq f(\mathbf{w})-f\left(\mathbf{w}^{*}\right) \leq \varepsilon
$$

for at least half of $\mathbf{w}_{i}$. Thus, the following procedure gives a good $\mathbf{w}$ : find the distances between all the $72 \log (1 / \delta)$ estimators and choose $\mathbf{w}^{\prime}$ that is $\frac{2 \varepsilon}{\lambda}$-close to at least half of the others. Then, with probability $1-\delta$ it holds:

$$
f\left(\mathbf{w}^{\prime}\right)-f\left(\mathbf{w}^{*}\right) \leq \varepsilon
$$

and the proof is complete.

### 4.2 Distribution Learning from Truncated Samples

In this section, we define the actual problem addressed in this thesis. A specific goal is set: learning parametric probability distributions. That is, given i.i.d. samples that are known/assumed to follow a probability distribution, we ask for a function that gives the 'same' probabilities. This problem lies in the heart of statistical learning. Recall the actual problem in PAC framework: the distribution over the samples is unknown. Assuming that the distribution belongs to a known, parametric family and retrieving it, we can optimize any objective for the problem. What is more, we further challenge ourselves, assuming partial access to samples from the distribution, i.e. we sample from a truncated version of it.

### 4.2.1 Parametric Distribution Learning

We want to study parametric distribution learning in the way introduced in [KMR ${ }^{+94}$. This model was inspired from the PAC framework. First, we consider a parametric distribution family such as the Gaussian $N\left(\mu, \sigma^{2}\right)$ or the $\operatorname{Binomial} \operatorname{Bin}(n, p)$. The assumed distribution over the samples is the hypotheses class $\mathcal{H}$. The domain of the distribution also specifies the domain of the learning problem $\mathcal{Z}$. Finally, we have to set our goal. In this thesis we consider we learnt a distribution if we can arbitrarily approximate it in TV-distance. Here we depart from the standard PAC framework since there is no loss function leading to TV-distance objective. Also, notice that, in this model, there is always an $h \in \mathcal{H}$ with zero cost.

A quite attractive methodology in parametric distribution learning is specifying the parameters of a distribution and consider our goal achieved. Still, there is often a great distance from learning a distribution to learning its parameters. Consider that a nonparametric function $h$ might be very close to the actual parametric function of the distribution. However, for several reasons, our algorithm is able to specify that $h$ but not the actual distribution. Thus our algorithm has no idea as for the parameters. On the other hand, getting arbitrarily close to the parameters does not always guarantee we are close enough to the distribution. Note that a probability distribution is usually a non-linear function of its parameters. As a result, a small difference on the parameters' values may induce a prohibitively large loss value.

## Maximum Likelihood Estimator

Having said that, the common practice when learning a parametric distribution is to estimate its parameters. The most widespread tool to achieve this is the Maximum Likelihood Estimator (M.L.E.). Given a sample set $\mathcal{S}$ we want to specify those parameters $\vartheta$ that give us a probability distribution maximizing the probability that we saw $\mathcal{S}$. In fact, given $\mathcal{S}=\left\{s_{i} \mid 1 \leq i \leq m\right\} \sim \mathcal{D}^{m}$,

$$
\hat{\boldsymbol{\vartheta}}=\operatorname{argmax}_{\boldsymbol{\vartheta}}\left(p\left(\bigcap_{i=1}^{m} s_{i} ; \boldsymbol{\vartheta}\right)\right)=\operatorname{argmax}_{\boldsymbol{\vartheta}}\left(\prod_{i=1}^{m} p\left(s_{i} ; \boldsymbol{\vartheta}\right)\right) .
$$

Notice that getting the logarithm of the objective returns the same maximizer, since it is an increasing function. Moreover, the logarithm turns the product into sum over
the probabilities. This is understood to be convenient as maximizing a function will, at some point, demand a differentiation. Moreover, in accordance to the general learning framework, we consider the negative logarithm to get a minimization problem. So we equivalently demand

$$
\hat{\boldsymbol{\vartheta}}=\operatorname{argmin}_{\boldsymbol{\vartheta}}\left(-\sum_{i=1}^{m} \log \left(p\left(s_{i} ; \boldsymbol{\vartheta}\right)\right)\right)
$$

Thus we give a formal definition for M.L.E.
Definition 4.2.1 (Maximum Likelihood Estimator). Consider a parametric probability distribution $\mathcal{D}$ over some domain $\mathcal{Z}$ with p.m.f./p.d.f. $p(x ; \boldsymbol{\vartheta}), x \in \mathcal{Z}$ and $\boldsymbol{\vartheta} \in \mathcal{H}$. Let $\mathcal{S} \sim \mathcal{D}^{m}$ be an i.i.d. sample set of size $m$. Then the Maximum Likelihood Estimator is

$$
\hat{\boldsymbol{\vartheta}}=\operatorname{argmin}_{\boldsymbol{\vartheta} \in \mathcal{H}}\left(-\sum_{s \in \mathcal{S}} \log (p(s ; \boldsymbol{\vartheta}))\right)
$$

We can formalize the parametric distribution learning problem as follows. Let $\mathcal{H}=$ $\{\boldsymbol{\vartheta} \mid \boldsymbol{\vartheta}$ is a valid parameter for the distribution $\}$ be the family of distributions and $\mathcal{Z}$ be the domain of this distribution. Also, let

$$
\ell(\boldsymbol{\vartheta}, x)=-\log (p(x ; \boldsymbol{\vartheta})), x \in \mathcal{Z}, \boldsymbol{\vartheta} \in \mathcal{H}
$$

This is called the negative log-likelihood objective. Then M.L.E. defines a learning algorithm. It consists of minimizing the loss function over the sample set, i.e.

$$
\hat{\boldsymbol{\vartheta}}=\operatorname{argmin}_{\boldsymbol{\vartheta}}\left(\sum_{i=1}^{m} \ell\left(\boldsymbol{\vartheta}, s_{i}\right)\right)=\operatorname{argmin}_{\boldsymbol{\vartheta}}\left(-\sum_{i=1}^{m} \log \left(p\left(s_{i} ; \boldsymbol{\vartheta}\right)\right)\right) .
$$

This a very common algorithmic technique in learning called Empirical Risk Minimization (E.R.M.). Note that if $\mathcal{H}$ is a convex set and $\ell$ is a convex function the learning problem is convex (since $-\log (\cdot)$ is convex).

Example 4.2.1 (Normal Distribution M.L.E.). Assume we are given samples from a normal distribution $N\left(\mu, \sigma^{2}\right)$ defined over $\mathbb{R}$. Let $\mathcal{S}=\left\{x_{i} \mid 1 \leq i \leq m\right\} \sim N\left(\mu, \sigma^{2}\right)^{m}$ be the sample set. Denote $\hat{\mu}$ and $\hat{\sigma}^{2}$ the M.L.E. for $\mu$ and $\sigma^{2}$. Then, in accordance to the M.L.E. definition we have $\boldsymbol{\vartheta}=\left[\mu, \sigma^{2}\right]$ and we want

$$
\hat{\boldsymbol{\vartheta}}=\left[\hat{\mu}, \hat{\sigma}^{2}\right]=\operatorname{argmin}_{\boldsymbol{\vartheta} \in \mathbb{R} \times \mathbb{R}_{+}}\left(-\sum_{i=1}^{m} \log \left(p\left(x_{i} ; \boldsymbol{\vartheta}\right)\right)\right)
$$

Denote $L(\mathcal{S} ; \boldsymbol{\vartheta})$ the function to be minimized for convenience. Since the p.d.f. is that of the normal distribution it becomes

$$
L\left(\mathcal{S} ;\left[\mu, \sigma^{2}\right]\right)=-\sum_{i=1}^{m}\left(\log \left(1 /\left(\sqrt{2 \pi \sigma^{2}}\right)\right)-\frac{\left(x_{i}-\mu\right)^{2}}{2 \sigma^{2}}\right)
$$

Notice that $L$ is a two-parameter, differentiable, convex function. So its minimizing points can be found setting the partial derivatives to zero.

$$
\frac{\partial L\left(\mathcal{S} ;\left[\hat{\mu}, \hat{\sigma}^{2}\right]\right)}{\partial \mu}=\sum_{i=1}^{m} \frac{\left(x_{i}-\mu\right)}{\sigma^{2}}=0
$$

$$
\frac{\partial L\left(\mathcal{S} ;\left[\hat{\mu}, \hat{\sigma}^{2}\right]\right)}{\partial \sigma^{2}}=\sum_{i=1}^{m}\left(-\frac{1}{\sigma}+\frac{\left(x_{i}-\mu\right)}{\sigma^{3}}\right)=0
$$

Thus

$$
\hat{\mu}=\frac{1}{m} \sum_{i=1}^{m} x_{i} \quad \text { and } \quad \hat{\sigma}^{2}=\frac{1}{m} \sum_{i=1}^{m}\left(x_{i}-\hat{\mu}\right)^{2}
$$

Notice that the M.L.E. is not always a consistent estimator. In statistics, an estimator is consistent if its limit, given an infinite number of samples, it reaches its expected value, i.e.

$$
\lim _{n \rightarrow \infty} \hat{\mu}=\mu
$$

The common correction that makes the variance estimator of a Gaussian consistent is to divide by one less sample. That is

$$
\hat{\sigma}^{2}=\frac{1}{m-1} \sum_{i=1}^{m}\left(x_{i}-\hat{\mu}\right)^{2}
$$

## Learning Gaussian Distribution in TV-distance

We are now ready to present an example in which learnability of parameters implies learnability of distribution. The next lemma along with its proof indicates that, if the KLdivergence is determined by a 'good' function of these parameters this approach works. Moreover, it consists an example for M.L.E.'s usefulness.

Lemma 4.2.1 (Learning Gaussian Distribution in TV-distance). Consider the Gaussian distribution $N\left(\mu, \sigma^{2}\right)$. Let $\varepsilon \leq 2 / 3$. Then there exists an efficient algorithm that given $m=\Theta\left(\frac{\log (1 / \delta)}{\varepsilon^{2}}\right)$ samples from $N\left(\mu, \sigma^{2}\right)$ calculates estimators $\hat{\mu}, \hat{\sigma}^{2}$ such that

$$
\operatorname{TV}\left(N\left(\mu, \sigma^{2}\right), N\left(\hat{\mu}, \hat{\sigma}^{2}\right)\right) \leq \varepsilon
$$

with probability at least $1-\delta$.
Proof. Consider $N\left(\mu, \sigma^{2}\right)$ the unknown distribution. Let $\mathcal{S}=\left\{x_{i} \mid 1 \leq i \leq m\right\} \sim N\left(\mu, \sigma^{2}\right)^{m}$ denote the sample set. The promised learning algorithm is M.L.E. So the estimators are given by example 4.2.1. We will use the consistent estimator for the variance, so

$$
\hat{\mu}=\frac{1}{m} \sum_{i=1}^{m} x_{i} \quad \text { and } \quad \hat{\sigma}^{2}=\frac{1}{m-1} \sum_{i=1}^{m}\left(x_{i}-\hat{\mu}\right)^{2}
$$

We will shortly prove how these estimators give good approximations for $\mu$ and $\sigma^{2}$ i.e. we will prove that, given $m=\Theta\left(\frac{2 \log (2 / \delta)}{\varepsilon^{2}}\right)$ samples,

$$
|\hat{\mu}-\mu| \leq \sigma \varepsilon \quad \text { and } \quad\left|\frac{\hat{\sigma}^{2}}{\sigma^{2}}-1\right| \leq \varepsilon^{2}
$$

Let $X_{i}, 1 \leq i \leq m$ be random variables representing the samples drawn from the distribution. Then $X_{i} \sim N\left(\mu, \sigma^{2}\right)$ and is a sub-Gaussian random variable, $X_{i} \in \mathcal{G}\left(\sigma^{2}\right)$. By lemma 3.2.1 we get that

$$
\operatorname{Pr}[|m \hat{\mu}-m \mu|>t] \leq e^{-t^{2} /\left(2 m \sigma^{2}\right)}
$$

So setting $\varepsilon=t /(m \sigma)$ it follows that

$$
\operatorname{Pr}[|\hat{\mu}-\mu|>\sigma \varepsilon] \leq 2 e^{-m \varepsilon^{2} / 2}
$$

Given $m=\frac{2 \log (2 / \delta)}{\varepsilon^{2}}$ we get

$$
|\hat{\mu}-\mu| \leq \sigma \varepsilon
$$

with probability at least $1-\delta$, as promised.
As for the variance, consider $Y_{i}=\frac{X_{i}-\hat{\mu}}{\sigma}$. So $Y_{i} \sim N(0,1)$ and $Y_{i}^{2}$ is a sub-gamma random variable by example 3.2 .2 . Thus

$$
\operatorname{Pr}\left[\left|\frac{\left(X_{i}-\hat{\mu}\right)^{2}}{\sigma^{2}}-1\right|>t\right] \leq 2 e^{-t / 2}
$$

By manipulations similar to lemma 3.2.1 it is straight-forward to show for the normalized sum of $Y_{i}^{2}$

$$
\mathbb{E}\left[e^{\lambda\left(\sum_{i=1}^{m} \frac{Y_{i}^{2}}{m-1}-1\right)}\right]=\left(\frac{e^{-\lambda / m-1}}{\sqrt{1-2 \frac{\lambda}{m-1}}}\right)^{m}
$$

and thus get

$$
\psi_{\left(\frac{1}{m-1} \sum_{i=1}^{m} Y_{i}^{2}\right)}(\lambda) \leq \frac{2 \lambda^{2}}{(m-1)\left(1-2 \frac{\lambda}{m-1}\right)}
$$

So the normalized sum is also a sub-gamma random variable with $u=4 / m, c=2 / m$. The sub-gamma tail bound gives:

$$
\operatorname{Pr}\left[\left|\frac{\hat{\sigma}^{2}}{\sigma^{2}}-1\right|>\varepsilon^{2}\right] \leq 2 e^{-(m-1) \varepsilon^{2} / 2}
$$

Again, given $m=1+\frac{2 \log (2 / \delta)}{\varepsilon^{2}}$ samples the desired relation follows and

$$
\left|\frac{\hat{\sigma}^{2}}{\sigma^{2}}-1\right| \leq \varepsilon^{2}
$$

with probability at least $1-\delta$.
Given the above approximations for the Gaussian parameters, lemma 3.3.2 implies that

$$
\mathrm{KL}\left(N\left(\hat{\mu}, \hat{\sigma}^{2}\right), N\left(\mu, \sigma^{2}\right)\right) \leq \frac{1}{2}\left(\frac{\sigma^{2} \varepsilon^{2}}{\sigma^{2}}+\left(\frac{\hat{\sigma}}{\sigma}\right)^{2}-1-\log \left(\frac{\hat{\sigma}}{\sigma}\right)^{2}\right) \leq 2 \varepsilon^{2}
$$

since $x^{2}-1-\log x^{2}<3(x-1)^{2}$ and $(\hat{\sigma} / \sigma-1)^{2} \leq \varepsilon^{2}$ is implied by the previous result ${ }^{2}$. Thus, by Pinsker's Inequality 3.3 .2 we get the desired result

$$
\mathrm{TV}\left(N\left(\hat{\mu}, \hat{\sigma}^{2}\right), N\left(\mu, \sigma^{2}\right)\right) \leq \varepsilon
$$

Note that by tighter bounds on TV-distance we can remove the demand for $\varepsilon \leq 2 / 3$ (see Theorem 1.3 [DMR18]).

[^3]
### 4.2.2 Truncated Samples

In this subsection a greater challenge for parametric distribution learning is raised. To sum up our current framework, we assume sample access to the unknown distribution. Solely based on this information, we want to retrieve the actual distribution. This is possible under a wide range of conditions, enabling the formalization of strong prediction techniques. This sample oracle is, in practice, data, gathered from real world 'experiments', imposed to all the imperfections this might dictate.

Specifically, assume a part of the distribution's domain is 'hidden' from our oracle. This is not due to the low probability of the values there, but because of some dysfunctionality of the experiment. For instance, if samples are given by a measurement device and the device has some sensitivity limit, we might lose samples below it.

Thus the new framework assumes oracle access to a subset of the distribution's domain. So we truncated the domain to include only this set. We can think of this procedure as follows: There is a visible set, subset of the distribution's domain, $S \subseteq \mathcal{Z}$. This is called the truncation set. Now we sample from our complete oracle and reject any sample that does not belong to $S$. Returning all the samples that do to the algorithm, we have constructed our sample set. So we get every sample in the truncation set with probability proportional to its original probability. All other values are given probability zero. This defines a new probability distribution called truncated distribution. Note that for the newly defined function to be a distribution, it must assign probability 1 to its domain, i.e. the truncation set. Thus, the probability of a value in $S$ in the truncated case is not exactly equal to the original one, but they have a fixed fraction.

Definition 4.2.2 (Truncated Distribution). Let $\mathcal{D}$ be a probability distribution over $\mathcal{Z}$. Consider the truncation set $S \subseteq \mathcal{Z}$. The truncated on $S$ probability distribution $\mathcal{D}$, denoted $\mathcal{D}_{S}$, is defined as

$$
\mathcal{D}_{S}(x)=\frac{\mathbf{1}_{\{x \in S\}}}{\mathcal{D}(S)} \mathcal{D}(x), x \in \mathcal{Z}
$$

## A general problem

We will insist a little longer on the motivation for defining this framework. This is an effort to connect it with a more general requirement in problem solving.

Let us recall the fundamental problem of solving an equation system. This is probably the first problem one encounters in his undergraduate studies and lies at the heart of linear algebra (see [Str]). An equation system models the behaviour of a real life system. In principle, we decide on a set of variables $\mathbf{x}$ and wish to understand how they affect system's behaviour. This behaviour is defined through some characteristic quantities of the system. These can be measured and their values consist another vector $\mathbf{b}$. The connection between the two is given by system's dynamics, represented by an array $\mathbf{A}$. So, we finally get the well known

$$
\mathbf{A x}=\mathbf{b}
$$

In general, our aim is to specify the values of chosen parameters $\mathbf{x}$ so as to achieve a certain behaviour $\mathbf{b}$, i.e.

$$
\mathbf{x}=\mathbf{A}^{-1} \mathbf{b}
$$

One could consider the inverse matrix $\mathbf{A}^{-1}$ as a procedure that takes us from observations in $\mathbf{b}$ to a decision for the appropriate values for $\mathbf{x}$. Notice we are faced with the same challenge: how does a small error in measurement of $\mathbf{b}$ affect our decision? The answer depends on the procedure $\mathbf{A}$ to go from one to the other.

It is now clear that the problem of sensitivity or stability or robustness of an algorithm is of grave importance. Back to learning theory, robustness of learning algorithms is highly desired trait. There is a vast, still developing, literature concerned with this topic. Note that robust algorithms should work even in the case that no errors exists. Thus studying them must offer a better understanding of the problem. Needless to say, the kind of 'error' learning theory regards refers to the quality of the training set, since this is the only input in our algorithms. One such, relatively easy to be honest, 'error' is our newly defined truncation over distribution's domain.

## Results so far

As highlighted above, truncated samples is a phenomenon arising in many real world problems we might need to model. Thus, regardless of its great connections, its study was early necessitated by application demand.

The generally accepted as first to deal with truncated samples is Galton (Gal98]) in 1898. Apparently, Galton wished to model race-horses' speed. In fact, we wanted to examine whether the Gaussian distribution is a good model for the average race-horse speed. However, the organisers of the races only registered those horses that achieved a time record over $2^{\prime}$ and $30^{\prime \prime}$. Thus, the data available for Galton's model was truncated. Still he went on and, taking into account that one tail of the distribution must be missing, fit a truncated Gaussian into the data he had.

In the following years the study of truncated distributions continued, though in a framework quite different of what we presented above. That is, specific cases of truncation sets were considered, usually removing the left or the right tail or a combination of them. We refer the reader to Hug62, Coh91 for an extensive presentation of the early approach on parameter estimation from the truncated samples.

The modern formulation we introduced was actually given in [DGTZ18. This is also where the problem of learning a Gaussian distribution, in $d$ dimensions, from an arbitrary truncation set is settled. In theorem 2.0.1 we state this result in the case of $d=1$ for simplicity (and consistency to our definitions).

```
Algorithm 3 PSGD for Truncated distributions
    function \(\operatorname{GradientEstimation}(\mathbf{p}, S) \quad \triangleright\) Assume oracle access to samples
        \(x \leftarrow\) Oracle.
        while \(y \leftarrow \mathcal{D}(\mathbf{p}) \notin S\) do.
                            \(\triangleright \mathcal{D}\) denotes the truncated distribution
        return \(-x+y\).
    procedure TruncatedPSGD \((M, \lambda, S)\)
        \(\hat{\mathbf{p}} \leftarrow\) EmpiricalEstimator. \(\quad\) The parameters are initialized as their empirical
    estimators
        \(\overline{\mathbf{p}} \leftarrow \operatorname{ProjectedSGDStronglyConvex}(M, \lambda) . \quad \triangleright \operatorname{Using} \hat{\mathbf{p}}\), projection on \(S\) and
    gradientEstimation
        return \(\overline{\mathbf{p}}\).
```

The learning algorithm is actually familiar to the reader: it is Projected SGD for a $\lambda$-strongly convex learning problem! The objective function is the negative log-likelihood, thus providing us with the m.l. estimators. This can be shown to be strongly convex. In fact, in the next lemma, we prove that every distribution in exponential family has a convex 'truncated' negative log-likelihood objective. Recall that the key for working with SGD is to specify a good gradient estimation. There lies the beauty of the previous theorem. Taking a sample $x$ from the sample's oracle (that is, the true truncated distribution) and a sample $y$ from the truncated current guess of the distribution. Their difference indicates the expected direction of the gradient.

We will give the, in essence, exact proof of the above theorem when proving our main result. In preparation, we prove the claimed convexity of negative log-likelihood of any distribution belonging to an exponential family. Observe the strength of this result. Had we shown strong convexity, it would imply that every distribution in exponential family is learnable by its truncation.

Lemma 4.2.2 (Application: Exponential Families and M.L.E.). Let $D$ be a distribution in the exponential family set and $D_{S}$ the truncation of $D$ on the set $S$. Then, the negative log-likelihood objective for $D_{S}$ is convex with respect to its natural parameters.

Proof. Let $\vartheta$ be the natural parameters vector of $D$ and, consequently, $D_{S}$. Assume $D$ is a discrete distribution and denote $N$ the support set of $D$. Then, for $x \in N$ :

$$
D_{S}(\boldsymbol{\vartheta} ; x)=\frac{\exp \left(\boldsymbol{\vartheta}^{T} \mathbf{T}(x)-A(\boldsymbol{\vartheta})+B(x)\right)}{D(\boldsymbol{\vartheta} ; S)}
$$

Thus, the negative log-likelihood objective is

$$
\ell(\boldsymbol{\vartheta} ; x)=-\boldsymbol{\vartheta}^{T} \mathbf{T}(x)+A(\boldsymbol{\vartheta})-B(x)+\ln D(\boldsymbol{\vartheta} ; S) .
$$

For $\ell(\boldsymbol{\vartheta} ; x)$ to be convex with respect to $\boldsymbol{\vartheta}$ it suffices to show that its Hessian with respect to $\vartheta$ is non-negative.
First, we compute the gradient of the negative log-likelihood as

$$
\nabla_{\theta} \ell(\boldsymbol{\vartheta} ; x)=\frac{\nabla_{\boldsymbol{\vartheta}} D(\boldsymbol{\vartheta} ; S)}{D(\boldsymbol{\vartheta} ; S)}-\mathbf{T}(x)+\nabla_{\boldsymbol{\vartheta}} A(\boldsymbol{\vartheta})
$$

Note that for $A(\boldsymbol{\vartheta})$ we have that

$$
A(\boldsymbol{\vartheta})=-\log D(\boldsymbol{\vartheta} ; S)+\log \sum_{x \in S} e^{\left(\boldsymbol{\vartheta}^{T} \mathbf{T}(x)+B(x)\right)}
$$

for normalization to hold. Then

$$
\nabla_{\boldsymbol{\vartheta}} A(\boldsymbol{\vartheta})=-\frac{\nabla_{\boldsymbol{\vartheta}} D(\boldsymbol{\vartheta} ; S)}{D(\boldsymbol{\vartheta} ; S)}+\frac{\sum_{x \in S} \mathbf{T}(x) \cdot e^{\left(\boldsymbol{\vartheta}^{T} \mathbf{T}(x)+B(x)\right)}}{\sum_{x \in S} e^{\left(\boldsymbol{\vartheta}^{T} \mathbf{T}(x)+B(x)\right)}}
$$

which multiplying the nominator and denominator by $\exp (-A(\boldsymbol{\vartheta}))$ gives

$$
\nabla_{\boldsymbol{\vartheta}} A(\boldsymbol{\vartheta})=-\frac{\nabla_{\boldsymbol{\vartheta}} D(\boldsymbol{\vartheta} ; S)}{D(\boldsymbol{\vartheta} ; S)}+\mathbb{E}_{x \sim D_{S}(\boldsymbol{\vartheta})}[\mathbf{T}(x)]
$$

Then the gradient of the negative log-likelihood becomes

$$
\nabla_{\theta} \ell(\boldsymbol{\vartheta} ; x)=-\mathbf{T}(x)+\mathbb{E}_{x \sim D_{S}(\boldsymbol{\vartheta})}[\mathbf{T}(x)]
$$

Finally, we calculate the Hessian of the negative log-likelihood

$$
H_{\ell}(\boldsymbol{\vartheta})=\frac{\sum_{x \in S} \mathbf{T}(x) \cdot\left[\mathbf{T}(x)-\nabla_{\boldsymbol{\vartheta}} A(\boldsymbol{\vartheta})\right] \cdot e^{\left(\boldsymbol{\vartheta}^{T} \mathbf{T}(x)-A(\boldsymbol{\vartheta})\right)}}{D(\boldsymbol{\vartheta} ; S)}-\frac{\nabla_{\boldsymbol{\vartheta}} D(\boldsymbol{\vartheta} ; S)}{D^{2}(\boldsymbol{\vartheta} ; S)} \cdot \sum_{x \in S} \mathbf{T}(x) \cdot e^{\left(\boldsymbol{\vartheta}^{T} \mathbf{T}(x)-A(\boldsymbol{\vartheta})\right)}
$$

Recalling the results about the gradient of $A(\boldsymbol{\vartheta})$ we get

$$
H_{\ell}(\boldsymbol{\vartheta})=\mathbb{E}_{x \sim D_{S}(\boldsymbol{\vartheta})}\left[\mathbf{T}(x)^{T} \mathbf{T}(x)\right]-\mathbb{E}_{x \sim D_{S}(\boldsymbol{\vartheta})}[\mathbf{T}(x)] \cdot \mathbb{E}_{x \sim D_{S}(\boldsymbol{\vartheta})}[\mathbf{T}(x)]
$$

which follows from the definition of the covariance matrix of $\mathbf{T}(x)$

$$
H_{\ell}(\boldsymbol{\vartheta})=\operatorname{Cov}_{x \sim D_{S}(\boldsymbol{\vartheta})}[\mathbf{T}(x), \mathbf{T}(x)]
$$

Thus, the Hessian is positive semi-definite and the negative log-likelihood is convex.

## Chapter 5

## Poisson Binomial Distribution

In this chapter we present the family of Poisson Binomial Distributions. This is the first of the two distributions studied in this thesis. We refer to it as a family since a particular Poisson Binomial distribution is defined with respect to the number of its parameters $n$. Moreover, $n$ controls the distribution's domain which is $[n]=\{0,1, \ldots, n\}$. This work studies whether we can learn a PBD with $n$ parameters in TV distance based on truncated samples.

We postpone dealing with our learnability issue until the next chapter. For now, we first define the distribution formally and analyze some basic properties. Next a series of approximations for PBDs is given to gain an insight on the actual structure of a PBD. Right after we present a theorem that fully characterizes this structure and will act as the cornerstone of our solution. Finally, to acquire a complete perspective of the learning problem, the learning algorithm for the non-truncated case is outlined.

### 5.1 Poisson Binomial Distribution

The definition of Poisson Binomial Distribution is, in fact, a very basic and natural one. Recall the Binomial distribution defined in section 3.1. It refers to the sum of $n$ independent Bernoulli random variables with the same parameter $p$. The Poisson Binomial distribution is defined the same way, but the Bernoulli's are allowed to have different parameters $p_{i}$. Poisson was the first to consider this kind of distribution, thus its name. One can see TT19] for a full survey on its properties and the literature around it.

Definition 5.1.1 (PBD). Let $X_{1}, \ldots, X_{n}$ be mutually independent random variables that follow the Bernoulli distribution, i.e. $X_{i} \sim \operatorname{Be}\left(p_{i}\right), 1 \leq i \leq n$. Then, the sum $X=$ $\sum_{i=1}^{n} X_{i}$ is said to follow the Poisson Binomial Distribution of order $n$. We will denote $X \sim \operatorname{PBD}\left(p_{1}, \ldots, p_{n}\right)$ and write $\mathrm{PBD}_{n}$ for the set of $P B D$ s with $n$ parameters.

The common practice for working with this distribution is to manipulate it as a sum. Still, we can explicitly express its p.m.f. as follows. First, refer to the Binomial for the idea. The probability of a Binomial random variable $X \sim \operatorname{Bin}(n, p)$ to equal $k$ is

$$
p(k)=\binom{n}{k} p^{k}(1-p)^{n-k}
$$

The term $\binom{n}{k}$ counts all the ways for exactly $k$ Bernoullis to equal 1 . The rest of the expression follows from the independence of $X_{i}$-s. In consequence, the p.m.f. of a PBD is given

$$
p(k)=\sum_{A \subseteq\lceil n\rceil|A|=k}\left(\prod_{i \in A} p_{i} \cdot \prod_{i \notin A}\left(1-p_{i}\right)\right),
$$

where we again sum over all the ways for exactly $k$ of the Bernoullis to give 1 (subsets $A$ of Bernoullis).

A very important property of the PBD, not straight-forward by the looks of it, is unimodality. That means that a PBD of order $n$ has a unique maximum point. The graph increases at the right of it and decreases at its left. In other words, it is a concave function. See Wan93 for an elegant combinatorial proof. We demonstrate an example of a PBD graph in fig. 5.1

What is more, PBDs exhibit strong concentration properties. An immediate applica-


Figure 5.1: Poisson Binomial Distribution Graph. tion of theorem 3.2.1 for $X \sim$ $\operatorname{PBD}\left(p_{1}, \ldots, p_{n}\right)$ gives

$$
\operatorname{Pr}[|X-\bar{p}| \geq t] \leq 2 e^{-2 t^{2}}
$$

where $\bar{p}=\sum_{i=1}^{n} p_{i}$.
As a final remark, note that we have already encounter this kind of distribution in this thesis. Recall that the Central Limit Theorem 3.3.1 states that the sum of $n$ independent, identically distributed random variables converges to the Normal distribution. Of course, the PBD consists of independent but not identically distributed random variables. Still, there are variants of CLT that remove the 'identically distributed' assumption (e.g. Lindeberg and Lyapunov CLT (Bil08).

Thus there is a close, asymptotic connection between PBDs and the Normal distribution. This observation promises a simplified way to manipulate PBDs through their Normal counterparts, thus bypassing the complicated, combinatorial expression of their p.m.f. However the asymptotic nature of CLT makes it hard for an algorithm to use it. In the following section we quantify this similarity giving a number of approximations for PBDs.

### 5.2 Approximation of PBDs

Approximations of PBDs by other distributions have been long studied in the literature. Here, we present three such approximations that will be useful in the following. But first,
we should elaborate on the kind of approximation we want. We aim to bound the TVdistance between PBDs and each one of the distributions: Poisson, Binomial and Normal. Recall that this a quite strict requirement because of the proximity TV distance demands on every subset of the domain. Moreover, it is a very useful one, since it implies weak convergence of the distributions (see section 3.3).

Before proceeding to the approximation statements, we should work on the intuition behind them. This is actually a quite simple one. To get good approximations we try to match the moments of the distributions. That is $\mathbb{E}\left[|X|^{p}\right]$. This is called method of moments and is a widespread approach in statistics. Note that a probability distribution is fully specified by its moments, thus the method's success. In what follows, our main guideline will be to match the PBD's mean value and variance (the first two moments) with those of the approximating distribution's.

One of the first approximations given for the PBD is the Poisson distribution.
Theorem 5.2.1 (Poisson Approximation [CX02]). Let $J_{1}, \ldots, J_{n}$ be mutually independent indicators with $\mathbb{E}\left[J_{i}\right]=p_{i}$. Then

$$
\mathrm{TV}\left(\sum_{i=1}^{n} J_{i}, \text { Poisson }\left(\sum_{i=1}^{n} p_{i}\right)\right) \leq \frac{\sum_{i=1}^{n} p_{i}^{2}}{\sum_{i=1}^{n} p_{i}}
$$

Notice that the Poisson distribution has the same mean and variance. Thus, matching the mean values as in the above allows for large difference in variances. To get better approximation, we need to match the second moment as well. We define a distribution, based on the Poisson, so as we can control its variance as follows.

Definition 5.2.1 (Translated Poisson [TT19]). An integer-valued random variable $X$ is said to be translated Poisson distributed with parameters $\left(\mu, \sigma^{2}\right)$, denoted as $T P\left(\mu, \sigma^{2}\right)$, if $X-\mu+\sigma^{2}+\left\{\mu-\sigma^{2}\right\} \sim$ Poisson $\left(\sigma^{2}+\left\{\mu-\sigma^{2}\right\}\right)$, where $\{\cdot\}$ is the fraction part of $a$ positive number.

The resulting bound is given by the following theorem.
Theorem 5.2.2 (Translated Poisson Approximation DP15). Let $J_{1}, \ldots, J_{n}$ be mutually independent indicators with $\mathbb{E}\left[J_{i}\right]=t_{i}$. Then

$$
\operatorname{TV}\left(\sum_{i=1}^{n} J_{i}, T P\left(\mu, \sigma^{2}\right)\right) \leq \frac{\sqrt{\sum_{i=1}^{n} t_{i}^{3}\left(1-t_{i}\right)}+2}{\sum_{i=1}^{n} t_{i}\left(1-t_{i}\right)}
$$

where $\mu=\sum_{i=1}^{n} t_{i}$ and $\sigma^{2}=\sum_{i=1}^{n} t_{i}\left(1-t_{i}\right)$
Next, we will approximate the PBD with a Binomial. This is another improvement on the approximation using the the Poisson distribution. We can note two reasons for this. First, the Binomial distribution allows us to control both its mean value and its variance. Second, recall that the Poisson can be considered the limiting distribution of the Binomial (while $n \rightarrow \infty$ ). In CX02, TT19] we learn that there is a monotonicity in the TV-distance between a PBD and a Binomial with the same mean value. In fact, the TV-distance increases with $n$, until it is maximized for $n \rightarrow \infty$ i.e. the Poisson distribution. The actual bound is given below.

Theorem 5.2.3 (Binomial Approximation [CX02]). Let $J_{1}, \ldots, J_{n}$ be mutually independent indicators with $\mathbb{E}\left[J_{i}\right]=t_{i}$, and $\bar{t}=\frac{\sum_{i=1}^{n} t_{i}}{n}$. Then

$$
\operatorname{TV}\left(\sum_{i=1}^{n} J_{i}, \operatorname{Bin}(n, \bar{t})\right) \leq \frac{\sum_{i=1}^{n}\left(t_{i}-\bar{t}\right)^{2}}{(n+1) \bar{t}(1-\bar{t})}
$$

Finally, we want to acquire a bound for the TV-distance between a PBD and the Normal distribution. In this case, we can also get an exact value! The TV-distance between a discrete and a continuous distribution always equals 1. Thus, to compare between the two, we will need a discretization of the Normal distribution and find the TV-distance between this and a PBD. Let us define a commonly used discretization of the Normal distribution.

Definition 5.2.2 (Discretized Normal Distribution). Let $Y$ be a gaussian random variable with mean value $\mu$ and variance $\sigma^{2}$, i.e. $Y \sim N\left(\mu, \sigma^{2}\right)$. The discretized normal random variable $X \sim N^{d}\left(\mu, \sigma^{2}\right)$ is defined as $X=\lfloor Y\rceil$. Then, the probability mass function of $X$ $i s$ :

$$
\operatorname{Pr}[X=k]=\operatorname{Pr}\left[k-\frac{1}{2} \leq Y<k+\frac{1}{2}\right], \forall k \in \mathbb{Z}
$$

Now, we can bound the TV-distance between a PBD and a 'Normal' distribution as follows.

Theorem 5.2.4 ([CGS10] Theorem 7.1). Consider the random variables $X_{1}, \ldots, X_{n}$ such that $X_{i} \sim \operatorname{Be}\left(p_{i}\right)$. Let $X=\sum_{i=1}^{n} X_{i}, \mu=\sum_{i=1}^{n} p_{i}$ and $\sigma^{2}=\sum_{i=1}^{n} p_{i}\left(1-p_{i}\right)$. Then,

$$
\mathrm{TV}\left(\mathcal{L}(X), N^{d}\left(\mu, \sigma^{2}\right)\right) \leq \frac{7.6}{\sigma}
$$

Thus, for the binomial distribution $\operatorname{Bin}(n, p)$ it holds:

$$
\mathrm{TV}\left(\operatorname{Bin}(n, p), N^{d}(n p, n p(1-p))\right) \leq \frac{7.6}{\sqrt{n p(1-p)}}
$$

Before we close this subsection, it is important to define another discretization of the Normal distribution. Moreover, we show that it is very close to the previous one and, thus, a good approximation for the PBD as well.

Definition 5.2.3. Consider the normal distribution $N\left(\mu, \sigma^{2}\right)$ and denote $p(x)=\frac{1}{\sigma \sqrt{2 \pi}} e^{-\frac{(x-\mu)^{2}}{2 \sigma^{2}}}$ the probability mass on $x \in \mathbb{R}$. The $\mathbb{Z}$-discretized normal distribution $N_{\mathbb{Z}}^{d}\left(\mu, \sigma^{2}\right)$ is defined as:

$$
\operatorname{Pr}[X=k]=\frac{1}{\sum_{i \in \mathbb{Z}} p(i)} \cdot p(k)=\frac{p(k)}{p(\mathbb{Z})}
$$

for all $k \in \mathbb{Z}$. Notice that this is the truncated normal distribution on $\mathbb{Z}$.
Notice that the pmf of the above has the same expression as the actual Normal distribution. This will be proven very convenient for the aim of this thesis. Its proximity to the PBDs is also important and follows from the Mean Value Theorem.

Lemma 5.2.1. Consider the random variables $X \sim N^{d}\left(\mu, \sigma^{2}\right)$ and $Y \sim N_{\mathbb{Z}}^{d}\left(\mu, \sigma^{2}\right)$. Then, it holds that:

$$
\operatorname{TV}(X, Y)<O\left(\frac{1}{\sigma^{3}}\right)
$$

Proof. Let $X \sim N^{d}\left(\mu, \sigma^{2}\right), Y \sim N_{\mathbb{Z}}^{d}\left(\mu, \sigma^{2}\right)$ and $Z \sim N\left(\mu, \sigma^{2}\right)$. Denote $p(x)=\frac{1}{\sigma \sqrt{2 \pi}} \exp -\frac{(x-\mu)^{2}}{2 \sigma^{2}}$ the mass on $x \in \mathbb{R}$ by the normal distribution. Notice that, by the mean value theorem, there exists $c \in\left(k-\frac{1}{2}, k+\frac{1}{2}\right)$ for all $k \in \mathbb{Z}$ such that:

$$
p(c)=\Phi^{\prime}(c)=\frac{\Phi\left(k+\frac{1}{2}\right)-\Phi\left(k-\frac{1}{2}\right)}{1}=\operatorname{Pr}[X=k]
$$

Thus, it suffices to show that the mass on $c$ is close to the mass on the integer closest to $c$, i.e. $\lfloor c\rceil$. Then,

$$
\mathrm{TV}(X, Y)=\frac{1}{2} \sum_{y \in \mathbb{Z}}\left|p(c)-\frac{p(y)}{p(\mathbb{Z})}\right|
$$

Noticing that $\sum_{y \in \mathbb{Z}} p(c)=\sum_{y \in \mathbb{Z}} \frac{p(y)}{p(\mathbb{Z})}=1$ and by the triangle inequality it follows that:

$$
\mathrm{TV}(X, Y) \leq \sum_{y \in \mathbb{Z}}|p(y)-p(c)|
$$

Using the mean value theorem again, we can derive that for some $c_{i}$ between $y, c$ it holds that:

$$
|p(y)-p(c)| \leq\left|p^{\prime}\left(c_{i}\right)\right| \cdot|y-c| \leq\left|p^{\prime}\left(c_{i}\right)\right|
$$

Since the derivative of the normal p.d.f. equals $p^{\prime}(x)=-\frac{(x-\mu)}{\sigma^{2}} p(x)$, it follows that:

$$
\mathrm{TV}(X, Y) \leq \frac{1}{\sigma^{3} \sqrt{2 \pi}} \sum_{y \in \mathbb{Z}}\left|\left(c_{i}-\mu\right) \exp \left(-\frac{\left(c_{i}-\mu\right)^{2}}{2 \sigma^{2}}\right)\right|
$$

The above series converges by the root criterion and the result follows.

### 5.3 Sparse Covers for PBDs

So far the precision of a PBD approximation depended on the variance of the distribution. In this section we construct an $\varepsilon$-cover for $\mathrm{PBD}_{n}$. That is a set of distributions $\varepsilon$-close to any PBD of order $n$. As one can now guess, a Normal distribution can cover any PBD with $\varepsilon$-large variance. See, for example, Theorem 5.2.4. For the rest, a significantly small number of parameters, say $l \ll n$, suffices to describe them up to $\varepsilon$ accuracy. Note that $\varepsilon$ does not depend on the variance and can be arbitrary.

The original aim of this cover, introduced in [DP15], was to make the set of PBDs easier to explore and understand. Here, we focus on one of the many implications of this construction: there is a clear separation between the close-to-continuous and the strictly discrete PBDs of order $n$, with respect to a degree $\varepsilon$ of closeness. This gives us a transition from continuous to discrete that makes this family of distributions especially interesting for the problem studied in this thesis.

In what follows, we will state the main covering theorem and give a brief description of its proof.

Theorem 5.3.1 (Theorem 2 DP15]). Let $X_{1}, \ldots, X_{n}$ be arbitrary mutually independent indicators, and $k \in \mathbb{N}$. Then there exist mutually independent indicators $Y_{1}, \ldots, Y_{n}$ satisfying the following:

- TV $\left(\sum_{i} X_{i}, \sum_{i} Y_{i}\right) \leq 41 / k ;$
- at least one of the following is true:
- (( $n, k)$-heavy Binomial form) there is some $l \in\{1, \ldots, n\}$ and $q \in\left\{\frac{1}{n}, \frac{2}{n}, \ldots, \frac{n}{n}\right\}$ such that, for all $i \leq l, \mathbb{E}\left[Y_{i}\right]=q_{i}$ and, for all $i>l, \mathbb{E}\left[Y_{i}\right]=0$; moreover, $l$ and $q$ satisfy $l q \geq k^{2}$ and $l q(1-q) \geq k^{2}-k-1$; or
- ( $k$-sparse form) there exists some $l \leq k^{3}$ such that, for all $i \leq l, \mathbb{E}\left[Y_{i}\right] \in$ $\left\{\frac{1}{k^{2}}, \frac{2}{k^{2}}, \ldots, \frac{k^{2}-1}{k^{2}}\right\}$ and, for all $i>l, \mathbb{E}\left[Y_{i}\right] \in\{0,1\}$.
The approximating distribution $\left(Y_{i}\right)$ takes two forms. The heavy Binomial form serves as the Normal approximation while the $k$-sparse form accounts for the rest of the distributions.

The proof proceeds in two stages. In stage 1 , the parameters $\varepsilon$-close to 0 or 1 are eliminated. We need this step to specify the actual support of the distribution, as will be explained shortly. On the next stage, we decide on the approximation form. This will depend on the variance of the distribution, as made clear in section 5.2 .

The following proof sketch aims to present a primitive and simplified intuition on why the steps taken are the ones that should. With this in mind, it is important to insist on the actual meaning of a $p_{i}$ being close to 0 or 1 . An event happening with probability almost 0 practically does not happen. Thus the corresponding random variables $X_{i}$ never adds on the sum. This means that the maximum value of this sum is smaller than $n$. In the same spirit, a random variable that occurs with probability 1 always adds on the sum, initiating the support of the distribution at a value larger than 0 . Thus the number of $p_{i}$-s away from 0 and 1 specify the size of the support of the distribution as well as its variance.

Proof. (sketch) Let $X=\sum_{i=1}^{n} X_{i}$ be the $\operatorname{PBD}$ to be approximated. Let $\varepsilon=1 / k$ specify the intended accuracy of the approximation.

A key lemma that is constantly used in the following is:
Lemma 5.3.1 ( (DP15). Let $X_{1}, \ldots, X_{n}$ be mutually independent random variables, and let $Y_{1}, \ldots, Y_{n}$ be mutually independent random variables. Then

$$
\mathrm{TV}\left(\sum_{i=1}^{n} X_{i}, \sum_{i=1}^{n} Y_{i}\right) \leq \sum_{i=1}^{n} \mathrm{TV}\left(X_{i}, Y_{i}\right) .
$$

## Stage 1

Consider $Z_{i}, 1 \leq i \leq n$, a set of indicators with success probability $z_{i}$ and denote $Z=\sum_{i=1}^{n} Z_{i}$ their sum. We want to properly define the $z_{i}$-s such that

$$
\operatorname{TV}(X, Z) \leq c / k
$$

where $c$ a constant.
Let $L_{k}=\left\{i \left\lvert\, p_{i} \in\left(0, \frac{1}{k}\right)\right.\right\}$ denote the set of $p_{i}$-s $\varepsilon$-close to 0 . Then map each $p_{i}, i \in L_{k}$ to a value $z_{i} \in\{0,1 / k\}$ such as the mean value within the set does not change much i.e.

$$
\left|\sum_{i \in L_{k}} p_{i}-\sum_{i \in L_{k}} z_{i}\right|<1 / k
$$

By theorem 5.2.1 the sum of $X_{i}$-s on $L_{k}$ is $\varepsilon$-close to a Poisson with the same mean. Formally:

$$
\mathrm{TV}\left(\sum_{i \in L_{k}} X_{i}, \text { Poisson }\left(\sum_{i \in L_{k}} p_{i}\right)\right) \leq \frac{\sum_{i \in L_{k}} p_{i}^{2}}{\sum_{i \in L_{k}} p_{i}} \leq \frac{\frac{1}{k} \sum_{i \in L_{k}} p_{i}}{\sum_{i \in L_{k}} p_{i}} \leq 1 / k
$$

The same is true for the $Z_{i}$-s on $L_{k}$ that were just defined. Since, the mean values of the Poisson distributions are $\varepsilon$-close, by the definition of $z_{i}$, a known bound on the TV distance of Poisson distributions gives us a final (3.5ع)-closeness of the distributions.

Lemma 5.3.2 ([DP15]). It holds that

$$
\operatorname{TV}\left(\operatorname{Poisson}\left(\lambda_{1}\right), \text { Poisson }\left(\lambda_{2}\right)\right) \leq \frac{1}{2}\left(e^{\left|\lambda_{1}-\lambda_{2}\right|}-e^{-\left|\lambda_{1}-\lambda_{2}\right|}\right)
$$

We apply the same procedure for the $p_{i}$-s that are $\varepsilon$-close to 1 i.e. $H_{k}=\left\{i \left\lvert\, p_{i} \in\left(\frac{1}{k}, 1\right)\right.\right\}$. Finally, set the rest of $z_{i}$-s equal to the $p_{i}$-s. By lemma 5.3.1 we get that

$$
\mathrm{TV}(X, Z) \leq \frac{7}{k}
$$

Notice that the mapping $p_{i} \rightarrow z_{i}$ increases the variance while not departing much from the original distribution. This observation follows from TT19], Theorem 2.4., which states that the more similar the parameters of the PBD, the more variance it has. Increasing the variance brings closer to the Normal approximation which decreases the parameters from $n$ to 2 , thus, is a desired goal.

## Stage 2

In this stage we must decide which approximation is suitable for the PBD in question. This is based on the variance of the distribution. We use a rough estimation that gives a criterion with respect to the size of $m=\left|\left\{i \mid z_{i} \notin\{0,1\}\right\}\right|$. As noted above, this is the size of the actual support of the distribution. Then the variance of the distribution is given as

$$
\sum_{z_{i} \notin\{0,1\}} z_{i}\left(1-z_{i}\right) \leq \sum_{z_{i} \notin\{0,1\}}\left(1-\frac{1}{k}\right)^{2}=m\left(1-\frac{1}{k}\right)^{2}
$$

For the variance to be greater than $1 / \varepsilon^{2}=k^{2}$ it suffices $m>k^{3}$. Thus we take the following two cases.

- $m>k^{3}$ : As already mentioned, it is not possible to approximate well a discrete distribution with the actual Normal distribution. Thus we turn to discretizations of it. Here we use the Binomial distribution $\operatorname{Bin}\left(m^{\prime}, q\right)$ which for large variances is close to Normal. Since the Binomial is a special case of a PBD, we end up with a covering set within the space $\mathrm{PBD}_{n}$. Studying theorems 5.2.2 and 5.2 .3 more closely it is obvious that the Translated Poisson gives a better approximation than the Binomial because of the square root. So we match $Z$ and $Y \sim \operatorname{Bin}\left(q, m^{\prime}\right)$ with their respective Translated Poisson distribution first. Then we get an overall bound from the closeness of the Translated Poissons.

Lemma 5．3．3（【⿹勹D15 $)$ ．Let $\left\lfloor\mu_{1}-\sigma_{1}^{2}\right\rfloor \leq\left\lfloor\mu_{2}-\sigma_{2}^{2}\right\rfloor$ ．Then it holds that

$$
\operatorname{TV}\left(T P\left(\mu_{1}, \sigma_{1}^{2}\right), T P\left(\mu_{2}, \sigma_{2}^{2}\right)\right) \leq \frac{\left|\mu_{1}-\mu_{2}\right|}{\sigma_{1}}+\frac{\left|\sigma_{1}^{2}-\sigma_{2}^{2}\right|+1}{\sigma_{1}^{2}}
$$

Notice the similarity of this bound to lemma 3．3．2．
Now the problem reduces to appropriately defining the parameters $q$ and $m^{\prime}$ ．For the resulting Binomial to be close to $Z$ we should match their mean value and variance． This is expected to work since the bounds in TV－distance depend only on these two moments．Thus we set

$$
m^{\prime}=\left\lceil\frac{\left(\sum_{i=1}^{n} z_{i}\right)^{2}}{\sum_{i=1}^{n} z_{i}^{2}}\right\rceil
$$

and

$$
q=\frac{\ell}{n}
$$

where $\ell$ is such that $\frac{\sum_{i=1}^{n} z_{i}}{m^{\prime}} \in\left[\frac{\ell-1}{n}, \frac{\ell}{n}\right]$ ．It can be shown that these parameters are well defined and result in good approximations for the mean value and variance of $Z$ ．In fact we get the following lemma．

Lemma 5．3．4（Lemma 4 ［DP15］）．Let $\mu=\sum_{z_{i} \notin\{0,1\}} z_{i}, \mu^{\prime}=m^{\prime} q, \sigma^{2}=\sum_{z_{i} \notin\{0,1\}} z_{i}(1-$ $\left.z_{i}\right)$ and $\sigma^{2}=m^{\prime} q(1-q)$ ．Then it holds that：

$$
\begin{gathered}
\mu \leq \mu^{\prime} \leq \mu+1, \quad \mu \geq k^{2} \\
\sigma^{2}-1 \leq \sigma^{\prime 2} \leq \sigma^{2}+2, \quad \sigma^{2} \geq k^{2}\left(1-\frac{1}{k}\right)
\end{gathered}
$$

Now applying theorem 5．2．2 and lemma 5．3．3，we can derive：

$$
\mathrm{TV}(Z, Y) \leq 9 / k
$$

Thus the distance between $X$ and its final approximation $Y$ in this case is $16 \varepsilon$ at most．
－$m \leq k^{3}$ ：In this case the variance of the distribution is small and a Normal approx－ imation would be sub－optimal．Thus，none of the above approximations works for the low variance case．We have already reduced the number of parameters from $n$ to $m=O\left(() k^{3}\right)$ since we have $m$ non－trivial $p_{i}$ values．The aim is to end up with a set of $O(k)$ different parameters．
This will be achieved by a＇local＇approximation of $z_{i}$－s by Binomial distributions， using theorem5．2．3．That is，we group $z_{i}$－s that have similar values．Recall a previous observation based on TT19．We noted that the variance of a PBD increases as the parameters become similar．Thus these groups give PBDs with enough variance to be approximated by a Binomial distribution．

Since the purpose is to reduce the parameters to $O(k)$ we will create $O(k)$ such groups．In fact，we partition the interval $(0,1)$（actually $[1 / l, 1-1 / k])$ into $O(k)$ subintervals since our parameters take their values in it．Then the $z-i$－s in each interval are bound to be close．What is more，we can afford a $O\left(1 / k^{2}\right)$ error in our
'sub-approximation' by lemma 5.3.1. If we have $k$ groups with $1 / k^{2}$ error each, the final error is bound to be at most $1 / k$ by the triangle inequality.
So far so good, but how do we divide $[1 / k, 1-1 / k]$ ? Is a trivial, equidistant partition enough? In truth, it is not! To see this, we must return to fig. 5.1 and the property next to it. A PBD has strong concentration resulting in a slow change of values around the mean and a large one in the tails. As must be clear by now, the mass of the tails of the distribution is controlled by the $z_{i}$-s close to 0 or 1 (recall our discussion in Stage 1 on how the number of 0 and $1 p_{i}$-s determines the support). Putting all together, the $z_{i}$-s close to the border of the interval $[1 / k, 1-1 / k]$ will have large variance PBDs and the partition can be denser close to them (include less values as they will give the desired variance to approximate a Binomial easily). Thus, the subinterval's length increases around $1 / 2$.
We will not be bothered by the technical details of the partition here. Our goal was to give an overall understanding of how the $k$-sparse form takes this description as well as why this 'rounding' works. The interested reader can refer to [DP15] for the full analysis.

### 5.4 Learning PBDs

In this last section, the learnability of PBDs in TV-distance is established. As already revealed, our aim is to study the learnability of PBDs from truncated samples. Thus the traditional case should be the first step. For what follows, consider $X \sim P B D\left(p_{1}, \ldots, p_{n}\right)$.

Recall that that a PBD is a discrete distribution, supported on $[n]$. There is an obvious way for learning such distributions: estimate every $p_{i}, 0 \leq i \leq n$. This demands $m=\Theta\left(n / \varepsilon^{2}\right)$ samples for $\varepsilon$-closeness in TV-distance. The formal proof should be an exercise by now. We refer the lazy reader to Can20.

However this $n$ dependent sample complexity need not be optimal. The specific structure of a PBD entices us to hope for more. Thinking about this structure, recall that a PBD is unimodal. It is another well-established fact, that discrete, unimodal distributions are learnable given

$$
O\left(\frac{\log n}{\varepsilon^{3}} \log (1 / \delta)+\frac{1}{\varepsilon^{2}} \log (1 / \delta) \log \log (1 / \delta)\right)
$$

samples. This is proven in Birgé's Bir97] and expressed in this modern form in DDS15. Birgé's approach for distribution learning differs from what we encountered so far in this thesis. Indeed Birgé and the related literature offer us a glimpse of non-parametric distribution estimation, where other properties of distribution functions, such as unimodality, as exploited. Back to our problem, notice the improvement in dependence over $n$ from linear to logarithmic. This was gained employing our knowledge for the unimodal structure of the distribution.

Still unimodality does not exhaust the information about PBDs. Thus we can do even better. In this next step, the dependence over $n$ for the sample complexity is completely removed. The result was given by Daskalakis, Diakonikolas and Servedio in [DDS15]
and will be presented in the following. As for a little spoiler, let us note that the best characterization for a PBD's structure is no other from its $\varepsilon$-cover.

Theorem 5.4.1 (Learning PBDs DDS15). Let $X=\sum_{i=1}^{n} X_{i}$ be an unknown $P B D$. There is an efficient algorithm that given

$$
m=\tilde{O}\left(1 / \varepsilon^{2}\right) \log 1 / \delta
$$

independent samples from $X$ returns a vector $\hat{p}=\left(\hat{p}_{1}, \ldots, \hat{p}_{n}\right)$ such that $\hat{X} \sim P B D(\hat{p})$ satisfies:

$$
\operatorname{TV}(X, \hat{X})<\varepsilon
$$

with probability at least $1-\delta$.
In the following we present that algorithm and sketch the proof of theorem 5.4.1. Fully exploiting our knowledge for the PBD structure we reduce the problem to learning a sparse PBD, a heavy PBD (Binomial) and choosing between the two. This is demonstrated in the following algorithm.

```
Algorithm 4 LearnPBD
    procedure LEARNPBD \((\mathrm{n}, \varepsilon, \delta)\)
        \(H_{S} \leftarrow \operatorname{LearnSparse}(\mathrm{n}, \varepsilon, \delta / 3)\).
        \(H_{P} \leftarrow \operatorname{LEARNHEAVY}(\mathrm{n}, \varepsilon, \delta / 3)\).
        return ChooseHypothesis \(\left(H_{S}, H_{P}, \varepsilon, \delta / 3\right)\).
```

That is, if the unknown PBD is close to a sparse, the subroutine for learning a sparse PBD -LearnSparse- will succeed. If it is not, it must be close to a heavy PBD. Thus the correct answer is given by LearnHeavy. Finally, we decide on which is actually the case, choosing between the two suggested hypotheses.

The rest of this section aims to give a high-level understanding of how these subroutines work. We study each in a subsection below.

### 5.4.1 Learn Sparse PBD - Birgé's algorithm

The sparse case will be settled by unimodality. Note that this, and the sparsity property, is the only structural information concerning this case. Sparsity is also deployed to remove the $n$ dependence. So we consider this an 'optimal' approach.

Birgé's algorithm, as given in Theorem 5 of [DDS15], guarantees that with

$$
O\left(\frac{\log n}{\varepsilon^{3}} \log (1 / \delta)+\frac{1}{\varepsilon^{2}} \log (1 / \delta) \log \log (1 / \delta)\right)
$$

samples it returns a distribution $H$ over $[n]$ such that $\mathrm{TV}(X, H) \leq \varepsilon$. However, for the sparse case, the effective mass of a PBD lies in an interval $[a, b]$ such that $|b-a| \leq \frac{1}{\varepsilon^{3}}$. This it immediate by Stage 2 of the cover proof. Thus, Birgé's algorithm's sample complexity is now independent of $n$, i.e.

$$
m=O\left(\frac{1}{\varepsilon^{3}} \log (1 / \varepsilon) \log (1 / \delta)+\frac{1}{\varepsilon^{2}} \log (1 / \delta) \log \log (1 / \delta)\right)
$$

Still a subtle detail is missing. In theorem's 5.3 .1 proof, there is also a Stage 1, the massage step. That is, to work with the 'effective' mass of the distribution that is supported on $1 / \varepsilon^{3}$ elements, we must remove $\varepsilon$-mass of the tails. Consider that given sample access to a sparse PBD $X$ we run Birgé's algorithm. Then there is an $\varepsilon$ probability that we get samples outside $[a, b]$. Then the guaranteed, independent of $n$, sample complexity is spoiled.

To overcome this issue, we truncate the distribution tails. In other words, we give Birgé's algorithm access to a conditioned version of $X$ on the interval $[a, b]$, denote $X_{[a, b]}$. In contrast to Stage 1, we cannot explicitly specify $a, b$ by mere sample access of the distribution. Thus, we estimate them by the following procedure:

- Draw $M=32 \log (8 / \delta) / \varepsilon^{2}$ samples.
- Set $a$ to be close to the minimum and $b$ close to the maximum of these samples.

We will specifically define close to right away. The procedure will be formulated for $a$ since $b$ can be handled similarly. Note that we cannot estimate an $a$ that leaves exactly $\varepsilon$-mass out, so we bound the mass it excludes.

Claim 5.4.1. Consider $X \sim \operatorname{PBD}\left(p_{1}, \ldots, p_{n}\right)$ and sample access of $X$. Let $\mathcal{S}=\left\{s_{1}, \ldots, s_{M}\right\}$ be the sorted set of $M=\frac{32 \log (8 / \delta)}{\varepsilon^{2}}$ i.i.d. samples of $X$. Also, let $\hat{a}=s_{\lceil 2 \varepsilon M\rceil}$. Then

$$
\operatorname{Pr}[X \leq \hat{a}] \in[3 \varepsilon / 2,5 \varepsilon / 2],
$$

with probability at least $1-\delta / 4$
Proof. The above claim follows by a simple concentration observation. Let $a_{l}=\max \{i \mid \operatorname{Pr}[X \leq$ $i] \leq 3 \varepsilon / 2\}$, thus $\operatorname{Pr}\left[X \leq a_{l}\right] \leq \frac{3 \varepsilon}{2}$. Note that we cannot calculate this $a_{l}$. Assuming we know it, however, consider the number of samples in $\mathcal{S}$ below $a_{l}$, i.e.

$$
\sum_{i=1}^{M} \mathbf{1}_{s_{i} \leq a_{l}} .
$$

Notice that

$$
\mathbb{E}\left[\sum_{i=1}^{M} \mathbf{1}_{s_{i} \leq a_{l}}\right] \leq 3 \varepsilon M / 2 .
$$

By Hoeffding's Inequality 3.2.1 and for

$$
t=\frac{7 \varepsilon M}{4}-\mathbb{E}\left[\sum_{i=1}^{M} \mathbf{1}_{s_{i} \leq a_{l}}\right]>\varepsilon M / 4
$$

we get

$$
\operatorname{Pr}\left[\sum_{i=1}^{M} \mathbf{1}_{s_{i} \leq a_{l}}>\frac{7 \varepsilon M}{4}\right] \leq \delta / 8 .
$$

Thus, with high probability, the $2 \varepsilon M>\frac{7 \varepsilon M}{4}$ element is larger than $a_{l}$. So $\operatorname{Pr}[X \leq$ $\left.s_{[2 \varepsilon M\rceil}\right] \geq 3 \varepsilon / 2$.

An equivalent procedure is followed for the upper bound. Consider $a_{u}=\min \{i \mid \operatorname{Pr}[X \leq$ $i]>5 \varepsilon / 2\}$ so $\operatorname{Pr}\left[X \leq a_{u}\right]>5 \varepsilon / 2$. We will now work with $-\sum_{i=1}^{M} \mathbf{1}_{s_{i} \leq a_{u}}$ for which it holds

$$
-\mathbb{E}\left[-\sum_{i=1}^{M} \mathbf{1}_{s_{i} \leq a_{u}}\right]>5 \varepsilon M / 2 .
$$

Thus, for

$$
t=-\frac{9 \varepsilon M}{4}+\mathbb{E}\left[\sum_{i=1}^{M} \mathbf{1}_{s_{i} \leq a_{l}}\right]>\varepsilon M / 4,
$$

Hoeffding's inequality implies

$$
\operatorname{Pr}\left[\sum_{i=1}^{M} \mathbf{1}_{s_{i} \leq a_{u}}<\frac{9 \varepsilon M}{4}\right] \leq \delta / 8 .
$$

So $2 \varepsilon M<\frac{9 \varepsilon M}{4}$ element is smaller than $a_{u}$ and $\operatorname{Pr}\left[X \leq s_{[2 \varepsilon M\rceil}\right] \leq 5 \varepsilon / 2$ as required.

```
Algorithm 5 Learn Sparse PBD
    procedure LearnSparse(n, \(\varepsilon, \delta) \quad \triangleright\) Assume oracle access in \(X\) 's distribution
        \(M \leftarrow 32 \log (8 / \delta) / \varepsilon^{2}\)
        \(\mathcal{S} \leftarrow\left\{s_{1}, \ldots, s_{M}\right\} \sim_{\text {sort }} X^{M} . \quad \triangleright M\) i.i.d. sorted samples from \(X\) 's distribution
        \(a \leftarrow s_{\lceil 2 \varepsilon M\rceil}\) and \(b \leftarrow s_{\lfloor(1-2 \varepsilon) M\rfloor}\).
        if \(b-a>(C / \varepsilon)^{3}\) then \(\triangleright \mathrm{C}\) consant
            return \(\hat{\mathbf{p}}=\mathbf{0}\).
        else
            return \(\operatorname{Birgé}\left(X_{[a, b]}\right)\). \(\triangleright\) Birgé's algorithm for \(X\) conditional on \([a, b]\)
        return ChooseHypothesis \(\left(H_{S}, H_{P}, \varepsilon, \delta / 3\right)\).
```

Conditioning on estimator $\hat{a}$ we can guarantee we excluded approximately $\varepsilon$-mass of the PBD distribution. Moreover, recall that we do not really know $X$ is a sparse PBD. That means, if it is not, Birgé's algorithm will demand samples that depend on $n$. The estimators $\hat{a}, \hat{b}$ can, therefore, be used to reject PBDs that are not close to sparse. Algorithm 5 puts everything together.

### 5.4.2 Learn Heavy PBD

We will now assume that $X$ is $\varepsilon$-close to a heavy Binomial distribution. As emphasized in section 4.2 this result derives from the proximity of PBD to a Gaussian distribution. The exact argument in Stage 2 states that a PBD is $\varepsilon$-close to a Translated Poisson of the same mean $\mu$ and variance $\sigma^{2}$ (and through this it is $\varepsilon$-close to the Binomial). Thus it suffices to estimate the mean $\hat{\mu}$ and the variance $\hat{\sigma}^{2}$ of the PBD. Then the Translated Poisson with the estimated parameters must be close to the original Translated Poisson.

The problem reduces to finding the correct estimators. It is no surprise that they should be

$$
\hat{\mu}=\frac{1}{m} \sum Z_{i} \quad \text { and } \quad \hat{\sigma}^{2}=\frac{1}{m-1}\left(Z_{i}-\hat{\mu}\right)^{2}
$$

where $Z_{i}$ denotes the samples and $m$ the number of samples drawn.

```
Algorithm 6 LearnHeavy
    function EmpiricalEstimators \((\mathrm{n}, \varepsilon, \delta) \triangleright\) Assume oracle access in \(X\) 's distribution
        \(r \leftarrow O(\log (1 / \delta))\).
        for \(i \in[1: r]\) do
            \(m \leftarrow\left\lceil 3 / \varepsilon^{2}\right\rceil\).
            \(\mathcal{S}=\left\{Z_{1}, \ldots, Z_{m}\right\} \sim X^{m} . \quad \triangleright m\) i.i.d. samples from \(X\) 's distribution
            \(\hat{\mu}_{i} \leftarrow \frac{\sum Z_{j}}{m}\) and \(\hat{\sigma}_{i}^{2} \leftarrow \frac{\sum\left(Z_{j}-\hat{\mu}_{i}\right)^{2}}{m-1}\).
        \(\hat{\mu} \leftarrow \operatorname{median}\left(\hat{\mu}_{1}, \ldots, \hat{\mu}_{r}\right)\) and \(\hat{\sigma}^{2} \leftarrow \operatorname{median}\left(\hat{\sigma}_{1}^{2}, \ldots, \hat{\sigma}_{r}^{2}\right)\).
        return \(\left(\hat{\mu}, \hat{\sigma}^{2}\right)\).
    procedure LearnHeavy (n, \(\varepsilon, \delta)\)
        \(\varepsilon^{\prime} \leftarrow \varepsilon / \sqrt{4+\frac{1}{\theta^{2}}}\).
        \(\left(\hat{\mu}, \hat{\sigma}^{2}\right) \leftarrow\) EmpiricalEstimators \(\left(\mathrm{n}, \varepsilon^{\prime}, \delta\right)\).
        return \(T P\left(\hat{\mu}, \hat{\sigma}^{2}\right)\).
```

However, these estimators are not exactly correct. The problem here is that $Z_{i}$-s do not really follow a Gaussian distribution. Thus the sub-Gaussianity property and concentration results are not quite right. Note that Translated Poisson is a Poisson distribution. Thus, it has a heavier tail than the Gaussian.

The aforementioned estimators are 'weak'. That is, their probability of being away from their mean is not negligible, but is small. It can be shown that

$$
\operatorname{Pr}[|\hat{\mu}-\mu|>\sigma \varepsilon] \leq 1 / 3
$$

and

$$
\operatorname{Pr}\left[\left|\frac{\hat{\sigma}^{2}}{\sigma^{2}}-1\right|>\varepsilon^{2}\right] \leq 1 / 3 .
$$

To put it right, there is a bias towards getting estimators that are close to the true value. This is enough. Applying a boosting technique, such as in lemma 4.1.4, we end up with a precise estimator. This technique consists of repeating the estimation a number of times and choosing a common outcome. This must work, since most of the time the estimator is good.

Algorithm 6 employs the described procedure. We will not proceed into the formal analysis. It is given at section 2.2 of DDS15 in enough detail. Note, however, that despite our understanding for the Gaussian distribution and its proximity to a heavy PBD, proving the same results for the later can be tricky.

### 5.4.3 PBD Hypothesis Testing

We must now decide which distribution is indeed close to $X$. We need a criterion to compare the two. Notice that, if the two distributions are close in TV-distance and since one of them must be close to $X$, any output is correct. Thus, the actual need to choose occurs when the two distributions are away from each other. That means hypotheses $H_{1}$, $H_{2}$ differ in TV-distance and so, they assign different masses to some subsets ofthe domain. As can be seen in algorithm 7 , this subset is specified (we actually know the distributions
so we can calculate their p.m.f.). Then the true mass on this subset is estimated. The distribution closest to this estimation wins and is returned.

```
Algorithm 7 ChooseHypothesis
    procedure ChooseHypothesis \(\left(H_{1}, H_{2}, \varepsilon, \delta\right) \quad \triangleright\) Assume oracle access in \(X\) 's
    distribution
        \(W \leftarrow \operatorname{support}(X), W_{1}=\left\{w \in W \mid H_{1}(w)>H_{2}(w)\right\}\).
        \(p_{1}=H_{1}\left(W_{1}\right)\) and \(p_{2}=H_{2}\left(W_{1}\right) . \quad \triangleright p_{1}>p_{2}\) and \(T V\left(H_{1}, H_{2}\right)=p_{1}-p_{2}\)
        if \(p_{1}-p_{2} \leq 5 \varepsilon\) then \(\quad \triangleright\) Draw, return either
            return \(H_{1}\).
        else
            \(m \leftarrow 2 \frac{\log (1 / \delta)}{\varepsilon^{2}}\)
            \(\mathcal{S}=\left\{s_{1}, \ldots, s_{m}\right\} \sim X^{m} . \quad \triangleright m\) i.i.d. samples from \(X\) 's distrbution
            \(\tau \leftarrow \frac{1}{m}\left|\left\{i \mid s_{i} \in W_{1}\right\}\right|\).
            if \(\tau>p_{1}-\frac{3}{2} \varepsilon\) then
                return \(H_{1}\).
            if \(\tau<p_{2}+\frac{3}{2} \varepsilon\) then
                return \(\mathrm{H}_{2}\).
        return \(H_{2} . \quad\) If not any of the above we have a draw and return either
```


## Chapter 6

## Learning PBD from Truncated Samples

In this chapter we study the learnability of PBDs from samples truncated on a set $S$. This is one of the two distributions that are studied in this thesis. In agreement with the non-truncated case, we exploit the information given by a PBD's cover. So the problem is reduced in two subproblems: learning a heavy binomial distribution and learning a sparse PBD from truncated samples. In what follows, we study these subproblems in depth and try to specify those traits that will make efficient learnability possible.

### 6.1 Identifiability

In this section we study the identifiability of truncated PBDs. Recall that a PBD is fully characterized by its parameters $\mathbf{p}$ (for a specific number of parameters $n$ ). That is, every vector $\mathbf{p}$ creates a unique PBD. When truncating the distribution, however, this is no longer guaranteed. The first step for studying learnability from truncated samples is identifiability. That means, no two different distributions truncated on a set result in the same truncated distribution. Thus, we need to give a condition for the truncation set $S$ so as any PBD truncated on it is unique. For example, the Binomial distribution truncated on a set with more than three elements is unique, as will be proven in the next section.

In the case of a general PBD this cause is quite challenging. The following lemma shows that the set of PBDs of any order will include at least two distributions that are not identifiable by their truncation on a set $S$. What is more, this $S$ only hides one point of the distributions' support and it has at least $1 / 2$ mass. Thus it is impossible to construct an algorithm that guarantees to learn any PBD truncated on any set $S$.

Lemma 6.1.1. There exist a truncation set $S$ and at least two distributions in the set of $\mathrm{PBD}_{n}$ with non trivial mass on $S$ such that their truncations on $S$ are identical.

Proof. It suffices to show that there exist a set $S$ and two PBDs $Y, Z$ such that $\mathrm{TV}(Y, Z)>$ $\varepsilon$ and $\operatorname{TV}\left(Y_{S}, Z_{S}\right)<\varepsilon$.

We assume $n>5$. Then let

$$
Y \sim \operatorname{PBD}(0.9,0.9,0.9,0.9,0.7,0, \ldots),
$$

$$
Z \sim \operatorname{PBD}(0.95,0.95,0.8,0.3,0.95,0, \ldots)
$$

and $S=[5]$. In fig. 2.1 we can see that although $S$ removes just one point from the distribution and it has at least $1 / 2$ mass the truncation of the distributions on it are identical.

Note that the previous lemma 6.1.1 does not prohibit the learnability of some subset of the set of PBDs. For example, the set of 'heavy' PBDs is learnable from truncated samples as argued in section 6.2. Moreover, in DKS16] a robust algorithm for learning PBDs is given. Thus a truncation set $S$ that removes only an $\varepsilon$-mass of the PBD does not affect its learnability.

In the sparse case, however, lemma 6.1.1 guarantees that there always be at least two distributions and a set $S$ on which the supposing learning algorithm will always fail. In the next section, we restrict ourselves to PBDs that are close to heavy Binomials. That is, PBDs that are close to a Gaussian-continuous structure.

### 6.2 Learning a Heavy Binomial Distribution from Truncated Samples

As has been highlighted in the previous chapter, a heavy PBD is, in principle, close to a Gaussian distribution. In theorem 2.0.1 we give an algorithm that efficiently learns a Gaussian from truncated samples. So, it would appear that the first problem is already solved.

However, the two distributions, a heavy PBD and its $\varepsilon$-close Gaussian, have a TV distance. Thus, sampling from a PBD is not equivalent to sampling from a Gaussian, however close they might be. Recalling that algorithm 3 is, in principle, the SGD, it is not straight-forward that it should work given samples with $\varepsilon$-error. Indeed, the key characteristic of SGD is that it minimizes the objective given a suitable estimation of its derivative. Here our objective is the Gaussian negative log-likelihood. So there will be an error in this derivative estimation, since our samples come from a PBD distribution. In Approach One we study this technique and give experimental results on its performance.

On the other hand, theorem 2.0 .1 is a powerful technique designed to address the problem in many dimensions. One should reasonably think, that a single dimensional Gaussian, close to a heavy Binomial distribution, should be easier to learn, even from truncated samples. With this in mind, we study the learnability of a Binomial distribution from truncated samples in Approaches Two and Three.

### 6.2.1 Approach One: Discretized Gaussians

First, we want to demonstrate the equivalence of learning a heavy PBD to learning a discretized Gaussian distribution. This follows directly from the closeness of a heavy PBD to a heavy Binomial and the closeness of a heavy Binomial to a discretized Gaussian. This is an observation emphasized throughout the thesis. In lemma 6.2.1 it is formally stated.

Lemma 6.2.1. Let $X_{1}, X_{2}, \ldots, X_{n}$ be arbitrary mutually independent indicators and $\epsilon \in$ $(0,1 / 2)$. Assume there exists a binomial distribution $\operatorname{Bin}(k, p)$ with $k \in[1: n]$ and $p \in$
$\left\{\frac{1}{n}, \ldots, \frac{n}{n}\right\}$ such that $k p \geq \frac{1}{\epsilon^{2}}$ and $l p(1-p) \geq \frac{\epsilon^{2}}{1-\epsilon-\epsilon^{2}}$ and for $X \sim \operatorname{Bin}(k, p)$ it holds that:

$$
\operatorname{TV}\left(\sum_{i=1}^{n} X_{i}, X\right) \leq 41 \epsilon
$$

Then, for $Y \sim N_{\mathbb{Z}}^{d}(k p, k p(1-p))$ it holds that:

$$
\mathrm{TV}\left(\sum_{i=1}^{n} X_{i}, Y\right) \leq O(\epsilon)
$$

Proof. Consider the random variable $Z \sim N^{d}(k p, k p(1-p))$. Notice that $\epsilon<1 / 2$ results in $\sqrt{1-\epsilon-\epsilon^{2}}>1 / 2$. From theorem 5.2.4, it follows that:

$$
\mathrm{TV}\left(\sum_{i=1}^{n} X_{i}, Z\right) \leq 15.2 \epsilon
$$

An application of lemma 5.2.1 and the triangle inequality gives:

$$
\mathrm{TV}\left(\sum_{i=1}^{n} X_{i}, Y\right) \leq O(\epsilon)
$$

By definition, the $\mathbb{Z}$-discretized normal distribution is the truncation of the normal distribution on the set of all integers $\mathbb{Z}$. So, the truncated $\mathbb{Z}$-discretized normal distribution on a set $S \subseteq \mathbb{Z}$ is the truncation of the normal distribution on $S$.

Thus, the learnability of the $\mathbb{Z}$-discretized normal distribution, and, consequently, of the heavy PBD , from its truncation on a set $S \subseteq \mathbb{Z}$ directly follows from theorem 2.0.1.

As noted before, this closeness does not guarantee the learnability of the heavy PBD. This would imply robustness of the behaviour of SGD. We leave a formal such statement open for future work. For now, we suffice with studying this conjecture in practice. That is, we produce samples from a heavy Binomial distribution and treat them as Gaussian samples. Note that this technique applies to another problem as well: learning Binomial distributions from truncated samples.

## Experiments

For the experiments we have chosen three kinds of truncation sets. The first consists of samples around the mean of the distribution. The second consists of one of the tails. And the third rejects all the mass around the mean. We study these sets leaving only $\alpha$ mass on them for three different mass values. So, we test our distribution on nine different settings.

Our aim is a quite demanding one: we want to retrieve the original distribution in $\varepsilon=0.08 \mathrm{TV}$ distance. In the case of the Gaussians, we use $m=50 /\left(\alpha \varepsilon^{2}\right)$ samples. This matches theorem 2.0.1 up to a constant factor, revealed through the experiments. The results are presented in fig. 6.1.


Figure 6.1: PSGD for Gaussians run with Binomial samples using 50/ $\alpha \varepsilon^{2}$. The right-hand side inscription $\alpha$ denotes the mass of the truncation set.

The conclusion from fig. 6.1 is encouraging. We can see that in most cases the goal is attained. Even when $\varepsilon=0.08$ distance is not achieved, the error is not much larger. We ran the same experiments for a different Binomial distribution, as well. The results remain positive as can be seen in fig. 6.2


Figure 6.2: PSGD for Gaussians run with Binomial samples using 50/ $\alpha \varepsilon^{2}$. The right-hand side inscription $\alpha$ denotes the mass of the truncation set.

### 6.2.2 Approach Two: Binomial System Solution

The motivation for the following discussion comes from this simple example. Assume we want to learn a Binomial distribution truncated on a set $S$ with only one element.

However, the truncated distribution on $S$ will put all the mass in just one element, making it impossible to distinguish between distributions. This introduces the problem of identifiability. For a distribution to be learnable, given its truncation on $S$, it is necessary to be identifiable from this truncation. That is, its truncation on the set must be unique.

It is now clear that the first step when studying the learnability of a distribution if to specify whether it is identifiable truncated on the specific set. In the non-truncated case this is usually not necessary since distributions are uniquely defined. In lemma 6.2 .2 we prove that, for the Binomial distribution to be identifiable, $S$ must contain at least 3 elements.

Lemma 6.2.2. A binomial distribution $\operatorname{Bin}(n, p)$ is identifiable by its truncation on a set $S \subseteq[n]$ iff $|S| \geq 3$.

Proof. Consider two binomials $\operatorname{Bin}(n, p), \operatorname{Bin}(m, q)$ and let $S$ be the truncation set. Let $\alpha=\operatorname{Pr}_{X \sim \operatorname{Bin}(n, p)}[X \in S]$ be the mass of $S$ in $\operatorname{Bin}(n, p)$. Denote $p_{x}=\operatorname{Pr}_{X \sim \operatorname{Bin}(n, p)}[X=x]$ the probability mass on a point $x \in S$ by $\operatorname{Bin}(n, p)$ and $q_{x}$ the mass assigned by $\operatorname{Bin}(m, q)$.

First, we will prove that for $|S|=2$ the binomial distribution is not identifiable. Set $p=\frac{1}{2}, q=\frac{1}{3}$ and $m=2 n-x$. Assume $S=\{x, x+1\}$ such that $S \subset[\min (n, m)]$.

Notice that:

$$
\frac{p_{x}}{p_{x+1}}=\frac{\binom{n}{x}\left(\frac{1}{2}\right)^{x}\left(1-\frac{1}{2}\right)^{n-x}}{\binom{n}{x+1}\left(\frac{1}{2}\right)^{x+1}\left(1-\frac{1}{2}\right)^{n-x-1}}=\frac{x+1}{n-x}=b
$$

and

$$
\frac{q_{x}}{q_{x+1}}=\frac{\binom{m}{x}\left(\frac{1}{3}\right)^{x}\left(1-\frac{1}{3}\right)^{m-x}}{\binom{m}{x+1}\left(\frac{1}{3}\right)^{x+1}\left(1-\frac{1}{3}\right)^{m-x-1}}=2 \frac{x+1}{2 n-2 x}=\frac{x+1}{n-x}=b
$$

Thus,
$\operatorname{Pr}_{X \sim \operatorname{Pin}_{S}(n, p)}[X=x]=\frac{p_{X}(x)}{p_{X}(x)+p_{X}(x+1)}=\frac{\alpha}{1+\alpha}=\frac{p_{Y}(x)}{p_{Y}(x)+p_{Y}(x+1)}=\operatorname{Pr}_{Y \sim \operatorname{Bin}_{S}(m, q)}[Y=x]$,
and, similarly, for $x+1$. Thus, for $\operatorname{Bin}(n, p)$ to be identifiable, the cardinality of $S$ must be at least 2 .

Now, we will prove that the probability mass of the truncated distribution on three elements can uniquely determine the original distribution. Let $S=\{x, y, z\}$. Assume, by way of contradiction, that the mass assigned on each point of $S$ by the truncated distributions $\operatorname{Bin}_{S}(n, p)$ and $\operatorname{Bin}_{S}(m, q)$ are equal, i.e.
$\frac{p_{x}}{p_{x}+p_{y}+p_{z}}=\frac{q_{x}}{q_{x}+q_{y}+q_{z}} \quad$ and $\quad \frac{p_{y}}{p_{x}+p_{y}+p_{z}}=\frac{q_{y}}{q_{x}+q_{y}+q_{z}} \quad$ and $\quad \frac{p_{z}}{p_{x}+p_{y}+p_{z}}=\frac{q_{z}}{q_{x}+q_{y}+q_{z}}$.
This implies:

$$
\frac{p_{x}}{p_{y}}=\frac{q_{x}}{q_{y}} \quad \text { and } \quad \frac{p_{x}}{p_{z}}=\frac{q_{x}}{q_{z}}
$$

By definition, we get:

$$
\frac{\binom{n}{x}}{\binom{n}{y}}\left(\frac{p}{1-p}\right)^{x-y}=\frac{\binom{m}{x}}{\binom{m}{y}}\left(\frac{q}{1-q}\right)^{x-y} \quad \text { and } \quad \frac{\binom{n}{x}}{\binom{n}{z}}\left(\frac{p}{1-p}\right)^{x-z}=\frac{\binom{m}{x}}{\binom{m}{z}}\left(\frac{q}{1-q}\right)^{x-z}
$$

and, thus,

$$
\left(\frac{q(1-p)}{p(1-q)}\right)^{x-y}=\frac{\binom{n}{x}\binom{m}{y}}{\binom{n}{y}\binom{m}{x}} \text { and }\left[\frac{\binom{n}{x}\binom{m}{z}}{\binom{n}{z}\binom{m}{x}}\right]^{x-y}=\left[\frac{\binom{n}{x}\binom{m}{y}}{\binom{n}{y}\binom{m}{x}}\right]^{x-z}
$$

Setting $c_{1}=x-y>0$ and $c_{2}=x-z>0$ and after some calculations the second relation becomes:

$$
\frac{\left[(n-z) \ldots\left(n-z-c_{2}+1\right)\right]^{c_{1}}}{\left[\left(n-z-c_{1}+c_{2}\right) \ldots\left(n-z-c_{2}+1\right)\right]^{c_{2}}}=\frac{\left[(m-z) \ldots\left(m-z-c_{2}+1\right)\right]^{c_{1}}}{\left[\left(m-z-c_{1}+c_{2}\right) \ldots\left(m-z-c_{2}+1\right)\right]^{c_{2}}}
$$

Notice that the nominator has $c_{2}$ terms while the denominator has $2 c_{2}-c_{1}$. If $c_{2}>2 c_{2}-c_{1}$ it follows that $c 1>c_{2}$ and fraction increases with $n$. On the other hand, when $c_{2}<2 c_{2}-c_{1}$ the opposite holds. Note that, since $x, y, z$ are different points it is always $c_{1} \neq c_{2}$. In either case, the equality holds iff $n=m$ and we reached a contradiction.

Based on the above analysis, we develop an algorithm to learn the parameter $p$ given the probability mass on just two points of the domain. Let $x, y \in S$ and $p_{x}, p_{y}$ the masses on $x, y$ respectively. Then we have:

$$
\frac{p_{x}}{p_{y}}=\frac{\binom{n}{x} p^{x}(1-p)^{n-x} / p(S)}{\binom{n}{y} p^{y}(1-p)^{n-y} / p(S)}=\frac{\binom{n}{x}}{\binom{n}{y}}\left(\frac{p}{1-p}\right)^{x-y}
$$

So we get for $p$ :

$$
p=\left(1+\left(\frac{p_{x}\binom{n}{y}}{p_{y}\binom{n}{x}}\right)^{x-y}\right)
$$

Thus algorithm 8 should give a good estimation for $p$.

```
Algorithm 8 System Solution
    procedure ESTIMATEPSYSTEMSOLVING(M) \(\triangleright\) Assume oracle access to S
        \(x, y \leftarrow \operatorname{ChoosePoints}(S) . \quad \triangleright\) Decide on estimation points
        \(\hat{p}_{x}, \hat{p}_{y} \leftarrow\) EmpiricalEstimation \((M)\).
        \(\hat{p} \leftarrow\left[1+\left[\frac{\hat{p}_{x}\binom{n}{y}}{\hat{p}_{y}\binom{n}{x}}\right]^{x-y}\right]^{-1}\).
        return \(\hat{p}\)
```

We make two observations about algorithm8. The implementation of function 'ChoosePoints' is not specified. The following analysis gives information about the importance of this function. Thus based on it we decide how it would be best implemented. The 'EmpiricalEstimation' function simply counts the $x$-samples in sample set of size $M$.

Moreover, we insist on the following remark. The above algorithm is a quite simple algorithm. It depends on the mass of only two points to calculate $p$. Therefore, it ignores a lot of information in a sample set, referring to the rest of the domain.

## Study function ESTIMATEPSYSTEMSOLVING

In lemma 6.2 .3 we formally analyze the sample complexity of algorithm 8 ,
Lemma 6.2.3 (Learnability of Truncated Binomial Distribution - System Solving). Consider a binomial distribution $\operatorname{Bin}(n, p)$, where $n$ is fixed, and a set $S \subseteq[n]$, such that $|S| \geq 2$. Denote $b$ be the minimum probability mass assigned on a point in $S$ by the truncated binomial distribution $\operatorname{Bin}_{S}(n, p)$, i.e.

$$
b=\min _{x \in S} \operatorname{Pr}_{X \sim \operatorname{Bin}_{S}(n, p)}[X=x] .
$$

Then, there exists an algorithm that given $m=\Theta\left(\frac{n \log (1 / \delta)}{b^{2} \varepsilon^{2}}\right)$ i.i.d. samples from $\operatorname{Bin}_{S}(n, p)$, computes an estimate $\hat{p}$ such that:

$$
\mathrm{TV}(\operatorname{Bin}(n, p), \operatorname{Bin}(n, \hat{p})) \leq \varepsilon
$$

with probability at least $1-\delta$ and for $\varepsilon<b$.
Proof. Consider the set $S \subset[n]$ and the truncated binomial distribution $\operatorname{Bin}_{S}(n, p)$.
Denote $p_{x}=\operatorname{Pr}_{X \sim \operatorname{Bin}_{S}(n, p)}[X=x]$ the probability mass on a point $x \in S$ and $\hat{p}_{x}$ its estimate. The algorithm computes the estimates for two points, $x, y \in S$.

Define $\hat{p}_{x}=\frac{1}{m} \sum_{i=1}^{m} X_{i}$ where $X_{i} \sim \operatorname{Be}\left(p_{x}\right)$, i.e. $X_{i}$ is 1 when sample $i$ equals $x, 0$ otherwise. Similarly, $\hat{p}_{y}=\frac{1}{m} \sum_{i=1}^{m} Y_{i}$. Then, $\mathbb{E}[X]=p_{x}$ and $\mathbb{E}[Y]=p_{y}$.

By Hoeffding's inequality we can derive:

$$
\operatorname{Pr}\left[\left|\hat{p}_{x}-\mathbb{E}[X]\right| \geq \varepsilon\right] \leq 2 \exp \left(-2 m \varepsilon^{2}\right)
$$

It follows that given

$$
m=\frac{\log (4 / \delta)}{2 \varepsilon^{2}}
$$

samples it holds that:

$$
\left|\hat{p}_{x}-p_{x}\right|<\varepsilon \quad \text { and } \quad\left|\hat{p}_{y}-p_{y}\right|<\varepsilon
$$

with probability at least $1-\delta$.
Considering $\operatorname{Bin}(n, p)$ as an exponential family, denote $\theta$ its natural parameter. Then, $\theta$ is given in terms of the probabilities $p_{x}, p_{y}$ :

$$
\theta=\frac{1}{x-y} \cdot \log \left(\frac{p_{x}\binom{n}{y}}{p_{y}\binom{n}{x}}\right)
$$

Then, it holds:
$|\theta-\hat{\theta}|=\frac{1}{|x-y|} \cdot\left|\log \left(\frac{p_{x}}{p_{y}}\right)-\log \left(\frac{\hat{p}_{x}}{\hat{p}_{y}}\right)\right|=\frac{1}{|x-y|} \cdot\left|\log \left(p_{x}\right)-\log \left(\hat{p}_{x}\right)+\log \left(\hat{p}_{y}\right)-\log \left(p_{y}\right)\right|$.
Notice that $f(x)=\log x$ is $\frac{1}{C}$-Lipschitz if $x \geq C$. Since $b$ denotes the minimum probability assigned by distribution $\operatorname{Bin}_{S}(n, p)$ we get that:

$$
p_{x} \geq b \quad \text { and } \quad \hat{p}_{x} \geq b-\varepsilon
$$

Also, it holds that $|x-y| \geq 1$, so it follows:

$$
|\theta-\hat{\theta}| \leq \frac{1}{b-\varepsilon} \cdot\left(\left|p_{x}-\hat{p}_{x}\right|+\left|p_{y}-\hat{p}_{y}\right|\right) \leq \frac{2 \varepsilon}{b-\varepsilon}
$$

Thus, by 3.3.1, we get that:

$$
\operatorname{TV}(\operatorname{Bin}(n, p), \operatorname{Bin}(n, \hat{p})) \leq \frac{\sqrt{2 n}}{2} \cdot|\theta-\hat{\theta}| \leq \frac{\varepsilon \sqrt{2 n}}{b-\varepsilon}
$$

So, for

$$
m=\Theta\left(\frac{n \log (1 / \delta)}{b^{2} \varepsilon^{2}}\right)
$$

it follows that:

$$
\operatorname{TV}(\operatorname{Bin}(n, p), \operatorname{Bin}(n, \hat{p})) \leq \varepsilon
$$

with probability at least $1-\delta$ and the proof is concluded.

Notice that the sample complexity for algorithm 8 depends on $n$. This is not an expected result. In Approach One we imply that a Binomial distribution is learnable given just $\Theta\left(1 / \varepsilon^{2}\right)$ samples. Here, simply retrieving $p$ costs samples that increase linearly with $n$. We want to study whether this is a byproduct of our analysis or a real characteristic of the algorithm. Thus we proceed on the following experiments.

## Experiments

First, we specify the exact implementation of the algorithm. In algorithm 8 'ChoosePoints' function remains 'open'. In lemma 6.2.3 the sample complexity depends on the least mass of these points. Thus we should choose points that will likely have important mass. We use a small portion of the samples $(1 / 7)$ to get estimations on the mass of every point in $S$. Then we choose the points with highest estimations. Although these estimations might be very bad, we just want a guidance for our choice.

The experiments are identical to the Gaussian case. We use $m=n /\left(\alpha \varepsilon^{2}\right)$ samples for our estimation. We get fig. 6.3.


Figure 6.3: Learn parameter p of Binomial using $n /\left(\alpha \varepsilon^{2}\right)$ samples. The right-hand side inscription $\alpha$ denotes the mass of the truncation set.

Notice that even using $n$ times more samples than in the Gaussian case, algorithm 8 fails to retrieve $p$ close enough.

We repeat the experiment allowing for only $m=1 /\left(\alpha \varepsilon^{2}\right)$ samples. This is to emphasize on the sub-optimality of this algorithm compared to Approach One. At the same time, we are reassured for the analysis of lemma 6.2.3. The results are given in fig. 6.4.


Figure 6.4: Learn parameter p of Binomial using $1 /\left(\alpha \varepsilon^{2}\right)$ samples. The right-hand side inscription $\alpha$ denotes the mass of the truncation set.

It is a safe conclusion that, ignoring information, the algorithm demands more samples to guarantee small error. Thus, lemma 6.2.3 applies in practice and a 'simpler' approach to learning the Binomial distribution seems inadequate.

### 6.2.3 Approach Three: PSGD for Binomial

In this final Approach we take advantage of all the information available to estimate $p$. Note that the Binomial distribution with known parameter $n$ is an exponential family (see table 3.1). Thus it has a convex negative log-likelihood objective. We can prove that algorithm 3, that is basedon learning a Gaussian from truncated samples, retrieves $p$. This is shown in lemma 6.2.4 that follows.

Lemma 6.2.4 (Learnability of Truncated Binomial Distribution - PSGD). Consider a binomial distribution $\operatorname{Bin}(n, p)$, where $n$ is fixed, and a set $S \subset[n]$, such that $|S| \geq 2$. Assume we have membership oracle access to $S$ and that $\alpha=\operatorname{Pr}_{X \sim \operatorname{Bin}(n, p)}[X \in S]>0$. Then, there exists an algorithm that, given $m \geq \frac{n \log (1 / \delta)}{\text { poly }(\alpha) \varepsilon^{2}}$ i.i.d. samples from the truncated binomial distribution $\operatorname{Bin}_{S}(n, p)$, with $p \in(c, 1-c)$, $c$ constant, computes an estimate $\bar{p}$ such that:

$$
\operatorname{TV}(\operatorname{Bin}(n, p), \operatorname{Bin}(n, \bar{p}))<O(\varepsilon),
$$

with probability at least $1-\delta$.
Proof. Consider the set $S \subset[n]$ and the truncated binomial distribution $\operatorname{Bin}_{S}(n, p)$. The estimator $\bar{\theta}$ returned by Projected SGD defines a binomial distribution that is $O(\varepsilon)$-close to the original one. We prove this in six steps.

Denote $\operatorname{Bin}(\theta)$ a binomial distribution such that its natural parameter is $\theta$. We write $\operatorname{Bin}(\theta ; x)$ to refer to the mass assigned to point $x$ by the distribution. We will also denote with $\theta^{*}$ the natural parameter of true distribution $\operatorname{Bin}(n, p)$.

Step 1: Convexity of the objective
We will run Projected SGD with the maximum likelihood objective. For SGD to converge, we need the objective to be convex. The binomial distribution, for n fixed, defines an exponential family such that:

$$
\operatorname{Pr}_{X \sim \operatorname{Bin}(\theta)}[X=x]=\binom{n}{x} \exp \left(\theta x-n \log \left(1+e^{\theta}\right)\right),
$$

where $\theta=\log \frac{p}{1-p}$ is the natural parameter. Thus, by 4.2.2. the negative log-likelihood objective is convex.

Step 2: Initial Feasible Point
Consider the M.L. estimator of the binomial distribution

$$
\hat{p}_{S}=\frac{1}{m} \sum_{i=1}^{m} \frac{X_{i}}{n}
$$

where $X_{i} \sim \operatorname{Bin}_{S}(n, p)$ denotes a sample. We will show that:

$$
\left|\hat{p}_{S}-p\right| \leq O\left(\sqrt{\frac{1}{n} \log (1 / \alpha)}\right)
$$

that is, the M.L. estimator is a good initialization for the algorithm.
Let $\mu_{S}$ denote the mean value of $\operatorname{Bin}_{S}(n, p)$. We will first show that $n \hat{p}_{S}$ is close to $\mu_{S}$ and that, in turn, $\mu_{S}$ is close to the true mean, $n p$.

Hoeffding's inequality on $\hat{p}_{S}$ implies that, using $\Theta\left(\frac{\log (1 / \delta)}{\varepsilon^{2}}\right)$ samples, we get:

$$
\left|\hat{p}_{S}-\frac{\mu_{S}}{n}\right|<\varepsilon
$$

with probability $1-\delta$.
Now, applying Hoeffding's inequality for the original distribution $\operatorname{Bin}(n, p)$, we get that it has an exponential tail, i.e.

$$
\operatorname{Pr}_{X \sim \operatorname{Bin}(n, p)}[X-n p \geq \varepsilon] \leq \exp \left(-2 \varepsilon^{2} / n\right)
$$

Notice that the distance between the true mean, $n p$, and $\mu_{S}$, will be maximized when all the mass of $S$ is assigned as far away from $n p$. So, to get an upper bound on $\left|n p-\mu_{S}\right|$, we assign all the mass of $S, \alpha$, on the tail, i.e.

$$
\operatorname{Pr}_{X \sim \operatorname{Bin}(n, p)}\left[X \geq n p+\varepsilon^{\prime}\right]=\frac{\alpha}{2}
$$

so as $\mu_{S}=n p+\varepsilon^{\prime}$.
Using the tail bound, we get that:

$$
\left|n p-\mu_{S}\right|=\varepsilon^{\prime} \leq \sqrt{\frac{n}{2} \cdot \log (2 / \alpha)}
$$

Thus,

$$
\left|n \hat{p}_{S}-n p\right|<n \varepsilon+\sqrt{\frac{n}{2} \cdot \log (2 / \alpha)},
$$

and, with probability at least $1-\delta$ :

$$
\left|\hat{p}_{S}-p\right|=O\left(\sqrt{\frac{1}{n} \log (1 / \alpha)}\right)
$$

as claimed.
Step 3: Feasible Region
Note that the algorithm iterates over $\theta$. Thus, the actual initial point of the algorithm is

$$
\hat{\theta}_{S}=\log \frac{\hat{p}_{S}}{1-\hat{p}_{S}}
$$

We need to show that this is also a good initial point i.e.

$$
\left|\hat{\theta}_{S}-\theta^{*}\right| \leq O\left(\sqrt{\frac{1}{n} \log (1 / \alpha)}\right)
$$

What is more, we will prove the existence of a convex set

$$
\mathcal{B}=\left\{\theta:\left|\hat{\theta}_{S}-\theta\right|<O\left(\sqrt{\frac{1}{n} \log (1 / \alpha)}\right)\right\}
$$

such that every distribution with parameter $\theta \in \mathcal{B}$ assigns poly $(\alpha)$-mass on $S$. Thus, PSGD iterates over the convex set $\mathcal{B}$ which guarantees the functionality of the algorithm.

Note that $p, p_{S} \in(c, 1-c)$ by assumption. Then, $f(x)=\log \left(\frac{x}{1-x}\right)$ is $C$-Lipschitz for some constant $C$ depending on $c$ and, consequently,

$$
\left|\hat{\theta}_{S}-\theta^{*}\right| \leq C\left|\hat{p}_{S}-p\right| \leq O\left(\sqrt{\frac{1}{n} \log (1 / \alpha)}\right)
$$

It follows that $\theta^{*} \in \mathcal{B}$ and $\hat{\theta}_{S}$ is indeed a good initial point.
It remains to show that a distribution with parameter $\theta \in \mathcal{B}$ assigns non-negligible mass on $S$.

Recall that $\operatorname{Bin}(\theta ; S)$ denotes the mass assigned to $S$ by the binomial with natural parameter $\theta$. Also, notice that:

$$
\operatorname{Bin}(\theta ; S)=\mathbb{E}_{x \sim \operatorname{Bin}\left(\theta^{*}\right)}\left[\frac{\operatorname{Bin}(\theta ; x)}{\operatorname{Bin}\left(\theta^{*} ; x\right)} \cdot \mathbf{1}_{x \in S}\right]
$$

which can be written:

$$
\operatorname{Bin}(\theta ; S)=\mathbb{E}_{x \sim \operatorname{Bin}\left(\theta^{*}\right)}\left[\exp \left(-\log \frac{\operatorname{Bin}\left(\theta^{*} ; x\right)}{\operatorname{Bin}(\theta ; x)}\right) \cdot \mathbf{1}_{x \in S}\right]
$$

Then, by definition:

$$
\operatorname{Bin}(\theta ; x)=\binom{n}{x} \exp (\theta x-A(\theta))
$$

from which we get that:

$$
\log \frac{\operatorname{Bin}\left(\theta^{*} ; x\right)}{\operatorname{Bin}(\theta ; x)}=\left(\theta^{*}-\theta\right) \cdot x+C
$$

$C=A(\theta)-A\left(\theta^{*}\right)$ independent from $x$.
Thus, setting $g(X)=\log \frac{\operatorname{Bin}\left(\theta^{*} ; X\right)}{\operatorname{Bin}(\theta ; X)}, X \sim \operatorname{Bin}\left(\theta^{*}\right)$ we can derive:
$\operatorname{Pr}[g(X)-\mathbb{E}[g(X)] \geq t]=\operatorname{Pr}\left[\sum_{i \in[n]}\left(\theta^{*}-\theta\right) \cdot X_{i}-\mathbb{E}\left[\left(\theta^{*}-\theta\right) X\right] \geq t\right] \leq \exp \left(-\frac{2 t^{2}}{4 n\left|\theta^{*}-\theta\right|^{2}}\right)$,
since $\left(\theta^{*}-\theta\right) X_{i} \in\left[-\left|\theta^{*}-\theta\right|,\left|\theta^{*}-\theta\right|\right]$ and by Hoeffding's inequality.
Setting $t=\left|\theta^{*}-\theta\right| \sqrt{2 n \log (2 / \alpha)}$ it follows that:

$$
\operatorname{Pr}\left[g(X)-\mathbb{E}[g(X)] \geq \sqrt{2 n \log (2 / \alpha)\left|\theta^{*}-\theta\right|^{2}}\right] \leq \frac{\alpha}{2}
$$

Note that:

$$
\mathbb{E}[g(X)]=K L\left(\operatorname{Bin}\left(\theta^{*}\right) \| \operatorname{Bin}(\theta)\right) \leq n\left|\theta^{*}-\theta\right|^{2},
$$

where the last inequality follows from 3.3.1.
Since $\left|\theta^{*}-\theta\right| \leq C \sqrt{\frac{1}{n} \log (1 / \alpha)}$ for some $C$ constant, it follows that, with probability at least $1-\frac{\alpha}{2}>\frac{\alpha}{2}$ :

$$
-\log \frac{\operatorname{Bin}\left(\theta^{*} ; x\right)}{\operatorname{Bin}(\theta ; x)} \geq-\mathbb{E}[g(X)]-\sqrt{2 n \log (2 / \alpha) \cdot\left|\theta^{*}-\theta\right|^{2}} \geq-C^{2} \log (1 / \alpha)
$$

Then,

$$
\operatorname{Bin}(\theta ; S) \geq \exp \left(C^{2} \log \alpha\right) \cdot \frac{\alpha}{2}=\operatorname{poly}(\alpha)
$$

which is the expected result.
Step 4: Unbiased Estimation of the Gradient
We now have all the information to guarantee that PSGD will work. Recall that, on every iteration $t$, the algorithm computes a vector $v_{t}$ such that the expected value of the vector is the gradient of the objective function i.e. $\mathbb{E}\left[v_{t} \mid \theta\right]=\nabla_{\theta} \ell(\theta ; x)$.

In our case, this equals:

$$
\mathbb{E}_{x \sim \operatorname{Bin}_{S}\left(\theta^{*}\right)}\left[\nabla_{\theta} \ell(\theta ; x)\right]=-\mathbb{E}_{x \sim \operatorname{Bin}_{S}\left(\theta^{*}\right)}[x]+\mathbb{E}_{y \sim \operatorname{Bin}_{S}(\theta)}[y]
$$

Notice that for the first expected value we can use a sample from the given distribution. For the second estimate, there is the following procedure. By assumption, we have membership oracle access to $S$. Since the support of the distribution is $n$, we can recover set $S$ with just $n$ queries. Thus, to get a sample from $\operatorname{Bin}_{S}(\theta)$, we draw a sample from $\operatorname{Bin}(\theta)$ and check whether it falls into $S$. We draw until we access a sample in $S$. Since the mass of $S$ is poly $(\alpha)$ for every distribution defined by $\theta \in \mathcal{B}$, we will get a sample in poly $(1 / \alpha)$ steps.

Step 5: Strong Convexity of the objective
To guarantee efficiency of PSGD, convexity of the objective is not enough. We will show that the negative log-likelihood objective for the truncated binomial distribution is strongly convex in $\mathcal{B}$. It suffices to show that the Hessian of the objective is strictly positive.

Notice that the Hessian in the single parameter case becomes:

$$
H_{\ell}(\theta)=\operatorname{Var}_{X \sim \operatorname{Bin}_{S}(\theta)}[X]=\mathbb{E}_{X \sim \operatorname{Bin}_{S}(\theta)}\left[\left(X-\mu_{S}\right)^{2}\right]
$$

where $\mu_{S}=\mathbb{E}_{X \sim \operatorname{Bin}_{S}(\theta)}[X]$ is the mean value of the conditional binomial distribution. By the anticoncentration of the binomial distribution, see lemma 3.2.4, it holds that:

$$
\operatorname{Pr}_{X \sim \operatorname{Bin}(\theta)}\left[\mu_{S} \leq X \leq \mu_{S}+t\right] \leq C \frac{t}{\sigma}
$$

where $\sigma=\sqrt{n p(1-p)}$ and $C$ a constant. Choosing $t=\operatorname{poly}(\alpha) \sigma / 2 C$ we get that the mass of the set $\bar{S}=\left\{x:\left|x-\mu_{S}\right|<t\right\}$ is at most poly $(\alpha) / 2$. Since the truncation set $S$ has mass poly $(\alpha)$ it follows that $\left|x-\mu_{S}\right|>t$ with probability at least $1 / 2$ for every $x \in S$. Thus,

$$
H_{\ell}(\theta)=\operatorname{Var}_{X \sim \operatorname{Bin}_{S}(\theta)}[X] \geq \frac{\operatorname{poly}(\alpha)^{2} \cdot \sigma^{2}}{4 C} \cdot \frac{1}{2}>0
$$

and the negative log-likelihood objective is $(\operatorname{poly}(\alpha) n)$-strongly convex.

## Step 6: PSGD

We want to apply theorem4.1.1 to bound the expected error of our algorithm's estimation. Thus, we need to show that the variance of the gradient estimator is bounded. Recall that:

$$
v_{t}=\nabla_{\theta} \ell(\theta)=-x+y
$$

where $x$ is the sample drawn from the true distribution and $y$ the sample drawn from the currently estimated distribution. Thus,

$$
\mathbb{E}\left[\left|v_{t}\right|^{2}\right]=\mathbb{E}\left[|y-x|^{2}\right]
$$

and since $x, y$ come from different distributions we get:

$$
\mathbb{E}\left[\left|v_{t}\right|^{2}\right] \leq 2 \mathbb{E}_{Y \sim \operatorname{Bin}_{S}(\theta)}\left[Y^{2}\right]+2 \mathbb{E}_{X \sim \operatorname{Bin}_{S}\left(\theta^{*}\right)}\left[X^{2}\right]
$$

Notice that:

$$
\mathbb{E}_{Y \sim \operatorname{Bin}_{S}(\theta)}\left[Y^{2}\right]=\sum_{y \in S} y^{2} p_{S}(y) \leq n^{2}
$$

From theorem 4.1.1 we get the bound:

$$
\mathbb{E}[\ell(\theta)]-\ell\left(\theta^{*}\right) \leq \frac{n^{2}}{2 \cdot \operatorname{poly}(\alpha) n \cdot M} \cdot(1+\log M)
$$

where $M$ is the number of iterations.
Next, we apply the procedure used in lemma 4.1.4 and acquire an estimator $\bar{\theta}$ such that:

$$
\ell(\bar{\theta})-\ell\left(\theta^{*}\right) \leq \frac{n}{2 \operatorname{poly}(\alpha) M} \cdot(1+\log M)
$$

with probability at least $1-\delta$. Since $\ell$ is $(\operatorname{poly}(\alpha) n)$-strongly convex, we get that:

$$
|\bar{\theta}-\theta|^{2} \leq \frac{n}{\operatorname{poly}(\alpha) \cdot \operatorname{poly}(\alpha) n \cdot M} \cdot(1+\log M)
$$

Thus, for

$$
M=O\left(\frac{n \log (1 / \delta)}{\operatorname{poly}(\alpha) \varepsilon^{2}}\right)
$$

there exists an algorithm that gives an estimator $\bar{\theta}$ such that:

$$
\left|\bar{\theta}-\theta^{*}\right| \leq \varepsilon / \sqrt{n}
$$

with probability at least $1-\delta$.
By lemma 3.3.1 it also holds that:

$$
\operatorname{TV}(\operatorname{Bin}(n, \bar{p}), \operatorname{Bin}(n, p)) \leq \varepsilon
$$

where $\bar{p}$ is defined by the natural parameter $\bar{\theta}$.

It seems that this new approach offers no improvement. The sample complexity increases linearly with $n$ in this case too. However, we should still explore the quality of our analysis through experiments. In this way we can verify whether this amount of samples is indeed necessary to retrieve $p$. We do so right after.

## Experiments

We run the same experiments as in the previous cases. We demonstrate our results in fig. 6.5. In contrast to lemma 6.2.4 we used only $m=10 /\left(\alpha \varepsilon^{2}\right)$ samples. Recall that in Approach One where we used the PSGD with the Gaussian objective we used $50 /\left(\alpha \varepsilon^{2}\right)$.


Figure 6.5: Learn parameter p of Binomial using $10 /\left(\alpha \varepsilon^{2}\right)$ samples. The right-hand side inscription $\alpha$ denotes the mass of the truncation set.

Despite ignoring the formal result in lemma 6.2.4 the estimations are the best so far. Of course, we only retrieve $p$ here. Thus we cannot compare this behaviour to Approach One. However this is an encouraging result since it estimates $p$ with high precision.

We run the same experiments for a different Binomial distribution as well. This is the same used in Approach One and the results are given in fig. 6.6. We can see that $m=10 /\left(\alpha \varepsilon^{2}\right)$ suffice for retrieving $p$ in every. Thus the analysis in lemma 6.2.4 should be improved to give the experimental sample complexity.

Notice that the last two Approaches only care for learning the parameter $p$ of the Binomial. Approach Two is sub-optimal so it should not concern us further. Approach Three could be used along with a method for retrieving $n$. A candidate algorithm could be: iterate over $n$ and, on every iteration, calculate $p$ assuming that is the correct $n$. The problem with this algorithm is that we need a stopping criterion. That is, a way to understand if a couple ( $n, p$ ) is guarantees small TV distance. Specifying such a criterion is another open problem that arises by this study.


Figure 6.6: Learn parameter p of Binomial using 10/ $\left.\alpha \varepsilon^{2}\right)$ samples. The right-hand side inscription $\alpha$ denotes the mass of the truncation set.

## Chapter 7

## Learning Mallows Distribution from Truncated Samples

This chapter is concerned with another probability distribution: the Mallows distribution or Mallows Model. This model plays a fundamental role in ranking aggregation and social choice theory, which are related to finding an optimal ranking of $m$ objects. The Mallows distribution is defined over the set of permutations $\mathbb{S}_{m}$ (rankings) and has two parameters. Once again, our aim is to recover these parameters accessing samples from a subset of $\mathbb{S}_{m}$. In fact, this work focuses on retrieving only one of these parameters: the central ranking $\pi_{0} \in \mathbb{S}_{m}$. Note the connection to ranking aggregation theory, since we search for the 'winning' ranking $\pi_{0}$ from a set of rankings sampled according to the Truncated Mallows distribution.

First, a formal definition of the Mallows distribution is given. Then we present how we learn $\pi_{0}$ in the non-truncated case to get an insight on the difficulties that might arise. We proceed to find that condition on the truncation set $S$ which characterizes learnability. As in the preceding chapter, we will first point out a condition for identifiability. What is of interest here is that this condition is not sufficient to learn the central ranking. We will define a sufficient condition, though, and examine whether it holds for some natural truncation sets.

### 7.1 The Mallows Model

The Mallows distribution, often referred as the Mallows Model, was originally introduced by Mallows in Mal57. It is a statistical model created to solve the following scenario: Let $A$ be a set of distinct elements which we want to rank. These elements are also called the alternatives of the model. Every person can give an opinion on their ranking that can be based on their preference, sense of justice etc. Aggregating the individual opinions into a correct one -for some definition of correctness- is the subject of ranking aggregation theory. One can think of this procedure as the familiar voting.

There are plenty aggregations rules proposed in the literature ( $(\underline{\mathrm{BF} 02})$ ). One can think of the well-known plurality rule as a common example. Assessing them, however, depends on which ranking of the alternatives we consider correct. There are some natural properties of aggregation rules consistent with the conventional notion of fairness. However, it has
been shown that demanding some very few of them to hold simultaneously results in impossibility results (see Arrow's theorem [FH19]). What is more, specifying the ranking that has the minimum disagreement with the set of individual opinions is also shown to be NP-hard ([HSV05). One solution is to resort in statistical models of rank data and consider the MLE or other model parameters as the correct ranking. It is in this context that the Mallows Model was created. See Xia19 for a presentation of such models.

## Mallows Model

The Mallows Model assumes that there exists an objective, true order of these alternatives, specified by nature. Then, every individual's ranking is a noisy version of the underlying, true ranking which is denoted $\pi_{0} \in \mathbb{S}_{m}$. According to Mallows, this noise is produced in the following way: for every pair of alternatives $a, b \in A$ such that $a$ is preferred over $b$ in $\pi_{0}$, write $a \succ_{\pi_{0}} b$, an individual will flip their order in her ranking with probability $1-p<1 / 2$. Thus the probability of a ranking $\pi \in \mathbb{S}_{m}$ equals

$$
\begin{equation*}
p^{\binom{m}{2}-d} \cdot(1-p)^{d}, \tag{1}
\end{equation*}
$$

where $d$ denotes the number of pairs $a, b \in A$ on whose order $\pi_{0}$ and $\pi$ disagree. Formally, this quantity represents a distance between two rankings, the Kendall-Tau distance.

Definition 7.1.1 (Kendall-Tau Distance). For any pair of rankings $\pi, \sigma \in \mathcal{L}(A)$ let $\mathrm{KT}(\pi, \sigma)$ denote the Kendall-Tau distance between $\pi$ and $\sigma$, such that:

$$
\mathrm{KT}(\pi, \sigma)=\mid\left\{\{a, b\} \subseteq A: a \succ_{\pi} b \quad \text { and } \quad b \succ_{\sigma} a\right\} \mid .
$$

For $\phi=(1-p) / p$ and appropriate normalization eq. (1) becomes a probability distribution with p.m.f.

$$
p(\pi)=\frac{\phi^{\mathrm{KT}\left(\pi, \pi_{0}\right)}}{Z(\phi)}
$$

It can be shown (see LB11) that:

$$
Z(\phi)=\sum_{\pi \in \mathcal{L}(A)} p(\pi)=\prod_{i=1}^{|A|-1} \sum_{j=0}^{i} \phi^{j} .
$$

The formal definition of the Mallows distribution is as follows:
Definition 7.1.2 (Mallows Distribution). Let $\phi \in(0,1)$ and $\pi_{0} \in \mathbb{S}_{m}$. Denote $\mathcal{M}\left(\pi_{0}, \phi\right)$ the Mallows distribution with true ranking $\pi_{0}$ and dispersion $\phi$, where, for every $\pi \in \mathbb{S}_{m}$, the probability mass on $\pi$ equals:

$$
p(\pi)=\frac{1}{Z(\phi)} \phi^{\mathrm{KT}\left(\pi, \pi_{0}\right)},
$$

where $Z(\phi)$ is the normalization constant.
We will write $\mathcal{M}\left(\pi ; \pi_{0}, \phi\right)$ (or $\mathcal{M}\left(\pi ; \pi_{0}\right)$ when $\phi$ is known) to denote the probability mass of a ranking $\pi \sim \mathcal{M}\left(\pi_{0}, \phi\right)$. Needless to say, $\mathcal{M}\left(S ; \pi_{0}, \phi\right)$ is the probability mass on a set $S \subseteq \mathbb{S}_{m}$.

## Truncated Mallows Model

The central problem of this chapter is to reconstruct the true ranking $\pi_{0}$ of the Mallows Model, given access only to samples that belong to a truncation set $S \subseteq \mathbb{S}_{m}$. Consider that samples come from the truncated Mallows distribution, write $\mathcal{M}_{S}\left(\pi_{0}, \phi\right)$. This is defined as in definition 4.2.2. We give the formal definition in the Mallows case right after for completeness.

Definition 7.1.3. Consider the Mallows distribution $\mathcal{M}\left(\pi_{0}, \phi\right)$ with central ranking $\pi_{0} \in$ $\mathbb{S}_{m}$ and dispersion $\phi \in(0,1)$. The truncated Mallows distribution $\mathcal{M}_{S}\left(\pi_{0}, \phi\right)$ on a set $S \subseteq \mathbb{S}_{m}$ is defined as:

$$
\mathcal{M}_{S}(\pi)=\frac{1}{\mathcal{M}\left(S ; \pi_{0}, \phi\right)} \frac{\phi^{\mathrm{KT}\left(\pi, \pi_{0}\right)}}{Z(\phi)}, \pi \in S
$$

Next, we define a notion of a 'good' truncated Mallows distribution, in the sense that the probability of $a \succ_{\pi} b, \pi \sim \mathcal{M}_{S}\left(\pi_{0}, \phi\right)$ is over a half for every $a, b \in A$ such that $a \succ_{\pi_{0}} b$. That is, the truncated distribution has a bias to rank pairs of alternatives according to the true ranking. Note that this is always true in the non-truncated case.

Definition 7.1.4 (Consistency). Consider the truncated Mallows distribution $\mathcal{M}_{S}\left(\pi_{0}, \phi\right)$, where $\pi_{0} \in \mathbb{S}_{m}$ is the true ranking, $\phi \in(0,1)$ is the dispersion and $S \subseteq \mathbb{S}_{m}$ the truncation set. We will call $\mathcal{M}_{S}\left(\pi_{0}, \phi\right)$ consistent if for every pair of alternatives $a, b \in A$ such that $a \succ_{\pi_{0}} b$ it holds:

$$
p_{a \succ b}^{S}>p_{b \succ a}^{S}
$$

where $p_{a \succ b}^{S}=\sum_{a \succ_{\pi} b} \mathcal{M}_{S}(\pi)$ is the probability of the truncated distribution to rank two alternatives according to the true ranking.

Note that we will often denote $\delta_{a b}=p_{a \succ b}^{S}-p_{b \succ a}^{S}$. We will prove that consistency is a sufficient condition to retrieve the true ranking given samples from the truncated distribution. The following section gives an intuition on why this happens.

### 7.2 Learn the central ranking of Mallows Model

In [CPS13] an optimal, with respect to sample complexity, algorithm is given to acquire the central ranking $\pi_{0}$ of the Mallows Model. This is algorithm 9. We prove that with high probability and given a logarithmic number of samples, this algorithm retrieves the central ranking in theorem 7.2.1.

One can think of this procedure the following way. Create a directed graph with nodes the alternatives in $A$. An edge goes from $a \in A$ to $b \in A$ if $a$ is ranked above $b$ in the majority of samples. Since the samples are drawn from the Mallows distribution, theorem 7.2.1 guarantees that the resulting graph will be a DAG representing $\pi_{0}$ with high probability.

Theorem 7.2.1 ([प्CPS13]). For any given $\delta>0$, there exists a polynomial time algorithm that determines the true ranking with probability at least $1-\delta$ given $O(\log (m / \delta))$ samples from the Mallows Model.

```
Algorithm 9 Estimate central ranking of Mallows Model
    procedure MallowsCentralRanking \((\Pi) \quad \triangleright \Pi\) the samples' set
        \(\pi_{0} \leftarrow I d \quad \triangleright\) Id is the id ranking
        for \(\{a, b\} \in A\) do \(\quad \triangleright\) For all pairs of alternatives
            \(n_{a b} \leftarrow\left|\left\{\pi \in \Pi \mid a \succ_{\pi} b\right\}\right|\)
            if \(n_{a b}>|\Pi| / 2\) then
                \(\pi_{0} \leftarrow \pi_{0}(a \succ b) \quad \triangleright\) Move \(a\) above \(b\) in ranking
            else
                \(\pi_{0} \leftarrow \pi_{0}(b \succ a)\)
        return \(\pi_{0}\)
```

Proof. We will prove that algorithm 9 determines the true ranking $\pi_{0}$ with high probability given $O(\log (m / \delta))$ samples.

Let $\Pi \in\left(\mathbb{S}_{m}\right)^{n}$ be the set of $n$ samples drawn from the Mallows distribution. Denote $n_{a b}=\sum_{\pi_{i} \in \Pi} X_{i}^{a b}$ the number of samples that rank $a$ above $b$, where $X_{i}^{a b}$ equals 1 when $a \succ_{\pi_{i}} b$ and 0 otherwise. We also write $p_{a \succ b}=\operatorname{Pr}_{\pi \sim \mathcal{M}\left(\pi_{0}, \phi\right)}\left[a \succ_{\pi} b\right]$ for the probability that a pair of alternatives is ranked in a specific order by Mallows. It follows that $X_{i}^{a b} \sim$ $\mathrm{Be}\left(p_{a \succ b}\right)$.

It holds that algorithm 9 returns $\pi_{0}$ iff $\forall a, b \in A$ such that $a \succ_{\pi_{0}} b$ it holds that $n_{a b}-n_{b a} \geq 1$. Let $\delta_{a b}=p_{a \succ b}-p_{b \succ a}$ for every $a, b \in A$ such that $a \succ_{\pi_{0}} b$. Since $\mathbb{E}\left[n_{a b}-n_{b a}\right]=n \delta_{a b}$, it follows that:
$\operatorname{Pr}\left[n_{a b}-n_{b a} \leq 0\right]=\operatorname{Pr}\left[\frac{n_{a b}-n_{b a}}{n}-\mathbb{E}\left[\frac{n_{a b}-n_{b a}}{n}\right] \leq-\delta_{a b}\right] \leq \operatorname{Pr}\left[\left|\frac{n_{a b}-n_{b a}}{n}-\mathbb{E}\left[\frac{n_{a b}-n_{b a}}{n}\right]\right| \geq \delta_{a b}\right]$,
and by Hoeffding's inequality:

$$
\operatorname{Pr}\left[n_{a b}-n_{b a} \leq 0\right] \leq 2 \exp \left(-2 n \delta_{a b}^{2}\right)
$$

If $\delta_{\min }=\min _{a, b \in A: a \succ \pi_{0} b} \delta_{a b}$, we get that $\operatorname{Pr}\left[n_{a b}-n_{b a} \leq 0\right] \leq 2 \exp \left(-2 n \delta_{\min }^{2}\right)$ for every pair of alternatives $a, b \in A$. Thus, by union bound,

$$
\operatorname{Pr}\left[\forall a, b \in A, a \succ_{\pi_{0}} b: n_{a b}-n_{b a}>0\right] \geq 1-\binom{m}{2} 2 \exp \left(-2 n \delta_{\min }^{2}\right) .
$$

Setting $\delta=\binom{m}{2} 2 \exp \left(-2 n \delta_{\text {min }}^{2}\right)$ it follows that given $O\left(\log (m / \delta) / \delta_{\text {min }}^{2}\right)$ samples suffice to get $\pi_{0}$ with probability $1-\delta$. Thus, we still need to show that $\delta_{\text {min }}$ is a constant. Notice that, for $a, b \in A$ consecutive in $\pi_{0}$ it holds that:

$$
p_{a \succ b}=\sum_{\pi \in \mathbb{S}_{m}, a \succ \pi b} \frac{1}{Z} \phi^{d_{K T}\left(\pi, \pi_{0}\right)}=\sum_{\pi \in \mathbb{S}_{m}, b \succ_{\pi} a} \frac{1}{Z} \phi^{d_{K T}\left(\pi, \pi_{0}\right)-1}=\phi^{-1} p_{b \succ a} .
$$

For $a, b \in A$ not consecutive, quantifying the increase in KT-distance between rankings where only $a, b$ is flipped is not that simple. However, we notice that the distance from $\pi_{0}$ must increase by at least 1 and, thus, it holds that:

$$
p_{a \succ b} \geq \phi^{-1} p_{b \succ a} .
$$

Also, note that $p_{a \succ b}+p_{b \succ a}=1$ so $p_{b \succ a}=\frac{1-\delta_{a b}}{2}$. It follows from calculations that:

$$
\delta_{a b} \geq\left(\phi^{-1}-1\right) \cdot \frac{1-\delta_{a b}}{2} \geq \frac{1-\phi}{1+\phi}
$$

and so it is for $\delta_{\min }$. Thus, $\delta_{\min }$ is greater than a constant that depends on $\phi$ and so the sample complexity in $O(\log (m / \delta))$ as claimed.

The above proof attributes the success of algorithm 9 to two facts. First, the concentration of $n_{a b}$ around its mean value $n p_{a \succ b}$ and, second, the fact that $p_{a \succ b}>1 / 2>p_{b \succ a}$ for every $a \succ_{\pi_{0}} b$. Notice that the later is a property of the Mallows Model on $\mathbb{S}_{m}$ that can be violated when truncation is applied.

Moreover, we note, though not prove, that this algorithm is optimal.
Theorem 7.2.2 ([CPS13]). For any $\delta \in(0,1 / 2]$, any algorithm requires $\Omega(\log (m / \delta))$ samples from the Mallows Model to determine the true ranking with probability at least $1-\delta$.

This optimality implies an if-and-only-if connection between pairwise comparisons and the Mallows Model. We note this observation. We will shortly present a sufficient condition for learnability from truncated samples. We will claim it is also necessary partly because of this exact behaviour.

### 7.3 Necessary Condition

The first step to explore the learnability of a truncated distribution is to make sure that distinguishing it from others is even possible. Recall that this is the notion of identifiability. In the following lemma, we give a condition involving the distances between rankings that fully characterizes the identifiability of a truncated Mallows distribution.

Lemma 7.3.1 (Identifiability). Let $D_{\pi}\left(\pi_{i}, \pi_{j}\right)=d_{K T}\left(\pi_{i}, \pi\right)-d_{K T}\left(\pi_{j}, \pi\right)$. The truncated Mallows distribution $\mathcal{M}_{S}\left(\pi_{0}, \phi\right)$ is non-identifiable iff there exists a ranking $\pi_{1}$ such that, for every $\pi_{i}, \pi_{j} \in S$, it holds that:

$$
D_{0}\left(\pi_{i}, \pi_{j}\right)=D_{1}\left(\pi_{i}, \pi_{j}\right)=0, \quad \text { if } \quad D_{0}\left(\pi_{i}, \pi_{j}\right)=0 \cup D_{1}\left(\pi_{i}, \pi_{j}\right)=0
$$

or

$$
\frac{D_{0}\left(\pi_{i}, \pi_{j}\right)}{D_{1}\left(\pi_{i}, \pi_{j}\right)}=c, \quad \text { if } \quad D_{0}\left(\pi_{i}, \pi_{j}\right) \neq 0 \cap D_{1}\left(\pi_{i}, \pi_{j}\right) \neq 0
$$

where $c$ is a constant.
Proof. Consider the Mallows distributions $M\left(\pi_{0}, \phi_{0}\right)$ and $M\left(\pi_{1}, \phi_{1}\right)$. Let $S \subseteq \mathbb{S}_{m}$ be the truncation set. Denote $p_{S, \pi_{i}}(\pi)$ the probability mass on $\pi$ by distribution $\mathcal{M}_{S}\left(\pi_{i}, \phi_{i}\right)$, i.e.

$$
p_{S, \pi_{i}}(\pi)=\frac{1}{\mathcal{M}\left(\pi_{i} ; S\right)} \frac{1}{Z} \phi_{i}^{d_{K T}\left(\pi, \pi_{i}\right)}
$$

Assume $\mathcal{M}_{S}\left(\pi_{0}, \phi_{0}\right) \equiv \mathcal{M}_{S}\left(\pi_{1}, \phi_{1}\right)$, i.e. $\mathcal{M}_{S}\left(\pi_{0}, \phi_{0}\right)$ is non-identifiable. Then, for every $\pi \in S$ it must hold that:

$$
p_{S, \pi_{0}}(\pi)=p_{S, \pi_{1}}(\pi)
$$

This is equivalent, by definition, to:

$$
\frac{Z_{\phi_{1}} \phi_{0}^{d_{K T}\left(\pi, \pi_{0}\right)}}{Z_{\phi_{0}} \phi_{1}^{d_{K T}\left(\pi, \pi_{1}\right)}}=\frac{\mathcal{M}\left(\pi_{0} ; S\right)}{\mathcal{M}\left(\pi_{1} ; S\right)} .
$$

Thus, for every $\pi_{i}, \pi_{j} \in S$ it holds that:

$$
\phi_{0}^{d_{K T}\left(\pi_{i}, \pi_{0}\right)-d_{K T}\left(\pi_{j}, \pi_{0}\right)}=\phi_{1}^{d_{K T}\left(\pi, \pi_{1}\right)-d_{K T}\left(\pi_{j}, \pi_{1}\right)},
$$

which, taking the logarithm on both sides, implies the result.
In lemma 7.3 .1 we characterize the identifiability of a general Mallows distribution. This thesis examines the case that $\phi$ is known. Thus the condition is given by the following

Corollary 7.3.0.1. The truncated Mallows distribution $\mathcal{M}_{S}\left(\pi_{0}, \phi\right)$ for fixed $\phi$ is nonidentifiable iff there exists a ranking $\pi_{1}$ such that, for every $\pi_{i} \in S$, it holds that:

$$
\mathrm{KT}\left(\pi_{i}, \pi_{0}\right)-\operatorname{KT}\left(\pi_{i}, \pi_{1}\right)=c,
$$

where $c$ is a constant.
Proof. The result is given immediately if we set $\phi_{0}=\phi_{1}$ in the proof of lemma 7.3.1.
None of the above conditions is very informative about the structure of a good or bad truncation set. In fact, it is not straight-forward how to even check the conditions efficiently, given a central ranking and a truncation set. We claim that this is NP-hard. Consider $\mathcal{M}_{S}\left(\pi_{0}\right)$ is not identifiable because there exists a $\pi_{1}$ such that

$$
\operatorname{KT}\left(\pi_{i}, \pi_{0}\right)=\operatorname{KT}\left(\pi_{i}, \pi_{1}\right), \forall \pi_{i} \in S .
$$

Thus $c=0$ in corollary 7.3.0.1. In the case that $\pi_{0}$ is the median of $S$, determining whether such a $\pi_{1}$ exists is reduced to determining whether the median of $S$ is unique. Thus the problem resembles known hardness results such as [HL19.

For small $m$, though, these conditions are easily checked by code and give us some useful observations. First, notice that there is not such a $\pi_{1}$ for every $\mathcal{M}_{S}\left(\pi_{0}, \phi\right)$. E.g. take $\pi_{0}=(1,2,3)$ and $S=\{(1,3,2),(2,1,3),(2,3,1)\}$. So there are truncation sets that allow identifiability.

An important observation for the Mallows distribution is that identifiability does not imply learnability. We illustrate this in example 7.3.1.

Example 7.3.1. Consider the case that $m=3$, the central ranking $\pi_{0}=(1,2,3)$ and the truncation set is $S=\{(2,1,3),(3,1,2),(3,2,1)\}$. It can be checked that $\mathcal{M}_{S}\left(\pi_{0}, \phi\right)$ is identifiable for every $\phi \in(0,1)$.

Notice that the probability of seeing $\pi_{0}^{-1}=(3,2,1) \in S$ while sampling from $\mathcal{M}_{S}\left(\pi_{0}, \phi\right)$ is exponentially small. That means that we need exponentially many samples to learn even the truncation set. Indeed, drawing $n$ samples, the probability that we get $\pi_{0}^{-1}$ is:

$$
\operatorname{Pr}\left[\bigcup_{i=1}^{n} X_{i}\right] \leq \sum_{i=1}^{n} \frac{C \phi^{m}}{Z_{\phi}}=\frac{n C \phi^{m}}{Z_{\phi}} .
$$

For this event to happen, even with probability $1 / 2$, it holds that: $\frac{1}{2}=\operatorname{Pr}\left[\bigcup_{i=1}^{n} X_{i}\right] \leq \frac{n C \phi^{m}}{Z_{\phi}}$ so

$$
n \geq C Z_{\phi} \phi^{-m}
$$

Thus, demanding polynomial number of samples means that, with high probability, the truncation set we have access to we will be $S^{\prime}=\{(2,1,3),(3,1,2)\}$. However, $\mathcal{M}_{S^{\prime}}\left(\pi_{0}, \phi\right)$ is not identifiable. Taking $\pi_{1}=(2,3,1)$ it holds that $\mathcal{M}_{S^{\prime}}\left(\pi_{0}, \phi\right) \equiv \mathcal{M}_{S^{\prime}}\left(\pi_{1}, \phi\right)$.

### 7.4 Sufficient Condition

In the previous section, we established a gap between identifying the Mallows distribution and learning its parameters. We have already defined the notion of consistency and elaborated on the recoverability of $\pi_{0}$ under this assumption. Thus, the two conditions cannot be equivalent i.e. non-consistent distributions can be identifiable. It is still open whether they can be learnable, though.

We will now prove the learnability of $\pi_{0}$ when the truncated distribution is consistent. The proof follows almost precisely that of theorem 7.2.1 and is given below.

Lemma 7.4.1. Consider $\mathcal{M}_{S}\left(\pi_{0}, \phi\right)$ the truncated Mallows distribution, with central ranking $\pi_{0} \in \mathbb{S}_{m}$ and dispersion $\phi \in(0,1)$. Assume $\mathcal{M}_{S}\left(\pi_{0}, \phi\right)$ is consistent. Let $\delta_{\text {min }}=$ $\min _{a \succ \pi_{0} b}\left(p_{a \succ b}^{S}-p_{b \succ a}^{S}\right)$, where $p_{a \succ b}^{S}$ as defined in definition 7.1.4. Then, there exists an algorithm that recovers the true ranking $\pi_{0}$ with probability at least $1-\delta$ given $O\left(\log (m / \delta) / \delta_{\text {min }}^{2}\right)$ samples.

Proof. Consider the truncated Mallows distribution $M_{S}\left(\pi_{0}, \phi\right)$ with central ranking $\pi_{0}$ and dispersion $\phi$. We will prove that algorithm 9 determines the true ranking $\pi_{0}$ with high probability given $O(\log (m / \delta))$ samples.

Let $\Pi \in S^{n}$ be the set of $n$ samples drawn from the truncated Mallows distribution. Denote $n_{a b}=\sum_{\pi_{i} \in \Pi} X_{i}^{a b}$ the number of samples that rank $a$ above $b$, where $X_{i}^{a b}$ equals 1 when $a \succ_{\pi_{i}} b$ and 0 otherwise. We also write $p_{a \succ b}^{S}=\operatorname{Pr}_{\pi \sim \mathcal{M}_{S}\left(\pi_{0}, \phi\right)}\left[a \succ_{\pi} b\right]$ for the probability that a pair of alternatives is ranked in a specific order by Mallows. It follows that $X_{i}^{a b} \sim \operatorname{Be}\left(p_{a \succ b}^{S}\right)$.

It holds that algorithm 9 returns $\pi_{0}$ iff $\forall a, b \in A$ such that $a \succ_{\pi_{0}} b$ it holds that $n_{a b}-n_{b a} \geq 1$. Let $\delta_{a b}=p_{a \succ b}^{S}-p_{b \succ a}^{S}$ for every $a, b \in A$ such that $a \succ_{\pi_{0}} b$. Since $\mathbb{E}\left[n_{a b}-n_{b a}\right]=n \delta_{a b}$, it follows that:
$\operatorname{Pr}\left[n_{a b}-n_{b a} \leq 0\right]=\operatorname{Pr}\left[\frac{n_{a b}-n_{b a}}{n}-\mathbb{E}\left[\frac{n_{a b}-n_{b a}}{n}\right] \leq-\delta_{a b}\right] \leq \operatorname{Pr}\left[\left|\frac{n_{a b}-n_{b a}}{n}-\mathbb{E}\left[\frac{n_{a b}-n_{b a}}{n}\right]\right| \geq \delta_{a b}\right]$,
and by Hoeffding's inequality:

$$
\operatorname{Pr}\left[n_{a b}-n_{b a} \leq 0\right] \leq 2 \exp \left(-2 n \delta_{a b}^{2}\right)
$$

If $\delta_{\text {min }}=\min _{a, b \in A: a \succ \pi_{0} b} \delta_{a b}$, we get that $\operatorname{Pr}\left[n_{a b}-n_{b a} \leq 0\right] \leq 2 \exp \left(-2 n \delta_{\min }^{2}\right)$ for every pair of alternatives $a, b \in A$. Thus, by union bound,

$$
\operatorname{Pr}\left[\forall a, b \in A, a \succ_{\pi_{0}} b: n_{a b}-n_{b a}>0\right] \geq 1-\binom{m}{2} 2 \exp \left(-2 n \delta_{m i n}^{2}\right)
$$

Setting $\delta=\binom{m}{2} 2 \exp \left(-2 n \delta_{\text {min }}^{2}\right)$ it follows that given $O\left(\log (m / \delta) / \delta_{\text {min }}^{2}\right)$ samples suffice to get $\pi_{0}$ with probability $1-\delta$.

In the case of complete Mallows, we insisted on the fact that this algorithm is actually optimal, that is no algorithm can retrieve the true ranking using less samples. Note that a learning algorithm with access to truncated samples should work in the case $S \equiv \mathbb{S}_{m}$, i.e. when there is not truncation. Constructing an algorithm that retrieves $\pi_{0}$ from a non-consistent Mallows would give a different algorithm for learning $\pi_{0}$ in the general case.

### 7.5 Examples of Truncation Sets

In the previous sections, we have given some formal characterizations for the truncation set $S$. Here we will be concerned with a more practical aspect of the problem. We want to know how easy it is to actually construct an $S$ that makes learnability hard. We present two lemmas that will hopefully help us form an intuition.

First, we study the case that a truncation set is chosen uniformly at random. Unless $\phi$ is very close to 1 , i.e. the Mallows distribution is close to the uniform distribution, a random $S$ cannot affect our ability to learn the true ranking.

Lemma 7.5.1. Let $S \sim_{u} \mathcal{P}\left(\mathbb{S}_{m}\right)$ be drawn uniformly at random from the powerset of permutations. Then, the truncated Mallows distribution $\mathcal{M}_{S}\left(\pi_{0}, \phi\right)$, where $\phi \in(0,1-$ $\left.\sqrt{16 \log \left(\frac{m}{\delta}\right) / m!}\right)$, is consistent with probability at least $1-\delta$.
Proof. Let $S$ be the truncation set. We choose $S$ uniformly at random, meaning that we choose every set of permutations with equal probability $1 /\left|\mathcal{P}\left(\mathbb{S}_{m}\right)\right|$.

We will prove that every Mallows distribution $\mathcal{M}\left(\pi_{0}, \phi\right)$, where $\phi$ is quite smaller than 1 , truncated on $S$, is consistent with high probability. That is, $\forall a, b \in A$ such that $a \succ_{\pi_{0}} b$ it must hold that $p_{a \succ b}^{S}>p_{b \succ a}^{S}$. Notice that, since $S$ is chosen uniformly at random, and every permutation $\pi \in \mathbb{S}_{m}$ belongs to exactly half of the sets in the powerset, the probability for a permutation to belong to $S$ equals $1 / 2$.

Denote $\hat{p}_{a \succ b}=\sum_{\pi \in S: a \succ b} p(\pi)$, where $p(\pi)$ is the probability mass Mallows assigns on $\pi$. Notice that:

$$
p_{a \succ b}^{S}>p_{b \succ a}^{S} \Longleftrightarrow \hat{p}_{a \succ b}>\hat{p}_{b \succ a}
$$

Let $X_{i} \sim \operatorname{Be}(1 / 2)$ indicate whether $\pi_{i}$ belongs to $S$. Then, $\hat{p}_{a \succ b}=\sum_{a \succ \pi_{i} b} p\left(\pi_{i}\right) X_{i}$ and we get that:

$$
\mathbb{E}\left[\hat{p}_{a \succ b}\right]=\mathbb{E}\left[\sum_{a \succ \pi_{i} b} p\left(\pi_{i}\right) X_{i}\right]=\frac{p_{a \succ b}}{2}
$$

Thus, by Hoeffding's inequality:

$$
\operatorname{Pr}\left[\left|\hat{p}_{a \succ b}-\frac{p_{a \succ b}}{2}\right| \geq \varepsilon\right] \leq 2 \exp \left(-m!\varepsilon^{2}\right)
$$

By similar argument, we can bound the probability of $\left|\hat{p}_{b \succ a}-\frac{p_{b \succ a}}{2}\right| \geq \varepsilon$. Combining the two, we can derive:

$$
\hat{p}_{a \succ b}-\hat{p}_{b \succ a} \geq \frac{p_{a \succ b}-p_{b \succ a}}{2}-2 \varepsilon .
$$

Recall from the proof of theorem 7.2 .1 that $\delta_{a b}=p_{a \succ b}-p_{b \succ a} \geq \frac{1-\phi}{1+\phi}$. Thus, for $\varepsilon=\frac{1}{4} \frac{1-\phi}{1+\phi}$, it follows that $\hat{p}_{a \succ b}>\hat{p}_{b \succ a}$ for every $a, b \in A$ such that $a \succ_{\pi_{0}} b$. So we get that:

$$
\operatorname{Pr}_{S \sim u} \operatorname{Pr}_{\left(\mathbb{S}_{m}\right)}[S \text { consistent }] \geq 1-\binom{m}{2} 2 \exp \left(-m!\frac{1}{16}\left(\frac{1-\phi}{1+\phi}\right)^{2}\right)
$$

and setting $\delta=\binom{m}{2} 2 \exp \left(-m!\frac{1}{16}\left(\frac{1-\phi}{1+\phi}\right)^{2}\right)$ the result follows.

To make a more quantitative approach, we investigate how robust our algorithm is, when we are allowed to remove only one permutation from the truncation set.

Lemma 7.5.2. Consider the Mallows distribution $\mathcal{M}\left(\pi_{0}, \phi\right)$. Let $|S|=\left|\mathbb{S}_{m}\right|-1$. Then, the truncated Mallows distribution $\mathcal{M}_{S}\left(\pi_{0}, \phi\right)$ is consistent if $\frac{1-\phi}{1+\phi} Z_{\phi}>1$, where $Z_{\phi}$ is the normalization constant of the Mallows distribution.

Proof. Consider the truncated Mallows distribution $\mathcal{M}_{S}\left(\pi_{0}, \phi\right)$, where $|S|=\left|\mathbb{S}_{m}\right|-1$. That means we are allowed to remove only one permutation from the domain of Mallows distribution.

Recall that consistency of the distribution strongly depends on the difference $\delta_{a b}=$ $p_{a \succ b}-p_{b \succ a}$ for $a, b \in A$ such that $a \succ_{\pi_{0}} b$. Thus, to make $\mathcal{M}_{S}\left(\pi_{0}, \phi\right)$ inconsistent the best choice is to remove the permutation $\pi$ with the larger mass, such that $a \succ_{\pi} b$. This is, by definition, $\pi_{0}$ having probability mass $1 / Z_{\phi}$. As a result, we care about the sign of:

$$
p_{a \succ b}-\frac{1}{Z_{\phi}}-p_{b \succ a}
$$

Moreover, recall from the proof of theorem 7.2 .1 that $\delta_{a b} \geq \frac{1-\phi}{1+\phi}$, where equality holds for $a, b$ consecutive in $\pi_{0}$. Thus, subtracting $1 / Z_{\phi}, \delta_{a b}$ for $a, b$ consecutive is more liable to change sign. We focus on $a, b$ consecutive. Then

$$
\sum_{a \succ \pi b} p(\pi)=\phi^{-1} \sum_{b \succ \pi a} p(\pi)
$$

and

$$
Z_{\phi}=\sum_{a \succ_{\pi} b} p(\pi)+\sum_{b \succ_{\pi} a} p(\pi)=\left(1+\phi^{-1}\right) \sum_{b \succ_{\pi} a} p(\pi),
$$

imply that, for $p_{a \succ b}-\frac{1}{Z_{\phi}}>p_{b \succ a}$, it must be

$$
\frac{1-\phi}{1+\phi} Z_{\phi}>1
$$

We point out that the above condition depends not only on $\phi$, but on $m$ as well. Calculating the $\phi$ values through code, we make the following remarks. When $m=3$, removing one permutation instantly makes the distribution inconsistent for any $\phi$ not very close to 0 . For $m>3$, however, $\phi$ must be very close to 1 for the truncation to affect learnability.

In truth, these two examples only add on a simple observation. Since consistency depends on $\delta_{a b}$ and this is lower bounded from $\frac{1-\phi}{1+\phi}$, while $\phi$ increases $\delta_{a b}$ becomes smaller. Thus, the truncation of only few permutations can flip its sign.

## Chapter 8

## Future Work

Each of our future directions evolves either from the PBD or the Mallows problem studied in this thesis. Thus we divide them into two categories.

- The most immediate open issue left by this work is a formal statement for the learnability of a PBD close to a heavy Binomial distribution. This is actually an important result. It implies that, in the one-dimensional case, the Gaussian distribution is learnable from truncated samples even if the mass of the truncation set is zero. This is, of course, provided that the variance of the distribution is not very small.
On the next step it is an interesting question whether a similar result holds in higher dimensions. That is, we define an appropriate discretization for the multivariate Gaussian distribution. Is there an assumption (e.g. large variance) for it to be learnable and/or learnable from truncated samples?
- In the Mallows case a sufficient and necessary condition for learnability from truncated samples is yet to be specified. Our conjecture is that the algorithm 9 is not optimal in the truncated case. It is compelling to examine whether another algorithm can give a condition for $S$ that fully characterizes the problem. A first direction would be to calculate the average permutation, i.e. rank in the first position the candidate that is mostly in the first position, etc. The work in [LM21] could also give some intuition on the correct approach for the problem.

Moreover, the Mallows Model has another parameter which did not interest us in this thesis. Studying how $\phi$ is affected by truncation is imperative for a complete understanding of Mallows' behaviour.
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[^0]:    ${ }^{1}$ The code for all the figures (except cited otherwise) can be found here.

[^1]:    ${ }^{1}$ This is a result of Jensen's Inequality defined as follows: Consider a convex function $\phi$ on the real line and a function $g$ over a probability space with measure $P$. Then

    $$
    \phi\left(\int g d P\right) \leq \int(\phi \circ g) d P
    $$

[^2]:    This is a very useful tool in probability theory since the expectation of a quantity is, in fact, an integral.

[^3]:    ${ }^{2}$ see Lemma 2.11 in $\mathrm{ABDH}^{+} 20$.

