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ITepiAndm

Eivor tA€ov eupela 1) EVOWUETWOT) TV TEYVOAOYLOY ETEPOYEVMY UVNUMY GTA GUYYOVA
UTOAOYLO TIXE. GUC THUOTA TEOXEWEVOU VoL OVTLIETWTIO TEL 1] CUVEYWSC QUEAVOUEVT
OVEYHT) TV AVADUOUEVWV EQUOUOYMY YLot OAO Xal PEYUAUTEQO Ueyedog »Uptag
uvAunc. AuTtéc ol véeg TeYVohoYiec Tapouctdlouy apXeTEC Blopopéc UETOED TOug
6oov aopd to uéyedog, TV xaduoTépnor tedcBuorg AN xou To Vpog LOVNC.
AuTy| 1 YEVIXOTEQRT ETEPOYEVELN TWV VEWY CUCTNUATWY XadmC Xat oL (BLeg oL 1oL
UTEPOTNTES TWV VEWY EQPAUPUOYOY XAHNGTOUV AVETUPXELC TIC OUYYPOVES TEOXTIXES
otoyelplong uvhung.

Y€ oUTY) TN OLTAWUOTIXY OYEDSooUE Xat aloAOYNooUE EVay BEOUOAOYNTY, O
orotog ECumva ToToUeTeL Tot OEDOPEVIL TWV EQPAPUOY WY, OE ETUTEDO JeADBWY MvAung,
OTOL OLAPOEA GTOLYEL UVAUNS TOU CUCTAUATOC Yenoonoiwvtae Teyvntd Neue-
ovixd Aixtua. O dpopohoynthc mou tpoteivoupe cuvdudlel T yerion LSTM Aux-
TOWV UE TIC UTdEYOLoES Uedodoug daBdiiuione Twv dedopévwy mou otneilovTal
oto lotopikd Twv BedoUEVLY auT®Y. O BpoUoAOYNTAC HoC ECUTVOL YENOLLOTOLE
Uy ovixr) Yainor wovo yior €vo uTocOVOAo GEADBWY, oL oToleg av peTotvnUolv
0TO OWGTO Ye6Vo Vo emiteuy Vel onuoavTixny| adénon tng anédoons. Axdua yenot-
womolnvtog TNy teY Vi) K-Means yia tov ywetoud tou Ilediov Ateudivoewy oe
2UOTADES, O YEOVODROUOAOYNTAC EVIOYVEL TO TARDOC TV TANpoYopI®Y e Bdo
10 onofo Yo malpvovTon oL AMOQUCELS YLl TNV ATOUSXEUVCT) DEBOUEVLV ATO 1T
DRAM. 'Etol BAEnoupe 6Tt ETTUY Y EVETAL XU T UEGO GO Uiot aOENOT) TNG ATOBOCTG
nepinov 10% olupova pe tn dradixaocta allohdynone mou axolouvdoope. Eriong,
emPBefonmonue OTL 0 TPOTEWVOUEVOS DPOUOAOYNTHS UTOPEL VoL YEPUEWGOEL IXOVOTIOL-
N TO Ydoua AnddooNS HETALY TwV CUYYPOVWY ANIGEWY Xl EVOC DROUONOYNTY-
UEVTT) UE a priori Yvmor TNg CUUTERLPORUS TwV dedoUEVeY. Kot téhog, allohoyov-
TOC EVEQPYELXE TOV DPOUOAOYNTY| TTOU OYEDICUUE TEOXUTTEL OTL Vol UTOPOUGE VL
elvon Ui a€LOAOYT TEOTAOT Yol GUOTHUOTO To OOl EWVAL GYEDLAO TIXA TEOCAUVAL-
TOMOUEV OTY| YOUUNAN XATAVAAWOT) EVEQYELUC.

Aegeic KAewdid — Yuothuata Etepoyevov Myvnuoyv, Mnyovierp Mdinon,
Nevpwvid Aixtua, LSTM, K-Means, NVM, Enovoinmtixd Nevpwvixd Alxrtua,
Apouoréynon Xealdwyv, DRAM






Abstract

Heterogeneous memory technologies have been widely used in effort to address
the ever-increasing demands of modern applications for larger main memory ca-
pacity. The new technologies showcase vastly greater differences in terms of ca-
pacity, latencies and bandwidth. This heterogeneity along with the the greater
irregularity of emerging workloads, render state-of-the-art memory management
solutions insufficient; thus calling for more intelligent methods.

In this diploma Thesis, we design and evaluate a scheduler which intelli-
gently places application data, on a Page granularity, across hybrid memory
components using Artificial Neural Networks. The proposed Scheduler com-
bines intelligent page placement decisions leveraging LSTM networks with ex-
isting history-based data tiering methods. The scheduler focuses the machine
learning on a page subset whose timely movement will reveal most application
performance improvement, while being mindful of computation resources. K-
Means address space clustering is also utilized to augment the eviction policy
used by the proposed scheduler in order to provide application performance
boost. That boost is on average 10% according to our evaluation process. Our
performance evaluation also indicates that the proposed Scheduler significantly
reduces the performance gap between existing solutions and an oracle sched-
uler with a priori knowledge of the page access patterns, while being a potential
candidate for designing low-power oriented Hybrid Memory Systems as well.

Keywords — Heterogeneous Memory Systems, Machine Learning, Long Short
Term Memory Networks, K-Means, Non Volatile Memory, Recurrent Neural
Networks, Page Scheduling, DRAM






FEuyapiotieg

Apywd, euyopioted VYepud tov xodnyntr pou, x. Anuftelo XolLvTern, yla TNV
EUTLOTOOUVY TOU HOU EBElEE amb TNV TEMOTN MAC EMXOWVVI PEypL xol CHUEQL.
Erniong, éva peydho guyopioted otoug utorglouc diddxtopes x.x. Macolpo xou
Katooporydon yia tnv eanpetin) cuvepyaoior pog xou TNy axoleastn xododiynon
TOL YOoU TEOGEPERaY. TENOC, ELYAUPLOTE UTO XUPOLEC TOUG YOVEIC HOU, TOV AdERPOH
MOU, XL TOUC GIAOUC O YL TNV AEQLOPIOTY OTARIEN Xot WUNOT| TTOU oU EBWOUY
%" OAT TNV axadnuoinT| Lou TopEla.
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Extetapevn Iepiindn

Eioaywy

Tao tedeutalo ypodvia Tapatneeiton exteTopévn dieloduon tne Mnyoavixre Mddnone
oe xdde xhddo. H Mnyavied uddnon amotehel nopdyovta xouvotoplag o €va
UEYSAO (QAOUN EPUEUOYOV TOU TEQLAUUPBAVEL U0 EUTOPXS TEOTOVTA €W XOL Lak-
TEWEC Qappoyes. H evphtnta autod tou gdouatog, oe GUVBUAOUOS UE TO YEYOVOS
OTL 1) AmOBOCT) TWV LOVTEAWY TIOU AVATTUGCOVTOL UE TEYVIXES UMy ovixhc puddnong
elvo aEXETA XohY| LOVTEAOTIOLOVTOG EQUQUOYES TOU Topadoctoxd Vo ATy cexeTd
nepimhoxo va povtehomointoly, wdolv otny porydaia avdmtuln tne. Tautdypova,
OTOV XAADO TNC UEYLTEXTOVIXAC UTOAOYLOTMY 1) TEOOD0E TOU TEOBAETETAL OO TO
vouo tou Moope gatveton OTL oTadtaxd Towel va oaxoloulel To exdetind potiBo
aOENOMNC TOL 0XOhOLVOUGCE EWC TWEA, EVK TO YAOUO ETOOCEWY HETOEY VAN Xou
emelepYAOTY| OEV EYEL YEQUEwUE! axdpa. Ot dYo auTég Tdoels ,0nhadn 1 e€EMEN Tng
Mrnyovixric Méinong xon tor (dLor Tor teoBAuaTe Tou UTdEY oLV GTNY ApyLTEXTOVIXT
Troloyiotov, wioldy mpoc wa cuVOUNCTIXY alloTolNoT) UEVOBWY XU TEYVIX®Y,
£TOL WOTE 1) Unyavixr} udinor vo urtootreiletar odlo xuplwe vo utooTneilel TNy
QPYLTEXTOVIXT).

Eivar yvwoto 61l tar oUyypovo UTohoYLoTixd cuo TAUATO GYEBIALovTaL YeNol-
LOTIOLWVTAC ETEPOYEVY) CLCTUTIXG UvAUNS. AuTéc oL uvAueg ouyvd eite eCumnpe-
TOLY 0NV aLENCT TNS YWENTIXOTNTOS TNG XVELIC UVAUNG, ONAADY| ooV EMEXTIOT)
e DRAM, elte oflomoolvion we xpugéc-uviues (caches) tng xdplag uviunc.
Autd tor UBEWXE CUCTAUATA UVAUNG CUYVOBEVOVTAL EX PUOEMC UE XATOLOUC O)E-
OLo TixoUg cupfiBacuolc. YuVvATKS 1 HaxEUTERT OTNY LEpaEyio ViU, ONAadT
uvhun mou Beloxeton o paxpla aro tnv Encéepyoactinn Movdda, €yel ueyardtepn
YweNTOTN T oI ixeuone ahAd T TOYEOVYL EYEL XU UEYUAUTERT xorduoTERT O
npdoPBaone (latency) xou petwpévo evpoc Lodvne (bandwidth).

2TN CUYXEXPWEVY OtmAwuotix] epyaocio Yo TEPLOPIOTOUNE G LTONOYLO TIXE
ouvothuato Tor omofo adtonololy tny Persistent Memory w¢ enéxtaon tng xptag
uvhune. I to oyedlaoud aut®dy Twv Lo TNRATKY elval WLTEPA ONUAVTIXG VoL An-
pOoly unddy To peyaiiTepo latency xou o yewwuévo bandwidth mou mapousiolel
ouTH 1 uviun oc oyéon ue T DRAM. X1n cuyxexpyévn neplntworn autd Tou g
evOlaEpeL elvon 1 amodoTxr) uhomolrion evog Xpovodpouoroynti LeAldwyv Mvhung
(Page Scheduler), ONAadY 1) amodoTIXr) LAOTOINCT) TN LOVADUS IOV aVaAUUBAVEL
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TN OLXYElPLOT TNG UVAUNG TOU AELTOUEYWOU GUGTAUNTOC OAAGL XAl TWV EV E€X-
TeNéon TpoyeouudTwy. O yeovodpouoloynthg oeAldwy Ja elvon utebuvog Yo 11
UETUPOES GEADWY UVHAUNG ATO XAl TEOG Tol OLAPOQA ETEQOYEVT] CUCTATIXG UVANG
mou amnapTtilouy o cloTnua pac. Kopto oxond Yo €yel ol oeAldec puvAung mou Yew-
couvTow hot, dnhadr mpoomeladvovTon oLy Vv, va Beioxovton ota uPNATc anddoong
oTolyela uviune mou dtadétel To cloTnua Yog, onhadn otn DRAM, evey hydtepo
ONUOVTIXEC OEADES uvrung cold va Bploxovtar otny Persistent Memory. Mo ot-
orypooTixy| ENeC€ynoT Tou TEOBANUATOC Tou TEOoTUdOUUE VO AVTWUETOTIGOUNE
o€ QUTY| T OLTAWUATIXY QolveTon 6TO OLdypoupa 1.

Application Hybrid Memory System

Page

Page

DRAM
Page

Page

Page Page Scheduler

Page

NVM
Page

Page

~—

Ewoéva 1: Xpovodpouoroyntrc YeAldwy oe éva Hybrid Memory System

Kivntpo xaw cuvagelc npooceyyioeslg

IToAlof gpeuynTéc Emg Twpa £youv anomelpadel Vo 56)COUY Lol AUGT) 6TO TEOBATUA
NG XUTNYORLOTOINONG TWY GEADWY UV UNG Xl OTNV XUTIAANAT ToTOVETNOT) TOUg
oToL OLdpopa ETEPOYEVY| oTolyela uvhung. Ilpdxeiton olyoupa yiar pla dOoxoAT Oi-
adtxaota xodode TeEmeL vor Angoly uddy xat To potiBo TpooTEAAoC UVAUNS TOU
axohovel pio egappoyy 6o xau oL TopdueTpot extéheonc e epapuoyric (uéyedog
Tou input, strong/weak scaling xAr). Ot teplocdtepol epeuvnTéC €Y0OLY TROTEIVEL
ANOOELS OTO TUEUTEVG TEOBANHUA TOU UTOPOUY VoL EVOWUUTwIolY 0To eninedo Tou
hardware, tTwv Compilers, Tou Aeitovpyxol Xuc thuaToc xou Tou TepBAAhovTog
extéleonc [1, 2, 3,4, 5, 6, 7]. Luyvd ol epeuvntéc oe auTéc TIC TPoaeYYioeLS yenaot-
HoTotoy TAneoopieg Tou oyeTilovTo LOVAYd UE TO LOTOPIXO TEOCTEANOTS TWY
CEMOWY UVAUNG. LUYXEXQLIEV Ol CUYYPOVES TEYVIXEC TIOU YQENOLLOTOOUVTAL O
duvauLx dtaryelplon oeAdwY o€ eNiNEdO UG TAUATOC YENOLOTOLVY TNV TEOCYITT
TOUEATNPOVUEVT) CUUTIEPLPORS TWV CEAIDWY TPOXEWEVOL Vo TopVoUV anoQAoELS TNV
UEAAOVTIXY| TOTOVETNOT TOUC.

Ye auTh TN StmAwuoTixy epyacta Yo axorovindel n cuhhoyloTxr Topelol TwV
dodpwv Learning Memory Access Patterns [8] xou Kleio: A hybrid Memory Page
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Scheduler [9]. Yxondg o etvon 1 uehétn xou xatooxeur evoc Xpovodopoloynth
LeMdwv Mvrung yenotworowwvtoag Mnyavixr) Mdidnon, o omolog Vo emtuyydivel
XANOTERT) amOBO0T Ao TIC CUYYEOVES UeVOB0UC oL onoleg oTnellovTal amoXAELo-
TIXG OTNY IOTOPLXY| TORATARNOT TEOCPRACEWY GTN UVAUN TV EQUEUOY®Y. O
TEOCTIOWCOUUE VoL ATAVTAOOVUE OF EQOTNOELS IOV dpopolY T0 Tw¢ Yo TETUYOLUE
Wat amodoTixy| AOoT, dNAadY TKG Vo XATAUPEPOVUE Vol TOTOVETHOOUUE OGO TLO
Wovind yiveton tor owoté dedopéva o eninedo ceidwy (4 KiB [10]) ota owotd
otouyelo uviunc. Evad toutodypovo avalntolue xou o pixty| AUGT), Y eNoHLOTOLOV-
TOC TEQLOPLOUEVOUS ETECERYAOTIXOUE TOPOUS YLOL TNV XUTUCXELT TV UOVTIEAWY

unyovixnc pdinong mou Yo yeelo TOVUE.

Persistent Memory »ow Alayeioion MvAung

H Persistent memory (NVMM) efvar o oyetixd veo-agpLy 9o oTov YWeo Tomv
UTIOAOYIC TGV CUC TNUATWY U1 TTNTIXY UVART), 1) OTolal TOOGPEREL BLEVYUVGLODOTNOM
oec eninedo byte xau elvan dueco mpoomehdowrn and Tov eNelepyYuo T OTWS M
DRAM. Audgopec teyvoroyiec umopoly va eviaydolv otny xatnyoplo tng Per-
sistent Memory 6nw¢ 1 Phase Change Memory (PCM) [11], n Spin-Transfer
Torque RAM [12], xou 1 3D-XPoint. H Persistent Memory €yet uymin tuxvotnta
xou yonhd x6ctoc avd bit, evéd moapdhhnho n xaduotéenon tpdoBaone (access
latency) etvon otny Ba 16€n yeyédoug pe ™ DRAM, atodita duwe yeyohiteen.
Iowaitepo yapoxtnpiotind tne Persistent Memory etvon 1 acuypetpio otnv xo-
Yuotépnon npdofoone vetald Twv atnudtey Swfdopatoc xou yeadipatog. Ta
outuoTa ypoupluotog etvon oucnTd mo apyd xon TopdAAnha atveton Vo efval TETEPUO-
MEVOL X0l TEPLOPIOTXE Yol TO YeOVO (WhAg TN UVAUNG (finite write endurance).
Axdpo afloonuelwTo Yoo TNELO TIXG TNG EVOL XL 1) UXET] XUTAVAAWOT) EVERYELNC
otav PBeloxeton oe adpdvelor ouyxprtixd pe Ty DRAM, medyuo mou tny xohotd
XA ETLAOYY] Yo TOV OYEDIOUO low-power cus TNUATOLY.

H pviun autr Beloxeton oto dlo eninedo epapyiog ye v DRAM o yenot-
vormoteltan elte we emextaon TNe xVpLag UVAUNG elte we xpugr uvAun tne DRAM
onwe aivetar otny ewova 2. Buelc Yo aoyolniolue pévo pe to mpohto cevdplo.

Single Address Space

DRAM

Ewova 2: NVM ocav enéxtaon xOplag uvAung xou oav xpuer uviun tng DRAM

Hpaxtind oTo TP®TO CEVAELO TOo GUGTNUA PAETEL Evar Breupupévo Address Space
To omoio arnoteheltar, oc hardware xou arté DRAM adhd xou arto NVM. Qotéco
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QUTA T VO €O PVAUNG BV EYouV TaL (Bl TEYVIXG YapaxtnetoTixd. ['a autd t0
AOYO 1) Oloyelplomn UvAUNG o auTd Tor cucTAUAT ebvon LtnTéET), xou Tapoucialel
LOLUTEET, OUOLOTNTL UE TN OLoYElPLOT UVAUNG TIOU AOUTEITOL OTA GUYYEOVAL UT-
ohoytoTixd cuctAuata Tou dtadétouy NUMA nodes. Autd mou emdupolue oe
QUTA TOL CUCTHUNTO €IV AT T1) OLIEXELN TNG EXTEAEOTC TWV TROYPUUUATWY VoL
UTOoPOUV Vo ooy amo@doelg Yo TN UeTapopd Lehidwy Mvrung ano xaw mpog
ToL OLUPOPETING CUCTATIXA UVIUNG, UE OXOTO VoL EXUETUANEUTOOUE TO YEYOVOC OTL
n DRAM etvor apxetd tayOtepn and tny NVM dote va auéniel n cuvohiny| amo-
6001 Tou GUoTHUATOS. AuTo Tou Tpotelveton ot PiSAtoypagpio we Aoon uEyet auTY
™ oTiyur| elvan 1 yeron evoc Xpovodpoporoynty| o omolog Yo otnpileton amox-
Aetotxd oto Iotopikd twv oehidwy [13] (History Page Scheduler). Xougpdva
UE QUTHY TNV TEOCEYYLOT) TOQATNEETOL 1) GUUTEQLPOEE. TG OEALDUC OTO TEOCHPUTO
TopeAOV (T.y. oo teheutaio 5 deutepdienta ) oty teheutaia Ilepiodo Xpovodpo-
pHoAoynong), xat Ye BAom auTthiv TNV CUUTERLPOEE amoPUCIlETOL GE TOLO CUG TATIXO
uviune meenet vo tonovetniel n oeAlda. H vhomoinon authc tne mpooéyylong oe
eninedo cucTALUTOC Elvor oY ETd EUXOAN xou GLVHTKGS YENOWOTOLELTOL TO System
call move pages(), étol ote ot oeAidec mou o History Page Scheduler xpive
oL Va ebval hot oto yéhlov tormodetolvion oty DRAM péypr auty| va yeuloet.
Ipogavag yia va eivan amotereopatindg o History Page Scheduler Vo mpgmet va
eAniCoupe Ot xde oehida mou yapaxtneiotnxe we hot pe Bdomn Ty Teornyoluevn
Enoyr Xpovodpopohdynone Va napayeivel hot xar oto péilov.

Yuyxplvouue tov History Page Scheduler ye évav Xpovodpouoroynth-Mdvn
(Oracle Page Scheduler) o onoiog €yet a priori yvwon yio 1 cuuneptpopd xdde
OEMDBUC YL OLdPopeS EQopuoYeS Yo TohhamAeg avaroyiec DRAM:NVM. Ipox-
Txd 0 Xpovoodpouohoynthic-Mdaving eivar 1 UeYLoTn €B0OT) TOU UTOPE! PEAALT TS
vo eTLTELYVEL, TEOXELTAL YLt TOV a6 Xpovodpouohoyntr LeAldwy. H olyxpion
éywe ue Bdon to DRAM hit-rate, onAoadr| méoo alTAUOTO XoTd TV EXTEAEGT) TOU
Tpoyeduuatog eCutneettnxay aro tnv DRAM. Ilpogavig 660 yeyolitepo eivan
aUTO T0 TOCOCTO 1060 To xoAUTepo. H olyxpion gaivetar otny eixdva 3 dnou
yiveTton Eexdopo To ydoua otny anédoor UeTald Tou TL Yo UTopoUcE LooviXd Vo
emttevydel and drodmn anddoone (xdtw YeopixY| TOEACTION) Xou TL ETLTUYYEVEL O
History Page Scheduler (endvw ypagpixn nopdotaon).

Avutéc oL Buo YPUPIXEC TUPACTACELS LA OONYOUV GTNV ovdyxn vo Bpolue
TPOTOUC VOl YEQUOWOOUNE QUTO TO YAOUA amod00NS UETAUED TNG AmAOiXY|C TPOCEY-
yione tou History Page Scheduler xou tou wovixo) Oracle Page Scheduler.
Koptoc Aéyoc tng avemapxolc amddoone ToU TEMTOU UTOTTEVOUNCTE OTL ELVAL
ot Aavdaouévee mpofrédeic mou xdvel 660V aopd TNy extiuncn Tou hotness xdle
oeMdag. To yeyovog ot otnpiletan AmOXAEIT TN XU UOVO GE TROCYUTES TANRO-
poplec Yo TNV CUUTERLPORE TWV GEAIBWY £lval aUTO TOL OONYEL OTNY AVIXAVOTNTA
Tou va evToTioel To ouvieTa potiBa mpoofdoewy puviunc. Xtnelduevol oe ATV
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Ewova 3: History and Oracle Page Schedulers DRAM hitrate. I'io xdide eqopuoyr| €yet umoh-
oywotel To DRAM hitrate yu didgopec avoroyieg DRAM npoc NVM. Anhadr n cuuneptpdpa
av 1 DRAM unopotoe vo grhoevioel o x% TtV cuvolxmy Lelidov puviune xou n NVM g
UTLONOLTIEC.

TNV oA THENON AN ot oty avtioTtoryn SovAeia twv [8, 9] Yo evowUaTHooUUE
TEYVIXES UMyovixfc udinone otn owdixacia g Xpovodpopohdynone WoTe Vo
UTOPOUV VO EVIOTULOTOUV Ol To CUVUETEC CUUTEQLPOREC OPLOUEVKY GEADWY TOu
aduvartel va evtorioel o History Page Scheduler. H unyavixy| uddnon poc mpoo-
(PEQEL UNYOVIOHOUC YELOIOUOV YEOVIXWY BESOUEVKY, OTou evToTiCovTon eCapTHOELS
T060 UoxpoTpdUecUes 660 xou BpoyunpdUeoued.

Xpeovoodgouohoynor xow Mnyavixry Mddnon

[o to mpoBAnua pog umdpyouv didpopee Teyvixéc Mnyoavixrc Mddnonc mou Ya
UTOPOUCUUE VO EEETACOVUE. 2T CUYXEXQUIEVT DITAWOUOTIXY TEQLOPLOTAXIUE OTNV
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eC€taon 0Lo EVOAOXTIXGDY, oTNY Yeron Evioyutinhc Mdidnone, xaw otn yehon
Bodeidv Teyvntov Nevpwvixov Alxtiov.

Evioyvutixn Mdadnon

e Wal TEOTN YoTid 1 evioyuTter) uddnor, oniadr n yenon evoc agent o omolog
pordolvel UECO OO TIC ATMOQACELS TOU TalPVEL O €Val XUAY OPLOUEVO TEQLBUANOV
(OTE VoL UEYLO TOTIOLOEL Lol CUVAPTNOT XE€EBOUC UOLALEL vor TanptdlelL 6To TEOBANUA
woc. Oo umopoloe we agent va Yewpndel o Xpovodpouohoyntne o onolog Yo
wordabver to potifo mpoofdocwy ot uviun, Yo talpvel amo@doElc Yol TNV TOTO-
VE€TNom TV oeAB®Y UE 006 Vo EAXYLO TOTOLACEL To runtime Yéow tng eniteuéng
udnrod DRAM hit-rate. I'ovjyopa ouwe amopploue authv TV npoceyyion dLoTL
amodetyInxe un epapudon. ‘Eotw 6tu wa egoupuoyr| €yel N oehideg xou 600 cuo-
Totixd pviune, o Agent-Scheduler npénel v dlohéger avdpueoa oe 2V TpbdToUC Vo
TonoVetrioel auTEC TIC oehidec. BAénouye umdpyel exdetinn adinon tou nediov To
TEOBAUOTOC UE TNV alénon TwV GEADOV.

Enavainntixd Nevpwvixd Alxtuo

Metd v eyxatdrewpn e Beag e EvioyvtAc Mddnone mpotod xav eap-
HooTEL TEOXTIXE, TEOYWENOUUE OTNV €LETACT, TOU XUTA TOCO Vol UTOROVCUUE Vol
yenowonotfoouue Enavaintmixd Nevpwvixd Alxtuo yia o npdfinua pog. At
amo twoope e to Eravoinmtind Nevpwvixd Atxtua (Recurrent Neural Net-
works - RNNs) Aoyw tne ixavdtnrog toug va Beioxouv poxpoyedvies xou Boayuyeovies
eCopTNOEIC PETUEY TWV BEBOUEVWY GAAS ot xVplte AOYW TNG Yeouuxic adinong
Tou Tedlouv tou mEoPBAAuatoc (avti yior extetind) pe Ty adinom twv ceABwY
uvAune, etvar xatdhinio yioo Ty eniluon tou mpolAfuatoc poc. O ypeovodpo-
woroyntne Yo umopovice va yenowonotel éva Enavainmtind Nevpwvixd Aixtuo
WOTE VoL TPOPAETEL UEANOVTIXEC TPOOBAOELS oG GEADUC UVAUNG, XPTOLLOTIOLOV-
ToG Yloe TNV exntofdEuon Tou T TeonyoUUeveS TpooPdoelg ot uviun. Me Bdor
TP AUTES TIC TPOPBAEPEIC TOL ool TNV HEAAOVTIXY CUUTERLPOES TwV GEADWY
Yo urmopodoay autéc va dlatay ol xou vo totodetnioly avdroya eite oty DRAM
elte oty NVM.

Eilcodog Nevpwvixol AixTuo

[Iépo amo TNy eTAOYY| TNS TEYVIXAC IOV amoPAC{oaUe Vo axoAoVICOUUE, EVaL amtd
TOL TIO ONUAVTIXG OYEDLao TG Brjuatar elvon 1) ETAOYY| NS El6Od0L Tou Yor dovel
oto Nevpwvixd Aixtvo. Ipogavie we eloodog Yo yenoyonotnoldy dedouévor
TOL APOPOLY TG TPOOBACELS UVAUNG Mg MEADAG, aAAd Tog oxplBng auty| Yo
OLopoppwiel Yo ennpedoel oNUaVTIXd T600 TNV oxplBela Twv TEoBAEdewy 600 o
ToV Ypovo exmaideuone Tou Nevpwvixol Aixtiou. Ye autd to onueio eletdoae
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000 EMAOYEC WC TPEOC TNV TEPOTOTOLAGT) TWV DEBOUEVWY ELGOO0U ToL NevpwmVIXo)
OANG xan TNV Aoy T Yo To ot Yo efvan 1y (Bl ) TeoBAedn mou auTd xokeiTon vor
XAVEL.

ITo6BAedm Deltas

H mpoytn mpoceyyion n omolo efvor xaw 1) Tp@TN TOL YOG TEEVE ATO TO HUAAS EVOL VL
Tpoodotnlel we elcodog To yvoc TpocBdoewy otn uviun (memory access trace)
w¢ éyel 6nwe oto Hashemi et al.[8]. Xe avthv tnv mpocéyyion to Nevpwvixd
mpoomadel va xdvel TpoBAEdelc Yo To ToLEG GEABEC UViAUNG Yo TpooTEAUcTOOY
uerhovtxa. ‘Etol 1o npdinua 1o yeipllduaote ooy TeOBANUL XoThyoplonoinong
Topduota Ue autd otov touéa e Enegepyooioc Puowmhc Mhdooog (m.y. xdve pia
TeOBAedN Yo TNy enduevn AEEN uéoa amd éva Aedixd). Qotéc0o 10 Yeyovog OTL
Eval oYY POVO CUCTIUA EYEL 264 Yéoec UVAUNG %o ETELDY| O oUTE To TEOBAAUTY
To Bidvuopa e€600u etvan cuVHYLC (0o ue To péyedog Tou Aedixol pog odnyel ot
Yeron tov deltas avti yio Tic TporyuoTineg THES TV Véoewy uvhAune. (¢ delta 1
yeovur) otiypun N op{Coupe 1 SLopopd petalh Tng BleLIUVOENS UVAUNG T1 YEOVIXTY)
otiyu) N pe 1 dtedduvon pviune ™ otyuny N — 1.
DeltaN = AddTN — Add?“N_l

‘Ouwe mpoéxudoay apxeTd 0UoIHo T TEOBAAUATH UE QUTHY TNV TEOGEYYLOT Td
ornofa TNV xHoTOLY USAAOY aveQTr. Apyind oxdua xou Ue T ¥enon twv deltas
10 pEyevog Tou (yvoug eloodou e Bdor to onolo Yo exmandeuvtel To Neupwvind
Alxtuo elvon tepdoTio, PTAVEL UEYEL Kot TNV TAEN TWV UEQIXWDY DIOEXATOUHURIWY.
Autd xdver Ty Sodxacta TG exToUdEVOTC ATy OPELTIXG UEYSAN.  Axdua, TO
O ONUAVTIXO TEOPBANUA aUTHS TNE TEOGEYYLoNS UdAlov Va meénel vor Jewpniel 1
younit oxplBela otic mpoPrédec. To 6tL to uéyedog e€odou elvar 1660 peyahd
xorhoTd T LOVTERD avixavo Vo TpayHaToTolRoEL owoteg TeoPBAéde. To diio
Baowxd teyVInd TEOLBANUA auTAC TNg VAoToong elvon N younhy| axpifBeta Tpof-
Aepewy e€artiog TNg xavovixomolong Twv dedouévwy eioédou.  Eivow chvniec
TEOTOU Ta OEBOPEVY BWIOUY OTO LOVTEAD YIal EXTIUUOEVCT| UTA VO XOVOVIXOTIOLOUY-
Tot. 201000 enEldT| WAGUE Yiar BLEVHOVOELS UVAUNS TIOU UTOPOLY Vi TTHEOUV TWIES
arto 0 we 264 o enEdY| cUVAUWC OL EQPUPUOYES BEV amAwrortal Ge OAOXANRO TO
address space, 1 povn axpifela xvnthc utodlacTodng 32-bit 0dnyoly o onuov-
Tixd OedoEVaL Vo Vewpolvton wg Vopufog. Me anotéheoua 10 TEAMXO LOVTEAO TIOU
EYEL EXTULOEVTEL OE QUTA Tl DEDOUEVL VL UMV UTOREL VoL TPy UATOTIOLAOEL OO TEC
meofBiédec. Eved av mpooomadicouue VoL aVTIETOTICOVUE auTd TO TEOBANU HECW
clustering tou address space 6mw¢ mpotelveTow X 6TO [8] TEEMEL VoL AVTIUET-
micoupe To TEOPANUY antd T yerion ASLR (Address Space Layout Randomiza-
tion). ‘Otoav paleovolue yvn mpooBdoewy oTn PvAUn oxoua xot Yo TiC (Bleg
EQUPUOYES aUT EYouv DlaopeTxd layout otny virtual memory ye anotéheoya
TO EXTIUOEUPEVO HOVTENO VoL UNV UTOEEL var xdvel axpiBelc mpofBAddelc.
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ITp6PBAedm avd XeAida

H d\in mpooéyylon mou tedwnd emhéydnxe etvon 1 mporyyotonotion neoBrédewy
avd oeNdo. Atogedyoule To TpOBANUL ToL oAl GeABo Vo tpooTehaoTEL (AGYw
OAWV TV BUOXOALOY ToU avapéednxay). Avtidétne Sloréyouue To Nevpwvixd va
ATAVTAEL OTNY EQWTNOT TOTE Yo TPOooTEAUCTEL 1) oeAdU pvAung. Oo TEofBAénel
Tooec @opec Vo mpoonehaoTtel plor oeAido og piot TERlOBO Y POVOBEOUOAOYNOTC.
[ %xdde oehida mou pag evolupépel Yo exnandebouue €va Nevpwvixd Aixtuo 6To
onofo Yo TpopodoToVUE TNV aAAniovyia TapeAYoVTIX®Y TEOGBAcEWY TOL APOEOUV
auThHY TNV oeAida xar to Nevpwvixo Yo mpofAenel ndoec Qopéc auth 1 oehida
Vo npoonehactel oty endpevn Enoyr/Ieplodo ypovodpopordynone. Biémouue
AOLTOV OTL QUTY| 1) TROGEYYLOT) TUUELACEL UE TNV TEPLYPAUPY| TOU TEOBAAUAUTOS oG XAl
medrypatt Vo pog dwoet Abor oe autd mou (ntdue. Enlong, ye tn ypenorn evog veup-
VX0 ovd oEALDN UELOVETOL oMoV TIXG TO PEYEVOC Tou Tedlou Tou TEOBAAUATOC e
amotéheoya vo odnynlolue oe axpBelc mpofrédeic. Kar téhog, eneldy| unopolue
Vo BLlIAECOUUE Yot Tolec oehidec Y€houpe va exmtandeloouue Nevpwvixd Alxtua,
UTOPOUUE Vo UELoouUe atoUntd to overhead tng draduxaciog tng exmaidevone.

> yeodlaon

O ypovodpopohoynthc cehidwy (oyfue 4) Tou oyeddoaue o xdde Enoyr) Xpov-
oopoporéynons (Scheduling Epoch) o xakelton vo xdvel oplopéveg evépyetec.

o Me 1 yprion tou Emtoyéa LeAidwy (GXY'WO( 5) Yo evrtonilovion ot oehideg
Tou ennEedlouV TEQLOGOTERO TNV ATOO00T).

o 'Emctta amo autrv v emhoyr| ot 2eAldeg Vo €youvv ywelotel oe 0o un-
000VOAX. XTO TEWTO AVAXOLY AUTEC TOU ATOUTOOV L&odtepn/éiurwn OLorylo-
1o™ xou EMNEEGLOUY ONUOVTIXA TN CUVOALXT amOB00T oL GTO BEVTEPO Ol UT-
oroweg. Lo xde oeAldor TOU AViXEL OTO TEMTO UTOCUVOAO Vol EXTUOEVETOL
évar Enovonmtind Nevpwvixd Aixtuo (stacked LSTM) to onolo Yo xdvel
TeofBrédec Yo To méoeg Yopéc Vo mpooneEAaoTEL 1) ExdoTOTE XeAlda 0TV
enouevn Eroyn. T'a i oeAldeg Tou dedtepou unocuvohou Ya yenoilonomndet
o History Page Scheduler.

o Egdcov topa Eyoupe yia xdle oeAlda €Y0UUE TIC EXTWMUEVES PORES TTou Vot
TEOOTEAAOTEL OTNY EMOUEVT TEP{OBO BEOUOAOYNONG UTOPOVUE VoL TIC BLaTdE-
oupe oo gdivouca oelpd xou vo Tic Totovetiocouue oty DRAM ueypl va
yeploer xau Tic utdhotneg oty mo aeyr) NVM.

O ypovodpouohoynTrc Tou oyedLdcouE TEox TS anoTteleitar ano Telo Baotxd
ouotatxd. To mpito eivor o Emthoyéac Xehdwv (emxdva 5), to uéoa tedBredng
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Ewéva 4: Page Scheduler Overview Ewéva 5: Page Selector Overview

TOU ELIUOY TWV HEAROVTIXMY TPOOTEALCEWY Twv LeAdwv (History Page Sched-
uler xar Enavainntixd Nevpwvixd Nevpwvixd Atxtua), xow 1 DRAM eviction
policy dnhady| moleg oehidec mou PBoloxovtar oty DRAM da @iyouy yio v umouv
dAheg oTn Veon Toug.

Emihoyeoac XeAidwy

O Enoyéac Xehidwv (oy. 5) yenotponoteiton yio vo Beedel toleg oehidec anoutoly
xenon Mnyovixric Mdinong xan moteg oy, T v Bpedel autd yia xdie Xehida
AowPdvovton untody ta e€ric 60o. Tlpdhtov ndoec popéc ntpoonedoTnxe ular MeAlda
YTl TEOPOVKS oL MEADEC TOU TEOCTEALG TNV TTOMES popec Vo elvan xon ouTéC
mou Yo EMNEEACOLY TN GUVOAIXY| amodooT. Aegltepov yio xdde oeAlda BAEémouue
TOG0 xohd umopel va tn dayeiptotel o History Page Scheduler. Ilpogavae av pio
oehldo umopet vou T dtayelpto tel cwotd Pploxovtag to potiBo tpocfdoewy tng dev
yeerdleton vo exmondeutel évar Neupwvind Alxtuo yio auth| Tn oehido. Avtideto orv
o History Page Scheduler tonoetel o oehido oty NVM eve autr davixd Yo
empene va Bploxetar ot DRAM Adue 6L autr) 1 Xehlda Eyive misplace xou udh-
hov Yo mpénel vo avokdBet T Braryeioton tne éva RNN. Ta mapandve cuvodilovtan
otic €€nc oyéoelc mou TEocdlopllouy axEBKC To W AaUPBAVEL TIC ATOPAOELC O
Emoyéoc YeAdwy. o xdie XeAldo X unohoyiletar to e€ic o Tic Ieptodoug
0...N

N
Profit(x) = Y Accesses;(x) * Misplacement;(x) (1)

i=0
Misplacement;(x) naipver Ty tiph 1 av Xeaido X tonodethdnxe Adbog ano tov
History Page Scheduler tnv neplodo t, evey av totodetinxe cwotd malpvel tnv

T 0. Ko Accesses;(x) eivon ol @opéc mou mpooneldotnne 1 Lehida X tnv
meplodo L xou umohoylleton we e€nc:

Accessesi(x) = 3 x Writes;(x) + Reads;(x) (2)
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Méoa ITpbBAedne

‘Onwe etmaddnxe o wc yeoa TeoBAedne yio tov apudud mteoonerdocwy o Mehi-
dac 070 dueco pérrov Ya yenoworomdoly yio xdmoleg MeAldec Emavainmtind
Nevpwvixd Alxtua xon yio xdmoteg évag History Page Scheduler. Ty Aeitoupylo
tou History Page Scheduler etvon edxoho va tnv avtihngdel xavelg, xodog €yel
o1 avapepiel. Xe autd To onueio Yo OVUE UL apnENUEVT) ELXOVA YLoL T1) OOUT) TWV
RNNs. Ta xdle oelida mov emhéyel o Enthoyeag YeAldwy Yo exnoudedteton Eva
Enovoinmuxd Nevpwvind Aftxvo mou Ja €yer 2 LSTM layers ta omolo evyvovton
ue éva Dense Layer amo to omolo Yo mpogpyeton xan 1 uio €£odoc-mpoBiedn,.

IToAwtixy) Adeidopatog DRAM

‘Ocov agopd tpa to Eviction Policy emAéydnxe vo unv yenotuomoiniel uio
amAry ovpd LRU. Exyetaiieuduevol tny w0ed yioo Address Space Clustering ané
to Hashemi et al. [8], viomooue wa evioyuuévn LRU mohtix adetdoportog
cDRAM, 6nou Yo Aoufdveton unddey xou to cluster oto omolo avrixer xde
oellda. Omote oe mepiodoug 6ToL Eva cluster ebvan Wwdtepa evepyd, Yo amopedye-
Tou v adetdler n DRAM amo Yehideg mou @épouv To clusterID tou cuyxexpuévou
cluster. Avtideta Yo npotipovvTan vo amopoxpidvovton arno 1 DRAM oeAidec tou
OEV TEOCTEAJOTNXAY TEOGQITA xou avixouv oe dila clusters Tou Address Space.

Y Aoroinon

[l Ty alloAdynon tng vhomoinong Tou XpovodpouohoyNTH TOU OYEOLACUUE YEELIOTNXE
var palédoupe tyvn mpooBdocwy ot uviun ano ddpopes egapuoyéc. Ot egop-
woyéc mou eetdotnxay gafvovton otov mivoxa 1. T vor culeydolv To (yvn
TE0oBACEWY GTNY X0PLUL UVAUT) AUTWY TWV EQPARUOYGY Yenoilorotinxe to binary
instrumentation epyodelo Intel Pin 3.13-98189 [14]. Agdtou xotaoxeudooue

eva pintool o omolo yenowonotel eva Cache Simulator mou mpocououwver Eva
TEUYHATIXO CUOTNHUA UTOPECUUE YLot X&UE EPUOUOYT) VoL TdEOUUE Eva fyvog amo
Last Level Cache Misses to omolo elye tnv e&hc popy.

Thread ID , Timestamp , Operation , Virtual Address

[a xdde Virtual Address mou undpyer oto trace xalde eQupuOYrC TOU GUA-
Ay Onpe unopolue vo Beolue oe motor MeAido Myvrune (4KB) auth avtiotouyel.
Xenotwomowwvtag twpa autd Tor traces YéAovue vo ehEyEoupe e Yo CUUTER-
LpeEdTAY Evay L0OTNHA UE OlapopeTnd eldn Uviung o Wl 0plouevTr avoahoyio
av yenoylonolouoe Tov Xpovodpouoloyntn tou oyeddoope. Ilpoxtind autd mou
Vehoupe va xdvouue elvan profiling tou trace mou cuileydnxe. I'a awtd TO AdYO
xataoxeudotnxe évae Profiler o omolog da nafpvel we elcodo To trace xou didpopeg
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Workload ‘ Benchmark Suite ‘ Domain
streamcluster PARSEC Data Mining

lud Rodinia 3.1 Linear Algebra
backprop Rodinia 3.1 Machine Learning
kmeans Rodinia 3.1 Data Mining
bplutstree Rodinia 3.1 Graph Theory
bodytrack PARSEC Computer Vision
blackscholes PARSEC Finance

hotspot Rodinia 3.1 Physics Simulation

Iivoreac 1: Workloads

dAheg mapapéTooue, omwe T.y. avaroyio DRAM mpoc NVM, xou o uropet vou pog
0WOoEL TANPOYoplec Yo To we Yo avtamoxpvotay to llpocouolwuévo cuoTiua
UE TN CUYXEXQWEVT Elcodo. Ou unopel va Yo oL TAnpogoplec yia T OG0
mohuyenowonotiinxe n DRAM xo néco  NVM. Méca oc autév tov Profiler
XATOUOHEUBOOUE XAl TOV OLXO Yo XPOVOOPOUOAOYNTY| YLl VO TOV AELOAOYTIOOUUE.
O profiler /simulator oautéc goiveton otny emdva 7.

‘Onwe gatvetan xou amd TNV exdVo 0 XpovodpoUohOYNTAS oS EXEL EVOOUXTOUVEL
UECH OTO YEVIXOTEQO xotaoxedaoua Tou Profiler. Baowd yapaxtnoiotind tng
viornotfiong tou Xpovodpouoroynth pag ebtvon to Nevpwvixd Aixtua. ‘Onwe €yel
Ho1 eimwiel oto Xyedaoud xataoxevdoouue Eva Nevpwvixd ava-deiido. H el-
6080¢ aUTOU TOL VEupVIXOU GUVOUELEL oe avtideon pe 1o [9] mhnpogopiec Tou
apopoly OG0 TNV (Bl T Lehido 600 %o xOVTIVEC o€ auTHY oeAde. Autod yive-
Tl ETELDY| UTHPYEL ONUAVTIXT TANEOQOEIN GTNV TOTUXOTNTA TWV OEQOUEVLY TIou Yo
Bondnoer oto va metUyoupe uPnAGTERT axpifBeiar oTol OVTERA.  LUYHEXQIUEVA 1)
eloodog Yo 10 Nevpwvixd Alxtuo uiag Xeildag X mpoxdntel ano tov e€¥ic N0

4 1
Input;(z) = >~

=47+ 1

Anhadh yia Ty elcodo Tou Nevpwvixol alomololue TAnpogopleg yior Toug 8
XOVTIVOTEPOUC YE(TOVEC Ulal OEALDUC, (OOTE Vo EXUETOAAEUTOUNE OTL Yo axplBelc

x Accesses;(x + j) (3)

Ewoéva 6: 2-Layer LSTM Neural Network Overview
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TeofBAédelc xaho elvar Vo yeNOoLOTOCOUUE TANROYOPIEC OYETIXEC Xou Ye To Pro-
gram Counter oAl xat ye to Address Delta 6nwe €deiav xou oto [8]. ‘Ocov
apopd e TNV €£odo tou Neupwvixol, autd Vo mpolAénel néoec Qopec Vo
mpoonehaoTel 1 MeAlda yior TV onola £yl extoudeuTel, 0TNY ENOUEVT TTERIOOO BPO-
MOAGYNONG. 2TO TEY VIO XoUUdTL Tepa To xdde Neupwvind Alxtuo €xel Loppr| ooy
ouTh) TNe exovog 6. Xpnotworojinxay 2 LSTM layers ye 256 vevpoyveg to xde
éva. To history length oplotnxe ota 20, éve ta 3/4 Tou GLVOROL TKV BEBOPEVWLY
Yenowornotinxe yio tnv exmaidevon. Xenowworolnxe o Adam Optimizer
eve To learning rate oplotnxe oto 0.01. H dwdwacio tng exmaidevong otoua-
Tovuoe av To loss ylo ta 0edopéva emahleuonc dev dAhalet yia 30 cuveydueveS
ETOYEC.

HMS-Simulator Input
Config

+« DRAM:NVM

+ DRAM R/W Specifications
« NVM R/W Specifications
« DMA Migration Cost

« DMA Eviction Policy

+ Memory Trace

+ Resources for RNN*

« Scheduling Period*

|

HMS Simulator

(Config:

- DRAM:NVM

- Resources for RNN
. Memory Trace

. Scheduling Period

Page Scheduler

Page Selector

‘ History Page Scheduler ‘ a a a

C pag
3
41{9, St
Ay

DRAM DMA NVM

¢ > Config:
. Migration Cost
- Eviction Policy

onfig:
- R/W Bandwidth

. R/W latency
. DRAM capacity

Config:

* R/W Bandwidth
* R/W latency
* NVM capacity

v

HMS Simulator API
(Performance Estimate)

« DRAM hitrate
« Application Runtime

Ewdva 7: Access Trace Profiler
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A&woAoynon

XpNoWOTOUWMVTAC TMEO 6CU XATUOXEVACOUE TEOYWENCOUE OTNV oELOAOYNOT) TOU
Xpovoopouoroynty|. Autd mou VELouue Vo doUuE efval TG0 xohd xAVEL TNV TOTO-
vetnon v LeAldwv MyvAung o XpovodpopohoyntAc ag Yo Ta v Tou GUARES-
ope. Autd Yo to dolue pe TN yeron tou Profiler tou xataoxevdooue.

Ipdto 6Tddto e adloAdynone etvor va 6o0UE OG0 xohég efvar oL TeoBAEdelc
mou xdvouv o Nevpwvixd Afxtua. Trotetoupe 6Tt 060 xaAUTERES elvon oL TTpoS3-
Aeeic o To00 nahlTEpEC ToToUETHGE MEADwWY Yo 0onyniolue. Topatnemvrac
™V yeupur) TopdoTaon 8 xatohofaivouus 6T 1 LhoTolnon Yog xdveL AydTEQN
A& oTic TeoBAgdelg (anyoOpucrs o€ youniotepo yeoco Root Mean Square Er-
ror) Tnec o€ oUyxplon ue évav History-Predictor aAid xou ye tnv vhomolon mou
npotetveton oto kleio [9].

—— History

60 kleio
—— 9-NRNN

Root Mean Square Error
N w » «
[

O

backprop streamcluster hotspot lud blackscholes bodytrack bplustree kmeans

Ewéva 8: Prediction Accuracy of the number of access counts across the scheduling intervals
for the selected trained pages. History, kleio’s RNNs and our RNNs are used as Access Count
Predictors

Eidope 6710 TpthT0 0Td010 6TL 001 YOUUACTE GE YUUNAOTECO GPAAUA TEOBAEDEWY.
Oélouue TP Vo BOVUE av aUTO UETUPEALETOL XoL OE UEYUAUTERT, AmOB0OGT, TOU
Yvothuatoc. Tt autd oto Beltepo GTABI0 TN AELOAOYNONC TEOY WENOUUE OTN
UEAETN TOU XTd TOCO YEQPUEWVETAL TO Ydoua petald tou History Page Sched-
uler xat tou Oracle Page Scheduler. Méow tou Profiler cuyxptvoue to DRAM
hit-rate tou Xpovodpopohoynt pac pe avtd tou kleio (Ewxdvo 9 o Xpovodpo-
Holoynthc etvar o umhe xou to kleio to mpdovo). Autd nou mopatnpolue elivon 6Tt
1 vAomolor pog gatvetal vo utepTepel Tpoopépovtag ueyahitepo DRAM hit-rate
ONAadY| TeplocdTepa anthuato eCutneethinxay and Ty DRAM oce oyéorn ue to
kleio. Axdua, umopel ue aopdieio va e€aydel wg cuumepeoud OTL T0 Yoo PETAED
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Hitrate Improvement via Machine-Learning DRAM Hit Rate % - Eviction Policy

Kleio ; = RU
9N RNN | m clustered LRU

DRAM Hitrate
DRAM Hit Rate

backprop streamcluster hotspot lud  blackscholes bodytrack bplustree  kmeans blackscholes  kmeans ~ backprop streamcluster ~hotspot lud bodytrack  bplustree

Ewdéva 9: DRAM hit-rate for kleio and our Ewéva 10: DRAM hit-rate for LRU and

Scheduler, normalized between 0% for History enhanced-LRU, normalized between 0% for His-
and 100% for Oracle Page Scheduler, RNNs for tory and 100% for Oracle Page Scheduler, RNNs
100 pages and 1:8 DRAM to NVM ratio for 100 pages and 1:8 DRAM to NVM ratio

Tou History xat Tou Oracle yequpdveton ixavomotnTixd yio i TEPLOCOTERES EQUL-
UoYEC.

To tplto otdol0 TN allohoynong Yo HTav 1 ETLAOYY TNG OLUPORETIXNG TOAL-
e adadouarog (Eviction Policy) tne DRAM. ©€hape va dolue av ue to vo
olvoupe mpotepandTnTa Vo mopopévouy ot DRAM Yehidec mou avAxouv oe ev-
epYd avd TNy mepiodo clusters Yo 0onyndolue o peyahitepo DRAM hitrate xou
xoténExtoon xaAUTepo performance. Ta amoteAéopata Tng allOAOYNONE OO
potvovTal amo TV exova 10 pog delyvouv 6Tl uTdpyet Yo adénom oTtny enldooT)
YL TIC TEPLOCOTEPEC EPUPUOYES, WOTOCO 1) TOANUTAOXOTNTA TNE Otadixaciog Tou
Address Clustering (owe avtiotaduilel 1o 6molo TAcovéxTnua (oe DRAM hit-
rate) UnopoUue Vo TEEOUPE omd aUTAY TNV OYEBLIG TIXY ETLAOYY.

To teheutaio xoyudtt g alloAdYNONC 0PoEd TNV EVERYELNXY AmOdOCT TNG
viomolnone pac. XpnowonowdvTac o HovTéha Tou mpotdinxay ato [15], cuy-
%plVoE UePXd DLOPOPETIXNG LUCTAUNTA. LTO TEMTO OEV yenoonole{ton xopuio
ey VIt Xpovodpopohdynong cehidwy. Ot oeAidec Totodetobvton otny oyt Tne
EXTEAEONC TNG EPUPUOYNC OTAL BLAPOES GUG TUTIXG UVARNG Xat OV olhdlouy Vo
UEYQL TO TEPUC TNG. 2To 0eVTEpo yenotuomoteitan €vag History Page Scheduler,
oto Tpito yenowonoeiton Evag ApodoloyNTHC OTWE AUTOC TOU TEPLYEAPETAL OTO
kleio [9], evé) oto tétapTo Yenowonoteital 0 BEOUOAOYNTAC TOU XUTUCHEVACOUE
epelc. No onuewwdel 6ti oL egapuoyéc dlapépouy N xdieuia we Teog TV avohoyio
Read xow Write. Kdnoteg elvon write-intensive, dileg elvar read-intensive, eve
dAheg ebvan looppomnuéves. Emnlone mpénet va onuelwdel 6TL eneldy| 1 HEAETN HaC
Eyve v byvn pixpol memory footprint n xotovdAwor evépyelag amd T Uviun
Vo ennpeaotel xupine and ta NVM Read/Write operations xou dyt 1600 and
Vv evépyeta adpavelog Tne DRAM. Auté npoxintel enedy| o 6poc Idle Power =
451 * Tg—g * T ya uxpée Tiwée memory footprint etvon cuyxplowoc ¥ uixpdtepocg
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Ewéva 11: Energy Comparison between No-  Ewxéva 12: Energy Consumption details for No-
Manage, History, Kleio and Our Scheduler Manage, History, Kleio and Our Scheduler

ue tov 6po mou agopd too NVM operations (Enyyr = 418.6 « W 4 80.41 x R),
omou W, R o cuvohixde aprdudc twv Writes xou Reads avtiotouya.
Hopatnpovtag Ty ewx. 11 6mou ouyxplvovton autd Tar 4 JUoTAULNTA HOTAUA-
offalvouue OTL 1) UAOTIOLGT) HAC 0ONYEL GYEDOV GE OAEC TIC TEQIMTWOELS OE YON-
NOTEQRT XoTAVAAWOT) evEpYELac. ApxeTd xovtd oTnv LAoTol\on Hag Efvor xaL O
Xpovoodpouoroyntric Tou kleio, evey BAémouue ott o History Page Scheduler otic
TEPLOOOTEQES EPUOUOYES EYEL XATAVIAWOT) EVERYELNSC x0VTd o€ awTr) Tou NoMan-
age, 0NAadY| ToU CUCTAUNTOC TIOL BEV PEREL dpouoroynTy. EEnyhoelc yia 1o mog
ETUTEUYUNXAY OL PELWOELC OTNV EVERYELX UTOPOLY Vo avTAnloly aro tny . 12
onou Omwe mepévoue pe Ty adénon tou DRAM hitrate (%o TNV TOWTOYEOVT
UEWWOT Twv operations mou Siexnepatdvel 1 NVM), odnyndnxaye oe uixpdteen
xatavdhwor evépyetag and ™y NVM, evey onuavtid elvon xar 1o yeyovog ot
T EVEQYELN TOU XUTOUVOAGVETAL Yial Vo UETapEEYoLY ot Xehldec uetad NVM xou
DRAM (Migration Cost) gaiveton va unv extoZebouy Tn GUVORLXT XUTUVONGXO-
uevn evépyelo. Anhadr tor w@éRn Tou anoxouolloupe and T dlodcacia Tou Mi-
gration 6ev avtiotaduilovion ano To EVEPYELIXO XOOTOC TOU UTELGEQYETOL UE AUTO.

> 0Ovotdhn xauw MeAhovtixr, Aovield

To 6edopéva TV EQUEUOYHOY CLVEY®S auidvovTal, eve To UoTifo mpoofdocwy
oTn puvAun yivetow 6Ao xar o cdvieto. Ou mopadoctoxes TeYVOhoYieg UVAuNg
0eV Umopolv vo avtaneléAdouy e auTAY TNV aLinoT yio auTO VEEC TEYVOAOYiEC
EVOOUATOVOVTOL GTO UTOAOYLO TIXE GUC THUUTA YLt VoL ETULTEUY VOOV OL amopolTnTeg
avéroelg oty enidoor. Etol €yel dnuiovpynlel uio eTEpOYEVELL GTOL GUC THUATYL
uviune. Pabveton mog umdpyetl Evar ydoua ueTagd Tou GOYYEOVOU TEOTIOU YELLO-
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LoV TNG OLaYElPLONG TV TOPWY GTA CUCTHUNTO TIOU (PEQOLY ETEQOYEVEIC UVAUECS,
xou Tou Tt Yo pmopovoe vo emtevy Vel wWavixd. Autd To ydoua mpoomodricaue
VO YEQUEMOOUUE OF QUTY| T1) OLTAWUATIXY YENOWOTOLWVTAS TeYVIXeg Mnyavinig
Mérinong.

Hpotelvaue tnv xatacxeur) evog Xpovodpouoroyntr) LeAldwy MvAune o orolog
Yo umopel vo evToTioel eva uxed uToGUVOAO GEAIBWY TO OTolo AV TO OloyELRLo-
TOUUE UE TN YeHom unyovixnic udidnone avtt yia pla ouyfotixy reactive mpocey-
yiom, Yo 0dnynlolue oc auENUEVvES ETBOCELC TwV epapuoy®y. o xdie plor amd
auTeC TIC oehidec Va exmoudeutel évar Nevpwvixo Aixtuo to omolo Yo podalvel
T0 potifo mpoofaong uvAung e oeAldag. I'a Tic oehideg mou BeV avAxoLY OE
auT6 TO UTocLVoAo Va yenowonotelton 1 reactive mpooyylon evoc History Page
Scheduler. "Etot eldaye 6Tt T0 ydopa TOL VEAUUE VO YEPUEOGOUNE TEAYUOTL OE Olp-
XETEC MEQIMTWOELS YEQUEWINXE o€ TocooTd T0% XL OTL 1) XUTUVIAWOY) EVERYELOC
UELOVETOL ONuovTd. Eved axduo mopatner|coe 0Tl 1 TEOTACT] VoL YEY|CLLOTOL-
Vel wa evioyuuévn mohtiny| adetdoyatoc tne DRAM ye ) yerion tne teyvinic
Tou clustering o6vynoe oe 10% xota péoo 6po0 avénon tou DRAM hitrate oe
olyxplon e wa oupPatxy LRU mohitier. Xov yehhovtixr) 60uleld mpoTtelvouye
Vv enéxtaon e ueAétne tou Xpovodpopohoyntn yia Huge Pages (2 MB) avti
Yoo Tig ouvniouEveg oelldeg peyédoug 4 (KB). Axépa Yo unopoloe xaveic vo
TEOCTIOTOEL Vo EMEXTEIVEL AUTY| T1) BoLAELd peAeTwvTag data objects plog eqop-
LOYTHC, Xl XATO TOCO Yot UTOPOVOUUE Vol EXMETUAAEUTOVUE TIC OEADEC TOU oV~
ouv oTo (Blo data object. Axoua éva yovordtt oxédne yio peAhovTixy uehétn Yo
UTOoPoUOoE Vo elvon 1 YENOT TEYVIXOV unyavixic udinong yio dioyeipton povadwy
amoixeuone.

30



Chapter 1

Introduction

There seems to be a constantly increasing trend of introducing machine-learning
based solutions in almost every single domain of human activities. Machine
learning has been a key contributor to achieving innovations in a wide spec-
trum of applications ranging from simple commercial products to more complex
medical applications. This wide spectrum of applications and the incredible
ability of Machine Intelligence to model many traditionally complex problems
seem to be the primary drivers of the growth spurt observed in the Artificial
intelligence field. At the same time, the progress observed in the Computer
Architecture field tends to stop following the exponential growth pattern de-
scribed by Moore’s law, and the performance gap between CPU and Memory
Units does not seem to stop growing any time soon. These two trends, the
Machine Intelligence advancements and these persistent problems in Computer
Architecture, push towards a synergistic utilization of methods and techniques,
in such a manner that Machine Intelligence and Computer Architecture design
will mutually assist each other.

Thesis Topic

This thesis is solely dedicated to the use of Machine Intelligence, specifically
the utilization of Neural Networks, in an attempt to provide improvements
upon Page Scheduling techniques. We will focus primarily on hybrid mem-
ory systems, meaning modern computer systems that are comprised of both
conventional DRAM and Persistent Memory components.

It is well established that modern systems are frequently designed using
heterogeneous memory components. These memories are mainly used for one
of two reasons. They are leveraged for either extending the capacity of main
memory or for caching purposes. A system comprising of heterogeneous memory
components comes with some natural trade-offs. Typically memory components
which are deeper in the memory hierarchy (further from the Computing Unit)
have higher storing capacity albeit at larger latency and reduced bandwidth.
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In this thesis we will restrict ourselves to only working with systems that
leverage the Persistent Memory for extending the main memory capacity. An
important artifact of not only those systems but heterogeneous memory sys-
tems in general is addressing the limitations of increased latency and decreased
bandwidth. In our case, we are mainly interested in designing an efficient page-
scheduler in one HMS scenario. A page scheduler is the memory management
layer of operating and runtime systems. It is responsible for the page migration
across heterogeneous memory components. A well designed page scheduler in-
sures that pages that are frequently accessed (hot pages) are readily available
on the high performing memory modules of our system (DRAM), whereas the
least important pages, those that are rarely accessed (cold pages) remain on the
slower Persistent Memory. The use of the page scheduler module we are trying
to construct is depicted in figure 1.1.

Application Hybrid Memory System

9969

DRAM

Page Scheduler

NVM

99

Figure 1.1: Page Scheduler tiering hot and cold pages to improve performance of and applica-
tion.

Motivation

Many researchers have tried to address the challenge of tiering application pages
and placing them into the memory components of a system accordingly. This
is an undeniably intricate task, since the complex combination of access pat-
tern of application pages and the runtime parameters of the application (input
size, strong/weak scaling etc.) should be taken into consideration. Many re-
searchers have considered solutions whose implementation can be integrated in
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the hardware-,compiler-,Operating system-, and runtime-level [1, 2, 3, 4, 5, 6, 7].
There are a lot of similarities among these approaches. One of them is that
they rely exclusively on historic information about page accesses. Specifically,
the state-of-the-art in system level dynamic page management solution for Het-
erogeneous Memory Systems utilize the immediate observed behavior to make
decisions on the best future page placement. However, as we can imagine and
will prove later on this thesis, this naive policy is far from ideal when it comes
to capturing the complex access pattern of modern applications.

Approach and Contributions

As far as this thesis is concerned, we will follow a similar thought process to the
ones presented in the articles Learning Memory Access Patterns [8] and Kleio:
A Hybrid Memory Page Scheduler [9]

The main goal of thesis is to study and construct a Page Scheduler specifi-
cally designed for a Hybrid Memory System utilizing Machine Intelligence. Our
primary goal is to bridge the performance gap between the current state-of-the-
art History and the ideal but infeasible Oracle Page Scheduler!. Briefly, our
objective is to deliver a near-optimal data placement across the heterogeneous
memory components on a page granularity (4KB in Linux based systems). We
will try to address important questions concerning how to achieve a both prac-
tical and efficient solution. To be specific, we aim to find a solution which
reasonably uses computational resources for the typically compute-intensive
machine intelligence processing tasks without compromising on the efficacy to
properly classify the application pages.

The specific topics we will try to address throughout this thesis are the
following

o Performance gap in current solutions. Due to the recent arrival of the
Persistent Memory technology, there has not been enough time to develop
many algorithms applicable to this specific problem. As a result, the state-
of-the-art history-based approach is relatively naive from an algorithmic
perspective and does not seem capable of capturing complex access pat-
terns.

e Scheduling interval /epoch selection. Using memory trace collection of sev-
eral applications, we will try to find out how different scheduling intervals,
meaning the amount of time between two data migration events, affect
performance. A small scheduling interval means that the page scheduler is
frequently called to make decisions about migrating the application pages.

1Oracle Page Scheduler uses a priori knowledge of the access pattern of the pages,meaning that it can migrate
the indeed hot pages into the DRAM until capacity is full
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o Machine Intelligence based scheduling. We will soon identify Recurrent
Neural Networks as an effective and practical technique for the page schedul-
ing problem, as it is also documented in the articles [8, 9]. We will try to
make necessary adaptations to our problem so that we can achieve high ac-
curacy leveraging RNN models, howbeit without neglecting the spatial and
computational complexity of our approach. We will find out that training
a Recurrent Neural Network on a per-page granularity can lead to high
accuracy and significant performance improvements even when applied to
a relatively small subset of application pages.

o Page Scheduler design. We design a Page scheduler after taking into con-
sideration several performance metrics. The page-scheduler’s approach will
combine both the state-of-the-art history-based policy and Machine Intelli-
gence, implemented using RNNs and more specifically LSTMs. We will try
to quantify the performance improvements achieved, using a range of work-
loads from popular suites such as Rodinia 3.1 [16] and PARSEC [17].
We will evaluate our Page-Scheduler compared to the current state-of-the-
art implementations found in modern Hybrid Memory systems. Evaluation
will revolve around both actual performance and energy consumption.

Thesis Overview

This thesis is organized in 8 chapters. In the second chapter we briefly summa-
rize existing work related to our research. In the third chapter an informational
background concerning Non-volatile Memory and Page Migration in modern
Computer Systems is provided. The fourth chapter is dedicated to explaining
briefly several types, techniques and use cases of Neural Networks and then we
focus mainly on how Recurrent Neural Networks can be leveraged to provide
solutions for our problem. In the fifth chapter, a detailed description of the
implemented Page Scheduler is laid out, after outlining the important perfor-
mance metrics that should be considered. In the sixth chapter there are the
details when it comes to basic ideas, tools and design choices made concern-
ing the actual implementation of the Page Scheduler. The seventh chapter is
solely dedicated to presenting the results of the simulation and its performance
evaluation. Finally, before conclusion is drawn, in the eighth chapter we clearly
portray the contribution of this thesis and propose future research ideas.
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Chapter 2
Related Work

Over the last years, a considerable amount of research has been carried out in
order to address the resource management challenges present in Hybrid Mem-
ory Systems, and an array of interdisciplinary approaches have been employed
for that purpose; many with noteworthy success. In this chapter, we summa-
rize the recent advances in various aspects of hybrid memory management and
we reference systems that use Machine Learning for the purpose of resource
management.

Hardware Solutions

In this section, we reference memory management solutions in hybrid memory
systems that are implemented by custom specialized hardware.

The authors of [18] introduce custom counters to monitor data accesses and
enable threshold based data migration triggers. In addition, custom memory
controller hardware is also proposed to enable support for page migration in
non-volatile memories [19]. In [20], authors design a clustered architecture,
which transparently manages hybrid memories configured in a combination of
cache and flat organization, that outperforms prior work.

Apart from the purely hardware-level solutions a lot of researchers propose
specialized hardware that assist existing software-level solutions by reducing
critical resource overheads. A lot of operating system-level solutions [21, 22, 19|
are suggesting hardware-assisted page hotness tracking.

Software Solutions

In this section, we summarize recent work revolving around the resource man-
agement of hybrid memory systems whose implementation is software based
and spans either on Application Middleware or Operating System -level. Obvi-
ously, the amount of Software oriented work conducted is much more extensive
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due to the fact that actual Hybrid Memory Systems have reached the market
just recently.

Starting on the top of the stack, inside applications themselves, recent work
optimizes the algorithmic design to perform more efficiently over the underly-
ing hardware. The authors of [23] direct data placement for conjugate gradient,
Fast Fourier Transform (FFT) and LU decomposition of a matrix by utilizing
algorithm features and structures and common numerical operations. In ad-
dition, a lot of solutions proposed in recent work [24, 2, 7] highly suggest the
development of custom data allocations APIs, that require application source
code modifications, to improve not only the initial but the dynamic data place-
ment of user-identified critical regions as well.

As far as the recent contributions at the user library-level are concerned,
the most significant is probably Memkind [25]. It is a user extensible heap
manager that can be leveraged by middleware solutions to improve performance
over System with heterogeneous memory components. Various middleware-level
solutions [2, 24] rely on application profiling of data access behaviors. Data
tiering is optimized based on data movement cost models. Finally, Piccoli et.
al [26] propose compiler analyses and code generation methods to migrate pages
and improve data locality.

To conclude, operating system-level solutions rely on page access informa-
tion available on kernel’s page tables. This way, frequently accessed pages are
identified and then are periodically migrated. These solutions create significant
resource overheads, and often seem impractical. However, these overheads could
be potentially reduced through hardware-assisted solutions. Most System-level
solutions leverage existing NUMA-based page migration support or extend the
NUMA-based data balancing policy [21, 19, 9, 27]. Another approach is the
one proposed by the authors of [28], where a user interface, a user space library
and a kernel space service is introduced to accelerate page migrations across
heterogeneous memories.

Machine Learning Solutions

In this section we describe some of the machine intelligence approaches used
in the system’s community, focusing either on other relevant problems or just
other aspects of data management.

There has been a lot of research regarding the usage of RNNs in the system
software stack or in hardware. First, it was popularized by Hashemi et. al
8], which had a huge impact on the introduction of Machine Learning into the
Computer Architecture field. Hashemi et. al [8] proposed leveraging Recurrent
Neural Networks for the purpose of memory prefetching. The authors of [29]
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utilize Recurrent Neural Network to learn 1/O block level access patterns in
order to optimize the performance of flash storage usage. The usage of RNNs
have also been explored in Supercomputing environments. They are deployed in
order to predict node failures and make decisions about timely migrating tasks
on live nodes [30]. Finally, this thesis is heavily influenced by kleio [9] which
pioneered the idea of utilizing Machine Learning to improve resource manage-
ment in Hybrid Memory Systems. Kleio utilized Recurrent Neural Networks
to timely migrate pages in Hybrid Memory Systems. Unlike Kleio, we deploy
and train RNNs differently utilizing information that is essential for achieving
high prediction accuracy and extend some of the Page Scheduling components
to provide performance enhancements.
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Chapter 3

Persistent Memory & Memory
Management

Before engaging on the topic of efficient page migration across heterogeneous
memory components in modern computer systems, there are several essential
terms and concepts that should be carefully defined. This chapter provides an
introductory overview of hardware and software technologies. We start by pre-
senting the characteristics of non-volatile hardware, with primary focus on the
Persistent memory module developed by Intel (Intel Optane Persistent Memory
Module). Then we present a few concepts concerning general memory paging
and page movement across different memory components on system level. This
chapter concludes with the demonstration of several implementation challenges
and difficulties that should be definitely be taken into consideration.

Persistent Memory

Typically, modern computer systems are design for a strict bifurcation of devices
into memory and storage devices

Storage devices offer the highest capacity and lowest cost-per-bit for persis-
tent storage. They are frequently implemented as block devices and thus cannot
be accessed by CPU using Load/Store instructions. As a consequence storage
devices are too slow for direct access and data has to be buffered into the main
memory to accelerate application execution. A common technique in this con-
text is page caching. The goal of page caching is to minimize data access to
slower secondary storage devices by storing recently used pages in unused main
memory. Whenever data from secondary storage is requested, the operating
system first checks whether the requisite data is in the page cache. If that is
not the case, the page containing the requested data has to be read from the
slower storage device and is added to the page cache afterwards. When modify-
ing data residing in the page cache, the whole memory page is marked as dirty.
Periodically, all dirty marked pages are written back to the disk. Therefore,
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small changes create a large /O overhead as the whole page has to be written
back to the secondary storage. For reference, the typical linux page is 4 KiB
[10].

Memory on the other hand, is directly accessible by the CPU, but has smaller
capacity and is more expensive that storage. Moreover, it only provides volatile
storage, which means that data stored in memory is lost in the event of a power
outage or a system crash.

Non-volatile main memory (NVMM) aims to bridge the gap between mem-
ory and storage by offering fast, persistent, byte-addressable memory. Various
technologies can be considered as persistent memory hardware, such as Phase
Change Memory (PCM) [11], Spin-Transfer Torque RAM (STT-RAM) [12],
and 3D XPoint. All of them have in common that they offer a high density
and low cost-per-bit while also being byte-addressable and achieving latency
close to DRAM. The updated storage hierarchy, which now includes persistent
memory is depicted in the following figure

- Volatile Memory
- Load/Store Instructions
- Cache Line Granularity

CPU Caches
(L1,L2,L3, L4

- Non-Volatile Storage

- Load/Store Instructions
- Cache Line Granularity -
-------------- NAND SSD

- Non-Volatile Storage
- 1/0 Commands
- Block Granularity

Hard Disk Drives (HDD)

Tape

Capacity

Figure 3.1: Pyramid of storage hierarchy with focus on latency capacity and cost. Persistent
Memory closes the gap between Non-Volatile Memory and Volatile Memory.

The first scalable commercially available non-volatile memory hardware is
Intel Optane DC Persistent Memory Module, which is based on the aforemen-
tioned 3D XPoint technology. We refer to it as DCPMM on the throughout
the remainder of this chapter. The modules are available in three different
capacities : 128GB, 256GB and 512GB per module.

Like conventional memory, DCPMMs are directly connected to the CPU’s
integrated Memory Controller (iMC) via the memory bus. A single iMC can
support up to three DCPMMs. Hence, one processor can employ up to six
DCPMMs across its two iMCs. The iMC is located inside the asynchronous
DRAM Refresh Domain (ADR), which guarantees that data reaching this do-
main will survive a power failure. Internally, the iMC maintains read and write

40



pending queues for each DCPMM, ensuring that data is flushed to media on
power failure. It should be emphasized that the ADR does not include the
processor’s caches. Sotres are consequently only persistent once they reach the
iMC [31]. However, there is ongoing research in the area of enhanced ADR
(eADR), which also includes the CPU caches [32].

To communicate with the DCPMM, the iMC uses a proprietary DDR-T
protocol [33], which has a lot in common with the DDR4 standard but has
been adapted to the peculiarities of non-volatile applications. Just like DDR4
(with ECC), the interface for DDR-T uses a 72-bit data bus and transfers
data in cache line (64B) granularity between iMC and DCPMM ([34]. Starting
with Cascade Lake processor family, Intel added CPU support for the DDR-T
protocol and consequently for DCPMM. Therefore, DCPMM support is not
available on prior Intel CPU generations.

The DCPMM itself contains an onboard controller that coordinates the
accesses to the 3D Xpoint media by performing wear-leveling and bad-block
management. As the physical media access granularity of 3D Xpoint is 256B
(XPLine) [31], the controller includes a small write-combining buffer in the size
of 256B, coalescing adjacent 64B DDR-T writes into larger 256B media writes.
As a result, the optimal access size for DCPMM is 256B [?, 34]. The com-
munication between the iMC and DCPMM is depicted in the following figure.

............................................................................................

ADR Domain

CPU Intel Optane DCPMM

. DDR-T
Core iMC Cache Controller XPLine:

Line: 64 Bk 256 B

L3 Cache d 3D-XPoint Media
WPQ 648

Core D:I:I:I 64 B

Figure 3.2: Communication Structure between CPU and DCPMM.

Latency and bandwidth are key memory technology parameters. Yang et. al
[31] demonstrate in their evaluation of the DCPMM that the average read la-
tency is two to three times higher than DRAM. Since both DRAM and DCPMM
use the iMC to commit data to media, they perform similarly in terms of
write latency [31]. Regarding the performance characteristics of a single Intel
DCPMM DIMM, Intel specifies the sequential bandwidth for reads with 7.6
GB/s and for writes with 2.3 GB/s. As for the random bandwidth, Intel quan-
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tifies the bandwidth with 2.4 GB/s for reads and 0.5 GB/s for writes. Several
publications verify these numbers as well [31, 34].

When looking at the performance numbers, two things stand out: First the
random bandwidth which is significantly lower compared to sequential band-
width. Second, the performance of read and write operations is asymmetrical,
with writes being the slower of the two. From this, it can be deduced that data
structures with primarily random writes and a high write amplification should
be avoided when working with DCPMMs. Before DCPMM became available
commercially researchers used emulation to validate and test their non-volatile
memory applications. These emulations often inject latency to data accesses
and limit the overall bandwidth. However, the previously mentioned empiri-
cal analysis by Yang et al [31] indicates that these emulations have failed to
reflect the distinctive properties of DCPMM. Characteristics like the internal
256B granularity and the asymmetrical performance of read/write operations
were not incorparated into the prior emulations, resulting in less meaningful
insights.

The DCPMM has two memory modes: Memory Mode and App Direct Mode
[35]. In Memory Mode, the hardware acts as a larger volatile main memory. In
this mode, DCPMM is transparent to the operating system and applications.
To hide the longer latency and lower bandwidth, DRAM is frequently used as
L4 Cache.

In App direct mode the DCPMM is directly exposed as non-volatile memory
device separated from DRAM. For the operating system, the DCPMM and
the DRAM appear as individual entities. Applications can now use the non-
volatile memory either as an accelerated block device (Storage over App Direct
Mode) or access it directly using CPU instructions on memory-mapped files
(App Direct Mode).

In this thesis, we will solely use DCPMM in the first mode,the memory mode
without focusing on its persistent capabilities.

Page Migration

Before diving into our scenario of interest, it would be really beneficial to obtain
information about the techniques used in problems similar to ours. Therefore,
we will first describe the Page Migration process in general Non-Uniform Mem-
ory Access (NUMA) systems and then move on to the more specific Heteroge-
neous Memory Systems comprised of both DRAM and NVM modules. When
we refer to Page Migration, we mean the movement of the physical location
of pages between nodes in a system while the process is running. This means
that the virtual addresses of the executing process do not change. However, the
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system rearranges the physical location of those pages.

Page Migration across NUMA-nodes

Non-uniform memory access (NUMA) is a computer memory design used in
multiprocessing, where the memory access time depends on the memory loca-
tion relative to the processor. Under NUMA, a processor can access its own
local memory faster than non-local memory (memory local to another proces-
sor or memory shared between processors). The benefits of NUMA are limited
to particular workloads, notably on servers where the data is often associated
strongly with certain tasks or users. An example of NUMA-System is depicted
in the following figure.

Figure 3.3: Architecture of NUMA system with 4 CPU nodes

NUMA Systems have been prevalent in the High Performance Computing
field for many years. Most servers’ architecture is NUMA based due to the
overall speed increase and general performance improvements NUMA provides.
However, the fact that every CPU node has different memory access latency
depending on if the requisite data resides in local or remote memory module,
entails several design challenges. As it is fairly obvious, an application will
generally perform best when the threads of its processes are accessing memory
on the same NUMA node as the threads are scheduled. Therefore, there is
a need for load balancing across NUMA nodes. There are two ways that we
can achieve the desired load balancing. We can either move tasks (which can
be threads or processes) closer to the memory they are accessing, or we can
move application data to memory closer to the tasks that reference it. Hence,
we understand that in modern NUMA systems page migration across NUMA
nodes is a fundamental aspect of achieving high performance.

Load balancing in NUMA systems occurs on the system level and is handled
by the kernel. The most common implementation of load balancing consists of
the following three steps :
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o A task scanner periodically scans a portion of a task’s address space and
marks the memory to force a page fault ! when the data is next accessed.

o The next access to the data will result in a NUMA Hinting Fault. Based
on this fault, the data can be migrated to a memory node associated with
the task accessing the memory.

e To keep a task, the CPU it is using and the memory it is accessing together,
the scheduler groups tasks that share data.

The unmapping of data and page fault handling incurs overhead. However,
commonly the overhead will be offset by threads accessing data associated with

the CPU.

Page Migration in Hybrid Memory Systems

There is a clear similarity between NUMA systems and our field of interest,
the Hybrid Memory Systems. Page migration in NUMA systems takes place
in order to minimize the amount of Page Accesses of CPU-node to remote
higher latency Memory modules. On the same note, in hybrid memory systems
pages are migrated from the slower NVM to DRAM and vice versa in order
to achieve a reduced average runtime latency. However there is a distinctive
difference between the two, that forces us to think of different more intelligent
solutions when it comes to the Hybrid Memory System (HMS) scenario.

A considerable amount of research concerning load balancing in NUMA sys-
tems revolves around moving threads or processes closer to the memory they
are trying to access [36, 37]. However, in the HMS scenario, this approach
is fundamentally inapplicable. Both Persistent Memory and DRAM have the
same relative location to the CPU. The only load balancing technique left to
exploit is the migration of pages across NVM and DRAM.

Following what is currently predominantly used in NUMA systems, most
state-of-the-art Page Migration policies proposed by researchers rely on the
use of historic information alone [13]. The page behavior is observed, and
according to this immediate behavior a decision is being made on the best
future page placement. The implementation of this policy on System-level is
pretty straightforward, and this is probably the key reason that contributed
to its popularity. A History-Page scheduler would periodically migrate pages,
probably using the move_ pages()? system call, such that those that are hot in
the current scheduling epoch/interval, are allocated to DRAM until capacity is

LA page fault occurs when a program attempts to access a block of memory that is not stored in the physical
memory, or RAM.
2move_ pages - move individual pages of a process to another node
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full. Of course, for this solution to be considered efficient we hope that these
hot pages will remain hot in the next scheduling interval as well.

We compare the History Page scheduler implementation with an Oracle page
scheduler, which uses a priori knowledge to periodically migrate application
pages such that those that are indeed highly accessed, in the next scheduling
epoch are placed in DRAM until capacity is full (Fig. 3.4). We observe that
the there is a significant gap in the obtained versus the attainable application
performance.

The main metric used to assess the performance of those two is the DRAM
hitrate percentage. In other words, using several workloads (that will be thor-
oughly described later on) we measured how many main memory requests are
going to be served by DRAM if a System utilizes a History Page Scheduler or
an Oracle Page Scheduler. We used several DRAM to NVM ratios to assess the
performance each time. We tested each workload in 8 different HMS scenarios
(Table 3.1) in order to gain insight about how close or far is the performance
(DRAM hit-rate) obtained by a History Page Scheduler and an Oracle Page
scheduler. This examination was necessary. If we found out that the perfor-
mance gap between the History Scheduler and the Oracular was insignificant,
there would not be a need to come up with new Page Scheduling proposals.

For instance, we used the backprop workload and examined this applica-
tion’s behavior in case it is executed in the following simulated Hybrid Memory

Systems:
Page Scheduler DRAM:NVM
History 1:4 i.e. only 1/4 of memory footprint fits in DRAM
Oracle 1:4 i.e. only 1/4 of memory footprint fits in DRAM
History 1:8 i.e. only 1/8 of memory footprint fits in DRAM
Oracle 1:8 i.e. only 1/8 of memory footprint fits in DRAM
History 1:16 i.e. only 1/16 of memory footprint fits in DRAM
Oracle 1:16 i.e. only 1/16 of memory footprint fits in DRAM
History 1:32 i.e. only 1/32 of memory footprint fits in DRAM
Oracle 1:32 i.e. only 1/32 of memory footprint fits in DRAM
History 1:64 i.e. only 1/64 of memory footprint fits in DRAM
Oracle 1:64 i.e. only 1/64 of memory footprint fits in DRAM
Table 3.1

Obviously we expected performance drops (lower DRAM hitrate) as DRAM
to NVM ratio decreases even for an Oracle Page Scheduler, due to the fact
that not many applications pages fit in DRAM at a given time. An important
point is also clearly illustrated. There are workloads that historic information
is enough to achieve an acceptable data placement across the different memory
modules. However, in most cases a Page scheduler based solely on historic in-
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Figure 3.4: History and Oracle Page Schedulers DRAM hitrate for different workloads across
variable DRAM to NVM ratios

formation is limited in the performance opportunities they can provide running
on Hybrid Memory Systems. It is obvious that the gap between what a historic
page scheduler achieves versus what is actually attainable is quite significant
(Even 80-90% in some workloads). Constructing a scheduler that performs
exactly as the oracle is of course unrealistic. A more realistic solution would
likely require augmenting the state-of-the-art scheduler with more intelligent,
predictive mechanisms.

Machine Intelligence based solution

As we mentioned above, it is clear that the immediately observed memory
access behavior is not sufficient to capture the necessary information that allows
correct future behavior predictions for making clever placement decisions. Yet,
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we suspect that a larger window of accesses would probably allow the ability
to capture historic information (long term access) while also leveraging recent
accesses (short term access) for effective data placement.

There are a few design possibilities when it comes to augmenting the current
state-of-the-art history page scheduler. For instance, we can use simple meth-
ods as Markov chains for handling the temporal aspect. Markov chains are
among the most important stochastic processes. They are stochastic processes
for which the description of the present state fully captures all the informa-
tion that could influence the future evolution of the process. This approach
is followed in this paper [38]. Another approach would be to utilize advanced
techniques of machine intelligence. Machine intelligence provides mechanisms
to handle temporal data, capturing both short and long term data dependencies.
It seems to be a good fit to our problem, since there is a lot of ongoing research
around techniques in Reinforcement Learning and Deep Neural network field,
that would allows us to capture page access patterns.

Page Migration Challenges

Before designing and implementing a Page Scheduler, it is of utmost importance
to highlight briefly the challenges that make the construction of an oracular one
intricate. After taking into consideration the challenges and the difficulties, it
would be much easier to conceive and evaluate a realistic technique of migrating

pages.

Implementation Overhead

The most common techniques that are currently used in the context of migrat-
ing pages across memory components, are relatively easy to implement but are
somewhat restricted when it comes to making accurate predictions. On the
other hand, more enhanced techniques would require a considerable amount
of metadata. These enhanced techniques are often based on Machine Learning
models which can either reside in memory, or they can be implemented on-chip.
Either way, using machine intelligence for achieving higher prediction accuracy
comes with the cost of occupying a substantial chunk of our system’s resources.
Apart from that, a machine intelligence and generally a more complex schedul-
ing approach would require some extra processing cycles, since inferring pre-
diction models, in most cases, require some data processing, and thus the time
and processing resources needed are probably non trivial.
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Data Retrieval

An efficient and fully functioning Page Scheduler in Hybrid Memory Systems
requires the acquisition and storage of essential data. In most cases, the Last
Level Cache (LLC) Misses are processed and utilized to make design decisions.
However, collecting data concerning LLC Misses is not trivial. Heretofore there
is not hardware support to retrieve that data. There are a few approaches that
researchers seem to take when the acquisition of such data is needed.

A relatively simple approach is to utilize the Page Table Entry Protection
and Status bits.

H Bit ‘ Function H
_ PAGE_PRESENT | Page is resident in memory and not swapped out
- PAGE PROTNONE Page is resident but not accessible
~ PAGE RW Set if the page may be written to
~ PAGE_USER Set if the page is accessible from user space
_ PAGE_ DIRTY Set if the page is written to
~ PAGE__ACCESSED Set if the page is accessed

Table 3.2: Page Table Entry Protection and Status Bits.

Using a polling technique on the _PAGE_ACCESSED bit allows us to re-
trieve information about pages that are accessed by an application. Acquiring
the data needed using this technique would require to periodically check the
PTE status bit for the whole address space of a process, which is obviously
unrealistic and incurs substantial overhead. This technique could be more
lightweight, if used only for just a fraction of the address space, with the obvi-
ous consistency compromises that this entails. Apart from that, the other key
problem with this technique is that the system’s cache structure is not taken
into consideration. Data collected this way might prove to be unreliable and
unsafe to base our whole design analysis on.

Another approach is to use binary instrumentation. Binary instrumenta-
tion is the technique of modifying a binary program. Instructions are added,
modified or deleted. By using dynamic code injection techniques, no special
preparation or recompilation of the executable is necessary, since the instru-
mentation code is generated during the execution of the application. Many
researchers prefer this approach due to the support of the development commu-
nity and the high versatility that instrumentation offers. The resource overhead
of binary instrumentation is certainly non negligible. However, the consistency
of the results that this technique provides and the absence of actual hardware
support are certainly the main contributors to binary instrumentation’s popu-
larity. The main instrumentation tool used to obtain memory accesses is Intel
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Pin [39]. We will elaborate on Intel Pin and its use later on this Thesis.

Page Movement

Core functionality of the Page Scheduler we aim to construct is the Page Move-
ment /Migration across different memory components. In other words, our Page
Scheduler would have to periodically move pages from DRAM to Persistent
Memory and vice versa. This is a complicated task due to the fact that Per-
sistent Memory is relatively new and there is no special hardware support that
allows seamless page migration from and to DRAM. Most research in this field
has been conducted on emulators thus far. Therefore, there was no urge to take
into consideration the difficulties that come with migrating pages in actual hy-
brid memory systems. In many cases, researchers either avoid mentioning the
actual way of Migrating Pages considering it is a trivial task, or most commonly
they use a system call supported by modern NUMA systems. Move pages()
is widely used, which is a system call that moves the specified pages of the
process pid to the memory nodes specified by the nodes argument. However,
move__pages() is designed to operate for basic NUMA nodes without taking into
account the peculiarities of Persistent Memory.
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Chapter 4

Machine Learning & Deep Neural
Networks

Machine Learning is a subfield of artificial intelligence. It is predominantly
defined as the capability of a machine to imitate intelligent human behavior.
Artificial intelligence systems are used to perform complex tasks in a way that
is similar to how humans solve problems. Sample data, known as training data,
are used to build Machine Learning models, in order to make decisions without
being deterministically programmed to do so. A subset of machine learning is
closely related to computational statistics, which focuses on making predictions
using computers; but not all machine learning is statistical learning. The study
of mathematical optimization delivers methods, theory and application domains
to the field of machine learning.

Machine Learning Background

Before trying to apply Machine Learning algorithms and techniques, it is crucial
to define and elaborate on some key Machine Intelligence concepts.

Types of Machine Learning

As with any method, there are different ways to train machine learning algo-
rithms, each with their own advantages and disadvantages. It is necessary to
look at what kind of data each type of machine learning ingests, if we want
to understand the pros and cons of each one. In ML, there are two kinds of
data. On the one hand we have labeled data that has both machine-readable
input and output parameters and require a lot of human labor for data labeling.
On the other hand, we have unlabeled data that has only one or none of the
parameters in a machine readable form. Therefore there is no need for human
labor, but requires more complex solutions.

Three main machine learning methods are used today, even though there are
also some types of machine learning algorithms that are used in very specific
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use-cases.

Supervised Learning

Supervised learning is one of the most basic types of machine learning. Labeled
data is used for the machine learning model training process. Accurate data
labeling is required for this method to work properly and this is certainly not
easy accomplish. However, Supervised Learning is extremely powerful in the
right circumstances

In supervised learning, a small training dataset is given to the Machine
Learning algorithm. This relatively small dataset serves to give an elementary
idea of the problem, and data points to be dealt with and it is in most cases a
part of a more extensive dataset. The training dataset shares similar charac-
teristics with the final dataset. It also provides the algorithm with necessary
parameters, which are accurately labeled and are required for the problem.
Then, the algorithm tries to establish a cause and effect relationship between
the dataset variables by fiding relationships between the parameters given. At
the end of training, the model has an idea about the relationship between input
and output and of how the data actually works. Supervised learning is mainly
utilized in the following problems:

e Regression Problems : Input data are accompanied with the expected
output variable which is often continuous. The trained model is used to
predict this expected variable. A typical problem which falls into the
category of regression is stock price prediction.

o Classification Problems : In this scenario the desired output variables are
discrete. Classification refers to a predictive modeling problem where a
class label is predicted for a given example of input data. Some examples of
classification include spam detection, churn prediction, sentiment analysis,
dog breed detection etc.

Unsupervised Learning

Unsupervised machine learning main advantage is the ability to work with un-
labeled data. What that essentially means is that no human labor is required
to make the data machine-readable. That allows much larger dataset to be
worked on by the program. In supervised learning, the algorithm is able to
find the exact nature of the relationship between two given data points. How-
ever, the absence of labels to work off of in unsupervised learning results in
the creation of hidden structures. The algorithm perceives the relationship
between data points in an abstract manner, without any human-given input
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requirement. This hidden structure creation is exactly why unsupervised learn-
ing algorithms is so versatile. Unsupervised learning algorithms can adapt to
the data by altering hidden structures instead of requiring a defined set and
problem statement

Reinforcement Learning

Reinforcement learning draws inspiration from how human beings use the data
they are exposed to to learn in their lives. Reinforcement learning features an
algorithm which uses a trial-and-error method, in order to improve upon itself
and learn from new data-situations. Outputs that are considered favorable are
encouraged or reinforced, while non-favorable outputs are punished.

Based on the psychological concept of conditioning, the reinforcement learn-
ing algorithm is put in a work environment with an interpreter and a reward
system. In every iteration of the algorithm, the interpreter is given the output
result and then determines whether the outcome is favorable or not. If the
programs finds the correct solution, the solution is reinforced by the interpreter
by providing a reward to the algorithm. In case of not favorable outcome, the
algorithms is forced to reiterate until a better result is found. In most cases,
the effectiveness of the result is directly tied to the reward system.

Artificial Neural Networks

Artificial Neural Networks (ANNs), or as they are usually called (NNs), are
computing systems. These systems are heavily inspired by the biological neural
networks that constitute animal brains

What constitutes an Artificial Neural Network is a collection of connected
units called artificial neurons, which broadly model the neurons in an actual
biological brain. Each connection is similar to a synapse in a biological brain.
A signal can be transmitted to other neurons. An artificial neuron receives a
signal then processes it and can signal other neurons that are connected to it.
What we refer as signal at a connection is a real number, and the output of each
neuron is the result of applying some non-linear to the sum of its inputs. The
connections are called edges. Neurons and edges are typically accompanied with
a weight value that adjusts as learning proceeds. The weight either increases or
reduces the potency of the signal at a connection. Neurons can have a threshold
such that a signal is sent if and only if the aggregate signal is bigger than that
threshold. Most commonly, neurons are aggregated into layers and each layer
performs different transformations on its input. Signals travel from the input
layer (first layer) to the output layer (last layer), after traversing the layers
several times.
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Artificial Neural Network Training

The training process of a Neural Network should be completed in a finite amount
of time, while trying to minimize optimally the required computational re-
sources. To achieve this, it is crucial to carefully tune a few training parameters
such as several methods, tools and the training data. A critical attribute that
the trained Neural Network should have, is the ability to generalize. The abil-
ity of the trained network to make accurate predictions shouldn’t be confined
exclusively to the train and control (test) data. The trained Network should be
accurate and efficient for new data as well.

On a more practical level, training a neural network is nothing more than
a repetitive series of fine-tuning network’s parameters in order to achieve the
desired output (prediction). The amount of repetitions which are often referred
to as epochs influence the model’s ability to accurately classify input data and
generalize. Depending on the refresh of the parameters, training can be sepa-
rated into two categories Batch and On-line learning. During batch learning,
input data are divided in packets (batches) which are jointly used to compute
the new updated weights of the Network. Omn the contrary, during On-line
learning, every single snapshot of training data is used to refresh the network’s
weights. Training process mainly involves multiple computations of differences
and derivatives, and it is heavily dependent on several parameters such as the
number of training epochs, and activation, cost and optimization functions.

Activation Function

Activation Function is one of the most crucial elements of Deep Learning, due
to the fact that it determines the output of every node and, by extension, the
output of the whole network given a single input or a series of input data.
Therefore, it affects every aspect of the model ranging from the computational
efficiency of training to the network’s ability to converge and accurately make
predictions. For the purposes of completeness several activation functions are
described below.

o Sigmoid Function: It is one the first activation functions that were used in
Neural Network training. The sigmoid function is also known as a squash-
ing function. Its domain is the set of all real numbers, while its range is (0,
1). If the input to the function is either a very large positive or a very large
negative number, the output always remains between 0 and 1. The fact
that, the sigmoid function’s output scales in such a manner leads to small
derivatives, which entails a significantly slower learning process. This is
often referred to as Vanishing Gradient and is the root of many problems
in the learning process
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Figure 4.1: Sigmoid Function

Mathematically the output of the sigmoid function is computed as follows:

f@)=0(r) = =

Hyperbolic tangent: It is a continuous function which produces outputs in
a scale of [-1,41]. In other words, the hyperbolic tangent function produces
output for every x value. Compared to the sigmoid function, values close to
0 are not changed. Hence, those values also contribute to the propagation
process.This is advantage is the primary reason why this function is widely
used in Recurrent Neural Networks. The Vanishing Gradient effect can be
observed when using this function but to a smaller extent compared to the
sigmoid function.

Mathematically the output of the hyperbolic tangent function is computed
as follows:

f(z) = tanh(z) = -,

et4e T

Rectified Linear Unit - ReLLU : It’s the most popular and widely used
activation function. Using ReLLU, input data that are less than 0 are not
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Figure 4.2: Hyperbolic Tangent Function

considered during the training process. This is clearly visible both from
the math formula of ReLU, and the following figure.

Mathematically the output of ReLLU function is computed as follows:
f(z) = max(0,z)
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Figure 4.3: ReLU and Leaky ReLU

This particular behavior of ReLU, practically deactivates the neurons whose
output value is less than zero. This way, the learning time is decreased,
thus the efficiency of the network is significantly improved. That same
property of ReLLU also comes with a cost. For the negative values we have
a horizontal segment which entails a derivative that is constant and zero.
That means that there are no changes during the learning process. This
restriction is well known as dying ReL U, which indicates the inability of
using a neuron that has a negative value. To combat this problem, what
is often used is a slightly modified version of ReLLU, called Leaky ReL.U.
Leaky ReLLU does not produce zero as output for the negative values. In-
stead, a linear function with a slight slope is used in order to enable neurons
that have received a negative value to recover.

56



o Softmax: Softmax is a generalization of the sigmoid function. It is mainly
used for classification problems which involve more than two classes. Es-
sentially, it normalizes the output values. After applying softmax each
component will be in the interval of [0,1] and the components will add up
to 1, so that they can be interpreted as probabilities.

Mathematically the output of softmax function is computed as follows:

Softmax(z;) = %

Cost Function

A cost function is utilized as a control metric for the repetitive process of
training. It essentially helps to evaluate how badly the prediction models are
performing. In simple terms, a cost (or loss function) is a measure of how wrong
the model is in terms of its ability to estimate the relationship between y and X.
Typically, this is expressed as a distance between the actual and predicted value.
The cost function is estimated by iteratively running the model to compare
estimated predictions against the known values of y.

The most well-known cost function is Cross-Entropy Loss which mathemat-
ically is formulated as follows:

J(0) = —H(y,p) = —

2

N

N is the number of the different classes, y; is the estimated value for the
observation i and p;, 7 = p(§; = j|x) is the posterior probability of i to belong
to class j. The equation provided above computes the cost of every input
sample. For the total cost we simply need to compute the arithmetic mean of
all the individual cost.

Another popular and widely used cost function is the Mean Squared Error
(MSE) function. The mean squared error (MSE) tells you how close a regres-
sion line is to a set of points. It does this by taking the distances from the
points to the regression line (these distances are the “errors”) and squaring
them. The squaring is necessary to remove any negative signs. It also gives
more weight to larger differences. It’s called the mean squared error as you're
finding the average of a set of errors. The lower the MSE, the better the forecast.

J0) = 53— ) (42)

This function takes into account purely arithmetic differences. This may
cause a lot of problems when used for classification purposes, since classes most
often than not are not ordered numbers.
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Optimization Techniques and Algorithms

The process of minimizing (or maximizing) any mathematical expression is
called optimization. The algorithms and methods used to change the attributes
of a neural network (i.e. weights and learning rate) with the aim of reducing
the losses are called Optimizers. They are used to solve optimization problems
by minimizing the function. Various optimizers are researched within the last
few couples of years each having its advantages and disadvantages.

The most common technique used for Artificial Neural Network training is
Back Propagation. In fact, it is not a single technique but a group of methods
that are used for optimization based on gradient. A common characteristic that
these methods share, is the repetitive and recursive approach for computing the
updated weights of the network. More specifically, back-propagation is used
when training neural network models to calculate the gradient for each weight
in the network model. The gradient is then used by an optimization algorithm to
update the model weights. The whole process of back-propagation is subsequent
to Feed-Forward, during which the network is given an input x and it produces
an output y. The adjustment of every weight requires the computation of the
gradient of the loss function with respect to the weight of every neuron k of the
network %J—ﬁ . For this particular computation the chain rule (from calculus)
is leveraged, computing the gradient one layer at a time, iterating backward
from the last layer to avoid redundant calculations of intermediate terms in the
chain rule. This group of optimization methods’ popularity is fundamentally
attributed to the fact that they provide an efficient weight computation, while
offering quick readjustments to potential arbitrary bias value of a neuron.

Gradient descent is another well established optimization method. Gradient
descent is an iterative optimization algorithm for finding the local minimum of
the cost function using the gradients of the problem’s parameters. The compu-
tation is repeated until convergence is reached or a pre-determined amount of
iterations (Termination criteria) is completed. The network’s parameters are

updated based on the following mathematical formula:
01 = 0; — AV J(0) (4.3)

0 represents the amount of parameters of the network, A\ represents the learning
rate and J(#)) represents the cost function. In most cases, modified versions
of the gradient descent algorithm are put to use which differ in the amount of
data they use.

o Batch gradient descent, also called vanilla gradient descent. The error
for each example within the dataset is calculated. However, the model is
updated only after all training examples have been evaluated. This whole
process is like a cycle and it’s called a training epoch.
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« Stochastic gradient descent (SGD) differs from Batch Gradient Descent in
terms of doing this for each training example within the dataset. That
means that the parameters are updated for each training example one by
one. This can make Stochastic Gradient Descent much faster than Batch
Gradient Descent depending of course on the problem. What is really
advantageous in SGD is that the frequent updates allow us to have a
pretty detailed rate of improvement.

e Mini-batch gradient descent combines the concepts of SGD and batch gra-
dient descent. That’s what makes Mini-batch the go-to method. The
training dataset is split into smaller batches and updates are performed
for each one of those batches. That is how it establishes a balance between
the robustness of SGD and the efficiency of Batch Gradient Descent.

Batch Gradient Descent Mini-Batch Gradient Descent

Figure 4.4: Convergence as reached in the three different Gradient Descent Scenarios

Undeniably, Gradient Descent algorithm has a few drawbacks as well. That
leads to exploring further modifications of the vanilla algorithm. Its constant
learning rate and the slow convergence in problems with a big amount of data
(due to the large gradient variance) lead to new algorithms specifically adapted
to those particular problems. Adam optimizer (Adaptive Moment Estimation)
is based on SGD, but uses a changing learning rate for every parameter-weight
of the network. It utilizes both first and second Moment of gradient, and
simultaneously two Forget Variables are leveraged to avoid oscillation leading
to faster convergence. A similar approach when it comes to learning rate is used
by Adagrad as well. Adagrad decreases the learning rate faster for frequent
parameters, and slower for infrequent parameters. Unfortunately, there are
some cases where the effective learning rate drops significantly fast because
we accumulate the gradients from the beginning of training. This might make
the model reach a point where the learning process practically ends because
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the learning rate is almost zero. This issue was mitigated by some algorithms
that extend AdaGrad. Adadelta is such an algorithm, which requires no initial
learning rate setting and is insensitive to hyper-parameters.

Recurrent Neural Networks

Many of the simplest neural networks are feed-forward networks. In Feed-
Forward networks data flows in only one direction. Normally, the data flow
begins from a set of input nodes which is connected to a set of the so-called
hidden layer nodes. These hidden nodes then connect to a set of output nodes.
A basic network architecture demonstrating this setup is shown in figure 4.5.

Hidden Layer

Input

e

Figure 4.5: : A simple feed-forward neural network. Data only flows in one direction. Data
goes from the input layer, to the hidden layer, to the output layer.

Often, we use feed-forward networks for tasks where the ordering of the data
that will be used as input is not important. Image Classification is a good
example of such a task. Typically, for these types of problems, there is not
any relevant temporal relationship between different items in the database of
images. That is mainly why Networks for Image Classification often randomize
the order of the input training data each epoch. Obviously, this is done in
order to refrain from inferring a relationship between the ordering of images
which is actually non-existent. By contrast, Recurrent Neural Networks are
fundamentally used when the temporal relationship between different items in a
dataset is important. With RNNs, nodes in the hidden layer receive information
both from the input nodes and from themselves as well. Information about what
was seen in the past is saved and is used in order to make contextual judgements
about what they are seeing in the present. Information can be actually shared
across several time steps, and visualizing how information is passed from one
time-step to the other is called RNN-unfolding. An example of this is shown in
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figure 4.6.
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Figure 4.6: A simple RNN unfolded through time. x represents input data being sent to a
hidden layer s. On a new timestep s;, information W about the past is received from the s; 1
layer on the previous timestep. [40]

While the ability to share information across time-steps is very useful for
being able to contextualize data being seen in the present, it has practical limi-
tations. Neural networks are typically trained through backpropagation, where
the errors in the weights of each node in the output layer are propagated back-
wards through the network towards the input layer. This process allows the
weight values in each node to be tweaked so that the network can make better
predictions in the future [41]. For RNNs, backpropagation also happens back-
wards through time. After the node weights are adjusted for s;, the calculated
errors in those weights will then be used to adjust s;_;. The errors found in
s¢—1 will then be used to adjust s;_o, and so on.

There is a serious problem that needs to be considered. This whole process
can lead to an increasingly long chain of floating point multiplication, which
range between (0,1). What that means is that eventually calculated error values
will be dragged close enough to 0 that typical floating point resolution will no
longer be sufficient to accurately track. Therefore, there is a limitation on how
many time-steps can be kept track of when we use Recurrent Neural Networks.
This is issue of shrinking errors is broadly known as Vanishing Gradient problem
[42] The vanishing gradient issue might arise for problems that use as few as
100 time-steps. Many problems require a much larger number of time-steps,
often they in the order of thousands. For this to be feasible, there is a necessity
to address Vanishing Gradient.

LSTMs

In 1997, Long Short-Term Memory was proposed by Hochreiter and Schmidhu-
ber as a direct way to address the vanishing gradient problem faced by Recur-
rent Neural Networks [43]. LSTMs are considered to be a direct evolution of
Recurrent Neural Networks, and in fact they are used in many networks today.

61



LSTMs cells have what is referred to as gated memory. The memory con-
tained previously in Recurrent Neural Networks flowed time-step to time-step
unregulated. Now, LSTMs have a series of functions, called gates, that the
data flows through. These gates are used to regulate the importance of data.
Modern LSTMs have three such gates, the forget gate F', the input gate I, and
the output gate O. Each one of these gate is in fact itself a simple Neural Net-
work and it is automatically tuned during the overall training. LSTM memory
is also widely known as cell state C.

The input gate decides what new information to add to C. The forget gate
decides what information to throw away from C' at the current time-step. The
output gate simply decides what information to provide as output from the
LSTM cell at each time-step. A detailed overview of the LSTM cell is shown

in figure 4.7.
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Figure 4.7: Overview of an LSTM cell. Data from both the input layer x; and previous timestep
h:_1 pass through the forget gate F}, the input gate I; , and the output gate O;. The cell states,
Cy—1 and Cy, flow along the top of the LSTM cell, and act as its memory.

The most important part of LSTMs is the cell state C'. Cell state is what
allows information to flow between LSTM cells of thousands or even millions
of time-steps. Vanishing Gradient problem is now removed, since over time
information is changed only by addition via the input gate I or by removal via
the forget gate F' and this allows calculated errors to be carried back much
further through time.

The advantages that LSTMs have over traditional Recurrent Neural Network
is what made them really popular in many fields. For instance, they have proved
to be a great choice for dealing with NLP problems such as Speech Recognition

and text to text language translation where long sequences of data are used
44, 45].

62



Page Scheduling as a Machine-Learning problem

In this section, we explore the machine intelligence techniques that seem to
be a good fit when designing a scheduler for application pages management
over hybrid memory systems. As we observed in chapter 2, there is a need
for more intelligent page placement decisions across scheduling epochs, since
the vanilla History Page Scheduler seems incompetent to perform adequately
enough prediction-wise.

Reinforcement Learning Approach

At first glance, deep reinforcement learning, the technique that enables an agent
to learn through taking actions in a defined environment in order to maximize
reward via the received feedback, seems like a good fit. The page scheduler
could be interpreted as an agent with the purpose of learning the dynamic data
layout that optimizes the application performance across its runtime. This can
be achieved by the following course of actions. The agent periodically interrupts
the execution of the application to take an action, that is to migrate pages
across the memory components. Then the application continues its execution
and during the next scheduling epoch the page scheduler receives its reward,
that is the DRAM hit rate with the most recent page placement.

Although this approach of reinforcement learning seems highly compatible
to the problem description of designing a hybrid memory page scheduler, it is
fundamentally difficult to implement. The possible paths of action that the
agent can take are prohibitively large. The page scheduler needs to act upon
every single page. For instance, if we assume that we have two memory com-
ponents and N pages, the agent needs to consider and choose from 2% possible
placements. As it is fairly obvious the problem space grows exponentially and
depends on the number of the application pages. On account of this, we stopped
considering the reinforcement learning approach for the context of our problem,
despite the fact that there are several researchers that have used this technique
in similar cases [46, 47].

Recurrent Neural Network Approach

Another Machine Intelligence approach, which seems suitable for the design of
the hybrid memory page scheduler, is to use Recurrent Neural Networks. RNNs
are able to find long-term dependencies in a sequence of data points and make
predictions about data behavior, whereas in reinforcement learning interactions
with the environment are the facilitators of learning.

This machine intelligence technique has already been leveraged to solve sim-
ilar problems. It has been used for hardware memory prefetching [8] and in
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Memory Management in hybrid Memory systems as well. This technique has a
huge advantage over the reinforcement learning one. Different from reinforce-
ment learning, where the problem space complexity grows exponentially with
the number of pages, in the Recurrent Neural Network scenario it only grows
linearly, thus it is more lightweight and not as resource-intensive.

In the context of the page scheduler, these data points can be the sequence
of page accessed throughout an application execution time interval. The page
scheduler can deploy an RNN in order to learn the page access pattern and
make predictions about future page accesses. Using these predictions the page
scheduler can now segregate the pages according to their hotness (access fre-
quency). Pages that are predicted to be frequently accessed in the future are
allocated to the lowest access latency memory technology (DRAM), and the
remaining pages are allocated to the slower NVM.

A Recurrent Neural Network can be constructed via the combination of mul-
tiple LSTM neurons, which where thoroughly described in subsection 4, on a
single layer, stacked LSTM layers together with regular Dense layers. The input
sequence is split into subsequencies of history length h, in a rolling window fash-
ion. During a training epoch all subsequencies are fed into the network, which
then makes a single value prediction for each subsequence. Using the loss func-
tion which takes as a parameter the predicted and the actual value, difference is
calculated and backpropagated into the network, resulting in weights and biases
updates. Training is terminated when there is no reduction in loss, thus the
network cannot make any predictions closer to the actual values. An abstract
design of the LSTM we want to construct is depicted in figure 4.8.

We will elaborate on the layout and the selected hyper-parameters of the
network we constructed and evaluated in the chapters that follow.
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Figure 4.8: Example layout of an RNN using LSTM neurons
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Neural Network Input

We concluded that Recurrent Neural Networks seem to be the best fit for the
problem we want to deal with. One of the most important steps when trying
to design a Neural Network is choosing the features that describe the problem
and are to be used as inputs. There are several paths that can be taken when
it comes to the format of the input sequence of the Recurrent Neural Network
we want to construct. We will now discuss the representation of the data
sequence related to memory access behaviors to be fed into the RNN and the
interpretation of the predicted value. This step is crucial not only for the
accuracy but for the training time of the generated model as well.

Before moving on the different approaches we can take, there is a need to
explicitly define the following.

e Input Data. It is truly important to understand what type of data we
have available for each application. The data we can obtain during an
application’s runtime is a memory trace, a sequence of the page accesses
that were serviced from main memory and not the processor’s hardware
caches.

« RNN’s purpose (Learning Objective). The aim of the RNN training
is to be able to make predictions with respect to future memory accesses on
page level granularity, so as to aggregate the accesses and then determine
the ordering of heavily accessed pages. These predictions will happen
periodically, when the page scheduler is invoked. The appropriate page
migrations are determined and then executed.

e Training Time. Our main goal is to facilitate fast learning via reduced
training times. Our machine intelligence based solution should definitely
be practical and must operate within certain time and computational re-
source budgets. Learning can be certainly accelerated using technologies
like GPUs, TPUs or custom RNNs accelerators, but we undoubtedly need
to explore ways to enable rapid learning via the training methodology (e.g.
input type, RNNs hyperparemeters).

Deltas Prediction

We will now describe the most intuitive approach and that was also explored
by Hashemi et al. [8] for the purpose of prefetching future memory address
accesses. In this approach the memory access trace is fed into the RNN as it
is. The RNN looks at the input sequence and tries to predict the page that is
going to be accessed next.
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In this use case the problem is treated similar to Natural Language Pro-
cessing classification problems (guess the next word from a whole vocabulary).
However, there is notable problem with this. A modern system has 2% possible
memory locations, and classification networks typically output vectors of length
equal to that of the class vocabulary size. Building a neural network with a
vocabulary size as large as 2 is currently completely infeasible because of lim-
ited memory resources. A vector of this length would take approximately 18
exabytes to store. Due to this, most researchers choose to predict address deltas,
as opposed to the raw addresses themselves. An address delta at a timestep N
is defined as the address at timestep N minus the address at timestep N -1 .

DeltaN = AddTN — Add?“N_l

Using address deltas we manage to cut down on the number of possible
classes that our network must predict. The previous equation can be used to

convert virtual addresses into address deltas. An example of this is showed in
the table 4.1.

H PC Virtual Address Delta H

0x400619 O0x7EFEE09AC4A8 0x18
0x400619 Ox7EFEE09AC4C0  0x40
0x400619 O0x7TEFEE09AC500  0x40
0x400619 O0x7TEFEE09AC540  0x40
0x400619 Ox7TEFEE09AC580  0x40

Table 4.1: Virtual addresses and their converted address deltas. Repeated address deltas shows
that the program is accessing data at a strided interval.

This approach to feed the whole input sequence, even after transforming the
virtual addresses to address deltas, has some serious limitations that should be
definitely taken into account.

Training Time: More often than not the input trace contains millions of
memory accesses. If we consider High Performance Computing applications
they might even reach the order of billions. Training an RNN using the input
data "as-is" is unrealistic, since the training time in such scenario is prohibitively
large (in the order of several days).

Prediction Accuracy: The main limitation of this approach is probably
the difficulty of achieving acceptable prediction accuracy. The output value
space is significantly large, even when using address deltas instead of actual
virtual addresses and that comes with the cost of low RNN prediction accuracy.

Model inaccurate due to Normalization: It is often beneficial when
working with neural networks to normalize the different input features to be on
the same scale. The primary reason for doing this is that each of the different
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input is given equal preference during network training. If input features are on
vastly different scales, then the network may end up ignoring some of them and
that will probably lead to poor prediction accuracy. However, in our scenario
normalizing virtual addresses is a complex task. A typical computer will have a
64-bit address space. Therefore, there are 204 different possible address values.
Normalizing values in such a large scale might be hindered by problems in
floating point resolution. Normalized values for Neural Networks are often
stored as 32-bit single precision floats. This particular level of precision is
clearly inadequate when trying to accurately normalize specific address across
such a large numeric region. After analyzing sample memory traces of several
workloads, it was often observed that different areas of activity within the
address space would be separated by large regions of empty space. (as seen
in fig 4.9). Considering the sample trace in fig. 4.9, if normalization happens
across the whole address space with a 32-bit float, then there will effectively be
only three values. Even if sufficiently high resolution float was used, it would
not lead to a better trained network. This is because Neural Network are fairly
invariant to noisy data. Consequently, tiny changes in floating point numbers
would look just like noise. Hence, normalizing address in the standard way will
most certainly lead to a poor performing model.

Distribution of Address, rodinia3.1/backprop Distribution of Address, rodinia3.1/backprop
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Figure 4.9: The first chart depicts the distribution of addresses on the whole address space,
while the second chart depicts a zoomed in area. When viewing the whole address space, misses
are very sparse. However, when zooming in on one of the bars it can be seen that it is very rich
in information. Due to floating point resolution this information will be lost if normalization
happens across the whole address space

Model inaccurate when using K-means Clustering: To combat the
inaccuracy induced by the normalization of addresses in the standard way, a
common practice, as presented in [8], is to reduce the output value space, by
discretizing it into frequently appearing values (classes), and training different
RNNs across clusters of the address space covered by the application. The
popular K-Means algorithm was often used for clustering, and the number of
clusters was chosen manually based on inspecting the distribution of addresses
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histograms, on the whole address space.

Once clustering was complete, addresses were then normalized locally on a
cluster by cluster basis. However, manually choosing the clusters will be affected
by Address Space Layout Randomization (ASLR). ASLR is a security technique
employed by most operating systems today that randomly offsets the starting
locations in memory of many key data areas [48]. These areas will typically
include the executable base, stack, heap, and libraries. This is done so that an
attacker cannot reliably jump to a known location in memory where sensitive
data might be stored. This results in different layouts in virtual memory when
gathering memory traces, which in turn has an impact on the accuracy of the
RNN model. The different layouts in virtual memory can easily be observed in

figure 4.10.
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Figure 4.10: ASLR as it affects the address distribution of the backprop of rodinia suite. The
top two charts show the distribution of addresses across the global address space. The bottom
two charts show how things can change on the local level

Per Page Prediction Approach

The other approach that can be followed in order to tackle our problem, is to
make Per Page predictions. We avoid predicting which page is going to be
accessed next (Across Page Prediction) due to the aforementioned difficulties
this approach entails. Instead, we explore the case of predicting when a page
is going to be accessed next. More specifically, we try to predict how many
times a page is going to be accessed in every scheduling epoch interval. We

68



train individual RNNs (per page RNN) for every application page we want. We
feed the per-page RNN our page of interest’s sequence of access counts across
the scheduling epochs and predict the amount of accesses of this page is going
to receive in the next scheduling epoch. There are several benefits that comes
with transforming the input sequence in this manner.

Great fit to our problem’s description: Our problem is to classify pages
according to their hotness, using each page’s access count on every scheduling
interval, so as to order frequently accessed pages and appropriately migrate
them across the memory components. Transforming our input trace follow-
ing the Per Page Prediction Approach achieves exactly just that. The trained
RNNs will provide an intelligent way to obtain information about a page’s ac-
cess count on a scheduling interval. Then utilizing that information application
pages will be ordered and placed appropriately.

Low training overhead: Per Page Prediction comes with training a dif-
ferent RNN model per page. This is similar to having a single RNN model
the makes predictions across all application pages, when the total number of
pages is in the order of hundred thousands, since the input problem size typi-
cally remains the same. However, as it was observed earlier not all application
pages are critical to application performance (huge empty spaces in the ad-
dress space in figure 4.9). Besides, that is the reason clustering techniques of
the address space into memory regions were implemented by Hashemi et al.
[8] In a similar manner the number of RNN models and overall training time
can be significantly reduced if we only train individual RNN models only for
application-critical memory pages.

High Prediction Accuracy: The maximum number of accesses per epoch
of a single page is probably not going to exceed the order of hundreds. Of
course, that is heavily dependent upon the epoch duration and the hotness of
the page. It is safe to say that the maximum number of page accesses per epoch
is orders of magnitude less than problem space the intuitive approach (across
pages predictions) needed to capture, normalize and predict. Thus, this output
value range is probably more suitable for RNN training, and will most certainly
lead to high prediction accuracy.
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Chapter 5

Proposed Page Scheduler Architecture

This chapter provides a detailed description of a Page Scheduler for hybrid
memory systems, which leverages the existing state-of-the-art data management
solutions. On top of that, Page Scheduler optimizes application performance by
delivering machine intelligence based placement decisions for a chosen subset
of pages.

Critical Metrics

Before moving onto designing the components of the Page Scheduler there are
several critical metrics that should be explored and considered. Analyzing
application traces can provide us with deep insight into the parameters that
influence application’s performance.

Benefit Per Page

We want to design a Page Scheduler which uses both the existing state-of-the-art
data management approach and Machine Intelligence for a selected number of
pages. One subset of pages will be handled by the state-of-the-art solution which
is pretty lightweight and straightforward to implement. The second subset of
pages will be handled by deploying a Recurrent Neural Network model for each
page in an effort to achieve high prediction accuracy, which would have been
impossible to obtain using the state-of-the-art approach. However, choosing the
amount of pages that need smart placement is an intricate task. We can not
deploy a Recurrent Neural Network for every single page, as it is fairly obvious
that the resource overhead would skyrocket.

After analyzing a few application traces we observed that there is no need
to deploy a huge amount of Recurrent Neural Networks. We can achieve sig-
nificant performance improvement when only deploying Neural Networks for a
small subset of pages.
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Figure 5.1

In Figure 5.1 we can observe the relationship between the percentage of pages
placed across memory components using Machine Intelligence and the obtained
performance speedup compared to solely using the state-of-the-art (history-
based) approach. It is fairly obvious that in most cases this relationship doesn’t
follow a strict linear pattern. For instance, as far as the backprop application
(rodinia 3.1 suite) is concerned, we can bridge the performance gap of the
history-based and the oracular scheduler by 60% , by only handling 20% of the
pages in an intelligent way. This seems to be the case for most of the workloads
we studied. For the majority of them, we can achieve a significant performance
speedup (30% , 40%) without having to deploy RNN models for a huge amount
amount of pages. With an intelligent placement of a relatively small subset
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of pages 10% or 15% of the total amount of pages used by the application, a
significant boost in DRAM hitrate can be achieved.

Migration Frequency

There is certainly a need to explore how the frequency of the Page Scheduler
would affect performance. The Scheduler we wish to construct would peri-
odically migrate pages across the different memory components. We need to
determine the duration of this period, so that we can achieve a high DRAM
hitrate without migrating pages too often causing unnecessary bus congestion.
However, choosing a proper migration frequency is a complex task.
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In figure 5.2 we can observe how different migration frequencies affect DRAM
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hitrate. The scheduler used in this example is the naive history-based sched-
uler, which draws information exclusively from the current period and makes
predictions about the page accesses for the next one.

It is pretty clear that choosing a short period (i.e. scheduler making place-
ment decisions more frequently) results in a significantly higher DRAM hit-rate,
despite the fact that the placement policy remained unchanged. Most of the
workloads appear to behave in a similar manner. Ramping up the scheduler’s
frequency seems to have an immense impact to DRAM hit-rate for most of them.
That is obvious considering the exponential trend line most of the workloads
follow. Only lud workload’s hit-rate seems to follow a linear trend, but that is
totally expected since the hit-rate was relatively high even for low scheduling
frequencies. However, choosing a really high migration frequency to achieve a
high DRAM hit-rate is practically impossible, due to the fact that the frequent
inference of the page scheduler as well as the huge amount of Page Movement
across memory components would probably cancel out the performance boost
acquired from the high DRAM hit-rate. Page migration and the scheduler’s
inference latency are certainly not trivial in real world scenarios. Therefore,
these parameters should be also taken into account for our design.

Page Scheduler Overview

The proposed Page Scheduler is inferred on every scheduling epoch and is
obliged to take some specific actions.

o Identify performance-critical application pages through the Page Selector
component

o We now have two subsets of pages. The first one that has the critical Pages
that demand special handling, and the second one with the remaining
pages. An individual Long Short Term Memory network is trained for
each critical page, in order to make predictions about the page access
counts for the following scheduling epoch. For the rest of the pages, a
History-Based approach is used. Thus, it is assumed that they preserve
their access counts in the following epoch.

o We have now accumulated the per page access counts for the next schedul-
ing epoch. Then pages are ordered in descending predicted access fre-
quency order. The most frequently accessed are then allocated to DRAM

until the capacity is full, while the rest of the pages are placed to the slower
NVM.

Now, an overview of the proposed Page Scheduler is presented. The following
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figure briefly describes the structure of the Page Scheduler.
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Figure 5.3

To extensively comprehend how the page scheduler operates, it is sufficient
to observe the Figure 5.3. On the left part of the figure we can see the pages
accessed by an application. Each column represents a period and each box
represents a Page. A box with a deep red color means that a page in that period
was accessed frequently. And boxes with blue-ish colors means that they were
not accessed frequently. For example Page 4 was rarely accessed on the first
period. Then for the 2nd and 3rd it was frequently accessed and then for the
4th period it went back to being rarely accessed. Now having that information
we want to make decisions about the next period. What is going to be the
behavior of page 4 in the following period? Is it going to be hot or cold? A
plain history-based page scheduler would predict that it will have the exact same
behavior as it did on the previous period. Therefore it would predict that it
would be rarely accessed in the next period. The Page Scheduler proposed has a
page selector component. Page selector component tries to identify which pages
require special attention. For example in our scenario the page selector might
decide that making a decision about page 4 using the history based approach is
not sufficient and eventually will cause performance implications. Therefore the
page selector will choose Page 4 as one of the Pages that need special attention.
We make predictions about these particular pages using LSTMs (Recurrent
Neural Networks) in order to achieve a higher prediction accuracy. In this
particular scenario depicted in Figure 5.3 we can see that the Page selector
decided that four of the pages require special attention and the other six don’t.
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That’s why the predictions for those four pages are handled by four individual
LSTM networks and the predictions for the remaining 6 pages are handled by
the history page scheduler. Then, the pages are placed into the two different
components according to those predictions.

Page Scheduler Components

The components of the proposed scheduler are clearly depicted in Figure 3.5,
but they are not thoroughly described. At this point, we will dive into the
details of the Page Selector and the Access Count Predictor components used
in the proposed implementation.

Page Selector

The Page Selector is probably the most important component of the Page Sched-
uler. As it was mentioned in 77, not all Pages have a strong effect on applica-
tion’s performance. Many pages are properly placed when using the lightweight
history based approach. Thus, those pages do not need Machine Intelligence.
On the other hand, there is a subset of pages that definitely require a more in-
telligent management. Therefore, an explicit segregation of the Pages should be
performed. Its Page Selector’s responsibility to distinguish which Pages require
Machine Intelligence and which don't.

Ideally, if unlimited computing resources were available, every single Page
would be managed using Machine Intelligence as shown in the following Figure.

Address Space
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Figure 5.4
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That way, by deploying a single RNN for each application Page, maximum
prediction accuracy would be achieved. Obviously, this is totally unrealistic
and certainly not scalable if we consider that HPC and Big Data applications
can have millions of Pages.

As it was mentioned in 5.1, not all Pages have a strong effect on applica-
tion’s performance. Many pages are properly placed when using the lightweight
history based approach. Thus, those pages do not need Machine Intelligence.
On the other hand, there is a subset of pages that definitely require a more
intelligent management. This leads to the conclusion that, a realistic imple-
mentation would be to apply Machine Intelligence techniques (RNNs) only on
the subset of Pages whose timely DRAM allocation brings significant perfor-
mance improvement. For the remaining Pages, the lightweight history-based
solution would be incorporated.

This approach involves the explicit segregation of the Pages into two subsets
according to their effect on performance. Page Selector is responsible for
distinguishing which pages require Machine Intelligence and which don’t. To
divide the Pages into those two subsets, Page Selector takes into account two
metrics for every page.

1. The amount of times a Page has been accessed while taking into consid-
eration the read and write latency asymmetry in NVM module. Clearly,
frequently accessed Pages have the most significant impact on performance
and therefore, their proper management should be prioritized.

2. The ability of the history-based scheduler to place that Page correctly.
If the lightweight History scheduler is able to properly place that page
across the different memory components, there is no need to apply resource
intensive Machine Intelligence techniques for that particular page, since
there would be no additional benefit from a more accurate prediction.
However, if the number of misplacements of that page from the history-
based scheduler is not trivial; namely that page should have been placed in
DRAM but it was falsely placed in NVM instead from the history scheduler,
a Recurrent Neural Network should probably take over and manage the
placement of that Page.

These two metrics are combined in the following formula for every Page X
across scheduling periods i=0...N :

N
Profit(z) = Y Accesses;(x) * Misplacement;(x) (5.1)
i=0

Accesses;(x) is the amount of times Page x was accessed during the i-th
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scheduling interval and is described as follows :

Accesses;(x) = 3 x Writes;(z) + Reads;(x) (5.2)

and Misplacement;(x) is a function which is defined:

Misplacement:(z) — 1 if Page x was misplaced during Period i
p 71 0 if Page x was properly placed during Period i

A sample workflow of Page Selector component can be seen in the figure 5.5.
Page Selector component utilizes models to estimate application performance by
simulating the page scheduling process given of course a specific Hybrid Mem-
ory System Configuration as shown in the figure below. First, it generates an
application runtime estimate when using history-based scheduling. This way,
we capture information about the number of times each page was misplaced
due to inaccurate Page Hotness estimation when using solely historical infor-
mation. This information is then coupled together with the Page Hotness into
the Profit factor as described above and the Page priority for machine-learning
based management is determined. Now that the pages have been ordered, a
performance curve similar to figure 5.1 generated and the smallest subset of
pages that delivers acceptable performance is selected for RNN training.

Address Space

IConfiguration for Performance Estimation

+ DRAM to NVM
CH NN W W N e,

+ Memory Component's access latencies

scheduling epochs

Access counts across all

Performance Goal

Performance Esti History Predictions

Performance Estimate w/ Hybrid Schedul

l x =30 % (i.e. 3 Pages need smart
Placement)

EEO Dooooo

Page 2,7,8
Page 1,3,4,5,6,9,10

Figure 5.5: Page Selector component used to identify the subset of Pages that require Machine
Learning based management
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Access Count Predictors

Important components of the Page Scheduler we wish to construct are the
Access Count Predictors. The functionality of the Access Count Predictors
is pretty straightforward. After every scheduling interval, the Page Scheduler
should estimate how many times every page is going to be accessed within
the following interval. As it’s been aforementioned, a subset of Pages require
intelligent management and thus RINN-based Predictors are going to be
used, while a History-based Predictor will make access count predictions
for the remaining pages.

History-based Predictor

The history based Predictor has been already referenced a lot throughout this
Thesis. It uses solely information of the previous scheduling interval to make
predictions about the one that follows. Its implementation is pretty straight-
forward and it is widely explored in Computer Architecture concepts such as
TLB or Cache-line prefetchers. A simple overview of a History-based Access
Count Predictor can be seen in Figure 5.6.

Page Access count prediction for

Address Space current interval
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Access counts across previous
scheduling epochs

Figure 5.6: History-based Predictor: Predicts that a Page will be maintain the same amount
of access within the next scheduling interval

RNN-based Predictor

For a selected subset of Pages, a different RNN model will be used for every
page. Having a different model per page, when the total number of pages can
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be in the order of hundred thousands, is similar to having a single RNN model
that makes predictions across those pages, since the input problem size remains
the same. For our models, we create networks based on LSTM cells. We stack
two LSTM layers followed by one Dense layer. The simplified layout overview
can be seen in Figure 5.7.

Loss
Real Value < > Predicted Value

h;/ h;/ h;/ hg Dense
= * ,t ? Layer

Back Propagation ht hé hi h;

A A A A
R L L L | R
LSTM LSTM LSTM LSTM Layer 2

4 Y. A

hy hy hs hs

A A A A
L L L J L | R
LSTM LSTM LSTM LSTM Layer 1

~— X X ——7

Input Sequence

Figure 5.7: RNN-based Predictor: has two layers of LSTM cells followed by a dense layer

The specifics of the input sequence manipulation, and the hyper-parameters
chosen for the models thoroughly described in Chapter 6 with other implemen-
tation details.

DRAM Eviction Policy

An essential part of a Page Scheduler we have not touched upon yet is the
DRAM-page eviction policy. We need to come up with a way of deciding which
element to evict.

Probably the most common and broadly used eviction policy is LRU (or
Least Recently Used) which is really popular as a Cache Eviction Policy as
well. Practically having an LRU policy means that if DRAM size has reached
the maximum allocated capacity, the least recently accessed objects (pages) in
DRAM will be evicted.

80



Our Page Scheduler will utilize an enhanced-LRU eviction policy. We will
use a clustering technique of the address space into memory regions similar to
Hashemi et al [8]. We observed that the distribution of addresses across the
whole address space is very sparse, as it is depicted in figure 4.10. We opt to
cluster the different addresses into discrete regions. The popular K-Means clus-
tering alogirthm is used. The number of clusters is chosen manually based on
inspecting the distribution of addresses histograms on the whole address space.
For example based on the figure 4.10, after observing the global distribution of
addresses of the backprop benchmark from rodinia 3.1 the address space will
have three address clusters. After clustering the address space every page will
have a distinct clusterID that will be used during the DRAM page eviction
process.

During every scheduling epoch, we will maintain information about the most
active address clusters. Pages that belong to the most active clusters will be
prioritized to retain their position in DRAM during the eviction process. That
way, we try to take advantage of the spatial and temporal locality of the data,
based on the observation that a cluster that is highly active during a scheduling
epoch will probably remain active within the scheduling epoch as well. Of
course, the LRU policy is still the biggest contributor to the eviction process but
now is combined with extra information that lead to better eviction decisions.
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Chapter 6

Technical Implementation

Having formally defined the Page Scheduler in the previous chapter, here we
describe the details of the technical implementation of our algorithm in length.
Firstly, we briefly describe the set of the applications that were used for eval-
uation, and how the collection of memory access traces of those applications
was realized. Then, we provide details about the lightweight Hybrid Mem-
ory System Simulation that was constructed in order to evaluate the Page
Scheduler. Finally, we present all the details of the Neural Networks’ layout,
hyper-parameters and input data.

Benchmark workloads

We used a particular collection of programs for the evaluation of our Page
Scheduler. Those programs span across domains with representative computa-
tion kernel and stress different components of the system. Some of the work-

loads used are from the PARSEC [17] and others are from Rodinia 3.1 [16] using
the simlarge input sizes and the default input data sizes respectively.

Lud (rodinia 3.1) belongs to the domain of Linear Algebra : LUD (LU
Decomposition) is an algorithm to calculate the solutions of a set of linear equa-
tions. The LUD kernel decomposes a matrix as the product of a lower triangular
matrix and an upper triangular matrix. This application has many row-wise and
column-wise interdependencies and requires significant optimization to achieve
good parallel performance. LU Decomposition exhibits significant inter-thread
sharing and row and column dependencies. [49]

Backprop (rodinia 3.1) belongs to the domain of Machine Learning :
Backprop is a machine-learning algorithm that trains the weights of connecting
nodes on a layered neural network. The application is comprised of two phases:
the Forward Phase, in which the activations are propagated from the input
to the output layer, and the Backward Phase, in which the error between the
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observed and requested values in the output layer is propagated backwards to
adjust the weights and bias values. [16]

K-means (rodinia 3.1) belongs to the domain of Data Mining: K-means
(KM) is a clustering algorithm used extensively in data mining. This identifies
related points by associating each data point with its nearest cluster, comput-
ing new cluster centroids, and iterating until convergence. [16]

Hotspot (rodinia 3.1) belongs to the domain of Physics Simulation:
HotSpot (HS) is a thermal simulation tool used for estimating processor temper-
ature based on an architectural floor plan and simulated power measurements.

[16]

Bplustree (rodinia 3.1) belongs to the domain of Graph Theory: BPlus-
tree is an application that traverses B+trees. B+'Tree represents sorted data
that allows efficient insertion and removal of graph elements. [49]

Blackscholes (PARSEC) belongs to the domain of Finance: The blacksc-
holes application is an Intel RMS benchmark. It calculates the prices for a
portfolio of European options analytically with the Black-Scholes partial differ-
ential equation (PDE) [17]

Bodytrack (PARSEC) belongs to the domain of Computer Vision: The
bodytrack computer vision application is an Intel RMS workload which tracks a
3D pose of a marker-less human body with multiple cameras through an image
sequence [17]

Streamcluster (PARSEC) belongs to the domain of Data Mining: This
RMS kernel was developed by Princeton University and solves the online clus-
tering problem: For a stream of input points, it finds a predetermined number
of medians so that each point is assigned to its nearest center. The quality
of the clustering is measured by the sum of squared distances (SSQ) metric.
Stream clustering is a common operation where large amounts or continuously
produced data has to be organized under real-time conditions, for example net-
work intrusion detection, pattern recognition and data mining. [17]

As far as the memory footprint of those applications is concerned, it is in
the order of couple of hundreds of MBs. Having such a significant memory
footprint is of utmost importance, since we need to capture the use case where
the data will span across multiple memory components due to DRAM capacity
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limitations.

Collecting Memory Access Traces

One the most important parts of our technical implementation is the collection
of the memory access traces for every single workload mentioned above. For
each application, we need detailed traces of the data accesses that missed the
Last Level of Processor’s hardware caches (LLC miss) and thus resulted in
main memory accesses.

For the workloads, we collected traces for memory accesses that miss the
last level cache on a system with Intel(R) Xeon(R) Gold 5218R CPU clocked
at 2.10GHz. As it was previously stated in section 3, unfortunately there is not
a straightforward way to obtain those traces. As of now, there is not hardware
support to obtain information about the data accesses that caused an LLC
miss. For that very reason, we considered Intel Pin 3.13-98189 [14] to acquire
reliable traces, due to the fact that Pin is a dynamic binary instrumentation
framework that enables the creation of dynamic program analysis tools. This
allowed us to build a custom tool that would perform program analysis at the
application’s runtime.

For our custom pintool, we performed binary instrumentation on instruction-
level granularity. Using a pin cache simulator consisting of Ll-data , L1-
Instruction, L2 and L3 caches of sizes that are representative of a real Hybrid
Memory System, we filtered every instruction during the execution of every
application and only retained information about those who resulted in a Main
Memory access. For our custom pin cache simulator’s cache sizes we used as
reference the a hybrid memory system with the following specifications:

o L1 Data cache : 1.3 MiB
e L2 Instruction cache : 1.3 MiB
o L2 Cache : 40 MiB
e L3 Unified Cache : 55 MiB
The information included for each individual access has the following format:
Thread ID! , Timestamp , Operation , Virtual Address

For the purpose of our analysis we extract the 4 KB virtual page ID, that
corresponds to the virtual memory address accessed and we group memory
accesses into scheduling epoch interval similar to kleio [9].

lonly single threaded applications were considered due to the lack of support provided by Pin
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Hybrid Memory System Simulator

Our objective is to assess the performance of the Page Scheduler we designed.
Ideally, the whole evaluation process would haven been conducted in a real
Hybrid Memory System, but as of now this is nearly impossible. The lack
of a system level API to migrate memory pages across the different memory
components, combined with the fact that there is not an unanimously agreed
and established process of capturing main memory accesses lead us to use a
custom lightweight Hybrid Memory System Simulation.

We simulate a hybrid memory system that contains two different memory
components. It contains a fast one (i.e. DRAM) and one with a higher ac-
cess latency (i.e. NVM). The persistence attribute of NVM is not taken into
consideration in our simulating environment, since we suppose that NVM is
configured in Memory-Mode and serves as an extension of DRAM.

The capacity of our memory system is assumed to be the application’s mem-
ory footprint similar to [9]. The ratio between NVM and DRAM is configurable
in our simulator. For example when we instantiate our Simulator with DRAM
to NVM ratio that is equal to 1:4, it means that DRAM will have a restricted
capacity and will be able to host no more than 1/4 of the application’s pages,
while the other 3/4 will be serviced by the slower NVM.

Our simulator is constructed appropriately, so that it can accommodate our
Page Scheduler. It is mainly used to obtain information about DRAM hit-rate.
Specifically after initializing the HMS-Simulator and our Page Scheduler for
a given Memory Access Trace we are given information about how many and
which Page Accesses were serviced by DRAM and which were serviced by the
slower NVM. Apart from DRAM hit-rate we are able to collect data that will
assist on extrapolating the application runtime. Also, the DRAM page eviction
policy is configurable and of course, we assume dedicated DMA engines that
allow seamless page migration similar to [50, 9, 51]. In figure 6.1 we can see an
abstract overview of the simulator we constructed.

Recurrent Neural Networks Details

Before diving into the detailed architecture (network’s layers, loss function etc.)
of the Neural Networks, we need to elaborate on the required manipulation of
the data that will be used as input for training and validation.

Neural Network Input

As described earlier we will train and validate a Recurrent Neural Network
for every selected page based on its effect on performance. We followed the
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Per-Page approach and avoided making predictions across all pages for various
reasons which are mentioned in section 4.

As far as the input of the RNN is concerned, we need to utilize as much
information as possible in order to achieve high prediction accuracy. Unlike
similar solutions that are proposed in literature [9], we cannot only use a se-
quence of per-page access counts during consecutive scheduling epochs because
a lot of crucial information will be thrown away. Achieving high prediction
accuracy based solely on the access counts of a single page is really difficult.
To construct per-page models that have decent prediction accuracy, we need
to use data that are representative of the page’s behavior in relation to the
application as a whole. This was also clearly pointed out by Hashemi et al. [8],
where both Program Counter and Delta information was required to obtain
accurate models. On account of this, for every single Recurrent Neural Net-
work we use the sequence of access counts of our page of interest combined with
the sequence of access count of its 8 closest page-neighbor during consecutive
scheduling epochs. This way we can utilize information that encapsulate the
spatio-temporal locality of our application without inducing too much compu-
tation overhead.

The input of a Recurrent Neural Network for page x is given by the following

formula
4 1

Input,(z) = :
put() j:z—:4‘]+1|

The output of the per-page Recurrent Neural Network is the predicted num-

x Accesses;(x + j) (6.1)

ber of accesses the page will receive during the next epoch. Our models do not
need to be absolutely accurate when it comes to determining the exact amount
of times a page is going to be accessed. They only need to be accurate enough
so that our Page Scheduler can determine the hotness order across all pages.
Thus, there is certainly room for the prediction to slightly differ from the ac-
tual number of accesses, provided that it will not influence the hotness order of
the page and, by extension its placement decision on the particular scheduling
interval.

We normalize the input sequence 6.1 between 0 and 1, since Recurrent Neural
Network (and especially LSTMs) are performing much better in this case. Then,
we denormalize the data for the final prediction. Different from [8] we do not
need to make predictions over distinct integers which would increase the chance
of mispredictions. This is not necessary for the purpose of our predictions, since
we only need to derive information from the model about the relative hotness
of a Page.
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Neural Network Configuration

A simplified overview of the Neural Network’s Configuration can be seen in
Figure 5.7.

Hyperparameters

The network consist of two stacked LSTM layers with 256 neurons each, fol-
lowed by a Dense Layer. The history length is 20. Thus, the input data series
is split in sequences of length 20, on a rolling window fashion. % of the dataset
is used as a training dataset, while the other i is used for validation.

Now, a really important parameter of the Neural Network was the selection of
the loss function. Using most of the popular loss function like mean squared loss
resulted either in poor convergence or poor accuracy due to dataset imbalances.
Therefore, a custom weighted loss function was implemented that resulted in
weighing each label’s contribution to the cost function inversely proportional to
the frequency of the label. This is the sample code for the custom loss function
from keras import backend as K
def loss(y_true, y_pred,weights):

weights = K.variable(weights)

y_pred /= K.sum(y_pred, axis=-1, keepdims=True)
y_pred = K.clip(y_pred, K.epsilon(), 1 - K.epsilon())
loss = y_true * K.log(y_pred) * weights

loss = -K.sum(loss, -1)

return loss

The neural network tried to minimize this custom loss value between the
predicted and actual values, using the Adam optimizer and a learning rate of
0.01. The training stops if the loss for the validation dataset is not reduced for

30 consecutive training epochs.

Implementation

As far as the implementation is concerned, our RNN models should be com-
patible with our python-based Hybrid Memory System Simulation. For that
reason, we use the Keras high level API [52]. We use the existing implemen-
tation for the LSTM neurons, the Adam optimizer, and model training. For
the additional hyperparameters that are not explicitly determined above, the
default values from Keras were used. The backend execution engine used is
Tensorflow.
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Chapter 7

Experimental Evaluation

In this chapter, we perform an experimental assessment of the Page Scheduler
in order to evaluate its performance. We previously showed (in Figure 5.1)
that assuming that we had oracular knowledge of the access counts of even a
small fraction of the pages, the performance improvements of an application
are pretty significant. Our goal is to approach oracular knowledge of the access
counts, using Machine Intelligence. Therefore, in this chapter we will not only
evaluate the actual performance improvements our Page Scheduler provides,
but the prediction accuracy of the per-page RNNs as well. We showcase how
close to the Oracle Page Scheduler (i.e. upper limit of performance) our Page
Scheduler can perform. Finally, we touch on the performance boost induced by
our enhanced-LRU policy described in Section 5 and the Estimated Energy
Cost of our Page Scheduling proposal.

RNN Prediction Accuracy

As it’s been clearly stated already, a fundamental component of the Page Sched-
uler are the Per-Page RNNs models. We use them to make better predictions
for the access counts of a performance-critical pages in the next scheduling
epoch compared to the naive approach of history-based predictions.

We now evaluate the prediction accuracy of the per page RNN training for
the application workloads mentioned in section 6. For every workload we deploy
RNNs for the 100 most performance-critical application pages as selected by
the Page Selector (5). We will use the Root Mean Square Error (RMSE) to
evaluate the prediction accuracy of our models. RMSE is widely used when it
is a priority to emphasize on huge errors by penalizing our model. The RMSE
formula is the following:

RMSE = J(l) S (i — 1) (7.1)

n =1
Figure 7.1 depicts the distribution of RMSE (Root Mean Squared Error),
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Figure 7.1: Prediction Accuracy of the number of access counts across the scheduling intervals
for the selected trained pages. History, kleio’s RNNs and our RNNs are used as Access Count
Predictors

in boxplot representation, between the per epoch page access counts and the
actual values. In our scenario the equation values in eq. 7.1 are as follows:

e n is the number of epochs
e y; is the actual value
e x; is the value predicted by our models

For example, mean RMSE of 50 means that the average Root Mean Square
Error per epoch per page was 50. Obviously, the value of RMSE is not suffi-
cient enough to evaluate the prediction accuracy of our model. RMSE that is
seemingly low might actually result in wrong Page Hotness ordering and vice
versa. A model with Root Mean Square Error that seems high may not nega-
tively interfere with the global page hotness order and actual page placement.
For that reason, we utilize a History Page Scheduler as a baseline evaluation
model. We treat the decisions of the History Page Scheduler as predictions and
plot the corresponding root mean square error. Obviously, the History Page
Scheduler predicts that on the next epoch, a page will receive the same access
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counts as to those of the current epoch. Apart from the history page sched-
uler we compare our implementation to the one proposed by [9] as described in
the article. After following as closely as possible the implementation described
in the paper, we deploy Neural Networks for the same 100 pages we deployed
RNNs and evaluate the prediction accuracy achieved by those models.

After observing Figure 7.1, we understand that our proposed implementation
of RNN model which is thoroughly described in section 6 leads to better page
access count predictions compared to the naive history-based page scheduler
and the scheduler proposed by [9]. Outperforming the prediction accuracy of
history-based scheduler was certainly expected. What is quite noteworthy is
that the different approach we followed concerning the neural network input
may lead to better on-average predictions compared to kleio [9].

Application Performance

As it was aforementioned, the value of Root Mean Square Error of our mod-
els cannot be used as the only indicator of the application performance boost
achieved by our Page Scheduler. For that very reason, we use a more represen-
tative metric which is the DRAM hit-rate (i.e. the amount of requests served
by DRAM). DRAM hit-rate of our implementation can be extracted from the
Hybrid Memory System Simulation described in 6.1. Obviously, the higher the
Dram hit-rate, the more significant the application performance boost, due to
the fact that more application requests are served by the significantly faster
memory component.

We use the same setup as the one used in 7. We will evaluate the DRAM hit-
rate for the application workloads mentioned in section 6. For every workload
we deploy RNNs for the 100 most performance-critical application pages as
selected by the Page Selector (5). The performance is normalized between 0%
when all pages are managed by the History Page Scheduler and 100% when all
the selected pages are managed by an Oracle Page Scheduler. In other words,
our plot will depict if our Page Scheduler is able to bridge the performance gap
between the lightweight approach of a History Page Scheduler and the optimal
Page Scheduler with a priori knowledge. We also follow the Page Scheduler
implementation description from [9] in attempt to compare it with our imple-
mentation. Thus, we also implement kleio and deploy RNNs for the first 100
important pages as selected by kleio’s Page Selector component.

Figure 7.2 depicts the DRAM hit-rate improvement achieved by leverag-
ing Machine Intelligence based predictions for a selected subset of pages. We
can clearly observe for the majority of the workloads we can obtain at least
70% of the possible performance improvement. There are cases, such as back-
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Figure 7.2

prop and kmeans, where only 50% of the possible performance speedup is
achieved. That probably means that we need to deploy more RNNs in or-
der to achieve a more significant performance boost. What is actually re-
markable is that our implementation seems to outperform the kleio-based im-
plementation for every workload. In some cases the performance speedup
achieved by kleio is quite close to the one achieved by our page scheduler
(hotspot,kmeans,streamcluster,bodytrack). However, there are cases where the
performance gap between our implementation and kleio is more than 15-20%
(lud,bplustree,backprop). This performance difference is certainly induced by
the fundamentally different approach we followed for performance-critical page
selection and the actual Neural Network implementation.

Overall, we can clearly observe that the prediction accuracy of the trained
RNNs is such that it can deliver application performance similar to what would
be possible with oracular knowledge of the page access counts.
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Eviction Policy

We now proceed to evaluate another important component of our implementa-
tion. We will evaluate the performance boost we can obtain using the proposed
enhanced-Least Recently Used policy and compare it with the plain LRU.

Our enhanced LRU policy (section 5) uses a clustering technique of the
address space into memory regions. After clustering the address space each
page is assigned a distinct clusterID which is used during the eviction process
at the end of every scheduling epoch. Pages that belong to a memory region
(cluster) that was highly active in the recent scheduling epochs are favored to
carry on residing in DRAM. Pages that belong to the other not so active clusters
are chosen to be evicted unless they have been accessed in the last scheduling
epoch.

For the evaluation process we will use DRAM hitrate as a performance metric
which can be easily extracted from the Hybrid Memory System Simulation
described in 6.1. The setup is similar to the one described in 7. For every
workload we deploy RNNs for the 100 most performance-critical application
pages as selected by the Page Selector (5). The performance is normalized
between 0% when all pages are managed by the History Page Scheduler and
100% when all the selected pages are managed by an Oracle Page Scheduler.
Both History and Oracle Page Schedulers are using a Least Recently Used
DRAM eviction policy.

In Figure 7.3 we can observe the performance achieved by our Page Scheduler
in two implementation scenarios:

1. Least Recently Used DRAM eviction policy (Gray)
2. Clustering-based Least Recently Used DRAM eviction policy (Red)

It is fairly obvious that for the majority of the workloads using an address space
clustering based LRU DRAM eviction policy allows us to obtain a higher DRAM
hit-rate. The perfomance boost achieved by the proposed eviction policy is cer-
tainly not immense. However, in some cases it surpasses 10% (kmeans,hotspot).
There are workloads that show only a slight performance enhancement (body-
track,bplustree,streamcluster) and in one scenario (lud) the performance deteri-
orated when using the clustered-LRU policy.

Overall, we can assume that using a more sophisticated eviction policy in
DRAM will deliver better application performance. However, there are several
complications that should be addressed. For instance, as it is briefly mentioned
in subsection 5, we are aware that address space clustering is not trivial.
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Energy Consumption

It is widely known that DRAM not only suffers from low capacity making
it unable to meet the requirements for big data applications, but it also has
high refresh power consumption which leads to the power usage of DRAM to
be incredibly high even when system is idle. On the contrary, Non-Volatile
Memory (NVM) besides having a large capacity it also has trivial idle energy
consumption. These differences in energy consumption characteristics between
DRAM and NVM leave a lot of room for low-power design exploration in Hybrid
Memory Systems.

In this section we will evaluate how our implementation performs energy-
wise. We also design NoManage, similar to [15], as a baseline candidate, in
which no Page Scheduling is conducted. We assume page allocation is random
in NoManage and the probability of assigning to NVM for each page is propor-
tional to the ratio of NVM capacity to total memory size. We will calculate
the energy cost of four Hybrid Memory Systems (excluding the cost for RNN
training).
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« NoManage HMS: A System which does not use Page Scheduler. Pages
are allocated once and their placement remain the same during the appli-
cation execution.

o History HMS: A System which uses a Page Scheduler making page place-
ment decision based solely on historic information.

o kleio HMS: A System which uses a Page Scheduler. Historic information
and Machine Intelligence are combined as described in [9]. RNNs are de-
ployed for the 100 most performance-critical application pages as selected
by the kleio’s Page Selector.

e 9-RNN HMS: A System which uses our proposed Page Scheduler. We
deploy RNNs (as described in 6) for the 100 most performance-critical
application pages as selected by the Page Selector.

Following a similar approach as presented in article [15] we will calculate the
total Energy Cost for the four Hybrid Memory Systems. Energy consumption
is mainly caused by reading and writing operations of the hybrid memory and
the idle duration. We will use the workloads described in 6 which have quite
different W/R ratios (Table 7.1);and thus help us obtain a good overview of
the energy demands of each implementation.

Workload ‘ Ratio
streamcluster 0.19
lud 0.88
backprop 1.05
kmeans 0.75
bplutstree 3.24
bodytrack 3.86
blackscholes 15.3
hotspot 45.7

Table 7.1: Workload Write/Read ratio

Energy Model

Before moving to the evaluation of the four memory systems we have to define
the Energy Model we will be using to calculate the Energy cost for every single
HMS. We will follow the same Energy model used in [15]. All of the notations
used in the following definitions are presented in Table 7.2.
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Table 7.2: Notation table for energy related symbols

P; A Page in a Hybrid Memory System

Cnvim Energy Cost of page P; in NVM

Cpram Energy Cost of page P; in DRAM

Eread Reading energy consumption per page in NVM

Erite, Writing energy consumption per page in NVM
POWds,, Idle power consumption per page in NVM

i The number of readings for P; in hybrid memory system
w; The number of writing for P; in hybrid memory system
T Time Period for page replacement in hybrid memory system
Ersad Reading energy consumption per page in DRAM

Eprte Writing energy consumption per page in DRAM
POWde, Idle power consumption per page in DRAM
CNVM——DRAM Energy cost when P, is replaced from NVM to DRAM
FEerira Extra energy consumption during the migration of P;

Definition 1. Given page P, in NVM, Cyy s is defined to denote the energy
cost during the time period of T

Cynvm = E}n\f‘(%w * 1+ E}%}tj\(} * w; + POW;\?‘Z/eM A (72)

where E}“\?{}% is the reading energy consumption of each page in NVM, EY%,

is the writing energy consumption of each page in NVM, r; and w; are the
numbers of reading and writing P; in NVM respectively. POW s, = is the idle
power for each NVM page. In particular, POWds, = can be ignored because
the idle energy consumption of NVM is much lower than that of DRAM.

Definition 2. Given page P, in NVM, Cpray is defined to denote the en-
ergy cost during the time period of T

Cpran = Eed sy 4+ ESRe ww; + POWEL  « T (7.3)
where E754d,, is the reading energy consumption of each page in DRAM,

Ewrite, - is the writing energy consumption of each page in DRAM and POW e, .

is the idle power of each DRAM page.

Definition 3. Given page P; , Cnvy—_pran is defined to denote the energy
cost P; replaced from NVM to DRAM.

CNvi——DRAM = Eegtra + (BN + EWHE ) (7.4)
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Definition 4. Given page P, , Cpraym—_nvar is defined to denote the energy
cost P; replaced from NVM to DRAM.

Corari——Nv = Eevtra + (E5ihos + BNV (7.5)

Eeytrq s the extra energy consumption during migration process in addition
to reading and writing consumptions. (E%, + EYl ) means the energy
consumption of a page once migrating from NVM to DRAM. In particular,
there are some extra energy consumptions in the page migration procedure,
such as page wear energy consumption, cache energy consumption and so on.
But these extra power consumptions are low enough to be ignored compared
with the energy consumptions of page reading, writing and idle.

Evaluation Results

We now use the Hybrid Memory System Simulator described in section 6.1 to
extract all the information required in order to use the aforementioned Energy
Model with the Energy Parameters mentioned in Table 7.3 for the four Hybrid
Memory Systems we wish to evaluate. All the Hybrid Memory Systems we
evaluated have two different memory components NVM and DRAM with a 1:8
ratio. In other words, at a given moment only one eighth of the application’s
memory footprint reside in DRAM and the other seven eighths are located in
NVM.

Before presenting the results of the evaluation, we need to mention that
the memory footprint of our workloads is quite small (A few tens of MBs).
Obviously, with such low memory footprint and short runtime, Leakage Power
(Idle) of DRAM is not going to be the main contributor of the total energy
consumed of the System. That is because the term: Idle Power = 451 x ”é—‘g x T
is relatively small compared to the energy consumed by the NVM and DRAM
operations during runtime. If workloads with bigger memory footprints and
longer execution time are examined, we might end up different results than the
ones we present. That is also evident in [15] where for small memory footprints
all the Page Placement policies performed similarly due to the fact that the main

Table 7.3: Evaluation Parameters of NVM and DRAM [15]

PCM DRAM
Writing Energy 418.6 nJ 12.7 nJ
Reading Energy 80.41 nJ 5.9 nJ
Leakage Power (Idle) 4.23 mW/GB 451 mW/GB
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contributor to the system’s total energy consumption were the write (418.6n.J)
and read (80.41n.J) operations of NVM instead of the Leakage Power of DRAM.
However, we can still draw some conclusions from the workloads with relatively
small memory footprints. Those conclusions may not translate perfectly to
bigger workloads in absolute numbers but they can certainly help us estimate
if we are headed towards the right direction.

In figure 7.4 we can observe how the four different policies perform as far as
the Energy Consumption is concerned. As expected NoManage performs poorly
compared to the Systems which utilize a Page Scheduling policy. What we need
to point out is that our Page Scheduler seems to outperform both Kleio and
the History Page Scheduler for every workload. This was more or less expected
due to the higher DRAM hitrate our implementation achieves; thus both the
total amount of operations carried out by NVM and the application’s execution
time are decreased. Overall, figure 7.4 clearly indicates that utilizing a Page
Scheduling policy results in a reduced system power consumption and that our
Page Scheduler could be a considerable option for a low power oriented Hybrid
Memory System design.

9-RNN B Kleio HEm History M NoManage

1.0 A

o o o
BN (o)} (00]
] ] ]

Normalized Energy Consumption

o
N
1

0.0

backprop streamcluster  hotspot lud blackscholes bodytrack bplustree kmeans

Figure 7.4
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Although Figure 7.4 is certainly helpful and indicative of the performance
differences between the different design approaches we evaluated, it is also es-
sential to examine why each workload behaves the way it does and determine
the primary contributors to the total Energy consumption. On that account,
figure 7.5 is provided, which is practically an enriched version of 7.4. This
figure provides information about how each memory component contributes to
the summation of the system’s energy consumption. It should be mentioned
that for every workload, the first, second, third and fourth bar is the normal-
ized energy consumption of our page scheduler, kleio, History and NoManage
respectively (similar to Figure 7.4). It is clear that for every workload the most
amount of energy is consumed by the NVM operations instead of the DRAM
Idle Power due to the small memory footprint of the tested applications. It
is also important to note that the Page Migration Energy cost does not seem
to be rather significant, and that is probably the reason why Page Scheduling
results in systems with lower power consumption.

Every application we used for evaluation is quite different from the others.
Therefore, it is of utmost importance to examine each one individually, since we
can probably draw distinct crucial information from every single one of them.

HE NVM Consumption DRAM Consumption HEl |dle Power Hll Page Migration
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Figure 7.5
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Backprop: Backprop’s trace acquired has a balanced Read/Write ratio.
Meaning that the total amount of Reads and Writes were almost equal. A big
gap between History and NoManage can be observed which probably means
that NoManage’s initial page placement was such that it resulted in low DRAM
utilization. Kleio’s Energy Consumption is not significantly lower than History,
which was expected due to the low DRAM hit-rate increase kleio achieved (seen
in Figure 7.2). Our Page Scheduler seems to perform really well energy-wise
for this particular workload.

Streamcluster: Streamcluster’s trace acquired was read-heavy. That means
that write operations were significantly less than read operations. Therefore,
we did not expect huge energy consumption benefits, because write operations
are the ones that are the primary cause of high energy consumption. We can
see that History is not significantly better than NoManage, and kleio’s En-
ergy Consumption is relatively close to History but obviously lower. Our Page
Scheduler achieves 25% decrease in normalized energy consumption, which is
only 5% difference with kleio which is probably due to their performance simi-
larities as showed in figure 7.2.

Hotspot: Hotspot’s trace acquired was write-heavy. That means that write
operations were significantly more than read operations. There is big gap be-
tween NoManage and History, and that is probably because History reduced the
number of write requests served by NVM. There is also significant gap between
kleio and History, while the Energy Consumption of our Page Scheduler and
kleio’s are almost equal. What is important to note here is the drop of DRAM
Idle Power. NoManage seems to have almost double the DRAM Idle kleio and
our Page Scheduler have, and that clearly has to do with the longer execution
duration of NoManage.

lud: Lud’s trace acquired has a balanced Read/Write ratio similar to back-
prop. History’s Energy Consumption is really close to NoManage. That means
that the initial Page Placement of NoManage did not result in poor DRAM
utilization (clearly seen as DRAM consumption is not inexistent in NoMan-
age’s bar). After observing Figure 7.2 we were not surprised when kleio did not
project huge energy consumption reduction. Our Page Scheduler is only 5%
better energy-wise than kleio.

blackscholes: Blackscholes’s trace acquired was write-heavy similar to hotspot.

History’s Energy Consumption is really close to NoManage due to migration
cost. That means that the cost of Page movement between the different mem-
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ory components in order to achieve high DRAM utilization is not trivial for this
particular workload. Kleio and our Page Scheduler seem to behave similarly
energy-wise achieving a significant reduction in Energy Consumption.

bodytrack: Bodytrack’s trace acquired was also write-heavy. The write
operations were certainly more than the read. However the write to read ratio
was not as large as those in hotspot and blackscholes. Bodytrack shows quite
similar behavior to blackscholes. The only noteworthy difference is that the
energy reduction kleio and our Page Scheduler show is not as large compared
to the ones in the hotspot and blackscholes applications.

B+Tree: B+Tree’s trace acquired had also more write than read opera-
tions (3:1 ratio). Similar to bodytrack NoManage is not significantly worse
than History, and kleio delivers a rather considerable (20%) decrease in energy
consumption. What is really noteworthy in this workload is that our Page
Scheduler performs much better energy-wise compared to both History and
Kleio. That is probably due to high DRAM hit-rate (observed in fig. 7.2) and
the prioritization we made for write operations in Profit equation (5.1, 5.2) in
the Page Selector component (Section 5)

Kmeans: Kmeans Read-Write operation ratio is relatively balanced (reads
are slightly more than writes). NoManage performs poorly energy-wise for this
particular workload. DRAM utilization is really low; thus resulting in a longer
runtime duration (High Idle Power). History manages to bring a 40% reduction
in energy consumption, while our Page Scheduler and kleio do not seem to im-
prove upon History’s energy performance. That was expected to some degree
considering that both did not provide huge DRAM hit-rate increase as seen in
fig.7.2.

All things considered, we can make the assumption that our Page Scheduler
can bring down the energy consumption significantly both decreasing by the
total operations carried out by NVM and the runtime of the application. That
is especially the case for workloads which are write-intensive. We can also esti-
mate that our Page Scheduler, or an accurate Page Scheduler in general, can be
utilized in a low-power oriented system even when workloads have big memory
footprint. Only if huge workloads are accompanied with comparatively signifi-
cant migration energy cost, the system is going to behave poorly. That is not
highly probable, as it also evident in [15] where the different page placement ap-
proaches followed a similar energy consuming pattern for increasing application
memory footprint.
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Chapter 8

Conclusions

Thesis Summary

Application data sizes are constantly increasing, while the data access patterns
of a wide range of application domains become more and more complex. Tradi-
tional memory hardware technologies fail to scale in the necessary capacities and
speeds to accelerate modern analytics. Therefore, new hardware technologies
are integrated in the memory subsystem to boost application performance and
system cost efficiency. This new heterogeneity in the memory hardware and ap-
plication data access behaviors cannot be handled using existing system-level
resource management policies. There is gap between current state-of-the-art
solutions in Hybrid Memory System memory management and what could be
achieved optimally. In this thesis, we explore the effectiveness and practicality
of using Machine Intelligence in Memory Management of a Hybrid Memory
System.

We first point out that replacing the hybrid memory manager with one ma-
chine intelligent component, such as a reinforcement learning agent, is not scal-
able and robust to hardware changes. After taking into consideration that ap-
plications that execute over hybrid memory systems likely have massive memory
footprints, our Page Scheduler identifies a small page subset, whose machine in-
telligence management boosts application performance. Then, for every single
selected page a Recurrent Neural Network is deployed to learn page-level access
patterns. For the remaining pages the lightweight history-based scheduling ap-
proach is used. In this way, the relative performance gap between existing and
an oracular solution is bridged by on average 70% . Besides the use of machine
intelligence for page access count predictions, we also explored how using a dif-
ferent eviction policy for DRAM can affect performance. We found out that
using an LRU policy after dividing the address space into clusters performs on
average 10% better than an LRU policy which does not consider the memory
cluster a page belongs to.

105



Future Work

Both the conclusions drawn from the evaluation, and the assumptions and sim-
plifications made during the implementation of this Thesis leave a lot of room
for future work. There are various directions and ideas that someone can use
to build upon, and enrich this thesis.

Page size: The Memory Manager (i.e. Page Scheduler) proposed in this
Thesis utilizes machine learn methods to learn memory access patterns at the
granularity of a page, assuming a 4 KB page size that is primarily used across
systems. However, there are many emerging platforms using huge pages (2
MB page size) that show promising performance characteristics. We expect the
memory footprints of emerging workloads to be massive. Therefore, we should
definitely explore the idea of memory management at a huge page granularity,
since the associated learning overhead would be reduced due to the reduction
of the aggregate number of ML-models.

Data Objects: There are many solutions that mark memory regions and
keep track of the corresponding application level data objects. Such information
can be beneficial to better guide the page selection for machine learning-based
management. Throughout this thesis, our proposal is on the system-level and
is agnostic when it comes to the application data. It certainly worth exploring
the two following ideas.

1. Will Machine learning based memory management benefit from clustering
the pages that belong to the same data object

2. Can we use application level insights to decide which data object to manage
with machine intelligence?

Online Learning: Applications often have multiple phases during their
execution, periods of time where one type of activity is occurring followed by a
period of time where a completely different activity is occurring. Often these
different phases will have very different load patterns from each other. Training
the LSTM in an online scenario would allow it to dynamically adjust its weights
to be good as possible for the activity that’s happening purely in the present.
It would no longer have to be trained in a way where it had to generalize to
the whole program at once.

ML-based Management in Data Storage: Throughout this Thesis we
only focused on bringing a memory management solution in systems with het-
erogeneous memory hardware by adding machine intelligence. However, there
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is certainly potential for the proposed approach of integrating machine learn-
ing methods to be extended to the management of storage technologies. The
key design points of this Thesis could be followed and applied for managing
data stored across storage-only hardware, memory and storage, as well as when
considering data offloads to GPUs and accelerators.
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