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ITEPIAHWH

H auCavouevn yenorn twv u€owy xovmvixng dixtinong avadeixvier Tov xploio
EOMO TV ohyoplluwY XATATOENG XL TPOTACEWY TEPIEYOUEVOU TOU ETNEEALOUV TNV €-
UTEELRO TV YENOTOV XL TNV EVACYOANGCT| TOUG UE EVOLUPEQOY Tepleyduevo. Emimhéoy,
1 AUEAVOUEVT BRACTNELOTNTA OTA MECH XOWVWVIXAC BIXTOWONG EMTOUYUVEL Xal EVIGYVEL
TNV TUPATANEOPOENOT Yol TN BLEB0GCT) PEUBMY EWBHOEWY, ETIOTUAVOVTIS TNY avaryXT Yid
TNV AVATTUET AMOTEAEOUATIXMY HOVTEAWY AV VEUOTG TOQAUTAUVTIXOU TEQLEYOUEVOU.
Extoc and 1o xowvwvixd dixtua, 1 dmeland uetdBoon dnuiovpyel onuovted adénon
xou TowtAopop®la TV BlEcIumY CUVOALY BEBOUEVKY Ta oTolo TepthauBdvouy TAo-
UCL0 %0l ETEPOYEVES TEPLEYOUEVO. )¢ e TOUTOU, O OYXOC XUl 1) TOAUTAOXOTNTA TOV
OLord€aUmY BESOUEVKY xoGTOUY ToL AmOB0TIXG GUG THUATO EEEPEUVNOTC BEDOUEVWY O-
hoéva xan To xploua. TTapdddnia, ot unyavixol Yvoong opyavmvouy To avTixelueva
NG avIpMTIVAC YVOONS X0l TIC OYECELS UETAEY TOUG Yiol T1) Ontoupyio Yedpwy Yvohong
Loy ElploluwY amd UTOAOYIC XY UG THUNTA.

Ye auth) TN OLTELPT, OLEEEUVACOUE TIC BUVITOTNTES CUVOEDTS HETOEY QUTWY TWV
EQELVITIXWY TEQLOYWY.  AVoxahOPoe 6TL 0 GUVBLIOUOC TWV YVWGEWY TOU TOREYO-
VTOL OO TOUG TUO TEOTNYUEVOUS YRAPOUS YVMOTNE Xt BEBOUEVWY ATd XOVWVIXE DTN
umopel Vo BEATIOOEL GNUAVTIXG TNV ATOTEASCUATIXOTNTO TWV CUC TNUATOY TEOTACEWY.
Emniéov, ol oyéoeic mou e&dyovioan amd BACEC YVOOEWY OTWE Ol UTNEECIES EAEY-
YOU YEYOVOTOV UTOROUV VO TOREYOUY GUVOAN OEDOUEVLY EXTIUBEVCTC VLol TNV AVEmTU-
&1 ATMOTEAECUATINGDY HOVTEAWY VY VEUCTIC TURATANQEOPOONONG, EVE) TA GTUACIONOYIXG
oTolyelo TV YRdPeY Yvoong utopoly va Bondncouy otny aroteAeouotin] e€epelvi-
OT) CUVOAGY BEBOUEVMY KoL 1) AVIAUGCT| BEDOUEVKY ATtO ToL XOWOWIXE dixTu uTopel Vo
CUUPIAAEL TNV TEQUYTOT XOL TNV XUTAVONOT] TOV OLIECIUWY BEQOUEVHV.

A€Zeig-xAedid: Avdhuon Kowvovixov Awtiwy, Yuothuata [lpotdoswy Bdoel
Iepieyouévou, I'odgor I'varone, Yeuodelc Eidroeic, Auvtdpatn Anulovpyla Yuvorwy Ae-
dopévwy, Idiotntec Addoong, Xnuactoroyéc Ididtntee, Evorhoxtinéc Metpuée A-
mynone, Avixtnon Iinpogopiiv, ECepeivnon dedopévwy, IN'ewypoapinr Aneixdvion
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ABSTRACT

The increasing use of social media brings up the crucial role of social content
recommendation and ranking algorithms that affect user engagement to interesting
content. Additionally, the growing social network activity accelerates and boosts
misinformation and disinformation diffusion, highlighting the need for efficient fake
news detection models. Apart from social networks, digital transformation results
in significant data growth and diversity of available datasets that result in rich and
heterogeneous content. Hence, the volume and complexity of available data make
efficient data exploration systems more and more crucial. On a separate front,
knowledge engineers organize the objects of human knowledge and the relationships
between them to create computer-manageable knowledge graphs.

In this thesis, we explored the possibilities of connections between these research
areas. We showed that combining the knowledge provided by the most advanced
knowledge graphs and data from social networks can significantly improve the ef-
ficiency of recommendation systems. Furthermore, relations extracted from knowl-
edge bases such as fact-checking services can provide ground truth training datasets
to develop efficient misinformation detection models, while the semantic elements
of knowledge graphs can assist in exploring datasets effectively, and the analysis of
data from social networks can contribute to browsing and understanding the avail-
able data.

Keywords: Social Network Analysis, Content-based Recommender Systems,
Knowledge Graphs, Fake News, Automatic Dataset Generation, Propagation Fea-
tures, Semantic Features, Altmetrics, Information Retrieval, Data Exploration, Ge-
ographic visualization
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Chapter 1

Introduction

The main interest of our research has been in recommending engaging and discov-
ering credible information spreading in social networks. To this end, we focused
on understanding the role of semantic content, graph properties, and patterns of
information diffusion in social networks.

How can we recommend interesting content to social network users? How can
we spot early the diffusion of fake news in a time-evolving network? How can we
overcome natural language ambiguity to explore large datasets efficiently? How can
we leverage social networks to discover credible information?

Answers to such questions are vital to a range of application areas, from devel-
oping new algorithms for recommending engaging content on social networks and
other platforms, monitoring fake-news diffusion, developing knowledge-based data
exploration techniques, to discovering and ranking emerging literature articles based
on social media attention.

A basic intuition behind our study was using knowledge graphs as a solid knowl-
edge background to exploit semantic relations between users’ interests and data
objects. Towards the implementation of the semantic web, knowledge engineers or-
ganize human knowledge in a formal and, at the same time, essential way. In this
context, knowledge graphs are a vital structure for organizing the objects of human
knowledge and the relationships between them, with semantically structured infor-
mation so that computer systems can manage it. It is no coincidence that the most
influential corporate groups in IT promote the development of such structures to
improve their commercial services (navigation, search, personalized offers, targeted
advertising) and increase user engagement. The nodes of knowledge graphs repre-
sent specific objects of knowledge, and the edges represent the relationships between
them; that is, they focus on representing specific events, people, entities, objects,
regions, and relationships between them.

In this thesis, we explored the possibilities of connections between these research
areas:

¢ Recommending engaging content in social networks

The increasing use of social media has brought about changes in the way
a large part of humanity communicates, stays informed, works, shapes its
perception of the world and social phenomena. For example, Twitter users
generate hundreds of millions of tweets every day, leading to a vast amount
of available information that ends up in other users’ timelines. Because of
this content overload, users are often tired of browsing for engaging tweets



on their timelines, and as a result, they miss interesting tweets. A solution
to this problem can be developing efficient recommender systems that help
users filter out uninteresting tweets and suggest ranked tweets and users with
relevant interests, resulting in a more engaging timeline.

When analyzing the propagation of social network content, scientists face a
severe problem: the algorithm that ranks the posts in the users’ timeline is usu-
ally unknown; however, its role in the information diffusion process is crucial.
Moreover, the streaming information regarding user activity is a commodity
used to effectively expose a target group to a specific commercial message.
Thus, social media platforms model users’ behavior, predict and learn from it,
take advantage of people’s preferences, interests, and habits, offer them inter-
esting content, and thus increase engagement on the platform and commercial
content.

In addition, the recommendation algorithms of social networking services are
not static; instead, they become more and more complex based on the research
and development of new recommendation models and user profiling techniques.
However, their closeness makes it unclear whether they serve to provide "what
each user is interested in seeing” or whether they are more oriented to prior-
itize "what each user should see” to meet various requirements. Moreover, it
is impossible to evaluate the personalization process they follow and whether
they facilitate the expansion of misleading phenomena (fake news, bots, trolls,
etc.). Therefore, the evolution of recommendation algorithms is of great inter-
est, and one such typical example is Twitter’s algorithm. Twitter’s algorithm,
like most social media algorithms, is based on personalization and machine
learning to rank content by some signals: recency, relevance, engagement, rich
media, and the unfolding past user behavior (likes, clicks, retweets, popularity,
region, etc.). Even though such algorithms canalize the attention of millions
of users, we still know little about them.

In this context, recommendation algorithms may limit the user perspective
by recommending content similar to what they usually post or engage with.
Hence, users are exposed to certain information, and they interact with news
that likely promotes their favored opinions, resulting in the formation of social
groups with like-minded people (echo chamber communities). The echo cham-
ber effect influences how the news is consumed and enhances the propagation
of misleading content, acting as fake news reinforcement hubs.

Discovering credible information in social networks The widespread use
of social media as a news and information source has posed some new chal-
lenges. Although misinformation and disinformation phenomena have existed
since the birth of the printed press, new online platforms accelerate and boost
their diffusion, posing new problems and challenges. However, contrary to
traditional news organizations, social media platforms allow millions of users
to produce and access a vast source of information freely. On the ground
of much faster news diffusion, the relative anonymity offered by social media,
and the overt and covert mechanisms that operate on the web serving political,
economic, geopolitical, and other interests, the phenomenon of fake news dif-
fusion has evolved and acquired particular features related to the propagation
in social media.



The fight against fake news is a subject that social network engineers should
focus on. However, the sources and causes of misinformation and disinforma-
tion prevail in the spectrum of social phenomena. This explains why many
rumors survive for a long time after being exposed, why, despite the rise of
the educational level of humanity, unscientific theories and prejudices survive.
The reason is that the human learns in a social context, adopts and constructs
a large part of her perceptions based on the data given to her as undisputed
knowledge by people and sources she trusts (teachers, parents, friends, sources
of information, etc.). In some cases, the misinformation starts from specific
news pages, and through the propagation boosting of social media, it even
finds a place in the pages of generally considered credible newspaper websites.

Moreover, state intelligence services and most armies have special directorates
and divisions that engage in cyber warfare, a central aspect of which is propa-
ganda and the spreading of misinformation to confuse and deceive the enemy.
Thus, sometimes behind fake news lies a "war” of state and business interests,
a "war” that serves not only the purposes of propaganda but also has serious
economic and social consequences. In any case, there are many recent publi-
cations [172, 131}, 25], according to which social networking data are gathered
in the hands of governments and private companies, forming the requirements
toward the existence of mass surveillance systems. Based on the above, it is
expected for social media to be used as political tools to form the so-called
"public opinion”, manipulating consciences, in essence, to increase the influ-
ence of states, political parties, business groups. In this context, the opposing
"armies” often call the activity of another "misinformation” or "hate speech”,
resulting in many cases concerning censorship allegations in the name of "fight-
ing misinformation and hate speech”. Besides, many fact-checking organiza-
tions and services have been accused of bias, while the effect of fact-checking
can vary by several factors [99].

Nevertheless, the development of methods and algorithms that can detect
suspicious and misleading content and produce early detection signals offers
a significant contribution to limiting and fighting the further spread of such
content. However, no system can cure an infodemic, as the sources and causes
of the misinformation phenomenon remain social rather than technical.

Apart from the vast amount of social network data, big data results in sig-
nificant data growth and, despite the lower availability, increases the need for
efficient data exploration systems, under the light of which new possibilities
are brought out in the development of production, the organization of work,
the progress of science. The size and diversity of available datasets, their
continuous collection and generation by systems, sensors, scientists, organiza-
tions, government, and online content growth result in rich and heterogeneous
content. Hence, the volume and complexity of available data make efficient
data exploration systems more and more crucial.

In this thesis, we studied the connections of these research areas, set on the solid
semantic background of knowledge graphs. For example, combining the knowledge
provided by the most advanced knowledge graphs and data from social networks
can significantly improve the efficiency of recommendation systems. Furthermore,
relations extracted from knowledge bases such as fact-checking services can provide



ground truth training datasets to develop efficient misinformation detection models,
and in turn, these detection models can help cleaning existing knowledge graphs from
mistakes and false information. In addition, the semantic elements of knowledge
graphs can assist in exploring datasets effectively, and the analysis of data from
social networks can contribute to browsing and understanding the available data.

1.1 Thesis overview

1.1.1 Tweet and followee personalized recommendations based
on knowledge graphs

Recommending content and connections on social networks faces multiple challenges.
First, user profiling is often undermined by the limitations posed by social network-
ing services concerning the availability of user network data. Therefore, techniques
that construct profiles based on user social connections (collaborative filtering) re-
quire a large volume of link data to be retrieved, stored, and analyzed and thus can-
not be updated effectively and scalable when new tweets enter the stream. Moreover,
collaborative filtering approaches will most likely evaluate similar items unequally
if posted by different users, despite having the same content. These approaches also
require each item to get instant feedback from numerous users before being recom-
mended to other users, known as the "cold-start” problem. A different approach, the
content-based recommenders, relies on text similarity; however, it lacks efficiency in
microblogging services due to small text size.

Our view is that the semantic features of knowledge graphs can be helpful in user
profiling and analyzing social network data. However, in the case of Twitter, the
content of tweets is small and sparse; hence a topic analysis using bag-of-words ap-
proaches remains insufficient to reflect user interests accurately. Moreover, content-
based techniques must balance between over-recommendation, i.e., recommending
too many items, and over-specialization, i.e., recommending items very similar to
those already seen, containing recurrent information, and not covering one’s range
of interests.

Our study focused on developing a new content-based method [72] that uses
knowledge graphs for (a) personalized tweet recommendations [71] and (b) person-
alized followee recommendations [69]. This method provides an alternative person-
alized timeline containing worldwide streaming tweets that strongly match the user’s
interests and personalized recommendations of followees ("whom to follow?”) with
similar interests.

Our approach utilizes the semantic relevance between user interests and the
topics of streaming tweets. Choosing semantic relevance as the recommendation
criterion has the following advantages. First, considering that users read and write
content over multiple topics, our recommendation method utilizes the objective and
immutable associations between these topics. Moreover, our method tackles the
over-specialization problem by taking advantage of the knowledge graph to recom-
mend tweets of related topics and the over-recommendation problem by ranking
the user profiles, emphasizing the most specific topics. In contrast to collaborative
filtering techniques, our approach does not face the problem of resource availability
because it makes no use of the Twitter user graph data. Finally, contrary to the
bag-of-words methods (LDA, TF-IDF), our approach avoids the efficiency problems
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caused by the limited size of tweets. Moreover, we assign a topic to each tweet
separately in contrast to most content-based methods, which merge tweets and defy
the proper granularity for topic extraction.

Our approach is based on representing all possible user interests as a hierarchi-
cal knowledge graph, where each node corresponds to a topic, and edges denote the
category-subcategory relation between the topics. Additionally, our recommender
relies on the representation of any user’s profile as a ranked subgraph of the knowl-
edge graph, such that the nodes represent the interests of the specific users. For
both recommendations, tweet and followee, our recommender uses the Steiner Tree
of the user profile to calculate relevance. Our intuition behind using Steiner Tree is
that given a set of topics, the Steiner Tree is the least cost-connected subgraph of
the knowledge graph that contains these topics. If a concept connects two or more
topics of interest in the knowledge graph, then this concept is likely itself a topic
of interest. Although some topics may not be directly related to one’s interests, we
assume that if a concept belongs to the Steiner Tree of the topics of interest, then
the likelihood of it being itself one increases.

1.1.2 Automatic generation of feature-agnostic datasets for
fake news detection in social media

Algorithmic methods to automatically detect misleading content on social media are
crucial to help mitigate fake news diffusion. Developing machine learning detection
models is a data-driven process that raises the need for adequate and quality training
datasets, including social media and fake news ground truth data. However, there
are certain characteristics of this problem that make it uniquely challenging.

e The manual process of labeling news and post content is time-consuming and
results in partial and outdated datasets.

e There is significant diversity among existing datasets that raises severe prob-
lems to the reliable assessment and comparison of the detection models.

e Most approaches focus on specific subsets of features that can be measured in
multiple ways, while network propagation features are underestimated.

e The nature of fake news content is not uniform and is related to newly emerg-
ing, time-critical events, which existing knowledge bases and fact-checkers may
not have properly verified yet.

To tackle these challenges, we developed the PHONY infrastructure, which au-
tomates the generation of datasets that contain fake news and their propagation
footprints on Twitter. Specifically, the infrastructure makes use of the fake news
stories provided by fact-checking services and produces datasets that include social
media posts that refer to those fake news stories. This is accomplished by build-
ing an incremental tweet inverted index containing streaming tweets. This index
consists of broadened tweets that comprise the tweet text and metadata and web
data related to each tweet. The generation of a new dataset starts with collecting
fake news items from fact-checking websites and then analyzing and using them as
queries to the inverted index.



PHONY generates uniform, flexible, and up-to-date silver standard datasets
while allowing users to choose the fact-checking source, time period, and fake news
type they are interested in, and the central idea behind our approach is described in
[T02]. The generated datasets are feature-agnostic, hence datasets that do not con-
tain metrics of specific classification features. This allows users to freely choose the
features and measurements that better suit their classification and detection meth-
ods. PHONY datasets contain text, user, network, and propagation data, and, to
the best of our knowledge, all features encountered in the literature can be directly
extracted using simple scripts.

1.1.3 Knowledge-based Recommendations for Data Explo-
ration

Over the last years, data growth, volume, and the complexity of available data have
increased the need for efficient data exploration systems. Search data systems usu-
ally face the following problems: natural language ambiguity, entity recognition and
linking efficiency, recognizing domain-dependent entities, keywords, and concepts.
At the same time, the available datasets need to be accessible by regular users who
are not familiar with databases or the type, structure, and contents of the data.

In the context of our thesis, we developed the KNOwDE system that focuses on
assisting users who aim to extract knowledge from data without precisely knowing
the specific data structure and contents. The system tackles the data exploration
problem in the light of generating efficient knowledge-based and data-based recom-
mendations and providing relevant data insights to the user. To provide recommen-
dations for queries relevant to their interests and the data, we use knowledge bases
and a graph derived from the database to explore. The semantically relevant rec-
ommendations are enriched using further recommendations based on generalization
and specialization relations from the knowledge bases. Finally, KNOwDE, using
graph theory algorithms, recommends data objects and provides two graph views
based on user selections, offering a visualization that enables users to acquire a more
comprehensive look at the results and helps them interact with the recommended
objects and the objects related to them.

1.1.4 Applications leveraging social network data for ex-
ploring datasets

In the context of the thesis, we have developed some methods and services, which
facilitate users that do not have any special knowledge on the data to evaluate,
navigate and discover useful information in available datasets. These applications
are the following:

1. Calculation of Tweet-based attention for articles relevant to COVID-
19

The outbreak of the coronavirus pandemic has turned us into new priori-
ties regarding social network analytics. Specifically, we collaborated with the
team developing the BIP!Finder EI to help create a dataset that will consist

Thttps://bip.imsi.athenarc.gr/



of literature related to COVID-19 and will comprise a social media altmetric
indicator. As we write these lines, pandemic-relevant articles are published
rapidly, making it very difficult to explore and extract useful information from
them effectively. In this context, the team’s main objective was to produce
BIP4COVID19, an openly available dataset containing various impact mea-
sures calculated for COVID-19-related literature [145].

In order to capture the popularity of the articles, we opted to measure the Twit-
ter attention received by each article. This altmetric augments the citation-
based metrics and involves measuring the number of recent tweets mentioning
the scientific articles. We consider this a measure of social media attention for
each literature article relevant to COVID-19.

However, accessing the entire stream of tweets or performing multiple searches
on historical tweets would yield incomplete results due to limitations posed by
the Twitter API. Thus, we used an existing dataset with tweets related to
COVID-19 and mined them for URLs pointing to the articles in our database.
Therefore, we produced the URLs of the articles in doi.org, PubMed, and PMC
based on the corresponding identifiers. We periodically produce the URLSs to
measure the Twitter attention indicator based on the latest tweets, which we
release on frequent version updates on Zenodo [143] and on Bip4Covid website

B

2. Combining Geolocated Social Data for Urban Area Profiling

Location data have been widely used in event detection, sentiment analysis,
hotspot identification, typical movement patterns identification, city maps en-
richment, etc. However, the location data face some serious problems:

e Volunteered geographic information (VGI: extracted from social media,
microblogging platforms, check-in applications, mobile phone GPS) con-
tributed by online users is imprecise and inaccurate by design

e Commercial Point of Interest (Pol) information (offered by leading web
providers like Google, Here, Bing, Foursquare) set limitations on the use
of those APIs, thus providing users with a very locally-limited view of
the existing city infrastructure that cannot be directly used to extract
additional information for city-scale areas.

e Data from government agencies despite being official, curated, of excellent
quality, and impossible to collect by individuals, it has the obvious dis-
advantage that it cannot be real-time, it is usually not available through
APIs, and most importantly, it may be updated at very infrequent inter-
vals (e.g., census data), therefore at risk of being rather outdated.

To assist regular users in exploring available data related to urban areas, we
developed the CitySense framework. CitySense is a dynamic urban area viewer
that integrates various datasets related to an urban area, providing a rich vi-
sualization of a city’s life. Our work focused on combining disparate datasets
of various origins to provide a more comprehensive picture of a geographical

2https://bip.covid19.athenarc.gr/



area. To accomplish that, we developed the CityProfiler, a subsystem respon-
sible for data collection, and we created the CitySense Database that stores
the diverse data. To enrich the Pol data, we designed CityProfiler to collect
user-generated geolocated Twitter activity [70]. Moreover, we focused on ef-
ficiently spatial aggregating, visualizing, and presenting the end-user with a
rich view of any data source so that users can easily interpret this information.
We made CitySense available to users through the corresponding web appli-
cation EI that builds a unified view of our use-case, the urban area of Chicago,
utilizing open data from administrative sources, online Pol APIs, and tweets.

1.2 Thesis contributions

e Tweet and followee personalized recommendations based on knowl-
edge graphs

We developed a new content-based method that uses knowledge graphs for
(a) personalized tweet recommendations and (b) personalized followee recom-
mendations. The tweet recommendations compose an alternative personalized
timeline containing streaming tweets that strongly match the user’s interests,
and the personalized recommendations of followees is a ranked list of Twitter
accounts with similar interests to the user. Both our methods:

1. are based on the representation of user profiles as topics of interest (Tols).
In our context, Tols are nodes of a predefined KG that represent the
interests of specific users and that are connected in a least-cost way using
the Steiner Tree algorithm

2. can adapt to cover new topics of interest and reduce the effects of over-
specialization and over-recommendation

3. are not impaired by the limitations posed by Twitter concerning the avail-
ability of the user graph data

We conducted two experiments: one to evaluate the tweet and followee recom-
mender system and another for which we used a large dataset to evaluate our
approach’s efficiency and scalability. The efficiency of our method outperforms
in many cases the state-of-the-art approaches, which we have implemented for
evaluation purposes, and yields good results in terms of precision and time
scalability.

e Automatic generation of feature-agnostic datasets for fake news de-
tection in social media

We developed PHONY, an infrastructure for automating the generation of
feature-agnostic silver standard datasets. These datasets contain fake news
and their propagation footprints in the Twitter network based on the fake news
stories provided by curated fact-checking websites and comprise the necessary
data to extract all features encountered in the literature, including network
propagation and semantic features.

3http://geoprofiler.imsi.athenarc.gr/



Moreover, we explored the range of the misinformation and disinformation de-
tection features encountered in the literature. This thesis provides a complete
feature typology based on the analysis and systematization of all available
features. This typology can be useful for training fake news detection models
that cover all types of misinformation.

Furthermore, we used PHONY to generate the Greek PHONY Dataset, a large
dataset of fake news propagating in the Greek Twittersphere. The efficiency of
PHONY was measured by evaluating the Greek PHONY Dataset that reached
an average precision of 77,5%.

e Knowledge-based Recommendations for Data Exploration

We developed KNOwDE, a system for generating efficient knowledge-based
and data-based recommendations for data exploration based on user search
queries. KNOwDE’s underlying method is that the concepts in the user query
are matched with the concepts in the database with the help of knowledge
bases that provide alternative keywords and key-phrases that are semantically
related to the original ones to capture the actual context of the users’ interests.
Specifically, we use recommendations based on knowledge bases (KBs) and a
Graph extracted from the database (Data Graph) to assist users unsure how to
form a correct query. These recommendations help users form queries relevant
to their interests and the database. The user can interact with the system by
expanding the original query with these alternative keywords that are ranked
by mining Keyword Graphs, graph representations for each keyword, and its
related alternatives. Moreover, KNOwDE extends these alternatives and offers
further recommendations based on generalization and specialization relations
derived from the knowledge bases.

Furthermore, KNOwDE utilizes the selected keywords and a graph derived
from the database (Data Graph) to generate ranked data object recommen-
dations based on frequency and PageRank. To provide a more comprehensive
look at the results, we generate two Data Graph views based on the selected al-
ternative keywords, namely the Subgraph S and the Steiner tree, that connect
the most critical and associated database objects.

We have implemented KNOwDE, which currently integrates the CORDIS?I
database and the DBPedial’| and ConceptNetf’| knowledge bases. We have also
deployed the KNOWDEﬂ web application using a user-friendly interface.

e Calculation of Tweet-based attention for articles relevant to COVID-
19

We designed a methodology for calculating an attention altmetric indicator
extracted from social media data for ranking literature related to COVID-19.
To this end, we mined an existing dataset with tweets related to COVID-19
with a set of URLs pointing to the articles related to COVID-19. This altmet-
ric, called Social Media Attention, was our contribution to the Bip4COVID|§I

4https://cordis.europa.eu/en
Shttps://wiki.dbpedia.org/
Shttps://conceptnet.io/
"http://knowde.imsi.athenarc.gr/
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dataset. BIP4ACOVID19, is an openly available dataset containing various im-
pact measures calculated for COVID-19-related literature and has gathered a
lot of attention on Zenodo (151,570 unique views and 14,232 unique downloads
so far).

e Combining Geolocated Social Data for Urban Area Profiling

We have designed and developed CitySense framework, a dynamic urban area
viewer that integrates various datasets related to an urban area, providing a
rich visualization of a city’s life. CitySense combines data from administrative
sources, Point of Interest APIs, and the Twitter social network to provide a
unified view of all available spatial information about an urban area. To this
end, we developed the CityProfiler, a subsystem responsible for data collection
and efficient spatial aggregation, and the CitySense Database that stores the
collected data.

Moreover, we developed the corresponding web application ﬂ that builds a
unified view of our use-case, the urban area of Chicago. In this context, we
focused on visualizing and presenting the end-user with a rich view of available
data to easily interpret this information through a friendly user interface.

1.3 Thesis outline

The thesis is structured as follows. Chapter [2] introduces some background knowl-
edge regarding the key concepts in the dissertation. In chapter 3, we give a detailed
presentation of our method for generating personalized recommendations based on
knowledge graphs. Chapter [4] presents PHONY Infrastructure, which automates the
generation of datasets for fake news detection in Twitter. In chapter [5| we present
KNOwDE, that provides knowledge-based recommendations for data exploration,
and in chapter [6] we present two applications that leverage social network data for
exploring datasets, Bip4COVID, and CitySense. We conclude the thesis in chapter
and record the future research paths.

9http://geoprofiler.imsi.athenarc.gr/

10



Chapter 2

Background concepts

2.1 Twitter social network: basics and terminol-
ogy

Twitter is a microblogging and social networking service that allows users to send
and read short messages known as "tweets”, including photos, videos, and links.

According to recent social media facts and figures, Twitter currently stands as one
of the leading social media globally. Moreover, in 2019, the company’s revenue was
calculated to be 3.46 billion U.S. dollars, while most revenues came from advertising.
Figure depicts some interesting facts and figures regarding the Twitter service
extracted from Statistalll

While following influencers remained an important use of the service, businesses
and political campaigns discovered the value of Twitter as a communication tool
and began using Twitter for promotions and events.

A remarkable step in the evolution of Twitter usage was its increased use as a
journalism tool. More and more journalists, both amateurs and professionals, use
Twitter to channel their news stories and points of view, shaping its profile into an
up-to-date, online, live news source. Also, non-journalist user tweeting is becoming
increasingly prominent during events like sport, tv, news events, establishing Twitter
as an emerging outlet for the diffusion of information during events.

In this thesis, we used Twitter data in multiple contexts. Therefore, we need to
define some specific terms that will be used throughout this thesis:

e tweet: is a short message (up to 280 characters) and may contain photos,

GIFs, videos, and text.

e timeline: is a personalized "home page” containing a stream of Tweets shared
by user friends and followees ranked by a recommendation algorithm.

e follow: is subscribing to a Twitter account.

e follower: is a user that subscribes to see the tweets of another user (followee)
on his timeline.

e retweet: is a tweet that users forward to their followers.

e reply: is a response to another person’s tweet.

Thttps://www.statista.com/
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Figure 2.1: Twitter statistics

e hashtag: is any word immediately preceded by the symbol. When users click
or tap on a hashtag, they see tweets containing the same keyword or topic.

e geolocation, geotagging: is information tagged on a tweet and containing
the location of the user when she posted the tweet.

Table [2.1] comprises some milestones in the evolution of the Twitter recommen-



dation algorithm:

Table 2.1: Evolution of Twitter recommendation algorithms

] Algorithm ‘ Description ‘ Year ‘

Twitter Feed 1.0 | Timeline displayed tweets in reverse chronological order 2006

Twitter recom- | Timelines start to include recommended tweets, topics, and | 2014
mendations accounts

While you were | A forerunner to ”In case you missed it,” recapped select | 2015
away tweets, chosen based on ”engagement and other factors”

Reordered time- | The first algorithmic restructuring of timelines that pushed | 2016
lines the "best tweets” to the top

Relevance model | Tweets were being scored on a relevance model that used | 2017
and ICYMI recency, engagement, and interactions to personalize feeds.
"While you were away” was also swapped for "In case you
missed it” (ICYMI)

Top Tweets vs. | Allows users to toggle between Top Tweets and Latest | 2018
Latest Tweets Tweets, i.e. an algorithmic recommendation and a reverse
chronological order timeline. Twitter revealed that it uses
textitDeepBird, a deep learning system, to predict which
tweets users will find interesting and appealing

Customizable Timelines can be swapped for up to five different lists 2019
Timelines
Topics Topics allow users to follow conversations, i.e. following a | 2019
Topic adds related tweets, users, events, and ads to the time-
line
Fleets Fleets are short videos that only stay online for 24 hours 2020
Liked By and | Twitter removed the visibility of Liked By and Followed By | 2021
Followed By from showing up from people and topics that users don’t

already follow

Twitter provides an API for developing apps for data collection (tweets, users,
direct messages, lists, trends, media, places) and integrating with apps and systems.
The Twitter AP]E] can be used to programmatically retrieve tweets, get meaningful
data insights, and post new tweets. However, it poses limits regarding the number
of requests and responses. The maximum number of allowed requests is based on a
time interval, some specified period, or time window, and the most common request
limit interval is fifteen minutes.

2.2 Knowledge graphs: definitions and outline

Knowledge graphs have emerged for organizing structured knowledge and for in-
tegrating information extracted from multiple data sources. They prevail in the
intersection of emerging research areas such as Data structures, Databases, Knowl-
edge representation, Graph theory, Applications (Machine learning), etc.
Specifically, knowledge graphs are knowledge bases that use graph-structured
data models to represent objects, concepts, events (nodes), and relations (edges).

2https://developer.twitter.com/en/docs/twitter-api/getting-started /about-twitter-api
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Figure 2.2: Example of knowledge graph

These edges represent semantic relations between the nodes. Recently, a large va-
riety of definitions have been proposed [44]; still, both companies and open source
communities have boosted the construction of both knowledge graphs and knowledge
bases utilizing semantic analysis and extraction techniques. In this context, knowl-
edge graphs are essential for turning human knowledge into manageable data for
computer systems. Figure depicts an example of knowledge graph [94]. Knowl-
edge graphs have also started to play a key role in machine learning to combine
global knowledge and explain learning outcomes.

Not every RDF graph is a knowledge graph since sometimes graph representation
of data can be unnecessary to capture the semantic knowledge of the data. Also,
not every knowledge base is a knowledge graph, since knowledge graphs require that
entities are interlinked to one another.

Apart from organizing available knowledge on the Web, knowledge graphs have
been used in various applications and industries: up-selling and cross-selling strate-
gies through recommendations in retail, Al-based recommendations in entertain-
ment, financial crime prevention, and investigation by understanding the flow of
money across people and identifying suspicious transactions, organizing and catego-
rizing medical research relationships for validating diagnoses and identifying treat-
ment, customer relationships management by integrating external information (fi-
nancial news, commercially sourced and curated data about supply chain relation-
ships) with internal information about the same customer, etc.

Knowledge graphs play a significant role in developing Artificial Intelligence al-
gorithms and systems. Al reasoning uses real-world representations. Hence, the
representation quality influences both output storage and conclusion deriving pro-
cesses for incorporating new knowledge.

Various techniques have been used for constructing, managing and exploiting
knowledge graphs: link prediction for finding missing edges in knowledge graphs and
recommending possible relations, named entity recognition and resolution, entity
extraction and relation extraction comprise advanced NLP techniques, community
detection/ entity clustering based on various similarity measures, visual question
answering, graph embeddings for machine learning applications, etc.

Knowledge graphs are usually large and complex, while their generation is either
crowdsourced or based on multiple sources. Some of the most important ongoing
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knowledge graph projects are DBpediaEL YAGOEL WikidataEL ConceptNetEL and
NELIE]. Wikidata is the most suitable source for person-related data, containing
twice as many instances as DBpedia or YAGO, while organizations like companies
are best described in YAGO. Additionally, DBpedia contains more places, including
almost four times more cities. Although DBpedia and YAGO contain much more
countries than Wikidata, Wikidata contains the most detailed information about
countries and is available in multiple languages. YAGO is the most suitable source
for events, both in terms of coverage and level of detail. Moreover, although NELL
contains the largest number of chemical substances, the highest level of degree for
chemicals is provided by Wikidata. Finally, YAGO contains the most significant
number of astronomical objects.

3https://www.dbpedia.org/
4https://yago-knowledge.org/
Shttps://www.wikidata.org/wiki/Wikidata:Main page
Shttps://conceptnet.io/

"http://rtw.ml.cmu.edu/rtw /kbbrowser/
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Chapter 3

Tweet and followee personalized
recommendations based on
knowledge graphs

3.1 Introduction

Twitter is one of the biggest and better-known microblogging sites, allowing its users
to send and read short messages. Unlike other social media, the possible relation-
ships among Twitter users are two, followee or follower. When a user publishes a
tweet, it automatically appears on his home page and on the home pages of his
followers (user home pages are also referred to as timelines).

Twitter is growing rapidly into one of the most popular social network services.
Recent statistics show that more than 550 million users generate more than 300
million tweets every day, leading to a vast amount of information that can be made
readily available and introducing new problems. Let us think of a user’s homepage:
it is growing every time a followee tweets; however, not all tweets are of interest.
Because of this tweet overload, users are often tired of browsing tweets on their
homepage, and as a result, they miss interesting tweets. A solution to this problem
is an efficient recommender that helps users filter out uninteresting tweets and avoid
cross-passing the interesting ones. Moreover, a similar recommender could recom-
mend followees with similar or relevant interests, resulting in a more interesting
timeline.

On a different front, knowledge engineers organize human knowledge in an ob-
jective way using semantic technologies. In this context, knowledge graphs (KGs)
[45] are an instrumental tool for encoding the domains of human knowledge and the
relations between them in a manageable way for computer systems. It is no coinci-
dence that services like Google EI, Microsoft E], and IBM Fj promote the development
of such structures to improve their commercial services (navigation, search, person-
alized services, targeted advertising) and to increase the engagement of users [50].
It is our view that the semantic features of KGs make them suitable for analyzing
social network data.

This chapter presents a content-based method [72] that uses KGs for (a) per-

Thttps://developers.google.com /knowledge-graph
2https://concept.research.microsoft.com
3https://www.ibm.com /watson
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sonalized tweet recommendation [71] and (b) personalized followee recommendation
[69]. Our method provides an alternative user “timeline” containing tweets that
strongly match her interests. Note that these tweets may have been posted by users
that are not her followees. This way, she will not miss interesting messages, even
if they are posted by people that she does not follow; at the same time, irrelevant
tweets are filtered out. Furthermore, our method for personalized followee recom-
mendation helps users discover and follow people with similar interests. Both our
methods are based on the representation of user-profiles as topics of interest (Tols).
In our context, Tols are nodes of a predefined KG that represent the interests of
specific users. Both our recommenders can adapt to cover new topics of interest
and reduce the effects of over-specialization and over-recommendation. As another
advantage, our method is not impaired by the limitations posed by Twitter con-
cerning the availability of the user graph data. We implemented from scratch the
best-known approaches in order to compare with them. The efficiency of our method
outperforms in many cases the state-of-the-art approaches and yields good results
in terms of precision and time scalability.

3.2 Related Work

A wide variety of tweet and followee recommendation methods can be found in the
literature. These methods can be grouped into Collaborative Filtering, Content-
Based, and Tweet Ranking methods. In what follows, we examine each of those
categories.

3.2.1 Collaborative filtering

Collaborative filtering (CF) methods use the community data to build user profiles
[132]. The intuition behind these methods is that users who share the same opinion
on some topics (interesting, not interesting) tend to have the same opinion on other
topics (user-based CF). Moreover, topics that produce the same opinion from some
users tend to receive similar opinions from other users (item-based CF) [9) 120].
Both neighborhood-based methods [I18], 127] and model-based methods [77, 11T]
are subcategories of CF used widely in tweet recommendation. Neighborhood-based
methods recommend items based on the similarity of the user of the item neigh-
bors, and model-based methods perform recommendations using matrix factoriza-
tion model or the probabilistic latent factor model. CF methods use user graph data
extracted from Twitter, like follow and retweet links, to construct a network struc-
ture. These methods [I13, [163] apply network analysis algorithms to the network
structure to find interesting messages.

However, the network construction requires a large volume of link data to be re-
trieved, stored, and analyzed and thus cannot be updated in an effective and scalable
way when new tweets are published in the stream. Related works suggest several
algorithms and network features [79]. Such a feature is the topology of the followers’
network [19] used to recommend users. Collaborative filtering approaches require
each tweet to get instant feedback from numerous users before being recommended
to other users, known as the "cold-start” problem. In [ITI], authors use a model-
based method, which proposes online update rules on a stochastic gradient descent
style based on the last example observed. In [41], authors propose the RMFO-RSV
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method that maintains a reservoir with a representative set of previously seen data
points from the stream, which provides a significant boost in performance compared
to the one obtained when only the last example is considered. In [62], the authors
use Co-Factorization Machines (CoFM) to address the problem of simultaneously
predicting user decisions and modeling content in social media by analyzing rich in-
formation gathered from Twitter. These methods consider the relationship between
tweets and users and the relationship between users and publishers separately. The
problem is that two tweets with the exact same text posted by two users will be
evaluated differently, although they have the same content; thus, they are of the
same interest to the user! In [I50], the authors make recommendations with social
trust information based on matrix factorization methods.

In [I65], the authors present an extending topology-based algorithm for recom-
mending users in Twitter. The proposed algorithm classifies the users according to
their friendship relations and constructs a class including user ids to recommend the
target user. User actions and user mentions are also used to optimize the results.
In [29], a collaborative ranking model is proposed, CTR, which considers three ma-
jor elements on Twitter: tweet topic level factors, user social relation factors, and
explicit features such as the authority of the publisher and quality of the tweet. In
[74], the authors propose a probabilistic model based on Probabilistic Latent Se-
mantic Analysis (PLSA) to recommend potential followers to users on Twitter. In
[22], the authors propose a methodology to infer interests using some user followees
(topical experts) and social annotations (collected via the Twitter Lists feature).
In [83], the authors provide followee recommendations by calculating user relevance
scores, using neural networks to combine network topology and content of tweets. In
[112], the authors recommend followees using a fuzzy system that exploits followee
similarity along with text similarities. Finally, in [125] authors present GraphlJet, a
recently deployed system for real-time content recommendations in Twitter, based
on a real-time bipartite interaction graph between users and tweets.

3.2.2 Content based

A standard solution to the cold start and complexity problems is to use other infor-
mation like the textual content of the items to be recommended 21} 139]. In [14],
the authors used crowdsourcing to categorize a set of tweets as interesting or unin-
teresting and reported that the presence of a URL link is a single, highly effective
feature for selecting interesting tweets with more than 80% accuracy. However, this
rule may incorrectly categorize an uninteresting tweet (links to meaningless con-
tent) as interesting. Content-based methods build profiles by using the user history
tweets. Such recommenders are often used in domains where a large amount of tex-
tual content is available for each user, such as websites. Recommending interesting
tweets using content is not easy because tweets are limited in size. Previous works
in content-based methods mainly recommend tweets to users using content analysis
like Latent Dirichlet Allocation (LDA) or TF IDF metrics to represent user inter-
ests. In [100], the authors first created bag-of-word profiles for individuals from their
activities and then chose websites most relevant to the profile of the individual as
recommendations. In [73],[152], the authors conducted topic modeling of temporally-
sequenced Twitter documents and tried to model the topics over time continuously.
These approaches learn topic shifts based on word distributions of tweets, while
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TS-LDA in [I64] the model is learning changes based on topic distributions. An-
other approach, the Labeled-LDA [108], is used to model a tweet using its labeled
information and then built the probability distribution vector of latent topics to
represent the content of tweets. Based on similarity between the topic vectors, the
incoming tweets are marked as interesting or not interesting.

In [86], the authors used Explicit Semantic Analysis [52] to construct the user
interest profile based on Wikipedia concepts, to re-rank his timeline. However, in
Twitter, the content of user tweets is much limited and sparse, so that these explicit
terms extracted from history tweets are insufficient to reflect user interests. For
example, some latent interests or preferences cannot be characterized in content-
based methods [77]. Another approach to analyzing Twitter that uses topics is
TwitterRank, which aims to identify influential micro-bloggers [I54]. This approach
leverages LDA by creating a single document from all user Tweets and then discov-
ering the topics by running LDA over this “document.” Again, such an approach has
LDA problems since the Twitter data is sparse, and the generated topics are based
on terms rather than concepts. Most of the time, the Twitter activity of a user is
insufficient for creating a reliable profile.

For this reason, a wide variety of approaches make use of both Content-Based
and Collaborative Filtering methods. In [21], the authors proposed to create user
profiles not from the contents of tweets of an individual but a group of tweets posted
by related users. In [59], the authors evaluated a range of different profiling and rec-
ommendation strategies, based on a large dataset of Twitter users and their tweets
and the relationships between them to make useful followee recommendations. [40]
presents TRUPI, a system that combines the user social features and interactions
and the history of her tweets and captures the dynamic level of user interests in dif-
ferent topics to accommodate the change of interests over time. In [92], the authors
propose a method to predict the probability of a tweet being retweeted based on
content features alone. In [64], the authors propose Ontology-Based recommenda-
tions for news recommendations, using a traditional term-based recommender and
several semantic-based recommendation algorithms to compare unread news items
with the user profile and recommending items with the highest similarity with the
user. [I35] proposes a semantic TF IDF method, which weighs each message ac-
cording to two factors: TF-IDF and a semantic similarity measure. In [I33], the
authors provide real-time recommendations by building a graph of words. In [167],
the authors represent users by user-topics LDA distribution and recommend the
top-k similar users by computing hashtag frequencies.

3.2.3 Tweet ranking

Some recent approaches focus on recommending tweets from the user timeline. In
[43], the authors use a learning-to-rank algorithm that uses content relevance, ac-
count authority, and tweet-specific features to rank the tweets in the timeline. Other
approaches construct a tweet ranking model making use of the retweeting behavior
of a user. For example, they rank both the tweets and the users based on their
likelihood of getting a tweet retweeted [140].

The amount of information provided by Twitter is so large that most of the al-
ready mentioned algorithms become intractable. Many optimization methods were
developed to reduce time complexity. For example, in [I19], the authors applied
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clustering algorithms to partition user populations, built neighborhoods for users
from the partition, and considered only those neighborhoods when computing rec-
ommendations.

3.3 Relation to previous works

Our method avoids the efficiency problems of LDA or TF-IDF-based methods caused
by the limited size of tweets. Our approach uses each tweet separately (assigns a
topic to each tweet) compared to most of the content-based methods, which merge
tweets and therefore defy the proper granularity for topic extraction. Moreover, our
method takes advantage of the KG to recommend tweets of related topics, while
other methods recommend the exact topics found.

In contrast to collaborative filtering techniques, our approach does not face the
problem of resource availability since it makes no use of the Twitter user graph data.
This problem is discussed in detail in Sect. 3.2. Whereas some other approaches
require a lot of processing time, the overall time needed for our method to construct
a new user timeline is minimum, and thus it can be implemented as an online
streaming service. Finally, compared with Ontology-based recommenders, we believe
that KGs are less complicated and provide a stable but also lightweight basis for
tweet recommendations.

Figure 3.1: Knowledge Graph
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Figure 3.2: Music Genres

3.4 Overview

Our approach is based on two principles:

1. The representation of all possible user interests as a hierarchical KG, with more
general concepts on top and more specific concepts as children. Each node
corresponds to a Tol, while edges denote the category-subcategory relation
between Tols.

To construct the KG, we opted to use the AlchemyAPI Taxonomy service and
its Categories dataset, which is a set of concept categories and subcategories
extending up to 5 levels deep. For example, the category "music genres”, which
is a subcategory of "music”, has 17 subcategories, and each of them represents
a music genre. This example is shown in figures and [3.2] Alchemy Taxon-
omy concepts form a graph G = (V, E'), where V' = v; is the concept set from
AlchemyAPI Taxonomy. Each concept v; is connected with the concept v;, if
and only if these concepts are related in AlchemyAPI Taxonomy Dataset via
an edge that belongs to the set F = e; of graph edges. All edges are of equal
weight. The KG consists of 1092 nodes (concepts) and 1323 edges (concept
relations). We use the relation category-subcategory, and the existence of an
edge between two concepts is an indicator of semantic relevance. The KG
covers the vast majority of concepts that are used in everyday life, therefore
it provides a wide knowledge base for our recommender.

2. The representation of the profile of any user as a subgraph of the KG, such
that the nodes represent the interests of the specific users (Tols). Those Tols
are subsequently ranked from the more specific towards the more general.

The construction of user profiles requires extracting a subgraph of the KG,
containing the user Tols. The optimum such subgraph is extracted using the
Steiner Tree [54] extraction algorithm. Given a graph G = (V,E) and a set
R €V a Steiner Tree is the least-cost connected subgraph spanning R. In our
method, R contains the set of Tols extracted from the user timeline, and all
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edges are of equal length. To compute Steiner trees, we applied the function
supplied by the Networkx python library. The goal of this approximation to
the minimum Steiner tree is to extract a tree connecting all these Tols with a
minimal sum of costs along its edges. Finally, these Tols are ranked to avoid
recommendations based on very abstract Tols using a DFS Postorder traversal
of the tree.

3.5 Motivation

A pivotal issue for a recommender is selecting the criteria based on which the sys-
tem will provide recommendations. Most content-based recommenders, which rely
on text/keyword similarity, lack efficiency due to the small size of tweets. Un-
like these methods, our approach is based on the semantic relevance between the
user interests and the incoming tweets. Choosing semantic relevance as the rec-
ommendation criterion has the following advantages. Considering that users read
and write content over multiple topics, our intuition is that a recommender should
consider the conceptual associations between these topics, which are—up to some
degree—objective and immutable.

Our method is based on the representation of user-profiles as Topics of Inter-
est (Tols). Specifically, profiles are constructed upon a predefined structure, the
Knowledge Graph. The KG consists of nodes representing concepts and objects
(e.g., events, persons, entities, locations that are potential Tols) and edges repre-
senting relations between them. In our context, Tols are nodes of a K@, which
represent the interests of specific users. The usage of a KG provides us with a com-
mon basis for (a) generating user interest profiles and (b) calculating the semantic
relevance between them on the one hand and the incoming tweets on the other.
Moreover, KG semantically outperforms the LDA self-topic approaches and term
frequency approaches, whose efficiency suffers due to the small size of tweets.

A common problem for content-based recommenders is over-specialization.
Content-based recommenders suggest items whose similarity scores are high when
matched against a user profile. Such approaches, however, restrict the user exclu-
sively to tweets very similar to those already seen by providing recommendations
that contain recurrent information and certainly not covering one’s range of inter-
ests. This problem, called over-specialization, is avoided by our recommender. The
intuition is that our recommender provides content covering relevant Tols and en-
sures that the recommended tweets span “as much as possible” on the KG and do
not come all of the same node/Tol. To achieve that, we extend the user profile with
related Tols from the KG. The KG contains thousands of nodes, so this extension
should respect some constraints. For example, if a node connects two or more user
Tols in the KG, this node is likely itself a Tol. Continuing on this line, the con-
nection of user Tols in an optimum way leads to a broader profile, exploiting the
semantic relations between Tols. We use the Steiner Tree algorithm to accomplish
this optimum connection, as discussed in the previous section.

Depending on the type of KG, nodes can represent either exclusively specific
objects (events, entities, persons, etc.) or a combination of categories (concepts)
and objects. In our approach, as we show in the next section, the KG is a topic
taxonomy, including topic categories and objects. The recommendation based on
a very abstract category results in too many possibly not interesting recommenda-
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tions. This problem is known as over-reccommendation. For example, let us assume
a user is interested in ancient history. A recommender of general topics would rec-
ommend tweets about “science”, a super-category of history that includes chemistry,
computer science, medicine, etc. Ignoring these abstract nodes during user profiling
is impossible since the hierarchy structure of our KG does not allow us to find an
optimum subgraph that does not include them. Our approach avoids this effect by
ranking the user profile, as shown in section [3.8.2]

3.6 Followee recommendation

Apart from recommending interesting tweets, another way to improve the user time-
line is to recommend followees with similar or relevant interests. We assume that
users choose whom to follow based on certain criteria, from which the most im-
portant is whether the followee posts tweets that are interesting to the user. For
example, a person interested in sports and politics is likely to follow a person in-
terested in these topics. However, apart from some famous individuals, a regular
Twitter user is not widely able to know who shares her interests. Using the same
underlying ideas (namely the KG and the Steiner tree) to profile users, we introduce
a followee recommendation method that uses a similarity metric, called InterSim,
discussed in Sect. 4.4. Additionally, our method can be applied using any KG since
the specific tools and taxonomies do not restrict our method’s basic principles.

3.7 Resource availability

Another essential advantage of our approach is that we avoid the problem of resource
availability. This common problem that many recommenders must face is caused
by the cost of the resources (Twitter data) necessary for the profiling. The Twitter
API poses restrictions regarding the user graph data significantly greater than those
regarding timeline data (tweets). For example, a recommender can request only
15 friends or followers of a specific account every 15 min, while the restriction for
requesting the account’s tweets is 1500 every 15 min. Our approach makes no use of
Twitter user graph data (friends and followers’ relations information) and therefore
avoids the problem of resource availability. Instead, we use a set of the user’s most
recent tweets, which is automatically updated at fixed time intervals. This way, our
recommender can dynamically adapt to cover new topics of interest that may arise.
At the same time, our method allows for a lightweight implementation.

3.8 Tweet and followee recommendation model

In this section, we present in detail our recommendation model, which consists of
a common user profiling process and two distinct recommenders: the tweet recom-
mender and the followee recommender. These recommenders provide recommenda-
tion lists of tweets and followees, respectively.

Figure depicts the overall architecture of our recommendation model, which
consists of the tweet representation unit, the user profiling unit, the followee recom-
mender, and the tweet recommender. Those are presented in detail in the following
sections.
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Figure 3.3: Tweet and followee recommendations based on knowledge graphs

3.8.1 Tweet representation unit

The function of this unit is to assign Tols to tweets. The unit receives as input
(a) a set of user tweets and (b) the streaming tweets from Twitter. The output is
(a) a list of Tols for each user and (b) a Tol for each tweet. First, every tweet is
pre-processed to remove special characters (emoticons, etc.) and expand shortened
URLs. Then, the unit assigns a Tol from the predefined KG to each tweet, using
AlchemyAPI’s Taxonomy API. The Taxonomy API is an online service for semantic
text analysis that assigns concepts from the AlchemyAPI Taxonomy Categories
dataset (described in Section to tweets. This service automatically categorizes
text and HTML into its most likely topic category from the KG.

3.8.2 User profiling unit

This unit is responsible for constructing user profiles. The unit receives as input a
list of Tols for each user, which is provided by the Tweet Representation unit. The
output is an extended Tol list for each user. The unit extends the Tol list by finding
related Tols from the KG using the semantic relations between them. Specifically,
this extended list is extracted from the KG using the Steiner Tree algorithm (Section
3.5). The intuition behind using Steiner Tree is as follows. Given a set of Tols,
Steiner Tree is the least cost-connected subgraph of KG that contains these Tols.
If a concept connects two or more Tols in the KG, then this concept is likely itself
a topic of interest. Although some topics may not be directly related to one’s
interests, we assume that if a concept belongs to the Steiner Tree of the Tols, then
the likelihood of it being itself Tol increases.

Next, the extended list is ranked to avoid recommending tweets and followees
based on very abstract Tols. As we discussed in Section [3.5], we assume that a user
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is interested in reading tweets about specific topics. Therefore, our method ranks
the user profile using a DFS Post Order Traversal, whose main effect is to explore
deeper into the graph, hence promote more specific topics. This traversal requires a
root node, which should be of the most abstract level in our KG. The User Profiling
unit uses as root node the node of the most abstract level, which is closest to the
node/Tol found the most frequent in the tweets of the user. This ranking method
is named TGS-post. Finally, user profiles are stored in a database. A complete
profiling example is presented in Section [3.9
We designed and implemented two alternative ranking methods:

e TGS-tf: The Tols are ranked based on the frequency of their occurrences in
user tweets.

e TGS-bfs: The Tols are ranked based on the BFS traversal of the Steiner Tree.

3.8.3 Tweet and followee recommenders

Given the ranked user profiles generated by the User Profiling unit, we now focus
on the explanation of the two recommenders:

e The Tweet Recommender receives as input a Tol for each streaming tweet, as
assigned by the Tweet Representation module. If a streaming tweet is assigned
to a topic included in the user profile, then the Stream Filter temporarily stores
the tweet in a database. The DFS Ranker will then rank the tweets based on
the order of Tols in the user profile (DFS) and store them in the Top-N Tweet
List.

e The Followee Recommender calculates user interest similarity and ranks the
stored user profiles. Specifically, for each user profile stored in the database,
the InterSim Calculator determines the Interest Similarity (InterSim) with
all other users. InterSim is calculated by measuring the subgraph overlap
between these profiles. Thus, the number of common Tols between a user and
every other profile stored in the database gives us the user interest similarity.
Moreover, we use the profile graph diameter as a normalization factor for each
calculation. Finally, the InterSim Ranker ranks the profiles in descending order
of interest and stores them in the Top-N Followee List.

3.9 A concrete example

As an example, consider Paul Mason, a widely known journalist and broadcaster
who currently works as economics editor at Channel 4 News in the UK. We retrieve
his timeline, and the Tweet Representation unit assigns a Tol to each tweet. The
tweets and the corresponding Tols are shown in Table

The list of assigned Tols is: annual report, politics, radio, reading, lobbying,
government (three instances), tech news, business and industrial, elections, unions.

Next, the User Profiling unit applies the Steiner Tree using as input this list of
Tols. The resulting Steiner Tree is depicted in Figure[3.4l It consists of the following
Tols: annual report, radio, business and industrial, company, art and entertainment,
hobbies and interests, reading, law, govt and politics, government, politics, society,
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’ Tweets ‘ Topics of Interest

“Reglingnoics”!  https://t.co/q5lozpnd4l in other respects | Annual report
“had so many strange ideas”! Greekdept
According to Regling I had “strange ideas” http://t.| | Politics
co/Qwpdww8d9 Read them here ”compare them to Mr
Regling’s”

Tonight on BBC One’s Question Time http://t.co/ | Radio
wghmmx4grh
| 11 Fatto Quotidiano interview on M. Renzi’s ‘comment’ "my | Reading
reply” http://t.co/fhfmidntzd
Interviewed by POLITICO on the 3rd Bailout, Schauble- | Lobbying
Merkel, the Eurozone ”the refugee crisis” http://t.co/
hpuyrmvggw

DER SPIEGEL: Complicit in Corruption: How German | Government
Companies Bribed Their Way to Greek Deals
Ne pas manquer vendredi soir le prochain live de Mediapart: | Tech news
deux heures avec https://t.co/xtktgivrba
fThe lenders are the real winners in Greece http://t.co/| | Government

ltjtyvudzw
We would like to see you again fighting together for Syriza | Business and in-
victory...Your division it’s a defea. .. dustrial

The double purpose of these elections http://t.co/ | Elections
phl26kcm{2
| Paul Krugman on Greece’s 3rd mou: an agreement designed | Government
to fail http://t.co/hhwiwbfgop
Yanis Varoufakis—Left should beware of friends who fear | Unions
confronting the rich’ http://t.co/posnmlqviq

Table 3.1: Assignment of Paul Mason’s Tweets

work, unions, technology and computing, tech news, elections, lobbying. Afterward,
the unit ranks these Tols using a DFS post-order traversal of the tree. As described
in Section [3.8.2] the root node is chosen based on the frequency of the Tols in the
tweets of the user. In this example, the most frequent Tol is the topic "government”.
Thus, according to Alchemy Taxonomy, the nearest abstract Tol in the Steiner Tree
is the topic "law, govt and politics”, chosen as the root node.

The final ranked profile of Paul Mason is: government, elections, lobbying, pol-
itics, annual report, company, tech news, reading, unions, work, society, radio, art
and entertainment, hobbies and interests, business and industrial, law, govt and
politics.

Next, the tweet recommender receives the streaming tweets and the correspond-
ing Tols and filters those included in the user profile. For example, let us assume
the following Tols for a stream of tweets:

e Tol of tweetl: radio
e Tol of tweet2: statistics

e Tol of tweet3: elections

First, the Tweet Recommender filters out tweet2 since "statistics” does not be-
long to the user profile. Then, the Tweet Recommender promotes tweet3 over tweet2,
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Figure 3.4: Paul Mason’s profile

because elections” has higher priority than "radio” according to the ranked user
profile. Hence, the recommendation list is (1) tweet3 and (2) tweet].

For a followee recommendation example, we picked two random Twitter users,
userl and user2, with equal-sized profiles and profiled them. The KG’s nodes repre-
senting the overlap between Mason and userl are surrounded by rectangles and the
common nodes between Mason and user2 by circles, as shown in Figure [3.5 Thus,
InterSim(Mason, userl) = 4 and InterSim(Mason, user2) = 3, which means that
userl will take a higher place in the followee recommendation list.

3.10 Experimental evaluation

To evaluate our tweet and followee recommenders, we conducted two offline eval-
uation tests presented in Sections [3.10.1] and [3.10.2l We compared the results of
the tweet recommendation method with the most popular state-of-the-art meth-
ods. Furthermore, we conducted a large-scale, in-depth evaluation test using a large
real-life dataset along with a runtime test of the proposed method. We present the
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Figure 3.5: Profile overlap of users

results in Section [3.10.3] proving our method’s stability and runtime scalability.

3.10.1 Comparing the tweet recommender with other ap-
proaches

We conducted an offline evaluation test to evaluate our tweet recommender and
compared it with the most popular state-of-the-art methods. For a set of users,
we gathered their most recent tweets, constructed their profiles, and recommended
tweets based on the approach described in Section [3.8] We constructed the user
dataset by crawling tweets and retweets from “The Twitter 100” users of 2012 El
This is a list of Britain’s most influential users of 2012 based on PeerIndex that
measures interactions across the web to help users understand their impact in social
media. First, we constructed user profiles as follows:

4The Twitter 100: Britain’s titans of the Twittersphere list - https://www.independent.co.uk/
news,/people/news/twitter-100-britain-s-titans-twittersphere- 7466850.html
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e Crawl twelve most recent tweets of the user (twelve was chosen to avoid scal-
ability and info availability issues, due to Twitter API Rate limits).

e Assign a topic (Tol) to every tweet, as described in Section m

e Extract the Steiner Tree from the Knowledge Graph containing the Tols, as
described in Section [3.8.2

e Execute a DFS traversal of the Steiner Tree as described in Section [3.8.2]

The resulting tree is the user profile. Finally, our dataset consists of a hundred
users and their profiles, which are represented as vectors of Tols ordered according to
the DF'S traversal. Subsequently, we constructed a test set to evaluate our method.
We decided to build this test dataset out of the users’ retweets because we assume
that when a user retweets a post, he is most likely interested in it. Then we assigned
a Tol to each retweet, as described in Section [3.8.1]

The test dataset consists of the most recent retweets crawled from the timelines
of the users (500 retweets) and their Topics of Interest. The test process was made
in the following stages for each user in the first dataset:

e Get user profile.

e For each Tol in the vector (beginning from the first) get all retweets of the
same Tol from the test dataset.

e Store them in the recommendation list.

e Continue from stage 2 for the next Tol in the profile vector.

] k ‘ Precision-at-k ‘
1 | 0.236559139785
2 | 0.195652173913
3 | 0.195652173913
4 0.16847826087
5 | 0.154347826087
6 | 0.143115942029
7 | 0.143115942029
8 | 0.126358695652
9 | 0.115942028986
10 | 0.105434782609

Table 3.2: Tweet Recommendations Precision-at-k

Mean average precision (MAP@10) 0.157973978161
Overall accuracy 0.988854305118

Table 3.3: Tweet Recommendations Precision and Accuracy

This way, we manage to rank all retweets from the test dataset according to
profile and store them in the recommendation list. Subsequently, we computed
three performance measures: precision-at-k, mean average precision, and overall
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accuracy. Precision-at-k corresponds to the precision (information retrieval perfor-
mance measure) calculated in the first k recommendations in the recommendation
list. As relevant elements, we consider the retweets made by the user. We conducted
experiments from k = 1 to 10. The results are shown in Tables 3.2 and

Figure [3.6a] depicts the mean average precision comparison between our method,
TGS-post, our alternative rankings, TGS-tf and TGS-bfs, and four state-of-the-
art approaches. Most approaches do not provide detailed instructions regarding
their implementation. For the comparison to be fair, we implemented four popular
methods, namely a simple LDA (lda), two TF-IDF (tfsimple and tfpairs, i.e., single
word and word pairs), and a collaborative filtering approach (muifuot [I01]). As we
can see, our method reaches a mean average precision score of 15.7% and outperforms
the other methods.

Figure depicts the overall accuracy comparison between these methods. As
we can see, our method reaches an overall accuracy score of 98.8% and outperforms
the state-of-the-art methods.

Both efficiency metrics show that our recommender can successfully retrieve the
interesting (retweeted) and not interesting tweets (true positive and true negative
results), but still recommends some tweets that were not retweeted by the user (false
positives). We can also observe that our model outperforms in terms of precision
and accuracy the most common state-of-the-art methods (lda, tfidf-simple, tfidf-
word pairs, muifuot) mentioned in Section .

3.10.2 Followee recommendation experiment

In order to evaluate our followee recommender, we conducted an offline evaluation
test based on the dataset presented in Section [3.10.1l First, we constructed user
interest profiles as in Section Subsequently, we crawled the followees of all
100 users and used it as ground truth to compare with our recommender results.
Finally, we used this dataset as input to our recommender. The evaluation process
was made in the following stages for each user in the dataset:

e Calculate Interest Similarity (InterSim), as described in Section between
the user and every other user in the dataset.

e Rank recommended users in descending order of Inter-Sim

e Store top-k recommended users in a recommendation list

TGS-past TGS-Hf TGS-bic da Hpairs toimple mulfucs

0.18 100
0.16
0.14
0.12
0.1
0.08

0.06
0.04
0.02
o = e

TG5-post TGS-tf TGS-bfs Idf tfpairs tfsimple muifuct

o
oo

96

Mean Average Precision
Overall Accuracy

(a) Precision (b) Accuracy

Figure 3.6: Precision and Accuracy
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] k ‘Precision—at-k
0.14315353
0.16457286
0.18903036
0.19455253
0.20481928
0.21046443
0.21572796
0.22233202
0.22504622
0.23011994

Table 3.4: Followee Recommendations Precision-at-k

OO0 ||| T = W DN+~

—_
(es)

Mean average precision (MAP@10) 0.199981913
Overall accuracy 0.988854305118

Table 3.5: Followee Recommendations Precision and Accuracy

This way, we managed to rank all users from the dataset according to the
user profile and computed precision-at-k and mean average precision (MAP@10).
Precision-at-k corresponds to the precision (information retrieval performance mea-
sure) calculated in the first k recommendations in the recommendation list. As
relevant elements, we consider the user’s ground truth followees made by the user
(e.g., all ground truth followees in the recommendation list are considered true posi-
tives). We conducted experiments from k = 1 to 10. The results are shown in Tables
[3.4] and [3.5

As we can see, our method reaches a mean average precision score of 19.99%,
indicating that our recommender can efficiently recommend followees. However, due
to Twitter API Rate limits, our dataset is limited to 100 users, while the ground
truth dataset contains all true followees. Therefore, we expect that precision-at-k
would be higher if the data were complete.

3.10.3 Experiment with a large dataset

In the previous section, we presented the evaluation results of our method using a
100-user dataset. We used this dataset because the previous experiment aimed to
compare our approach to the state-of-the-art, concerned the top-100 active users in
one country. A larger dataset would make it impossible to test any collaborative
filtering method due to Twitter’s API rate limits regarding followee data. This
small dataset raised questions regarding the efficiency of our method with less biased
and more real-life datasets. Furthermore, we did not have a measure regarding the
runtime of the proposed method. This section answers these questions by evaluating
our tweet recommender using a large and not biased dataset. The evaluation of our
followee recommender would require a large amount of user graph data (followers
and followees), which we could not collect due to Twitter’s API rate limits. Finally,
we modified the KG by removing some nodes that are constantly miss-assigned by
AlchemyAPI. For example, every tweet that the API could not assign to any other
category was finally miss-assigned to the category ”social network”, because of the
metadata or URL of the tweet.
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3.10.3.1 Dataset

Our dataset consists of all public tweets ( 1% sample of all tweets) posted from 24
March until 23 April 2012, which were collected using the Public Streaming Twit-
ter API. We requested only stream tweets written in the English language. During
these 31 days of tweet crawling, we managed to store in compressed JSON text files
146887375 tweets (48,96 GB on disk). However, our dataset contained duplicate
tweets and tweets without text or URL content, thus tweets that AlchemyAPI Tax-
onomy could not analyze. For this reason, we added a short preprocessing stage
to remove duplicate and text-empty tweets from the dataset. To accomplish both

preprocessing and further data manipulation needs, we imported the data into a
PostgreSQL database.

3.10.3.2 Forward chaining validation and data integration

To test the efficiency of our tweet recommender, we choose as ground truth test
dataset the data retrieved from users’ retweets because we assume that when a user
retweets a post, he is most likely interested in it. Moreover, since our recommender is
meant to provide real-time recommendations based on past data (older user tweets),
cross-validation could be problematic (e.g., interest changing, emerging events, new
Tols, etc.). The forward-chaining evaluation method can model the situation at the
prediction time. Following this method, we divided the dataset into five subsets
(four sets of 6 days tweets each and one of the seven-day tweets), respecting the
chronological order of their publication to form our train datasets. Thus, our training
sets are:

TrainSet [1]: tweets and retweets from dayl-day6

TrainSet [2]: tweets and retweets from day7-day12

TrainSet [3]: tweets and retweets from day13-day18

TrainSet [4]: tweets and retweets from day19-day24

TrainSet [5]: tweets and retweets from day25-day31

According to the forward-chaining evaluation, each test set should consist of the
retweets from the directly consecutive set. Thus, our test sets are:

e TestSet [1]: retweets from dayl-day6

TestSet [2]: retweets from day7-day12

TestSet [3]: retweets from dayl13-dayl8

TestSet [4]: retweets from day19-day24

TestSet [5]: retweets from day25-day31
The fourfold forward-chaining evaluation consists of the following steps:

e Fold 1: TrainSet [1], TestSet [2]
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e Fold 2: TrainSet [1, 2], TestSet [3]
e Fold 3: TrainSet [1, 2 and 3], TestSet [4]

e Fold 4: TrainSet [1, 2, 3 and 4], TestSet [5]
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Figure 3.7: Forward-chaining Precision-at-k

For each training set, we constructed a new database table. These tables contain
the streaming data in a reorganized way. Rows represent users who were active
during the set’s time period. Each row contains a user-id, a list of the tweets
he posted during this time. Our Tweet Representation unit adds an extra column
containing the user interest profile (sorted Tol list) based on the tweets he published
during that period. We used only users who have posted three or more tweets
(and/or retweets) during this month for our experiment. Finally, our train sets
contain 200039 unique users and their interest profiles. Each test set is a separate
table where each line represents a retweet posted in chronological order because
we wanted to simulate the streaming tweets entering our recommender. Each line
contains the tweet-id, the user-id that posted this retweet, and a Tol assigned by
the Tweet Representation module.

The results of our experiment from k = 1 to 5 are shown in Figure [3.7, Finally,
we conducted an overall evaluation, where the training set contains all the tweets
(no retweets) of the users, and the test set contains all the retweets of the users.

As we can observe, our method reaches an average precision score of 48,4% while
the overall accuracy is 98.9%. This means that our recommender can successfully
retrieve the interesting (retweeted) and not interesting tweets (true positive and true
negative results) but still recommends some tweets that were not retweeted by the
user (false positives). This could be caused, besides our recommender’s weaknesses,
since all users see not all retweets from the test set because they are not following
every other user in the network. Hence, they cannot have retweeted something they
could not have seen in their timeline, even if they are interested in it.

We can also observe that our method shows even better results in terms of effi-
ciency when tested on a larger dataset. This could happen because the new dataset is
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more consistent regarding time since the tweets and retweets were published within
one month. Furthermore, it concerns many users increasing the possibility of having
users that are followers-followees with each other in it (the possibility of retweeting
content from one’s followees is higher than from the random stream). Finally, the
preprocessing stage that we described in Section |3.10.3.1jalong with the modification
in the KG has enabled the method to provide even better recommendations.

3.10.3.3 Runtime testing

975

Runtime {sec)
&
o

248 420 812 1610
Number of recommendation lists produced (users)

Figure 3.8: Recommender Runtime

Time scalability is essential in recommender systems, especially if they are de-
signed for real-time use. Therefore, we tested our method for the first 1610 users
to estimate our method’s runtime scalability. Specifically, we measured the time
needed for user profiling, tweet filtering, and top-5 ranking for 0 to 1610 users. As
shown in Figure 3.8, our method can provide quick recommendations, revealing an
opportunity to develop an online real-time tweet recommender application.

3.11 Conclusion

In this chapter, we presented a content-based method for personalized tweet and
followee recommendations. This method is based on conceptual relations between
users’ topics of interest (Tols). The method takes advantage of the objective relation
between the Tols of a user and a Knowledge Graph. We have shown that the recom-
mendations based on these relations can reduce the effects of over-recommendation
and over-specialization problems and can be used to capture the dynamic change
of these interests too in a scalable way. The efficiency of the proposed method out-
performs in many cases the previous state-of-the-art works. It exhibits even better
results in terms of precision and time scalability when tested on a larger dataset.
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Chapter 4

Automatic Generation of
Feature-Agnostic Datasets for

Fake News Detection in Social
Media

4.1 Introduction and challenges

Over the last years, social media have become a primary channel of news information
as more and more people tend to search and consume news from online platforms.
Contrary to traditional news organizations, social media platforms allow millions
of users to produce and access a vast source of information freely. However, the
problem of fake news has grown into one of the most crucial issues for social media
platforms, users, and news organizations. Although misinformation and disinfor-
mation phenomena exist since the birth of the printed press, new online platforms
accelerate and boost their diffusion, posing new problems and challenges. Open
and free access to social media has been used to cover fraud, misinformation, and
manipulation mechanisms, that cause a severe negative impact on individuals and
society. In this regard, algorithmic methods to automatically detect misleading con-
tent on social media are crucial to help mitigate those negative effects. Specifically,
fake news detection can be treated as a news classification problem, and, therefore,
machine learning algorithms can be used to develop detection models. Such models
predict news veracity by relating training data instances to their already known
class (true or fake). Hence, machine learning approaches are data-driven, meaning
that the efficiency of the produced models depends on the training dataset size and
quality.

These training datasets include features that capture various aspects of the data:
news source trustworthiness, text writing styles, sentiment and semantic content
of posts, social network structure, and propagation. Most works in the literature
usually focus on a subset of properties: text, sentiment, stance, syntactic, style,
headline, network structure, network propagation, semantic content, etc. Feature
categories such as semantic and network propagation features are underestimated,
and only a few available training datasets exist.

On another front, training datasets require sets of labeled news articles. Knowl-
edge graphs can be very useful for providing training data for fake news detec-
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tion techniques [98| [141), 129], since we accept that relations in a knowledge graph
represent actual events. Such knowledge graphs can be constructed by leveraging
data provided by fact-checking organizations that analyze and crosscheck news arti-
cles. Hence, the automatic generation of training datasets can rely on such external
knowledge sources to acquire fake news content. The ability to filter such content
leveraging the semantic web can contribute to automatically generate, curate and
update large knowledge graphs (or knowledge bases) while minimizing inaccuracies
and false information. This would greatly facilitate the early tracking of false claims
within news stories.

However, there are certain characteristics of this problem that make it uniquely
challenging:

e The manual process of labeling content and constructing training datasets is
a time-consuming process that results in partial and outdated datasets ref-
erencing the more-or-less distant past. For example, such datasets are often
missing some propagation points that refer to fake news posts that have been
removed in the meantime by social media users and news websites. Moreover,
outdated datasets cannot reveal current fake news spreading mechanisms be-
cause they tend to adapt to existing detection techniques. A useful training
dataset needs to balance between accuracy (manual vs. automatic generation)
and completeness (up-to-date and fast generation) of fake news diffusion data.

e There is significant diversity among existing datasets that raises severe prob-
lems to the reliable assessment and comparison of the detection models. User
engagements with fake news in social media produce big, incomplete, unstruc-
tured, and noisy data. For instance, existing datasets suffer from significant
limitations: incomplete news texts, few news sources, partial social network
data (due to social platform API limits), a small number of news and social
posts, and more.

e Most approaches focus on specific subsets of features that can be measured
in multiple ways. Due to this, and to the best of our knowledge, no publicly
available dataset exists that provides the necessary information to extract all
state-of-the-art features for detection (text, user relationships, network analy-
sis, news propagation, spatiotemporal information).

e The nature of fake news is not uniform [I36]. Misinformation refers to fake or
inaccurate information unintentionally spread, while disinformation concerns
information intentionally false and deliberately spread. Figure 1 classifies mis-
leading content according to facticity, which refers to the truthiness of the facts
mentioned, and intention to deceive, which refers to whether the creator of the
content intends to mislead. Misinformation includes parody, mistaken reports,
and satire, all of which are low in their intention to deceive. Disinformation
includes fabricated news and propaganda, which are high in their intention
to deceive. Propaganda is different from fabricated news in that it contains
true facts within an extremely biased context. Intention detection methods
(horizontal dotted line in Figure 1) can be used to distinguish between dis-
information and misinformation, while fact-checking methods (vertical dotted
line in Figure 1) can be used to estimate the truthiness of facts. In this chap-
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Figure 4.1: Misinformation Typology

ter, the term fake news denotes inaccurate information, both misinformation,
and disinformation.

e Fake news is usually related to newly emerging, time-critical events, which
may not yet have been properly verified by existing knowledge bases and fact-
checkers due to the lack of corroborating evidence or claims. Therefore, the
network-based detection approaches that rely on fake news propagation pat-
terns become increasingly important since they do not require early veracity
knowledge. As detecting such content early can help prevent further propa-
gation on social media, it is crucial that training datasets contain significant
fractions of propagation data using efficient propagation representations, which
can be later used as features to train machine learning classification models.
Notice that social network diffusion features have not received as much atten-
tion so far.

As a solution, we propose PHONY, an infrastructure that automates the gen-
eration of feature-agnostic datasets. Feature-agnostic datasets are not constructed
with a rigid set of features in mind but allow the extraction of ad hoc datasets
using feature-specific scripts according to the machine learning approaches used.
Although the complete automation of the dataset generation process is not yet pos-
sible, it is essential to automate the dataset generation process as far as possible.
Such automation will result in the generation of uniform, flexible, and up-to-date
silver standard!| datasets and the reliable assessment and comparison of fake news
detection methods.

PHONY users can choose the fact-checking source, time period, and fake news
type. The resulting datasets contain fake news and their propagation footprints

LA silver standard corpus is usually defined as a noisy set of ground truth annotations provided
automatically by state-of-the-art algorithms, while gold labels are higher quality annotations cre-
ated by expert annotators [90].
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on Twitter. The central idea behind our approach is described in [102]. PHONY
makes use of the fake news stories provided by curated fact-checking websites and
produces datasets that include social media posts that refer to those fake news
stories. Specificallyy, PHONY is based on building an incremental tweet inverted
index comprising streaming tweets. This index consists of broadened tweets that
comprise the tweet text and metadata as well as web data related to each tweet. The
generation of a new dataset starts with collecting fake news items from fact-checking
websites and then analysing and using them as queries to the inverted index.

PHONY generates feature-agnostic datasets, hence datasets that do not con-
tain metrics of specific classification features. This allows users to freely choose
the features and measurements that better suit their classification and detection
methods. In fact, all features encountered in the literature can be directly extracted
from our dataset by simple scripts and algorithms since PHONY provides text, user,
network, and propagation data. PHONY datasets include time information, which
means that each feature can be treated as a time-series. PHONY provides uni-
form and updatable data that can significantly contribute to developing effective
fake news detection models since fake news creators evolve and adapt to avoid the
current detection methods.

To showcase PHONY, we present in detail a new dataset created by the proposed
infrastructure. Since we are interested in the propagation of Greek fake news, we
created a large-scale feature-agnostic dataset for fake news detection by utilizing
Greek tweets that refer to fake news content. The Greek PHONY Dataset? is
available to the research community. In the context of another ongoing work, we
continuously update this repository, expand it with new fake news sources and the
Twitter footprints of new and emerging fake news, and maintain its completeness. A
sampling evaluation showed that the PHONY dataset reached an average precision
of 77,5%. We also conducted an exploratory data analysis on a snapshot of this
dataset and a brief statistical overview of the corpus to validate the dataset’s quality
and reveal some interesting diffusion patterns and topics of interest relevant to the
Greek Twittersphere.

4.2 Overview of fake news features

Fake news detection methods in social media are based on models trained on features
that have been extracted from social media datasets. Thus, the efficiency of the
produced models relies highly on the quality of the training datasets.

4.2.1 Frequently Used Detection Features

Most misleading content detection methods utilize linguistic features by applying
NLP methods on text extracted from social media posts, enriched with sentiment,
topic, unigram detection approaches [147, [88], 27, (58, (78, 166], 155, 57, 168, 106] or by
using domain specific entities such as hashtags, URLs, emoticons and quoted text
[88, 27, 58], 166, 106]. Misleading intention has also been identified by using features
that capture deceptive indications in writing styles (e.g. lying [10]), hyper-partisan

2The dataset is available for wusers at |https://imisathena-my.sharepoint.com/:
f:/g/personal /danae_imis_athena-innovation_gr/EjODLOshRWVNvj-VGeJ-IwYBZUv_
r3DHnw9FdDOzGmiDSw?e=en00ya
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language [104] and eye-catching headlines (i.e., clickbait) [30]. Furthermore, recent
works extracted such features from the comments and replies to a news post, assum-
ing that misleading news could raise skeptical reactions by readers. These features
are calculated for each post or for a group of relevant posts and aim to capture the
response volume, stance (i.e. opinion) [66], topic [88], and credibility [27, 66]. Fewer
methods try to capture the temporal variations of these features, including unsu-
pervised embedding methods, such as recurrent neural networks (RNN) [116] 87],
time windows, and mathematical features such as SpikeM [57] that capture the
shape of the time series for these metrics. Recently, advanced NLP models were
applied to spot deception intention utilizing deep syntax (rules that describe the
syntax structure) [49] and rhetorical structure (to capture the differences between
deceptive and truthful sentences) [115]. Deep network models, such as convolutional
neural networks (CNN), have also been applied to classify news veracity [151].

4.2.2 Semantic Features

The complexity of language, humorous and satire texts, and the background context
of news stories pose certain challenges in this problem. Therefore, the comparison
of news stories to some existing knowledge requires capturing the reasoning behind
news stories, hence inferring the semantics of news texts. In this direction, various
semantic features have been proposed in previous works. First, semantic proxim-
ity or semantic relatedness [35, [36] is based on various shortest path calculations
on the knowledge graph. The intuition behind these approaches is that a claim,
represented as an (S, P, O) triple, is true if it exists as an edge on the knowledge
graph or a short path linking its subject to its object within the knowledge graph.
Semantic relatedness has also been used to identify satirical and humorous content
by comparing semantically different parts (lead and final sentence) of news articles
[114].

Moreover, semantic relatedness can be calculated using word taxonomies such as
Wordnet [114] and relatedness measures such as word-to-word semantic similarity
score. Some works claim that different paths between two facts provide different
evidence for a claim, even if they have the same length. Therefore, they claim
[35, 129] that the definition of path length used for fact-checking should account for
more information-theoretic parameters such as specificity and generality.

Another approach for semantic fake news detection is the representation of news
articles as word embeddings to capture relational similarities and be used as input
to neural network classifiers [23, [I61]. In [129], authors calculate the average vector
for the title and separately for the content of the news article and compute the
similarity between them, based on the assumption that a low similarity is highly
indicative of click-bait articles, whose content differs from what the content of the
title. Finally, embedding representation has been applied on knowledge graphs for
computing semantic similarities [98].

4.2.3 Network Features

From another perspective, misleading news detection can be approached under the
light of network diffusion. For example, such content is likely to be posted by social
bots (automatic behavior), thus, user-based features [88] 27, 78, [162] provide useful
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information for misleading news detection [89] 88| 27, [78, 57, 155, 124]. Moreover,
identifying misleading sources in a social network allows early containment of the
epidemic-like spreading and a crucial indicator for analyzing news’s truthfulness.
However, since propagation paths are often unknown, source detection task has
attracted a lot of interest [15], 65, 159, 123], 121) 122) 47, 42, 48, 153, 170, 93]. A
significant aspect of the problem is the analysis of the diffusion network that is
formed by the spread of misleading news content [78], 66, [116]. Therefore, diffusion
analysis can be used to extract patterns and signals that correspond to misleading
content spread. Recent works claim that diffusion of such content demonstrates
unique temporal patterns [78]. However, the propagation is affected by the existence
of strong user communities (based on interests, topics, relations, etc.). Users are
selectively exposed to certain kinds of news since their timeline consists of their
friends’ posts or by like-minded followees. Therefore, they interact with news that
likely promotes their favored opinions [I07], resulting in groups with like-minded
people. This echo-chamber effect enhances the propagation of misleading content
because users consider their like-minded sources as credible and because they tend
to believe information with which they interact more often [146].

4.3 Fake news diffusion: organising features for
machine learning models

In the context of this work, we explored the range of the misinformation and disin-
formation detection features encountered in the literature. We analyzed, compared,
linked, and joined all 256 features that are comprised in the previous works de-
scribed in section [4.2] The following steps sum the approach that we followed and
correspond to each column of the table presented in detail in appendix [A}

1. Feature cluster: we merged the 256 features in 80 clusters of similar varia-
tions of the same feature

2. Feature name: the name of the feature as encountered in the literature

3. Type: we grouped them based on the into five types: Content, Network
Structure, Topic Propagation, User Meta, Tweet Text

4. Type of analysis: we grouped them based on the type of specific analy-
sis they require into sixteen categories: Community, Flow, Friendship Reci-
procity, Grammar/ Syntax, NLP, Influence, Potential Impact, Profile, Role,
Search, Text Sentiment Analysis, Textual Patterns, Topic Analysis, Tweet
Meta, Tweet Volume, User Volume

5. Measurement: type of measurement
6. Granularity: granularity of measurement

7. Time: we classified them based on whether they can capture the time aspect
(time-series)

8. Definition: we offer the exact definitions if available
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Observing the results of this literature review revealed the multitude of features used
to study different aspects of propagation, measured in different ways and different
granularity. This diversity leads each bibliographic work to use different training
datasets, making the comparison of fake news detection models almost impossible.

Moreover, this complete feature typology can contribute to developing new meth-
ods for detecting misinformation and disinformation based on the content (factual,
narrative) and the diffusion process of news in social media. Specifically, it can help
develop machine learning approaches in which different sets of features extracted
from the ground truth datasets will be used to detect the various forms of mis-
leading content. Instead of building a single model for all the aspects or types of
misleading content, this typology can facilitate researchers to blend the features and
individual models by leveraging ensemble learning techniques.

4.4 Fact-Checking of News Stories

The generation of solid ground truth fake news datasets requires labeled fake
news instances from trusted curators. Therefore, training datasets should rely
on knowledge-based approaches, which are called fact-checking. These approaches
cross-check claims against true knowledge in order to assess news veracity. Most
existing methods rely on human domain experts (PolitiFact EL Snopes E[) or crowd-
sourcing (Fiskkit E[) However, these approaches are intellectually demanding and
time-consuming, limiting the potential for high efficiency, scalability, and early de-
tection.

Automatic fact-checking relies on techniques borrowed from information re-
trieval, semantic web, and linked open data (LOD) research. They are based ei-
ther on knowledge graphs (DBpedia ﬂ YAGO IZ], NELL EL Knowledge Vault ﬂ, etc.)
or on knowledge derived from open-web data and can provide a scalable veracity
classifier. Knowledge graph approaches check whether the claims in posts content
can be inferred from existing facts in the knowledge graph (existing links or strong
reachable connections) [126] [35], and tackle the problem as a link prediction problem
[126] or as the shortest path finding problem [35]. Moreover, open-web approaches
[103, 157, 89] compare posts with open-web claims in terms of consistency and fre-
quency (stance and credibility assessment) or use fact extraction methods to form
new knowledge bases. Fact extraction methods aim to extract structured knowledge
(e.g., Subject, Predicate, Object triples) from the unstructured information found
on the open web using knowledge extraction models and tools [98] along with entity
recognition and advanced NLP techniques.

3https://www.politifact.com/
4https://www.snopes.com/
Shttps://www.fiskkit.com/
Shttps://wiki.dbpedia.org
"https://github.com/yago-naga/yago3
8http://rtw.ml.cmu.edu/rtw/kbbrowser/
9https://developers.google.com /knowledge-graph
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4.5 Existing Datasets

Though the research community has produced several datasets for fake news detec-
tion, no automatic system exists for creating fake news datasets in social media to
the best of our knowledge. The most significant state-of-the-art datasets are listed
below.

BuzzFace: This dataset [I17] contains 2282 news stories that were published
during September 2016 on nine Facebook pages that correspond to nine news outlets.
These articles have been annotated by BuzzFeed, a famous fact-checking organiza-
tion, into four categories: mostly true, mostly false, a mixture of true and false, and
no factual content. BuzzFace contains the corresponding comments and reactions,
article texts, images, links, and embedded tweets, reaching over 1.6 million text
items.

PHEME: This dataset [I71] contains rumors associated with nine different news
stories and Twitter conversations initiated by a rumor-related tweet. The authors
used Twitter’s streaming API to collect tweets from breaking news and specific ru-
mors that are identified a priori. Collection through the streaming API was launched
straight after a journalist identified a newsworthy event likely to give rise to rumors.
The collected tweets have been annotated for support, certainty, and evidentiality.
The sampled dataset includes 330 rumorous conversational threads.

USPresidentialElection: The authors [12§] retrieved tweets referring to 57 ru-
mors from October 2011 to December 2012. These tweets were gathered by matching
specific keywords for each of these 57 rumors. After a tweet preprocessing stage,
the authors assembled a set of keywords to identify the rumor-related tweets based
on the description of each rumor offered by rumor debunking sites. These keywords
were then combined through logical expressions, forming queries manually repeat-
edly tested by two authors. Finally, human coders measured each tweet for two
variables: whether the tweet was actually about the rumor and its author’s attitude
(endorsing, rejecting, or unclear).

FakeNewsNet: This repository [130] contains two datasets with news content,
social context, and spatiotemporal information. To collect ground truth labels for
fake news, the authors utilized two fact-checking websites to obtain news contents for
fake news and true news. User engagements related to news articles were collected
using Twitter’s Advanced Search API. The search queries were formed from news
articles” headlines, and the obtained tweets were enriched by replies, likes, reposts,
and user social network information.

CREDBANK: This dataset [91] comprises more than 60 million tweets grouped
into 1049 real-world events, each annotated for credibility by 30 human annotators.
These tweets were collected from all streaming tweets over three months, compu-
tationally summarized into events, and finally routed to crowd workers (Amazon
Mechanical Turk) for credibility assessment.

SomeLikeltHoax: This dataset [I134] consists of all the public posts and their
likes from a list of selected Facebook pages during the second semester of 2016.
These Facebook pages were divided into two categories: scientific news sources vs.
conspiracy news sources. The authors assumed all posts from scientific pages to be
reliable and all posts from conspiracy pages to be "hoaxes”. The dataset contains
15,500 posts from 32 pages (14 conspiracy and 18 scientific) with more than 2,300,000
likes.
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TraceMiner: The authors [I50] retrieved tweets (using Twitter search API)
related to fake news by compiling queries with a fact-checking website (Snopes).
The dataset contains 3600 messages from which 50 percent are referring to fake
news.

Vosoughi et al.: To construct this dataset [148] the authors, firstly,
scraped fact-checking websites (https://www.snopes.com/, https://www.politifact.
com/, https://www.factcheck.org/, https://www.truthorfiction.com/ and https://
hoax-slayer.com/), collected the archived rumors and parsed the title, body and
verdict of each rumor. The rumors were then divided based on their topic (Politics,
Urban Legends, Business, Science and Technology, Terrorism and War, Entertain-
ment, and Natural Disasters) using LDA and human annotators. Afterward, they
accessed the complete Twitter historical archives to extract all reply tweets contain-
ing links to any of these rumors through the fact-checking websites. Then, unrelated
tweets were filtered out through a combination of automatic and manual measures.
For each reply tweet, they extracted the original tweet they were replying to and
then extracted all the original tweet’s retweets. Each of these retweet cascades
is a rumor propagating on Twitter. The dataset contains 126285 rumor cascades
corresponding to 2448 rumors.

4.5.1 Comparison

Examining the background work, one concludes that existing approaches suffer from
various limitations resulting in datasets that do not provide all possible features of
interest. For example, some datasets have been produced based on a small number
of news outlets (BuzzFace), include a small number of rumors (USPresidentialElec-
tion), or have a very restricted definition of real and fake news (SomeLikeltHoax).
Moreover, some datasets cover a short period (BuzzFace), most of them are out-
dated or cover a limited topical range (USPresidentialElection). Another disadvan-
tage within the scope of developing automatic dataset creation systems is that many
state-of-the-art datasets rely heavily on human annotators (CREDBANK, USPres-
identialElection). In addition, some datasets suffer from a very narrow definition
of news propagation (BuzzFace, CREDBANK). For example, BuzzFace uses the
Facebook Graph API to collect data on "reactions” to the original articles. Still,
independent posts that spread this news are missing, as is news propagation’s tem-
poral information.

Furthermore, some approaches underestimate or omit social bots’ role in the news
propagation process by removing them from their corpus (CREDBANK, Vosoughi,
et al.). The most crucial limitation that almost all datasets suffer from is the social

Table 4.1: Existing Dataset Comparison

‘ Dataset Features ‘ Diff. Fake News Types ‘ Automated Generation ‘ Full Articles ‘ Social Posts ‘ Network ‘
BuzzFace v
PHEME

USPresidentialElection

FakeNewsNet v
CREDBANK
SomeLikeltHoax
TraceMiner
Vosoughi et al.

PHONY v v

\

SSENENENENENENEN

SNENEN
SNENEN
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https://www.snopes.com/
https://www.politifact.com/
https://www.politifact.com/
https://www.factcheck.org/
https://www.truthorfiction.com/
https://hoax-slayer.com/
https://hoax-slayer.com/

network API limits (Facebook, Twitter) that give partial access to social media
information. One dataset (Vosoughi et al.) claims to have access to the full Twitter
History, but this dataset is not available to the research community.

Table depicts a comparison between these datasets and PHONY, the dataset
we created for Greek tweets using the process described in this chapter.

4.6 Objectives of our Approach

The aim of the PHONY Infrastructure is the automation of the generation of feature-
agnostic datasets. These datasets will allow users to generate ad hoc silver standard
datasets using simple feature-specific scripts and algorithms. However, this task has
particular requirements that need to be considered when designing and implementing
the system.

e Size and quality of the generated datasets: The system should generate
datasets that cover a wide type variety and a large number of fake news, as
well as provide complete representations of their propagation on the Twitter
network. Moreover, due to the limited size of tweet messages, likely, fake news
will not spread directly through the tweet text. Instead, fake news spread via
links to external news websites. However, websites containing fake news often
disappear after a short period, and the social traces of news items are often
lost. Hence, it is crucial that datasets cover the full life cycle of such news.

e Automatization and standardization of dataset generation: Although
the full automation of the dataset generation process is not yet possible, au-
tomating the dataset generation process as much as possible is essential for
the reliable assessment and comparison of fake news detection methods. More-
over, the selection of features and the way of calculating those features should
not restrict researchers when selecting available datasets. Our goal is to gen-
erate feature-agnostic datasets, hence datasets that can be used as a basis for
creating ad hoc feature datasets. Moreover, it is crucial to generate feature-
agnostic datasets such that all features encountered in the literature can be
directly extracted using specific scripts and algorithms. Let alone that the
analysis of such feature-agnostic datasets could facilitate researchers to derive
new features for detecting fake news in social media.

e Dynamically updatable datasets: It is observed that fake news creators
and their spreading mechanisms evolve and adapt to avoid the current de-
tection methods. Hence, the delayed analysis of such datasets might not be
useful for detecting the propagation of emerging fake news stories. Therefore,
it is of great importance that the produced datasets can be continuously and
incrementally updated.

4.7 PHONY Infrastructure

PHONY is an essential part of our ongoing research for developing models to detect
fake news content in streaming data automatically. The datasets that are created
automatically will be used to extract specific features and train machine learning
classifiers.
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4.7.1 Overall System Architecture

Figure 2 depicts the overall architecture of our automatic fake news dataset genera-
tion system. PHONY continuously collects the streaming tweets using the Twitter
Streaming API and incrementally building an inverted tweet index. When a new
dataset needs to be generated, the system collects fake news items from fact-checking
websites and uses them to query the inverted index.

PHONY System Overview

L J

Twitter
APl

Tweet Indexed
qH— Repository Fake Mews
Repository

Fact-Checking Websites

K

«

Feature-Agnostic Dataset

Figure 4.2: PHONY Infrastructure Overview

PHONY consists of three asynchronous units: The Tweet Index Creation unit,
the Fake News Collection and Analysis unit, and the Dataset Generation unit. The
Tweet Index Creation unit creates an inverted index of streaming tweets incremen-
tally. This unit is running continuously regardless of whether there is an ongoing
fake news generation process. Fake News Collection and Analysis unit is activated
on demand. It is responsible for collecting and analyzing fake news stories based on
three criteria chosen by the user: (a) fake news source (fact-checking website), (b)
time period, and (c) fake news type (fabricated news, propaganda, satire, parody,
etc.). The Dataset Generation unit is then activated through a query process and
generates the fake news stories’ Twitter diffusion footprints. Specifically, queries
are formulated based on the analysis performed in the Fake News Collection and
Analysis unit and are then run on the index generated by the Tweet Index Creation
unit. These three main units are described in detail in the following sections.
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Figure 4.3: PHONY System Architecture

4.7.2 Tweet Index Creation

To dig out fake news stories scattered throughout the social network, we need an
efficient way to organize the streaming tweets. Our system operates by extending
the Twitter Streaming API responses, creating a large set of JSON files. JSON
objects offer an intuitive and descriptive way to represent our data and are also
used by the Twitter Streaming API as response values. However, directly querying
the JSON files would mean that the system would scan every document in the
corpus, requiring considerable time and computing power. To address this problem,
our method creates an inverted index of all the posts that have been previously
filtered from the stream and subsequently broadened using the main content of the
included URLs. Therefore, in this step we describe the creation of an inverted tweet
index, a hashmap-like data structure that directs from a word to a tweet. The Tweet
Index Creation process is running continuously, processing every single streaming
tweet regardless of the fake news dataset creation process. This way, a possible
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tweet deletion will not cause the propagation data loss to the generated datasets.
As a result, the inverted index is incrementally rebuilt on a regular basis. The basic
modules included in this unit are the following.

Stream Filter:The most crucial limitation that almost all existing datasets
suffer from are the social network API limits (Facebook, Twitter) that give par-
tial access to social media information. Specifically, Twitter maintains two publicly
accessible APIs: The Search API and the Streaming API. The Search API returns
fewer results than the Streaming API, which emphasizes central users and more clus-
tered regions of the network, while peripheral users are less accurately represented
or absent. In addition, Search API results are not a random sample of overall Twit-
ter activity (most popular tweets are promoted). Therefore, a simple search of fake
news keywords through the Search API would not lead to the desired outcome: the
returned tweets would be few and sampled in a biased way. Therefore, our system
uses the Streaming API. However, this API samples a random 1 percent of the whole
Twitter activity, leading to incomplete and diverse results. Despite that, the fact
that we are interested in the propagation of Greek fake news allows us to disregard
this limitation to some extent. Specifically, our system uses the Streaming API by
filtering the global Twitter feed based on a set of common Greek words.

Given that tweets written in Greek do not reach the 1 percent of the global ac-
tivity, this method is adequate to ensure the collected data’s completeness making
Greek fake news diffusion in Twitter a good case study. This module filters the
collected streaming tweets using a set of language-dependent keywords, adequate to
ensure the collected data’s completeness. These keywords are then used as param-
eters of the Twitter Streaming API services. The module stores the collected data
in compressed JSON Lines files on an hourly basis.

Tweet URL Extractor: This module extracts the URLs included in the tweets
that the Stream Filter has previously stored. The extracted URLs are stored in
compressed text files.

URL Content Fetcher: This module processes the URLs that have been ex-
tracted by the Tweet URL Extractor and retrieves the HT'ML content of each URL
using HTTP requests. The HTML content for each URL is stored in a MongoDB
database.

Tweet Broadener: This module processes the URLs that have been extracted
by the Tweet URL Extractor and retrieves the HTML content of each URL using
HTTP requests. The HT'ML content for each URL is stored in a MongoDB database

Preprocessing: In this module, the enriched text of each tweet goes through
a preprocessing procedure. NLTK3 and a language-dependent stemmer were used
for the natural language processing functions: tweet text is converted to lowercase,
URLs are removed, the text is divided into words, punctuation is removed, common
words (stop-words) are removed, and the stem of the remaining words is acquired.
The resulting words are added to the tweet. Following, the processed tweets are
stored in compressed JSON Lines files.

Tweet Entity Processor: This module reads the tweet JSON object from
the compressed files and converts it to the form that Solr requires while discarding
unnecessary fields that do not need to be stored by Solr.

Solr Indexer: Specifically, this module generates the inverted index using the
Apache Solr [I7] search engine. The inverted index essentially links each term within
the tweet collection to the broadened tweets containing the term. It is important to
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note that the tweet collection contains all tweets that have been collected from the
Twitter stream, without regard to their possible association with fake news.

4.7.3 Fake News Collection and Analysis

The Fake News Collection and Analysis unit runs on demand whenever we need
to create a fake news dataset based on the user’s three criteria: fake news source,
time period, and fake news type. Specifically, this unit is responsible for collecting
ground truth fake news stories from the web and analyzing their text content in
order to extract representative keywords. Those keywords are used for querying the
tweet index. The basic modules included in this unit are the following.

Website Scraper: This module retrieves a list of fake news from any fact-
checking website the user chooses to use. However, these organizations do not
provide APT access to their databases or a coherent fake news dataset. In fact, many
fact-checking organizations provide fake news data in the form of a simple web page
or a blog. Therefore, to create a system that can collect fake news data from multiple
fact-checking sources, we opted to use the scraping of such websites to obtain a list
of fake news content along with the textual information that demonstrates their
validation or disproof process. Moreover, our system stores fake news types by
scraping the corresponding labels since fact-checkers provide such labels for each
fake news item (fabricated news, propaganda, conspiracy theories, unscientific news,
clickbait, scam, etc.). Hence, our system users can choose the fact-checking source
and the type of fake news from a customized list and feed the module with relevant
websites and blogs. This list is customized because the scraping process requires
a customization level for each webpage and because fact-checkers do not follow a
uniform tagging system for the aforementioned fake news types. Each article’s title
and text are retrieved and then stored in a MongoDB database using HT'TP requests.

Original Fake News Extractor: Fact-checkers provide critical analysis and
evaluation of the truth of each article. However, this content is not the original fake
news story, and therefore, it cannot be directly used to trace fake news in social
media. To find the original fake news, it is necessary to analyze these articles and
retrieve the fake news articles from their original sources. This is achieved through
a recursive process of detecting original sources of fake news from the fact-checkers’
articles (extract external links). Then, using HTTP requests, the HTML content of
each original URL is retrieved, and the main article content is extracted and stored
in MongoDB. However, news web pages often contain advertisements, pop-up ads,
images, and external links around an article’s body. Hence, we can further optimize
our web content scraping process to filter irrelevant content out completely. In the
future, we aim to minimize human effort in the process of creating such datasets by
developing fully automated scraping modules that will be able to scrape multiple
non-uniform sources.

FN Keyword Extractor: At this point, we could define the diffusion of misin-
formation in social media as the propagation of those links. However, this approach
would miss a large amount of fake news diffusion without reference to external
sources via links and would not be able to retrieve fake news from sources that the
fact-checkers have not discovered yet. For this reason, we apply content analysis
to the original articles, and our system extracts a keyword vector for each original
fake news story. In this module, the system extracts keywords for each fake news

20



article stored in the database. Specifically, keyword vectors are extracted using the
TF/IDF method to acquire the most representative keywords for each fake news
case.

4.7.4 Dataset Generation

This unit generates the Twitter diffusion footprints of the fake news stories by form-
ing queries based on the fake news analysis and running them against the inverted
index. Specifically, this unit constructs the propagation representation of the fake
news stories in the Twitter network and the friendship network among Twitter users
participating in the fake news diffusion process. The three modules included in this
unit are the following.

Query Formulation: Our system uses the produced keyword vectors for each
fake news to form queries performed on the inverted index of tweets. However,
the query formulation requires a keyword selection strategy. We create queries by
combining the top n terms of each fake news story with the AND and OR operators.
We chose number n based on the average number of words per news story (a news
story may consist of several articles). Specifically, we evaluated a sample of the
collected fake news stories, and the results showed that

n = 1In(avg(length( fake_news_story))) (4.1)

can offer us a balanced representation. This module forms the queries combining
the keywords of each fake news instance with the AND operator. If the fake news
story is found on more websites (multiple instances), our system uses the AND
operator to combine the keywords of each instance and the OR operator to combine
all instances’ queries.

Query Execution: In this module, the system runs a query on the inverted
index for each fake news story. The module returns a set of tweets from the index
that satisfy the query. Hence, a set of tweets is assigned to each fake news story.

Network Propagation: This module constructs and stores the propagation
representation of fake news on Twitter. A news story on Twitter starts with a user
posting a claim about a topic or an event using text, multimedia, or links to outside
sources. People then propagate the news by retweeting the post. Users can also
comment and discuss the news by replying and mentioning other users to encourage
a larger audience to engage with the news. Twitter APIs do not, however, provide
the exact path of retweets since only the original tweet is provided when a retweet
takes place. We, therefore, have to extract the diffusion network, which consists of
one or more propagation graphs.

Based on the intuition that Twitter users retweet content that they have inter-
acted with, we assume that a user retweets content that they have first seen on their
timeline, hence, content that has been posted by one or more of their followees. In
the case that a single followee has formerly posted the same tweet, we attribute the
propagation of the tweet to the specific followee’s post. In the case that multiple
followees have formerly posted the same tweet, we have three choices as per the
attribution strategy. We attribute the tweet’s propagation to all the specific fol-
lowees’ posts, the most recent followee’s post among the specific posts, or the most
influential followee’s post among the specific posts. Each of the three attribution
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strategies leads to constructing a propagation graph for a particular sequence of
tweets consisting of an original tweet and all the associated retweets.

Note that, in order to construct the propagation graphs for a news story, we do
not need the complete follower /followee network for all the users participating in the
propagation process. We only require the friendship relationships (the followees that
a user has) for the users that participated in the propagation process by retweet-
ing. To accomplish that, we perform targeted Twitter API calls to retrieve the list
of friends (followees) for each user that posted a retweet. The module stores the
diffusion network (propagation graphs) and the friendship network (user followees)
for each fake news story in a MongoDB database.

4.8 A Concrete Example

As an example, consider the recent news story, which claims that cannabis can
cure severe health conditions such as cancenV] In recent years, we have observed
increasing claims that cannabis is an effective way of treating cancer. Occasionally,
we see articles that make "aggressive” claims about the effectiveness of cannabis
against cancer. According to a recent US FDA announcement, there is no evidence
that cannabinoids can cure cancer, and companies that market-related products (in
the US) should stop making such claims. It even highlights the risk of using these
products because interactions with regular medicines, side effects, and the correct
dosage are unknown. This particular claim showed up in the Greek news-sphere in
July 2017, and we found it debunked on the Greek fact-checking website FEllinika
Hoazes [l In Greek PHONY Dataset, it is the Fake News Story with id=215.

In order to generate the propagation dataset for this particular fake news story,
our system scrapes the specific article from FEllinika Hoaxes and stores the title
(?Can cannabis cure cancer?”) and the text of the article in a MongoDB database
through Website Scraper. Then, Original Fake News Extractor analyzes this text
to find the fake news stories’ original sources. This recursive NLP process results in
the following five fake news source links (instances):

1. ”A cannabis protocol for the treatment of cancer”: https://archive.fo/8KdYc
2. "How cannabis cures cancer”: https://archive.fo/XpqEc

3. "Medical Cannabis: How It Cures Cancer, Children’s Epilepsy, And Not
Alone”: https://archive.fo/vQlub

4. ”Cannabis oil and cancer”: https://archive.fo/YtWO2

5. 7Ambrosia eliquids electronic cigarette replenishment fluid with CBD -
Cannabis vapor has health benefits”: https://archive.fo/W8yJZ

Then, using HTTP requests, the HTML content of each original URL is re-
trieved, and the main article content is extracted and stored in MongoDB. Next,
FN Keyword Extractor analyses the original articles’ content and extracts a repre-
sentative keyword vector for each original fake news story using TF/IDF. The Query

10We translated the examples from Greek to English to be able to use them within the chapter.
Hhttps:/ /www.ellinikahoaxes.gr/2017/07/03 /can-cannabis-cure-cancer/
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Formulation unit calculates the number of terms in each query. In this case, n=5,
based on eq. (1). For each fake news story, the system constructs a query using the
AND operator to combine the top-5 keywords, as follows:

1. Queryl: ’cannabinoid” AND ”cancer” AND ”"cannab” AND ”marijuan” AND

“treatment”
2. Query2: ”cannabinoid” AND ”thc¢” AND ”cannab” AND ”"cell” AND "receptor”
3. Query3: "cannab” AND "hemp” AND ”simpson” AND ”"rick” AND ”oil”
4. Query4: "cannab” AND "oleum” AND ”0il” AND ”plant” AND ”solvent”

5. Queryb: "ambrosia” AND ”cannab” AND ”cannabidiol” AND "liquid” AND ”ex-
tract”

The final query is formed by combining the five instance queries into one using
the OR operator:
Query:

(broadened_text:"cannabinoid"
AND broadened_text:'"cancer"

AND broadened_text:'"cannab"

AND broadened_text:"marijuan"
AND broadened_text:"treatment")
OR (broadened_text:'"cannabinoid"
AND broadened_text:"thc"

AND broadened_text:"cannab"

AND broadened_text:"cell"

AND Dbroadened_text:"receptor")
OR (broadened_text:"cannab"

AND broadened_text:"oleum"

AND broadened_text:"oil"

AND broadened_text:"plant"

AND broadened_text:"solvent")

OR (broadened_text:"ambrosia"
AND broadened_text:"cannab"

AND broadened_text:"cannabidiol"
AND broadened_text:"liquid"

AND broadened_text:"extract")

Next, the Query Execution module runs the query on the Solr inverted index of broad-
ened tweets and stores those that satisfy the query in the MongoDB. Broadened tweets
are objects that consist of the original tweet fields (created_at, entities, extended_entities,
favorite_count, favorited, filter_level, id, id_str, is_quote_status, lang, possibly_sensitive,
retweet_count,retweeted, source, text, timestamp_ms, truncated, user) and an extra field
("broadened_text”), which wraps the texts of links to external websites contained in the
tweet. For example, one of the 652 broadened tweets that are returned by the query is
the following:

“Impressive anticancer action on two cannabis substances”https://t.co/YGLx59U1mb
https://t.co/19advJR7Hb

The length of the original tweet object is 3299 characters, while the length of the
broadened tweet is 4708 characters.

A sample of the returned tweets, including the above, is the following:
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https://t.co/YGLx59U1m5
https://t.co/19advJR7Hb

1. “Cannabis: A miraculous banned anti-cancer drug https://t.co/Fwv4jsO8x2”

2. “Impressive anticancer action on two cannabis substances
https://t.co/YGLx59U1m5 https://t.co/19advJR7THb”

3. “The healing value of cannabis - A testimony https://t.co/vbWbnq6TNp”

4. “Wake Up: The Healing Value of Cannabis - A Testimony: The Other Side ... Read
More. Wake Up ... https://t.co/uztSU8dAqC”

5. “VIDEO Greek #patients talk publicly about how they beat death with #oil
#hemp. By #AndreasRoumeliotis ... https://t.co/eLUNT7cjvlQ”

6. “Medical Cannabis: How It Cures Cancer, Children’s Epilepsy, and not only
https://t.co/bZFXnicBeJ”

7. “It’s the most effective herbal blend for cancer. Https://t.co/k6vLpws20A EMEDI’s
Herbal Cancer Blend https://t.co/Qdtb0C9JN2”

Finally, the Network Propagation module constructs the propagation representation
of this fake news story on Twitter, as described in the previous section. Figure 3 depicts
the diffusion network that consists of multiple propagation trees, and Figure 4 presents
some interesting visualizations of network features related to centrality indices.
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Figure 4.4: Diffusion Network and Propagation Tree

At this point, the feature-agnostic dataset is complete and can be used to construct ad
hoc feature datasets. For example, we consider some important and popular features used
in literature approaches and show how they can be extracted from the feature-agnostic
dataset using specific scripts and algorithms.

e Fraction tweets that contain user mention: This feature measures the fraction of
tweets that contain one or multiple user mentions for each news story. User men-
tions (as well as replies) can be used to join conversations on Twitter. A men-
tion is a Tweet that contains another person’s username anywhere in the body of
the Tweet. By mentioning a user in a tweet, the user will see the tweet in their
Notifications tab. To mention a user, one must type in the tweet text the "@”
symbol before the usernames she wants to mention. Our feature-agnostic dataset
provides all tweets accompanied by their metadata. Specifically, we provide the field
“user_mentions” that refers to all mentions contained in each tweet. For example, the
tweet with id: 788399764828282900 contains three mentions to the users with ids:
237719164, 14788231, and 25584888 (we skip the first mention since it always con-
cerns the retweeted account) as shown in the corresponding field: "user_mentions”:
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(a) Degree Centrality

(c) Betweeness Centrality (d) IR Centrality

Figure 4.5: Radial Layouts of Critical Centrality Indices of Diffusion Network of Fake
News 215

["id”: 3131326307, "id_str”: 731313263077, "indices”: [3, 12], "name”: kostasiz”,
"screen_name”: "kostasiz”, ”id”: 237719164, "id_str”: 72377191647, "indices”: [14,
24], "name”: "doyevng o xhvixoc”, "screen name”: “kanekos69”, 7id”: 14788231,
"id_str”: 7147882317, "indices”: [25, 33], "name”: "I'xod”, ”screen name”: "Gath”,
7id”: 25584888, "id_str”: "25584888”, ”indices”: [34, 45|, "name”: "protothema.gr”,
"screen_name”: "protothema”]

e Fraction of tweets that contain URL: This feature measures the fraction of tweets
that contain one or multiple URLs for each news story. URLs can be attached to
a tweet by simply typing the URL in a tweet text. Our feature-agnostic dataset
provides the field “urls” that refers to all urls contained in each tweet. For ex-
ample, the tweet with id: 702242652494942209 and text: “Impressive anticancer
action on two cannabis substances http://www.paraxeno.com/10745/entiposiaki-
antikarkini-drasi-se-dio-ousies-tis-kannavis/” contains one url, as shown in the cor-
responding field: “urls”: ["display_url”: ”paraxeno.com/10745/entiposi...”, "ex-
panded_url”:  "http://www.paraxeno.com/10745/ entiposiaki-antikarkini-drasi-se-

dio-ousies-tis-kannavis/”, "indices”: [78, 101], "url”: "https://t.co/iqew3Pan3W"].

e Fraction of uppercase letters: This feature measures the fraction of uppercase
characters in the tweets of a news story. Our feature-agnostic dataset pro-
vides all tweet texts regarding each fake news story. Hence, one must sim-
ply count the uppercase letters in our text corpus. Specifically, we provide the
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field "text” that contains the original tweet text of each tweet. For example,
the tweet with id: 702242652494942209 contains only one uppercase character,
as shown in the corresponding field: ”"text”: “Impressive anti-cancer effect on
two cannabis substances http://www.paraxeno.com/10745 /entiposiaki-antikarkini-
drasi-se-dio-ousies-tis-kannavis/”.

e Propagation initial tweets: This feature measures the degree of the root in a propa-
gation tree. Our feature-agnostic dataset provides all the propagation trees for each
fake news story. For example, the degree of the root tweet (node 1) in the tree of
Figure 3b is 8.

4.9 Discussion on Using PHONY

In this section, we discuss some additional PHONY features not covered in previous sec-
tions. We argue that our feature-agnostic datasets can cover the wide spectrum of features
encountered in the literature.

4.9.1 Advantages and Limitations

Our system encompasses all the curated fake news stories from every source that is avail-
able through the infrastructure. In addition, it enables users to choose the type of fake news
they are interested in, ensuring both the amount and variety of the generated datasets.
However, the system needs to expand the available fact-checking sources and provide a
mapping of fake news types that can be found among different fact-checking webpages.
To the best of our knowledge, the system provides complete representations of each
fake news spreading on the Twitter network. However, this requires full access to the
streaming tweets. The fact that we are interested in the propagation of Greek fake news
allows us to disregard this limitation to some extent, as shown in Section In the
case of popular languages, a paid solution such as Twitter PowerTrack API is necessary.
Furthermore, our system manages to generate the complete fake news footprints on
Twitter, overcoming the limited size and temporariness of tweets and online fake news
content. First, the system broadens each tweet with the text extracted from the external
links in the tweet. Alongside the tweets, our addition of the news article content provides
a sizeable collection of text that ensures that no fake news footprints are lost. However,
websites containing fake news often disappear after a short period. To tackle this, our
system scrapes the website content of the streaming tweets continuously as they appear
in the Twittersphere. This way, the social network traces of fake news can be later used
by scientists when generating feature-agnostic datasets. Further, PHONY infrastructure
provides up-to-date datasets since the tweet index is continuously and incrementally up-
dated. This way, we avoid the generation of outdated datasets, considering that fake news
and its spreading mechanisms evolve and adapt to avoid the current detection methods.
The complete automation of the dataset generation process is not yet possible due to
limitations posed by the variety of fact-checking websites with different formats and styles
and also with different fake news type labeling. For example, some labels on such websites
refer to different types of fake news: Fake, False, Hoax, Fake News, Scam, Fake Quotes,
Pseudoscience, Conspiracy Theories, Mostly True, Mostly False, etc. These required
customizations regarding the scraping of the data are why our infrastructure currently
supports a limited number of fact-checking sources. However, our system achieved full
automation within these fact-checking sources, which is essential for generating uniform
datasets that can be reliably assessed without relying on human annotators. Moreover,
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our system does not restrict users regarding the choice of features or the way of feature
measurement.

On the contrary, each feature-agnostic dataset contains fake news and its propaga-
tion footprints in the Twitter network. Therefore, using PHONY, users can automatically
generate feature-agnostic datasets as a first step towards creating ad hoc feature-specific
datasets. Moreover, the provided feature-agnostic datasets are suitable for further process-
ing using specific scripts and algorithms. This way, PHONY users do not have to collect
all the base-data, but only create specific scripts to extract features according to their
needs. We believe that the analysis of such feature-agnostic datasets will help researchers
derive new features for detecting fake news in social media.

4.10 Feature Completeness

The generated feature-agnostic datasets can adapt to all feature needs. In fact, all features
encountered in the literature can be directly extracted from these datasets. The state-
of-the-art fake news detection methods use features to classify social media posts. In the
context of another ongoing work, we have recorded, analyzed, and implemented extraction
and calculation methods for a large set of various types of existing features: text, user,
web content, network structure, geolocation, multimedia, and propagation features. These
features are measured based on the tweet text, tweet metadata, user metadata, retweet
activity, etc.

Furthermore, the generated datasets contain temporal information, which means that
each feature can be calculated as a time-series. The temporal aspect of the features is cru-
cial because different news have vastly different footprints on Twitter, and the magnitude
of these features cannot predict their truthiness by itself. The generated feature-agnostic
datasets encompass all aforementioned required data, as shown in Section However,
a detailed presentation of those features falls outside the scope of this work. Many pre-
vious works have focused on these categories of features and underestimate the role of
network diffusion features. PHONY infrastructure provides propagation data such that
the extraction of diffusion features can be easily performed. In Tables and we
show a representative feature subset containing network diffusion and semantic features
(left column). On the middle column, the description of each feature is presented. We
show which PHONY dataset component can sufficiently provide all the necessary data to
calculate this feature on the right column.

4.11 Silver standard dataset noise

The datasets generated by PHONY are silver standard because they contain some degree
of noise. The noise is a result of the inverted tweet index filtering for fake news-relevant
tweets. This process is automated using natural language processing and keyword extrac-
tion techniques that introduce some errors in the datasets. To measure the noise in our
datasets, we conducted a sampling evaluation experiment presented in the next section.
Our datasets can become gold standard if we add an extra step, in which human agents
will label each tweet as relevant or irrelevant to the fake news stories. Such a step would
severely increase the dataset generation time resulting in outdated and partial datasets.
On the contrary, this manual filtering becomes feasible in a specific application where
PHONY datasets are small. In other words, after the users have firstly generated the de-
sired datasets limited by the fake news story, time period, and source, they can filter-out
manually the non-relevant tweets.
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4.12 Sample Dataset Overview and Structure

To evaluate the PHONY Infrastructure, we opted to use it for generating a sample dataset.
This section presents the evaluation process and the precision scores of this dataset. The
generated dataset, the Greek PHONY Dataset, is an essential part of our ongoing research
for developing models to detect Greek fake news content in streaming data automatically.
This dataset is continuously growing; therefore, we will present only a snapshot regarding
two years, an overview of the dataset characteristics, and a detailed description of the
structure and the implementation process we followed.

4.12.1 Dataset Overview and Structure

We used the PHONY system to create a sample dataset including the fake news diffusion
process in Greek tweets from January 2016 to April 2018. The streaming tweets were
collected as described in Section [£.7.2] and stored in multiple JSON Lines files. The com-
pressed files’ size is 142.2 GB before broadening and 176.7 GB after broadening (text is
broadened using the contents from URLs). Specifically, the collection contains 238685450
tweets posted by 1381799 unique users. These tweets contain 57264673 links to web
pages. Based on the process described in Section the created inverted index con-
tains 9237157 terms and takes up 126.6 GB on the hard disk. These characteristics are
summarized in Table [£.4] Moreover, based on the method presented in Section the
system created a collection of fake news regarding this period. Specifically, 677 fake news
stories were crawled (by scraping FEllinika Hoazes with the label “fake news”). These
stories were hosted on 2835 websites. Furthermore, the system formed and executed 677
queries against the index as described in Section [£.7.4] The queries returned 381350
tweets, which propagated the fake news stories and were posted by 21223 unique users.
Finally, the system produced 322265 propagation trees, while 68 fake news stories did not
propagate in the Twitter network. These characteristics are summarized in Table

The generated feature-agnostic dataset presents some interesting facts. Figure
depicts the propagation magnitude (number of tweets) of the Greek fake news stories in
the Greek Twittersphere. As we can observe, the magnitude of the diffusion is highly
diverse among fake news, which indicates that it is probably not an efficient detection
feature.
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(a) Propagation Magnitude of Greek Fake News Sto- (b) Topic-based Distribution of
ries Top-20 Fake News Stories

Figure 4.6: Greek dataset statistics

Table [A.6] presents the 20 most propagated fake news stories in the Greek-
Twittersphere, while Figure depicts a topic-based distribution of the Top-20 Fake
News Stories.
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We now describe in detail the structure of the dataset and the files and formats that
compose the generated dataset. The main directory of the generated dataset consists of
the following sub-directories:

fakenews_stories: this directory contains the fake news stories. A JSON Lines file
named ”stories.jsonl” is used for storing the ID and the URL for each fake news
story and contains one fake news story object per line.

fakenews_texts: this directory contains the texts for the fake news stories in separate
text files. Each file contains the text for a specific fake news story instance. The file
is automatically named according to the associated fake news story ID and a serial
number, since a fake news story may have multiple instances.

fakenews_search_results: this directory contains information on the generation of the
dataset. This information can help the user understand and improve the system. A
JSON Lines file named “solr_search_results.jsonl” is used for storing the fake news
story ID, the Solr query that was formed by the system, and the number of tweets
that satisfied the query. The file contains a search results object per line.

fakenews_tweets: this directory contains the broadened tweets for each fake news
story in separate JSON Lines files. Each file is automatically named according to
the associated fake news story ID and contains a broadened tweet object per line.

fakenews_user_network: this directory contains the user network, i.e., the follower-
followee relationships, for the users that participated in the spread of the fake news
stories. A JSON Lines file named "user_friends.jsonl” is used for storing the user 1D
and the user’s friends (followees) for each user that posted at least one retweet in
any fake news story. The file contains an object for one user and the user’s friends
per line.

fakenews_propagation_graphs: this directory contains the propagation information
for each fake news story and each propagation type in separate JSON Lines files.
The files are divided into three sub-directories, each sub-directory containing the
graphs that correspond to a specific propagation type. Each file is automatically
named according to the associated fake news story ID and contains a propagation
graph object per line. Each propagation graph object is constructed according to
the tweets and the users involved in a particular tweet sequence of an original tweet
and all the associated retweets. The graph nodes represent tweets, while the edges
represent the friendship relationships that tweet propagation is attributed to.

As presented in previous sections, the automatic creation of silver standard datasets
involves processing and querying the entire set of streaming tweets. In order to efficiently
implement our system, we are using a cloud (distributed) approach consisting of 12 virtual
machines (16 cores and 32GB RAM each). We use Apache Spark to process tweet data and
Apache Solr to create the incrementally updating inverted index and to execute the queries
on the index. Specifically, for preprocessing streaming tweets, a Spark application was
implemented in Python/PySpark. Moreover, we use NLTK3 and a language-dependent
stemmer to preprocess the tweets, which are then given as input to Apache Solr. Finally,
the Solr index querying is performed through HTTP.

4.13 Evaluation

In this section, we complete the evaluation process by measuring the quality of the sample
dataset.
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As presented in Section the PHONY infrastructure generates silver standard
datasets because the dataset generation process can lead to tweets with the wrong class
label. Specifically, the step of filtering the tweets in the inverted index with the fake news
keywords and the automatic tweet assignment for each fake news story is an approach
that will inevitably introduce some errors (poor selection of keywords, query formulation,
etc.).

The precision of the sample dataset is calculated manually by counting the number of
wrongly assigned tweets. However, the size of the dataset (381350 tweets) makes a com-
plete manual evaluation very difficult. Therefore, we opted to use a sampling evaluation
method, in which 5% of the fake news stories and 10% of the average number of tweets
per story were manually evaluated. Specifically, we sampled 36 random fake news stories
and 56 random tweets for each story from the Greek PHONY Dataset. To select the 36
random fake news stories (from the fakenews_texts directory), we used a random number
generator between 1 and 677. For each story, using the same generator, we sampled 56 (if
any) tweets (from the fakenews_tweets directory). The manual evaluation was conducted
by two annotators, who classified tweets into four categories:

e R (Relevant): the tweet spreads the fake news story

e RD (Relevant-debunking): the tweet debunks the fake news story

e NR (Not relevant): the tweet is not relevant with the fake news story
e N/A: inconclusive annotators decision

Figures [£.7) and [4.§ show the precision scores per fake news story. Specifically, Figure
[4.7) depicts the precision scores, where true positives are considered all relevant tweets,
including the tweets that debunk a fake news story. Figure .8 depicts the precision
scores, where true positives are considered all relevant tweets, including the tweets that
debunk a fake news story. The precision score was calculated as follows:

B R+RD
 R+RD+NR+N/A

P, (4.2)

As we can observe (the results are included in the dataset under the "final sample” direc-
tory), the average precision of the dataset reached 77,56%, while 19 of fake news stories
(54%) achieved precision scores higher than 90%. However, some fake news stories achieved
significantly lower precision scores. The main reason for this is that the web page crawl-
ing step failed to collect useful information about the fake news story. For example, the
story with id ”005” has two crawled versions (7005-3” and ”005.06") where the system
has crawled only the name of the website. As a result, the system recognized the specific
website name as a keyword, and due to the website’s popularity, PHONY collected many
tweets that mention it, however, regarding irrelevant stories. We could enhance the crawl-
ing process by making a list of website names and excluding them from the keywords used
for querying the inverted index. Moreover, we observe that stories regarding international
politics and military confrontations (i.e., stories 7090” and "189”) achieve lower precision
scores. Here, the keywords extracted from the pages are not specific enough to capture
the specific story, resulting in tweets related to the topic area but not the specific news
story. This problem could be addressed in the next version of the PHONY infrastructure
by introducing more strict time constraints when querying the inverted index to collect
tweets closer to the specific story.
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Figure 4.7: Precision for each fake news story (relevant and relevant-debunking
tweets)
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Figure 4.8: Precision for each fake news story (only relevant tweets)
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4.14 Conclusion

The development of efficient algorithmic solutions for detecting fake news in online social
networks requires complete, up-to-date, and flexible training datasets. In this chapter,
we described PHONY, an infrastructure for automating the generation of feature-agnostic
datasets. These datasets contain fake news and their propagation footprints in the Twitter
network based on the fake news stories provided by curated fact-checking websites. Such
datasets that are uniform and updatable can significantly contribute to developing effective
fake news detection models since simple scripts and algorithms can directly extract all
features encountered in the literature.
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Network Features

Description

Required Data

fraction of low-to-high diffu-
sion and fraction of high-to-low
diffusion

Propagation from a user with lower influence
(number of followers) to a receiver with higher
influence. This kind of diffusion is a phe-
nomenon that is seen much more frequently
when the information is true.

fakenews_user_network

fraction of nodes and edges in
the largest connected compo-
nent of the diffusion network

Captures the longest diffusion chain of a news
story in the propagation tree.

fakenews_propagation_graphs

fraction of nodes and edges in
the largest connected compo-
nent of friendship network

Captures the longest user engagement tweet-
ing about a news story.

fakenews_user_network

avg. degree of nodes, avg.
clustering coefficient, density,
median in-degree, median out-
degree, max. degree in the
largest connected component
of diffusion network

Structural properties of the diffusion network.

fakenews_propagation_graphs

avg. degree of nodes, avg.
clustering coefficient, density,
median in-degree, median out-
degree, max. degree in the
largest connected component
of friendship network

Structural properties of the friendship net-
work.

fakenews_user_network

fraction of nodes without in-
coming edges in the friendship
network

Captures users that do not have any followers
tweeting about the news story.

fakenews_user_network

fraction of nodes without out-
going edges in the friendship
network

Captures users that do not have any followees
tweeting about the news story.

fakenews_user_network

fraction of isolated nodes in the
friendship network

Captures users who do not have followers or
followees tweeting about the news story.

fakenews_user_network

fraction of nodes without in-
coming edges in the diffusion
network

Captures users that started a propagation tree
about a news story.

fakenews_propagation_graphs

fraction of nodes without out-
going edges in the diffusion
network

Captures users who participated in the propa-
gation of a news story, but no user continued
the propagation under their influence.

fakenews_propagation_graphs

fraction of isolated nodes in the
diffusion network

Captures users who started a propagation tree
about a news story, but no user continued the
propagation under their influence.

fakenews_propagation_graphs

initial propagation tweets

Captures the number of source-original tweets
regarding the news story.

fakenews_propagation_graphs

max. propagation subtree

Captures the length of the biggest propagation
chain of a news story.

fakenews_propagation_graphs

avg. propagation depth

Captures the average depth of the propagation
of a news story.

fakenews_propagation_graphs

avg. depth to breadth ratio

Captures shape of new story diffusion.

fakenews_propagation_graphs

ratio of new users

Diversity /novelty of users engaged in the prop-
agation of a news story.

fakenews_propagation_graphs

ratio of original tweets

Captures how captivating, engaging and orig-
inal is the conversation about a news story.

fakenews_tweets

early burst volume

Captures the magnitude of the bursting tweets
about a news story. It is the volume of tweets
in the first spike of the propagation.

fakenews_tweets

periodicity of external shock

Captures the time periodicity of subsequent
bursts of tweet volume regarding a news story.

fakenews_tweets

users avg. influence

num of followers/num of followees

fakenews_user_network

Table 4.2: Network Features
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’ Semantic Features ‘

Description

Required Data

LDA topic vectors

Captures topic vectors that signal
fake/factual news.

fakenews_tweets

Named entity recogni-

Captures the snippets in a text that

fakenews_tweets

with a link to a knowledge graph
node describing a unique entity (e.g.
http://dbpedia.org/resource/Paris)

tion (NER) are mentions of real-world entities
Named entity linking | Captures and annotates a poten- | fakenews_tweets
(NEL) tially ambiguous entity (from NER)

Word embeddings

Captures relational similarities of
the textual information of tweets.

fakenews_tweets

Absurdity (binary)

Captures the likelihood of imbal-
ances between concepts, as well
as contextual imbalances. Named
entity resolution vector (ER) and
named entity links (NEL) are com-
bined by intersecting them: NELN
NE =0 no satire, 1 satire.

fakenews_texts

Humor (binary)

Captures the semantic relatedness
between the first and last article
sentences that indicates the proba-
bility of an article being humorous.

fakenews_texts

Link prediction (seman-
tic proximity)

Captures the probability of a fact
to be real or fake by predicting the
existence of an edge connecting the
claims in a knowledge graph.

fakenews_tweets

Table 4.3: Semantic Features

Number of tweets in Tweet Index 238,685,450
Number of unique users in Tweet Index 1,381,799
Number of external links in Tweet Index | 57,264,673

Number of terms in Tweet Index 9,237,157

Number of terms in Tweet Index 126.6 GB

Table 4.4: Tweet Index Characteristics

Fake News Stories

677

URLs of Fake News

2,835

Tweets propagating Fake News

381,350

Unique Users propagating Fake News

21,223

Propagation Trees of Fake News

322,265

Fake News Stories that did not propagate

68

Avg. tweets per Fake News

962.58

Max. tweets per Fake News

27,072

Min. tweets per Fake News

0

Median tweets per Fake News

38

Table 4.5: Greek Dataset Characteristics
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Fake News Story

Num. of Tweets

[ Putin gets back the recognition of Skopje

ing in Their Own Language

Shock study by BofA and The Mises Institute

Cancer treatment with camphor

| Photos from Crete: One meter of snow in Anogia

| The stray from Greece are going here..

will not be able to take exams!

kStop chemotherapy

Banks are closed again!

%Trafﬁcking in Turkey

The coldest Easter of recent years is coming

27072

Worrying: Artificial Intelligence Experiment ’Got Away’ - Robots Start Speak- 23135
13189

12661

10286

7971

Survival increases if cancer patients do not receive chemotherapy 6889
Descendant of Nazi collaborators with fake resume Foreign Minister Kojias! 6725
%Unprecedented: Ramadan compulsory in French schools otherwise students 6501
| 'Saint Paisios: There will be a war between Russia and Turkey 6493
| 'Schiuble confession on hidden camera: In Greece everything is predefined 6397
%Why F-16 Upgrading Program in Greece is Paranoid and Dangerous for Greece 6210
| Faced with life imprisonment, perhaps death penalyt the 19-year old for cocaine 6209
6171

5779

5663

Teacher in Lesvos decides to dress with skirts sixth grade boys 5555
| (China releases footage from bases on the Moon! (video) 5422
ﬁ()nly eight of the 27 EU member states sign the declaration in Tallinn (video) 5355
5291

Table 4.6: Top-20 Most Propagated Fake News Stories
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https://www.ellinikahoaxes.gr/2018/01/18/poutin-pernoume-piso-tin-anagnorisi-tis-pgdm-os-makedonia
https://www.ellinikahoaxes.gr/2017/08/03/facebook-ai-glitch
https://www.ellinikahoaxes.gr/2017/08/03/facebook-ai-glitch
https://www.ellinikahoaxes.gr/2016/10/27/is-it-time-another-world-war
https://www.ellinikahoaxes.gr/2017/05/10/714x-cancer-scam-debunked
https://www.ellinikahoaxes.gr/2018/01/25/anogia-xioni-ena-metro
https://www.ellinikahoaxes.gr/2016/08/11/ancona-2007
https://www.ellinikahoaxes.gr/2016/12/15/antichemotherapy-fraud
https://www.ellinikahoaxes.gr/2018/02/07/nikos-kotzias-grandfather-nazi-collaborator-hoax
https://www.ellinikahoaxes.gr/2016/06/22/ypohreotiko-ramazani-sta-sholeia-tis-gallias
https://www.ellinikahoaxes.gr/2016/06/22/ypohreotiko-ramazani-sta-sholeia-tis-gallias
https://www.ellinikahoaxes.gr/2016/12/20/russo-turkish-war
https://www.ellinikahoaxes.gr/2016/10/11/sok-omologia-simple-se-krifi-kamera-stin-ellada-ine-ola-proschediasmena
https://www.ellinikahoaxes.gr/2017/09/06/f16-vs-f35
https://www.ellinikahoaxes.gr/2017/11/28/19xroni-narkotika-thanatiki-poini
https://www.ellinikahoaxes.gr/2017/04/13/stop-chemo-debunked-2
https://www.ellinikahoaxes.gr/2016/12/31/bank-holiday-not
https://www.ellinikahoaxes.gr/2017/05/13/ce-bfrgan-trafficking-in-turkey
https://www.ellinikahoaxes.gr/2018/05/19/daskala-sti-lesvo-ntynei-me-foystes-ta-agoria
https://www.ellinikahoaxes.gr/2017/06/02/i-kina-apeleytheronei-plana-apo-baseis-sti-selini
https://www.ellinikahoaxes.gr/2017/08/26/mono-okto-apo-tis-27-chores-meli-tis-e-e-prosypegrapsan
https://www.ellinikahoaxes.gr/2016/04/08/to-pio-krio-pasxa

66



Chapter 5

KNOwDE: Knowledge-based
Recommendations for Data
Exploration

KNOwDE is a system that tackles the data exploration problem in the light of generat-
ing efficient knowledge-based and data-based recommendations while providing relevant
data insights to the user. The user can interact with the system by selecting alterna-
tive keywords and related entities with generalization or specialization relations. More-
over, KNOwDE provides data object recommendations and two Data Graph visualizations
based on the selected alternative keywords that connect the most critical and associated
dataset objects. Currently, KNOwDE is implemented on top of the CORDIS dataset and
uses DBPedia and ConceptNet as knowledge bases. To showcase KNOwDE, we present
the system’s user interface using a thorough example.

5.1 Introduction

Over the last years, data growth and availability have increased the need for efficient data
exploration systems. The size and diversity of available datasets, their continuous collec-
tion and generation by systems, sensors, scientists, organizations, and the online content’s
growth result in rich and heterogeneous content. Hence, the volume and complexity of
available data make efficient data exploration systems more and more crucial.

Data exploration encompasses a wide range of sub-topics, such as data storage and ac-
cess, user interaction with data systems, relevance feedback recommendations, user interest
profiling, linked data resources, query translation - modification - answering techniques,
etc. Modern multi-aspect data exploration systems comprise such systems.

This chapter presents the KNOwDE system that can be used in such data exploration
systems as a first-level functionality. We assume that users aim to extract knowledge
from data without precisely knowing the data structure and contents. Thus, we assume
that users use intuitive keywords and key-phrases in this process as they would do in a
common internet search. Our system tackles the data exploration problem in the light
of generating efficient knowledge-based and data-based recommendations and providing
relevant data insights to the user. Hence, users pose natural language queries and use our
recommendations to strive their queries in the right direction.

KNOwDE’s main advantage is that it does not require for users to have prior knowledge
of any details about the database structure or the query language. That is a useful feature
both for information consumers as for domain experts. When building a data search
interface, systems usually face the problem of natural language ambiguity. Moreover, such
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systems must deal with problems like domain-dependent entities, keywords, and concepts.

In the context of this work, we use recommendations based on knowledge bases (KBs)
and a Graph extracted from the database (Data Graph) to assist users unsure how to form
a correct query. These recommendations help users form queries relevant to their interests
and the database. KNOwDE provides alternative keywords extracted from knowledge
bases, hence semantically related to the original ones to capture the actual context of
the users’ interests. The user can interact with the system by selecting these alternative
keywords.

This way, we achieve a kind of query expansion that broadens the user’s search vo-
cabulary with relevant terms contained in the database. However, synonymy-based and
directly-related recommendations with the original keywords may not be sufficient for
users who are not experts in the database’s terminology. For this reason, our method ex-
tends these alternatives and offers further recommendations based on generalization and
specialization relations.

To rank the keyword recommendations, KNOwDE leverages the semantic relations of
keywords, key-phrases by constructing and mining Keyword Graphs, which are the graph
representations for each keyword and its related alternatives.

Moreover, KNOwDE uses the selected keywords and queries a data index to gener-
ate data object recommendations. To rank the data object recommendations, we use
a frequency-based and a PageRank-based technique. The PageRank technique requires
constructing a Data Graph, hence the graph representing the database objects and the
relations derived by the database structure.

Alongside the keyword and data objects recommendations, KNOwDE provides two
Data Graph views based on the selected alternative keywords, namely the Subgraph S
and the Steiner tree, that connect the most critical and associated database objects. This
visualization enables users to acquire a more comprehensive look at the results and helps
them to interact with the recommended objects and also objects related to them.

Summing up, KNOwDE provides a semantic exploration of the database, where the
concepts in the user query are matched with the concepts in the database with the help
of knowledge bases that provide alternative keywords and key-phrases.

To showcase KNOwDE, we present in detail the implementation of our system, which
currently integrates the CORDIS database and the DBPedia and ConceptNet knowledge
bases. The KNOwDE web application is available to the research community and is
continuously updated and expanded with new sources in the ongoing INODE project.

The main contributions of this work are:

e we describe in detail KNOwDE, a system for generating efficient knowledge-based
and data-based recommendations for data exploration,

e we describe the KNOwDE implementation, on top of the CORDIS database and
using the DBPedia E| and the ConceptNet E| Knowledge-bases.

e we present the KNOwDE user interface P

The chapter is structured as follows. Section [5.3| presents in detail the KNOwDE
system. In section [5.4] we address the implementation of the system, and in section [5.5]
we present the user interface and discuss further challenges and limitations of our system.
Section presents an overview of the current state of the art regarding existing methods
for data exploration. Finally, we conclude the chapter in section

Thttps:/ /wiki.dbpedia.org/
2https://conceptnet.io/
3http://knowde.imsi.athenarc.gr/
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5.2 Related Work

Query expansion, query suggestion, and query refinement are some of the most well-
known query modification techniques. Query expansion is a method of expanding the
user’s original query to improve the information retrieval efficiency. Query refinement
provides a new query based on user query history, and query suggestion recommends
several queries related to the user’s interests. Over the last years, knowledge-based query
recommendation methods have gathered the attention of many research works. In [I58],
the authors use Freebase (knowledge base) for query expansion. Specifically, they use
TF-IDF and Pseudo-Relevance Feedback to analyze the objects’ descriptions (KG nodes).
Although the method did not improve the already well-formulated queries, it significantly
improved the retrieval efficiency of weak queries. In [16], the authors used DBpedia and
ConceptNet and a co-occurrence metric for selecting the expansion keywords.

Moreover, some works [158, [18] [160, 111 13} 40] use knowledge bases (Wikipedia, Free-
base, DBpedia). However, they rely on relevance feedback from the top retrieved doc-
uments (both with and without manual user interaction). Relevance feedback uses the
results returned from a given query and uses them (along with the user’s information
about whether those results are relevant) to recommend a new query. The assessed docu-
ments’ content is used to adjust the weights of terms in the original query and/or to add
words to the query. Relevance feedback essentially is a demanding approach regarding
resources because the retrieval and analysis of top retrieved articles is required for each
query.

Furthermore, these methods face severe limitations since they reinforce the system’s
original decision by making the expanded query more similar to the retrieved relevant
documents. Furthermore, knowledge-based approaches [158, [16] 18, 160, 11], 13] 12 40]
face another critical issue: they do not provide personalized recommendations based on
user history queries. Given that user queries are usually small (number of terms) and that
the natural language is characterized by ambiguity (the same word with different meanings
and various words with the same or similar meanings), user history queries can shed light
on the user’s actual topics of interest, resulting in a more explicit recommendation context.
Finally, in [169], the authors propose a method that uses personalized recommendations;
however, this method is based on relevance-feedback and folksonomy data.

In this work, we used query suggestion and expansion in the sense that the original
query is modified or extended with alternative and related keywords and key-phrases.
Moreover, browsing these keywords and interacting with graph visualizations assist users
in exploring the data semantically. Furthermore, indexing only a small part of the dataset
reduces the cost of relevance feedback. The use of knowledge bases captures the context of
small queries, a task in which language-based approaches would fail. On the other hand,
only relying on external data such as knowledge bases would result in recommendations
that may not exist in the dataset, hence disorient the user rather than help him focus and
explore the specific dataset.

5.3 The KNOwDE System

KNOwDE is an essential part of our ongoing research for developing systems for generating
efficient knowledge-based and data-based recommendations for data exploration, assisting
users to form efficient queries.
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5.3.1 Overview

KNOwDE is addressed to users without prior knowledge of the type, size, and data struc-
ture in the database. Therefore, we assume that KNOwDE users tend to use queries that
seem like everyday internet search keyword lists (e.g., "science museum”) and key-phrases
(e.g., "what dinosaur has 500 teeth”).

Our system provides two types of recommendations: (a) alternative keywords and key-
phrases, and (b) related data objects. Alternative keywords can help expand users’ vo-
cabulary, reduce the effect of natural language ambiguity, and help users focus on domain-
dependent entities and align their query with the objects in the database. The related
data objects can help users overcome the boundaries of term-based queries and help them
navigate through the data to discover interesting objects and relations.

Both the keyword and the data object recommendations assist users to interactively
explore the database based on semantic assistance and graph visualization.

Therefore, our system must:

e expand the keyword query, by recommending relevant alternative words and phrases
that exist in the database, and

e find the corresponding data objects and expand them with other related to them
KNOwDE system encompasses five main units, namely the:

e Keyword Extraction and Preprocessing Unit, which is responsible for ex-
tracting and preprocessing the keywords and key-phrases from the users’ queries.
To make the best possible comprehension of the user’s query, this unit uses syntax
analysis to break the query into keywords and key-phrases.

e Data Preprocessing Unit that utilizes the database to construct the Data In-
verted Index and the Data Graph to assist both the alternative keyword and the
related object recommendation.

The Data Inverted Index is a quick way to cross-check users’ queries and keyword
selections to the database. It utilizes all available textual data in the database to
map all keywords to the data objects that they appear in. It filters the candidate
recommendations extracted from the knowledge bases to recommend keywords and
key-phrases that the database comprises. It also extracts all data objects related to
the recommended keywords and provides the data object recommendations.

The Data Graph is a graph representation of the database objects and their rela-
tions and aims to provide a common basis for ranking the data object recommen-
dations. It also provides the data relations for expanding the recommended objects
with related ones.

Due to database diversity, this unit is not fully automated and adapts to the specific
database. Some manual steps are required to derive the table joins and ontology
schema parts for building the Data Graph with helpful information to the user.

e Knowledge Base Unit that generates the alternative keyword recommendations
by mining knowledge bases. Its main goal is to find semantically related items and
rank them based on their relevance. First, customized HTTP requests to knowl-
edge base APIs extract the semantically related items as well as their metadata
and form a set of semantically related items. These items are filtered through the
inverted index to filter out the ones that do not exist in the database. To rank the
remaining keywords, we use ranking algorithms applied on the Keyword Graphs,
which are graph representations for each keyword and its related alternative items
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and metadata. To help users navigate through the data more effectively, we ex-
tend the recommended keywords with more general and more specific entities using
knowledge bases.

e Inverted Index Unit, which is a multi-purpose component in the recommendation
process. Its main goal is to provide a quick reference to existing keywords in the
database to avoid recommending alternative keywords that are absent from the
database. It also locates the data objects that contain the keywords.

e Data Graph Unit that uses the Data Graph to rank the data objects that contain
the keywords selected by the user. To enhance our recommendations this unit
constructs two subgraphs of the Data Graph which can help users deepen their
understanding of the data objects by extending the top-ranked data objects:

— the Shortest Subgraph S represents the "common neighborhood” that the top-
10 data objects share in the Data Graph. This subgraph extends the top-
ranked data object recommendations by adding the objects that belong to the
shortest paths (S) that link every two top-ranked objects.

— the Steiner tree of S provides a more concise data object recommendation by
extracting the least-cost connected subgraph of S. This subgraph comprises
some objects that may not be directly related to the user’s initial query. How-
ever, we assume that if an object belongs to the Steiner tree, then the likelihood
of it being of interest increases.

These subgraphs provide a data exploration basis for the dataset and support the
user in formulating the right queries.

To sum up, the process is as follows: a user forms an initial keyword query, and the
system recommends alternative keywords extracted from knowledge bases that also exist
in the database. Then, the user can select the keywords that fit her needs. Based on
the user keyword selection, the system recommends the top-10 data objects, the Shortest
Subgraph S of the Data Graph, and the Steiner tree of S. The user may continue this
process iteratively until she finds queries that seem to describe her goals best.

5.3.2 System Architecture

Figure depicts the KNOwDE architecture. This section describes the processes taking
place in the five main units mentioned in the previous section. Figure 1 depicts the overall
architecture of the implemented KNOwDE system. Data Preprocessing Unit The
Data Preprocessing Unit is a unit that analyses and processes the dataset that is going to
explore. Due to dataset diversity, this unit is not fully automated. It adapts to the specific
database to provide the two background infrastructures necessary for implementing the
method: (a) a Data Inverted Index of the textual data and (b) a Data Graph.

Inverted Index Builder: The database to be explored may include tables and fields
that go beyond the requirements for the recommendation. Hence, it is essential that
we decide what database objects are to be recommended. For example, the main data
objects-to-recommend for a movie dataset could be the "movie titles”.

Datasets can consist of structured and unstructured data, numeric, textual, in one or
more files or databases, etc. In any case, to build the Data Inverted Index, the Inverted
Index Builder needs to analyze textual data. Therefore, we have to manually select the
tables and the fields that contain textual data, e.g., "movie review”, to index the data
objects. Hence, the constructed Data Inverted Index maps keywords to the data objects
in which they appear.
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Figure 5.1: KNOwDE System Architecture

Graph Extractor: Database items are linked through various relations. Our system
uses these relations to recommend additional objects by providing two graph recommen-
dations: the subgraph S and the Steiner tree of S. For example, these subgraphs, apart
from the movie titles, would also contain directors’ names and producers that are related
to the recommended movies. Hence, once we have chosen which items are the objects for
the recommendation and which relations are important, the Graph Extractor creates that
Data Graph that comprises these objects and relations.

Keyword Extraction and Preprocessing Unit This unit receives a query input
from the user, namely a natural language keyword text.

The Syntax Analyzer breaks the query into keywords and key-phrases. For more
accurate results, the system allows users to define a key-phrase using double quotes ex-
plicitly. The Syntax Analyzer outputs a list of key-phrases and keywords that the NLP
Analyzer then preprocesses.

Specifically, for each keyword or key-phrase, the NLP Analyzer performs the fol-
lowing steps: lowercase text, tokenization, stopword removal, lemmatization. The Key-
word Extraction and Preprocessing Unit outputs a list of preprocessed keywords and
key-phrases. Knowledge Base Unit This unit generates the alternative keywords by
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mining the knowledge bases. The recommended keywords are obtained through a two-
step process of extracting and classifying the nodes of a graph (KB keyword graph) that
we create based on the two knowledge bases’ items. Specifically, for each keyword or
key-phrase from the Keyword Extraction and Preprocessing Unit, the KB Fetchers ex-
tract the related knowledge base concepts (single and multi-term) using the corresponding
knowledge base APIs. Moreover, the collected concepts, items, and metadata are filtered
through the Data Inverted Index to keep only entities existing in the dataset. Then, they
are integrated with the original keywords and key-phrases from the user query.

The process continues in the KB Keyword Graph unit, which constructs a graph
based on the entities found in our dataset. Specifically, for each item (keyword or key-
phrase) from the original user query, it creates a graph where the root node is this item,
and an edge connects the root with each knowledge base entity. Moreover, extra edges
connect the knowledge base entities with their metadata. The original query items and
the extracted entities included in the Data Inverted Index are represented as the Keyword
Graph nodes, and in the case of multiple instances of an entity, the KB Keyword Graph
merges them into one node.

Finally, this unit computes the personalized PageRank scores for each node using as
seed nodes the common nodes between the entities of the knowledge bases, and outputs
the nodes with the top-5 scores.

The unit’s final component is the one that extends the suggested keywords to se-
mantically more general and more specific entities. This functionality helps the user to
navigate more efficiently through our data space, enabling him to search for data based
on relevant keywords and errors. Specifically, the Generalization/Specialization com-
ponent queries the API of the knowledge bases for each recommended entity and gets the
top 5 items related to the entity by a parent-relation (generalization), e.g. ”IsA” or by
child-relation (specialization), e.g. "Has”. These extra entities are then filtered through
the Data Inverted Index, and the results are integrated with the recommended entities to
form the first output of the system.

Inverted Index Unit The Inverted Index Unit is used multiple times in the recom-
mendation process. However, the system queries the index mainly in two phases:

1. To filter the keywords extracted from the knowledge base. The Inverted Index
Filtering component checks every keyword against the index to eliminate the key-
words that do not exist in our dataset.

2. To find the data objects containing the user’s keywords. Specifically, after the user
selects a set of the recommended keywords and key-phrases, the Inverted Index
Querying component forms a query using the "OR” operator to combine these
selections. Finally, it runs the query using a scoring metric of the frequency of the
indexed keywords. Hence, it finds the objects that contain at least one selected
keyword or key-phrase and the frequency of their occurrences.

Data Graph Unit This unit covers the Data Graph processing, based on the user’s
choices, to provide graph exploration recommendations. The Data Graph Unit’s inputs
are the data objects, which contain the selected user keywords and key-phrases, and that
resulted from querying the Data Inverted Index.

The Top-10 Frequency Ranker component ranks the input objects based on the
keyword occurrences and outputs the top-10 objects and the corresponding text excerpts
found in the dataset. To find the excerpts, it performs a specific query to the Data Inverted
Index.

Moreover, the Top-10 PageRank Ranker component ranks the input objects based
on the personalized PageRank algorithm. As seed nodes, we use the top-10 objects based
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on frequency. This component also outputs the corresponding text excerpts found in the
dataset by querying the Data Inverted Index.

Furthermore, the Shortest Subgraph Extractor extends top-10 nodes ranked by
the Frequency and the PageRank Rankers with the nodes on all shortest paths connecting
them. The component constructs the Data Graph subgraph formed by all shortest paths
(S) that link every two nodes in the top-10 nodes using the networkx F_II shortest path
algorithm for every pair of nodes. This process results in a bigger nodelist that contains
all intermediate nodes in the shortest paths. If the selected keywords result in a single
node, this unit generates the node’s Ego-Network. Our intuition behind using the subgraph
S is that it can give the "common neighborhood” that the top-10 nodes share in the Data
Graph. It is not the most concise nor the most verbose representation of this neighborhood.

Finally, the Steiner Tree Extractor returns the nodes of the least-cost connected
subgraph of the S graph. Specifically, the component extracts the Steiner Tree of S that
links the top-10 nodes ranked by the Frequency and the PageRank Rankers. The intuition
behind the Steiner Tree’s use is that if a node is connecting two or more top-10 nodes in
the DB graph, then this node is likely itself essential. Although some nodes may not be
directly related to the user’s initial query, we assume that if a node belongs to the Steiner
Tree, then the likelihood of it being a node of interest increases.

5.4 System Implementation

This section describes the KNOwDE implementation, on top of the CORDIEE] database,
using the DBPedia and the ConceptNet knowledge bases. We also describe the data inte-
gration methods for the CORDIS data. Currently, KNOwDE encompasses these knowl-
edge and data sources, however the system is designed to facilitate the addition of new
sources. The CORDIS dataset The CORDIS (Community Research and Development
Information Service) dataset and ontology comprises the data regarding the European
Commission’s primary source of results from the projects funded by the EU’s framework
programmes for research and innovation and is available through the SQL dump of the
CORDIS dataset. The dump comes from a PostgreSQL 9.5 database. Picture 3a depicts
the CORDIS DB Schema. We used the CORDIS dataset so that the research projects are
at the center of the exploration. Additionally, we opted to use more information regarding
the research projects: the members that participate, the subject areas, and the programs
they belong to. The data above are encompassed in the tables: projects, project_members,
subject_areas and ec_framework_programs. Figure depicts the architecture of the im-
plemented KNOwDE system.

Data Preprocessing Unit In this section, we describe the Data Preprocessing Unit,
which processes the CORDIS Database contents.

Inverted Index Builder: For the generation of the Inverted Index, we have had
to select the table items that contain Natural Language textual data. Hence, the unit
uses the "objective” field from the projects table since it encompasses the abstract of each
project. The constructed Data Inverted Index maps keywords to the projects in which
they appear. For example, assume an inverted index, as shown in Table I, for the field
”Objectives”.

We used the WhooshE] library for indexing 46254 projects. The inverted index occupies
404 MB on the hard disk.

Graph Extractor: We opted to use the relationships that link the projects with

4https://networkx.org/
Shttps://ontology-documentation-inode-cordis.s3-eu-west- 1.amazonaws.com/index.html
Shttps://whoosh.readthedocs.io/en /latest /quickstart.html#a-quick-introduction
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Keyword Objectives

solar [(project=1, freq=2),
(project=2, freq=5),
(project=3, freq=1)]

car [(project=2, freq=1),
(project=3, freq=2)]

Table 5.1: Inverted Index Example

and the programs they belong to.

The CORDIS Data Graph is the induced graph based on the dataset. Thus, we se-
lected the tables containing the nodes to include in the graph (projects, members, subject
areas, and framework programs) from the CORDIS DB. Specifically, we used the records
from the database tables mentioned above as nodes, and the table joins between them
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as edges (project-framework_program, project-member, project-subject_area). Moreover,
we have processed these table joins to produce the CORDIS edge list as a simple 19,3
MB CSV file containing 331075 edges and 130335 nodes. Picture 3b depicts a part of
the CORDIS Data Graph related to the OpenAire projects, where the size and color of
nodes are according to their PageRank scores. Unfortunately, complete visualization of
the CORDIS Data Graph is impossible due to its’ large size. To help readers compare
the graph visualizations, we provide Figure 4 that depicts the graph outputs of KNOwDE
for the keyword "OpenAIRE”. Keyword Extraction and Preprocessing Unit This

i be R BRI ‘ ﬂ“’;"‘““

(b) OpenAire CORDIS subgraph
Figure 5.3: CORDIS Database and Data Graph
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Figure 5.4: Output Visualizations for keyword "OpenAIRE”

unit receives a query input from the user and outputs a list of preprocessed keywords
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and key-phrases as described in section Currently, the system supports keyword
and key-phrase queries. Specifically, the system allows users to define a key-phrase us-
ing double quotes explicitly. Moreover, users can form multi-keyword /key-phrase queries
by adding spaces between the keywords/key-phrases. For example, for the query “com-
puter science” and surveillance, the unit outputs a key-phrase ("computer science”) and
a keyword (”surveillance”).

Knowledge Base Unit This unit generates the alternative keywords by mining into
two knowledge bases: the ConceptNet and the DBPedia. Specifically, for each keyword or
key-phrase from the Keyword Extraction and Preprocessing Unit:

e The ConceptNet Fetcher extracts the related ConceptNet concepts (single and
multi-term) using the ConceptNet API, and

e The DBPedia Fetcher extracts the related DBPedia entities (single and multi-
term) using the DBPedia Lookup API. The DBPedia Fetcher also stores the Class
Label and Category (DBPedia metadata) for each entity.

Moreover, the collected concepts, items, and metadata are filtered through the Data
Inverted Index to keep only entities existing in the dataset. Then, they are integrated
with the original keywords and key-phrases from the user query.

The process continues in the KB Keyword Graph unit. For each item, keyword or
key-phrase, from the original user query, the unit creates a graph where the root node
is this item, and an edge connects the root with each ConceptNet and DBPedia entity.
Moreover, extra edges connect the DBPedia entities with their Class Labels and Categories.
The original query items and the extracted entities included in the Data Inverted Index
are represented as the Keyword Graph nodes, and in the case of multiple instances of an
entity, the KB Keyword Graph merges them into one node. Figure 2 depicts an example
of the keyword graph constructed based on a two-keyword query.
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Finally, this unit computes the personalized PageRank scores for each node using as
seed nodes the common nodes between the ConceptNet and the DBpedia entities, and
outputs the nodes with the top-5 scores.

The Generalization/Specialization component calls the ConceptNet API for each
recommended entity and gets the top-5 items related to the entity by the relation "IsA”
either as parent (generalization) or as child (specialization). These extra entities are
then filtered through the Data Inverted Index, and the results are integrated with the
recommended entities to form the first output of the system.

Inverted Index Unit Our system queries the Inverted Index by using the Whoosh
library for Python, as described in Section [5.3.2

Data Graph Unit The Data Graph Unit’s inputs are the projects containing the
selected user keywords and key-phrases resulting from querying the Data Inverted Index.

The Top-10 Frequency Ranker component ranks the input projects based on the
keyword occurrences and outputs the top-10 projects and the corresponding text excerpts
found in the CORDIS DB, as presented in section [5.3.2]

Moreover, the Top-10 PageRank Ranker component ranks the input projects based
on the personalized PageRank algorithm. As seed nodes, we use the top-10 projects based
on frequency, as presented in section [5.3.2

The Shortest Subgraph Extractor and the Steiner Tree Extractor extend the
top-10 projects ranked by the Frequency and the PageRank Rankers with the nodes on all
shortest paths connecting them (Subgraph S) and the steiner tree, as presented in section
S contains members, frameworks, subject areas, and more projects. If the selected
keywords result in a single project, these units extend the project by its Ego-Network: its
members, frameworks, and subject areas.

To sum up, the user - KNOwDE interaction is depicted in Table 2.

5.5 User Interface and Discussion

We developed the system as a web application available to the research community. In
this section, we are presenting the KNOwDE web app[Z] through a use case example and
discuss the main characteristics of our method.

5.5.1 KNOwDE User Interface

Suppose a user wants to explore CORDIS data related to computer science for surveillance
purposes. Hence, based on the instructions, the user types the following query: ’”computer
science” and surveillance’ in the query box and hits ’Go’, as shown in Figures 5a and 5b.
The instructions follow the syntax rules presented in section [5.3.2

Then, the app returns the recommended keywords and key-phrases, their knowledge
base origin (ConceptNet and DBPedia), the related generalization and specialization rec-
ommendations, and their PageRank score. The user can now extend his query by selecting
some engaging keywords (computer science, software framework, surveillance, security)
and some more general/specific entities (artificial intelligence). The information men-
tioned above is shown in Figures bc and 5d and is generated according to the method
described in section

Based on user selections, the KNOwDE extracts the top-10 related projects using the
personalized PageRank (Figure 6a) and the keyword Frequency (Figure 6b). The system
presents these projects, the keywords they contain, and the text excerpts they occurred in,
as described in section Moreover, the app returns two visualizations: the Subgraph

"http://knowde.imsi.athenarc.gr/

78



User Inputs

1. Natural language queries. The system identifies key-
words and key-phrases using a specific syntax.

2. Selected keywords and key-phrases from a list of enti-
ties extracted from ConceptNet and DBPedia.

System Outputs

1. List of related entities extracted from ConceptNet and
DBPedia.

2. Top-10 projects from Data Inverted Index based on
selected keyword frequency.

3. Top-10 projects based on personalized PageRank from
the Data Graph.

4. Subgraph S: visualization of the “common neighbor-
hood” of the top-10 projects based on (a) personalized
PageRank and (b) Frequency count.

5. Steiner tree: visualization of the “shortest connec-
tion” tree of top-10 projects based on (a) personalized
PageRank and (b) Frequency count.

Table 5.2: Summary of User - KNOwDE interaction

S and the Steiner tree (Figure 6) of top-10 projects based on personalized PageRank and
keyword Frequency. As described in section they depict the "common neighborhood”
and the ”shortest connection” tree between the top-10 projects.

5.5.2 Discussion

The use of knowledge bases ensures the extraction of a semantically related recommenda-
tion pool, while the graph algorithms used to filter this recommendation pool of entities
further enhance the recommendation efficiency. Moreover, knowledge bases are a solid
background when building a recommendation system without the users’ query log history
and help address the cold start problem to some degree.

As we have tried to show in the above sections, this method can be generalized to
explore other datasets. This generalization, of course, assumes that these datasets include
at least some natural language data and that some relations exist between them. In the
implementation that we present in this work, we adapted the method for the CORDIS
dataset in the context of our participation in INODE (Intelligent Open Data Exploration)
research project ﬁ In this project, KNOwDE could be used as an initial component within
a services pipeline to help users explore and interact with open data.

In the CORDIS implementation, we used the knowledge bases through their available
APIs. However, a local deployment on our server would significantly improve the sys-
tem’s speed, even though it would take up significant storage resources. A more versatile
exploration of the dataset could be achieved by using other operators besides the OR to

8https://cordis.europa.eu/project /id /863410
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combine user-selected keywords. For example, we plan to introduce options that will allow
users to exclude a group of keywords, include it all together, and combine keyword groups
with different operators (AND, OR, NOT). Furthermore, we are working on enhancing
user-graph interaction by enabling users to see additional information about each node of
the graph (the Steiner and the S Subgraph) and expand it.

5.6 Conclusion

KNOwDE is a method that tackles the data exploration problem in the light of generating
efficient knowledge-based and data-based recommendations and providing relevant data
insights to the user. It is based on keyword and key-phrase recommendations extracted
from knowledge bases and data insights and visualizations based on a Graph extracted
from the dataset. In this work, we also presented the implementation of KNOwDE method
for the CORDIS dataset.
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Chapter 6

Applications leveraging social
network data for exploring
datasets

6.1 Tweet-based attention for articles relevant to
COVID-19

The outbreak of the coronavirus pandemic has turned us into new priorities regarding
social network analytics. Specifically, we collaborated with the team developing the
BIP!Findel] to help create a dataset that will consist of literature related to COVID-
19 and will comprise a social media altmetric indicator.

6.1.1 Bip4Covid Dataset

Over the last year, many scientific articles were published, which along with the older
relevant literature, can be a valuable source of knowledge to support current research
processes and decisions regarding the pandemic. Such articles are published rapidly, mak-
ing it very difficult to effectively explore and extract useful information from them. In
this context, the team’s main objective was to produce BIPACOVID19[144], an openly
available dataset containing various impact measures calculated for COVID-19-related
literature. These impact measures facilitate the exploration of the coronavirus-related
literature, providing various indicators of scientific impact for the articles. Specifically,
BIP4COVID19 comprises four citation-based impact measures (Citation Count, PageR-
ank [97], RAM ([53]), and AttRank [68]) were calculated, as well as an altmetric indicator
(Tweet Count). The selected measures cover different impact aspects of the articles. The
dataset also comprises the values of the following impact measures: Influence: Citation-
based measure reflecting the total impact of an article. This is based on the PageRank
network analysis method. In the context of citation networks, it estimates the importance
of each article based on its centrality in the whole network. This measure was calculated
using the PaperRankingE] library. Influence_alt: Citation-based measure reflecting the to-
tal impact of an article. This is the Citation Count of each article, calculated based on the
citation network between the articles contained in the BIP4COVID19 dataset. Popularity:
Citation-based measure reflecting the current impact of an article. This is based on the
AttRank citation network analysis method. AttRank alleviates the bias against recently

Thttps://bip.imsi.athenarc.gr/
2https://github.com/diwis/PaperRanking
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published articles by incorporating an attention-based mechanism. Popularity alternative:
An alternative citation-based measure reflecting the current impact of an article. This is
based on the RAM citation network analysis method that alleviates the bias against re-
cently published articles using an approach known as “time-awareness”. Social Media
Attention: The number of tweets related to this article. Relevant data were collected from
the COVID-19-TweetID] dataset.

BIP4COVID19 data are updated regularly and are openly available on Zenodcﬂ Since
its initial launch in March 2020, 43 versions of BIP4COVID19 have been released, with
Zenodo recording more than 90,000 views and 10,000 downloads.

6.1.2 Measuring attention on social media for articles re-
lated to COVID-19

Our contribution in creating the BIPACOVID19 dataset regards measuring the Twitter
attention received by each article. This altmetric augments the citation-based metrics
and involves measuring the number of recent tweets mentioning the scientific articles. We
consider this a measure of social media attention for each literature article relevant to
COVID-19.

In order to produce social media attention metrics for each literature article, we would
have to follow one of the following two strategies:

1. monitor the worldwide stream of tweets or
2. perform several past search queries on Twitter historical data,

for content relevant to each scientific article.

However, these approaches are very “expensive” in terms of time resources, resulting
in valuable attention metrics staying unavailable for a significant amount of time. This is
because, on the one hand, the cost of accessing the entire stream of tweets is high, and
on the other hand, the number of articles published is so large that multiple searches on
historical tweets would yield some but not all relevant tweets due to restrictions posed by
the Twitter APIL.

To avoid these outcomes, we followed an alternative to the first approach. Specifically,
we used an existing dataset with tweets related to COVID-19. However, these tweets do
not necessarily refer to any scientific article. This reduces the volume of tweets for mining
references to covid19-related articles. Figure 1 depicts the overview of the process.

In addition to the citation-based measures, for each article, the number of recent tweet
posts mentioning it is calculated, as well. This is considered a measure of its social media
attention. The COVID-19- TweetIDsE] dataset [28] is used for the collection of COVID-19-
relevant tweets. This dataset contains a collection of tweet IDs, each of them published by
one of 9 predetermined Twitter accounts (e.g., @QWHO) and containing at least one out of
predefined coronavirus-related keywords (e.g., “Coronavirus”, “covid19”, etc). At the time
of writing, a subset of this dataset containing tweets posted from ( unique tweet IDs) have
been integrated in BIP4ACOVID19. The corresponding Tweet objects were collected using
the Twitter API. The result was a collection of tweet objects. The difference between the
number of IDs and hydrated objects is due to facts, such as the deletion of tweets in the
meantime, which makes some tweets impossible to retrieve.

To find those tweets which are related to the articles in our database, we rely on the
URLs of the articles in doi.org, PubMed, and PMC. These URLs are easily produced based

3https://github.com/echen102/COVID-19-TweetIDs
4https://zenodo.org/record /4774875
Shttps://github.com/echen102/COVID-19-TweetIDs

84


https://github.com/echen102/COVID-19-TweetIDs

COVID-
19-
-\Twe etlDs Y.

— -

tweet ids

y

Twitter API

o tweets
’ h JSOM Lines

CORD-19
& LitCovid url expansion
. scientific |

\._papers /

axp. tweets
JSOM Lines

.

list of scientific __, URL filter < list of ur!s smed_ by
papers urls attention metric

— A

b4

scientific papers
sorted by attention

Figure 6.1: Measuring attention on social media for articles related to COVID-19

on the corresponding identifiers. In addition, when possible, the corresponding page in the
publisher’s website is also retrieved based on the doi.org redirection. After the collection
of the URLs of all articles, the number of appearances of the URLSs related to each one are
produced. However, since the Twitter API returns either shortened or not fully expanded
URLs, the fully expanded URLs are collected using the unshrtnlﬂ library.

6.2 CitySense: Combining Geolocated Data for
Urban Area Profiling

Social networks, available open data, and massive online APIs provide vast data about
our surrounding location, especially for cities and urban areas. Unfortunately, most pre-
vious applications and research usually focused on one kind of data over the other, thus
presenting a biased and partial view of each location in question, hence partially negating
the benefits of such approaches. To remedy this, we developed the CitySense framework
[70] that simultaneously combines data from administrative sources (e.g., public agen-
cies), massive Point of Interest APIs (Google Places, Foursquare), and social microblogs

Shttps://github.com/docnow /unshrtn
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(Twitter) to provide a unified view of all available information about an urban area, in an
intuitive and easy to use web-application platform. This section describes the engineering
and design challenges of such an effort and how these different and divergent sources of
information may be combined to provide an accurate and diverse visualization for our use
case, the urban area of Chicago, USA.

6.2.1 Introduction and motivation

The emergence of social networks, microblogging platforms, check-in applications, and
smartphone / Global Positioning System (GPS) devices in recent years has generated vast
amounts of data regarding the location of users. To exploit this vastly growing data, recent
research has focused on utilizing the geographic aspect of this information for statistical
profiling of geographical areas, event detection, sentiment analysis of users, place-name
disambiguation, identification of popular hotspots and their temporal variation, identify-
ing and visualizing the typical movement pattern of users throughout the day, as well as
improving existing city maps. However, volunteered geographic information (VGI) con-
tributed by online users is imprecise and inaccurate by design, and it should be used with
extra caution for critical applications.

Likewise, the increasing necessity for efficient location-based services and effective on-
line advertising drove leading web providers (e.g., Google, Here, Bing, Foursquare) to store
and offer Point of Interest (Pol) information to their users, usually through the use of on-
line Application Programming Interfaces (APIs). Such an approach has several benefits
since the users not only have access to information about their nearby Pols, but they may
also provide (or view) reviews or notify their friends of their current whereabouts. The
same web services also allow shop-owners and enterprises to advertise their stores and the
services they offer. However, as with any commercial offering, there are limitations on
using those APIs, thus providing users with a very locally limited view of the existing city
infrastructure that cannot be directly used to extract additional information for city-scale
areas.

On a separate front, the open data movement argued that citizens should have access
to the data collected by government agencies since they are the ones funding data collec-
tion through their taxes. A second strong supporting argument is that public access to
government data helps individuals and enterprises to create apps that boost the economy
and provide better services to the citizens at no additional cost. Some countries and cities
have openly released such data, which provides another alternative view of urban areas.
Although this open data is official, curated, of excellent quality, and impossible to collect
by individuals, it has the obvious disadvantage that it cannot be real-time, it is usually
not available through APIs, and most importantly, it may be updated at very infrequent
intervals (e.g., census data), therefore at risk of being rather outdated.

Overall, the three sources of information mentioned above, i.e., volunteered geographic
information, online Pol data, and official open data, each has its strengths and weaknesses
regarding accuracy, update rate, ease of use, and availability. Likewise, applications or
research that utilize and rely on only one of those data types offer a biased and imprecise
view of reality that could potentially be misleading. To remedy this, this section presents
the CitySense framework that utilizes open data from administrative sources, online Pol
APIs, and social microblogs (tweets) to provide a unified view of our use case, the urban
area of Chicago. The main innovation and focus of the paper is to show how disparate
datasets of various origins can be combined to provide a more complete picture of a
geographical area. We also present the corresponding web application m Our emphasis
is on how to efficiently spatially aggregate, visualize and present the end-user with an

"http://geoprofiler.imsi.athenarc.gr/
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aesthetically pleasing and intuitive view of available raw data for any of these three sources,
with minimum intervention, so that the end-user could freely interpret this information at
his own will. As such, the CitySense application could be easily extended with additional
features with minimal effort. Moreover, the CitySense Database is designed to store and
retrieve the data acquired from the three aforementioned sources.

Overall, CitySense is a dynamic urban area viewer that integrates various datasets
related to an urban area, providing a rich visualization of a city’s life. As a motivating
example, consider a newcomer to the city, who has to search for a house in an unfamiliar
area. She has to answer some questions in order to narrow down and locate the neigh-
borhoods to search. These questions may involve criteria like education facilities (“Where
are the most popular residential neighborhoods having high-level educational facilities?”)
and security (“Where is the downtown area with the lowest criminality measures?”). As
another example, consider a tour operator that needs to track the tourist activity in a
city to offer improved tour packages and services. However, monitoring massive tourist
activity using traditional methods would require lots of effort, examining many updating
sources, hence huge costs and time involving off-line on-the-spot observation.

The outline of this work is as follows. Section[6.2.2| presents related work. Section[6.2.3
describes the objectives, the architecture, and the web-based application of CitySense.
Section describes the CitySense technical challenges. Section [6.2.5] describes the
CitySense Database design. Finally, Section [6.2.6] gives conclusions and directions for
future work.

6.2.2 Related work

In recent years, as data from location-sharing systems are constantly increasing, re-
searchers have proposed a wide variety of "urban sensing” methods, based on location
data derived from all kinds of sources: social media posts and check-ins, cellphone activ-
ity, taxicab records, demographic data, etc. Scientists combined social sciences, computer
science, and data mining tools to derive valuable knowledge regarding the lives of cities.
Cranshaw et al. [38] tried to reveal the dynamics of a city based on social media activity,
while in [149, 1], authors characterized sub-regions of cities by mining significant patterns
extracted from geo-tagged tweets. Frias-Martinez et al. [51] focused on deriving land uses
and points of interest in a specific urban area based on tweeting patterns, and Noulas et
al. [95] analyzed user check-in dynamics to mine meaningful spatio-temporal patterns for
urban spaces analysis. Much work has been done using social media textual and semantic
content for urban analysis purposes. For example, Pozdnoukhov et al. [105] conducted a
real-time spatial analysis of the topical content of streaming tweets.

Moreover, Noulas et al. [96] proposed the comparison of urban neighborhoods by
using semantic information attached to places that people check-in, while Kling et al.
[76] applied a probabilistic topic model to obtain a decomposition of the stream of digital
traces into a set of urban topics related to various activities of the citizens using Foursquare
and Twitter data. Grabovitch-Zuyev et al. [56] studied the correlation between textual
content and geospatial locations in tweets, and Kamath et al. [67] used the Spatio-temporal
propagation of hashtags to characterize locations. Prediction methodologies have widely
used geo-tagged social content. For example, Kinsella et al. [75] created language models
of locations extracted from geo-tagged Twitter data, in order to predict the location of an
individual tweet, in [39), 37, [33] 20], the authors aimed to model friendship between users
by analyzing their location trails. Cheng et al. [31] estimated a Twitter user’s city-level
location based purely on the content of the user’s tweets.

Moreover, researchers have focused on trend and event detection by detecting corre-
lations between topics and locations [24] [80]. Lately, many works have been published
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focusing on urban mobility patterns. For example, Veloso et al. [I142] analyzed the taxi-
cab trajectory records in Lisbon to explore the distribution relationship between pick-up
locations and drop-off locations. In [82], the authors explored real-time analytical method-
ologies for spatio-temporal data of citizens’ daily travel patterns in an urban environment.
The authors of [109, 110} (5, 26, 137] used the moving trajectory data of mobile phone
users to study city dynamics and human mobility, while the authors of [34} 138 [61, 32] an-
alyzed human mobility using social media data. Another field connected to urban analysis
is the geodemographic classifications, representing small area classifications that provide
summary indicators of the social, economic, and demographic characteristics of neigh-
borhoods [60]. In the area of location demographics and socio-economic prediction and
correlation, researchers have proposed a variety of methods based on geo-tagged social
media data [85], 63, [84]. A wide variety of applications that describe the life of urban areas
have been developed so far. For example, EvenTweet [§] is a framework to detect localized
events in real-time from a Twitter stream and to track the evolution of such events over
time. Moreover, the "One million Tweet Map” [4] is a web app that displays the last mil-
lion tweets over the world map in real-time. Every second the map is updated, dropping
twenty of the earliest tweets and plotting out the latest twenty keeping the number of
tweets hovering at 1,000,000, showing clustered tweets in regions around the world, while
users can zoom in or out on the map, and cause the re-aggregation of the clusters. Further-
more, the "tweepsmap” [7] application provides users with efficient geo-targeted Twitter
analytics and management, and "trendsmap” [6] and "tweetmap” [2] show the geo-located
latest trends from Twitter on a map. In Urban Census Demographics visualization field,
the "Mapping America: Every City, Every Block” [3] enables users to browse local data
from the Census Bureau’s American Community Survey, based on samples from 2005 to
2009. Finally, "Social Explorer” [5] provides map-based tools for visual exploration of de-
mographic information, including the U.S. Census, American Community Survey, United
Kingdom Census, Canadian Census, Eurostat, FBI Uniformed Crime Report, American
election results, Religious Congregation Membership Study, World Development Indica-
tors. Although those works provide thorough insights into some aspects of life in an urban
area, they fail to provide an integrated and global view of the city and enable the user to
answer questions by combining datasets interactively. CitySense [I] aims to fill these gaps
by integrating multiple data sources and providing an interactive user interface supporting
filters, multiple view options, and drill-down abilities.

6.2.3 Browsing integrated city data

In this section, we present an overview of CitySense. We also discuss the objectives and
present the features of the application.

6.2.3.1 Objectives and Architecture

CitySense is a dynamic urban area viewer that integrates various datasets related to an
urban area and provides a rich visualization of a city’s life. The application can answer
questions at many levels by exploiting the variety of datasets referring to a city and joining
disparate data sources in an easy way. Users can view several aspects of city life statically
or over time, for the whole city or each part, mixing data sources to uncover patterns and
information that would not be obvious from just observing the datasets. The CitySense
application [1] aims to provide a fast and easy way to:

e combine disparate data sources regarding various city aspects,

o filter data and drill down through a map-based visualization environment, and
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e answer questions, explore, and discover valuable information to convey the sense of
the city.

The system architecture is presented in Figure and includes the front-end Web-based
Application of CitySense, the Data Infrastructure and Refresher units, the GeoServer that
is discussed in Section and the CityProfiler subsystem (the dotted box in Figure
that was developed to collect the data related to the city from the data sources and
is presented in detail in Section [6.2.3.2]

Dedicated | | Dedicated| |Dedicated| |Dedicated |:
| Crawlers Crawlers Crawlers Crawlers

Coordinator Integrator

Campaign

Manager Repository
Data

GeoSenver _ Refresher

)4 Web-based Application

Figure 6.2: CitySense architecture

A screenshot of the CitySense web-based user interface is shown in Figure[6.3] The city
of Chicago was selected for the pilot application due to the amount and quality of available
official census data. An additional reason is that Chicago’s residents are exhibiting strong
social media activity; moreover, a sufficient number of Points of Interest (Pols) is also
available.

6.2.3.2 Harvesting Data with CityProfiler

CityProfiler (included in the dotted box in Figure is a subsystem of CitySense, re-
sponsible for collecting data related to an urban area from diverse sources. Its basic
functionality is to collect all available Pols and tweets from the city and store them in a
repository together with relevant metadata.

Specifically, Pol data are extracted using Google Places and Foursquare APIs. Social
Media data containing geospatial information are available via the Twitter API. The di-
versity of these sources raised the need for developing specific modules, called crawlers,
to handle each data source. Pol crawlers collect Pol information using two methods. The
first (general) method requires selecting a geographic area and a Pol category and returns
a list of Pols in the area belonging to this category. The second (special) method requires
selecting a Pol using a unique identifier and returns additional Pol information (name, ad-
dress, phone number, opening hours, rating, etc.). In any case, the first (general) method
returns the unique identifier of each Pol contained in the response list. This identifier can
be used by the second (special) method to obtain more information about that Pol. The
data obtained by the second method are stored in the repository.
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Figure 6.3: CitySense web-based user interface

In the case of the collection of geo-located tweets and check-ins, the corresponding
crawler uses a method that requires selecting a geographic area and returns a list of
geo-located tweets and check-ins, which have been posted from this area. Specifically,
the crawler employs the Twitter Streaming API that provides real-time streaming data.
Hence, the crawler has to collect geo-located tweets and check-ins dynamically. This is
achieved by using the Twitter Streaming API in a sliding time window. Finally, the data
obtained are stored in the repository.

Specifically, Google Places Crawler took 48 hours to complete the Chicago Pol collec-
tion. The 184392 Pols collected and stored in the database are depicted in Figure
Meanwhile, the Foursquare Crawler had collected and stored 93893 Pols that are depicted
in Figure Figure depicts the complete Pol collection from both Google Places
and Foursquare Crawlers. Finally, Figure [6.4d] depicts the locations of 10286 geo-located
tweets (shown as blue dots) and 1310 check-ins (shown as orange dots) that were collected
by Social Media Crawler within these 48 hours.

CityProfiler provides an API and a GUI through which applications and users, respec-
tively, can define and perform new collection campaigns. Each campaign, which is defined
by certain parameters, results in an independent collection. These parameters control the
individual crawlers that gather data through available APIs and are the following:

e Crawling Duration: defines the duration of the campaign.

e Crawler Selection: selects which of the available crawlers (corresponding to distinct
data sources like Foursquare, Google Maps, Facebook, Twitter, etc.) will participate
in the campaign.

e Crawling Location: defines a crawling location by setting a point on the map and a
range around it.

e Category Selection: selects target Pol categories and optionally keywords for the
crawling to be based on. Keywords are used to narrow crawling when the Pol
category employed is deemed too broad (e.g., keyword "high school” is used when

90



(a) Chicago Google Places Pols (b) Chicago Foursquare Pols

(¢) Chicago Google Places and (d) Geo-located tweets and check-ins lo-
Foursquare Pols cations in Chicago

Figure 6.4: Chicago Pols

crawling Google Places for high schools, since ”school” is the only applicable cate-
gory). Category Selection can also collect all Pols in a location, regardless of their
category.

e Crawling Frequency Selection: some of the collected data need a systematic update
because of the changes that might occur to Pols (e.g., a coffee shop might become
a bar or new Pols might show up). CityProfiler can perform repetitive campaigns
with a large duration in which multiple collections can be performed using the same
parameters. Frequency Selection defines, therefore, how often the campaign should
automatically restart.

CityProfiler can perform multiple campaigns in parallel. Therefore there is a need
for a Coordinator (see Figure to control the crawlers and manage the campaigns.
Moreover, CityProfiler manages resources in an intelligent way, ensuring that all the re-
strictions imposed by the sources are met (e.g., the maximum number of requests per time
period), and that overlapping requests are avoided. Retrieved data are cleaned to exclude
duplicates and are temporarily stored in a repository.

6.2.3.3 Data Preprocessing and Integration

CitySense aims to shed light on the life of a city by exploiting three types of data: Points
of Interest, Social Media, and Open Census Data. Pol and Social Media Data are gen-
erated constantly by users and services. Therefore, we collect and update them regularly
and automatically using CityProfiler, as discussed in Section [6.2.3.2] Unlike these types
of data, Open Census Data are generated by diverse sources (local authorities) at un-
predictable time intervals. Moreover, they are published in various data formats (CSV,
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tab-delimited, etc.). Therefore, Open Census Data require a case-dependent preprocessing
and integration procedure keeping pace with their publication and considering the variety
of data sources and formats. Finally, the diverse nature of these datasets requires a special
integration regarding the aspect of time as well.

An example of the preprocessing and integration transformation regarding Crime data
is presented in Figure On the left side of the figure, we observe a single row of crime
data downloaded in CSV format. This row represents a crime incident and contains its
time and location. On the right side of the figure, we observe how this crime is represented
in our database. Specifically, it is assigned to a tract (a specific geographical partition of
the city) based on its location. The specific crime instance is represented by increasing the
counter (total_crimes) in four tables, representing a different time granularity: per year,
month, day of the week, and hour of the day.

Crimes per tract and year

tract_id | year |total_crimes
100600 | 2015 +1

A 4

Crimes per tract and month
tract_id | month | total_crimes

Crimes "100600 | 11 +1
1D Date Location .
42| Mon, 30 Nov 2015 13:45:00 | (41982878, -87.791440) Crimes per tract and day of week
| tract_id | dow | total_crimes
| 100600 1 +1

Crimes per tract and hour of day

| tract_id | hour | total_crimes
" 100600 [ 13 +1

Figure 6.5: Crime data preprocessing and integration example

6.2.3.4 CitySense Features and Design

Figure [6.3] shows CitySense web-based user interface. The central element of the visual-
ization is the map of Chicago, which is divided into smaller sections called tracts. Tracts
are existing administrative divisions already used by the Chicago city government de-
partments. Chicago contains 801 tracts, and each of them describes a small area that
is considered to be relatively uniform and corresponds ideally to about 1200 households
(2000-4000 residents). Tract boundaries are always visible (blue line) on the map, and
when an individual tract is chosen, its boundaries are highlighted with a red borderline.

On the two sides of the map, CitySense provides two complementary views of Chicago.
The first view appears on the right side and provides functions regarding the city as a
whole. Hence, users can define visualization and filter options and observe the results
both on the city map coloring and distribution charts. The second view is on the left
side and provides charts concerning only the selected tract, dark-highlighted on the map.
This view, which appears when a tract is selected, helps users drill down to observe each
tract’s special characteristics and compare it with the city’s overview. These views can be
active concurrently, enabling users to observe different datasets at a general level and at
tract-level at the same time.

Both views provide visualizations and charts tailored to the corresponding dataset. For
example, as shown in Figure map coloring and charts visualize the Unemployment
dataset.

To select a dataset, the user has to select a data drawer. Data drawers (dark rectan-
gles) can be accessed concurrently in both views and represent the available datasets, e.g.,
“Points of Interest”, “Health - Birth rate”, “Social — Tweets”, etc. According to the type
of the particular dataset (see Section , each data drawer can contain different Ul
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elements like pie charts, histograms, color range sliders and implement suitable function-
ality like a value-based map coloring, temporal and combined filtering, and superimposed
Pol information.

The map coloring is based on user adjustable color range sliders that are available in
each data drawer. Such a slider is presented in Figure (top). After the color ranges are
adjusted, users can define one or more colors as filtering parameters for combining various
datasets. In other words, CitySense combines datasets (data drawers) by filtering the
tracts based on their color. A color filtering slider, where only the violet color (leftmost)
is defined as filtering condition, is shown in Figure (bottom). The tracts that satisfy
the conditions set in all data drawers are colored grey on the map. Figure shows
the filter output for Social-Tweets and Socioeconomic-Crime datasets. Certain datasets
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(a) Coloring and filtering color slider (b) Filtered map

are visualized based on temporal aspects (per month/day/hour). The temporal functions
described here are shown in Figure Thus, users can select the time granularity, e.g.,
the month of the year, day of the week, the hour of the day, to adjust the charts and map
coloring accordingly. Additionally, users can color the map or view the tract charts based
on a specific month, day, or two-hour interval. Finally, the CitySense application enables
the user to see superimposed Pol information on the map at any moment. The user can
select one or more categories (Food, Residence, Outdoors & Recreation, etc.), and the
corresponding Pols appear on the map as shown in Figure

0 Tempora graruiarsy peos
Y (5 Diary of et i of day

0 Evolator

(a) Temporal pickers (b) Filtered map with Pols

6.2.4 Technical challenges

In this section, we present in detail the technical challenges of the CitySense application.

6.2.4.1 Organizing Disparate Datasets

In order to convey the sense of a city, CitySense must integrate and visualize a variety of
datasets. The data sources that are integrated consist of demographic, social media, and
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Pol data. The diverse nature of these datasets requires a different integration manipulation
regarding the aspect of time. As we show in Table [6.1}

e Open Census Data can be visualized both in a static (overtime) or temporal way
(per month/ day /hour). For instance, Health and Unemployment data are visualized
statically and Crime data temporally.

e Social Media Data can be visualized in a static, temporal, or dynamic way, although
they are produced and gathered dynamically (real-time). The feature of real-time
dynamic visualization of social media data is currently being developed.

e Point of Interest Data are visualized in a static way.

|static temporal dynamic

Open Census Data v v X
Social Media Data v v v
Point of Interest | v X X
Data

Table 6.1: Diversity of dataset visualization regarding time
Diversity of dataset visualization regarding time

The above organization of data helped overcome their diversity and provide coherent
visualization and treatment within the application.

A related problem is that of the initialization of the user-adjustable color range sliders.
Our goal was to provide a reasonable use of map coloring to help users draw conclusions
about the city. Therefore, we provided two options for initialization. The first, the value-
based initialization option, breaks the slider based on equidistant values. However, this
approach is sensitive to data with extreme outlier values or extreme concentration in
certain ranges. The second option provides a percentage-based initialization, hence breaks
the slider based on equal distribution percentages. However, this approach is sensitive to
having many tracts with almost equal values. As an example, Figure [6.8| shows the value-
based initialization for crime data.
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Figure 6.8: Value-based initialization
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As we can observe in the histogram shown in Figure (right), the crime data mainly
occupy a small value range, between 0 and 1468, resulting in the almost two-colored map
(violet and indigo — colors may not be visible on printed document) of Figure [6.8] (left). To
address this issue, we use the percentage-based initialization, which is presented in Figure
0.9
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Figure 6.9: Percentage-based initialization

The resulting map coloring shown in Figure (left) is obviously improved. However,
as we can observe in the tract percentages shown in Figure (right), the crime data
distributions are not equally divided because some tracts have almost equal values with
respect to the range step and, therefore, cannot be equally classified.

6.2.4.2 Acquiring Data of an Area

CityProfiler gathers Pol data from an urban area by performing calls to API services like
Google Places and Foursquare, which set restrictions and constraints. A naive crawling of
Pols, in terms of a whole city, would not be able to collect the entire amount of Pols, but
only a small portion of it as dictated by the rules imposed by the source. CitySense deals
with this issue by breaking the area into smaller parts in advance. Specifically, the city is
divided into squares of longitude and latitude of 0.03 degrees before the Pol crawling. In
case this method does not gather all the Pols, then recursion is used.

Additionally, CityProfiler collects real-time social data from the city. In order to
achieve this, CityProfiler performs a real-time crawling of tweets with Twitter Streaming
API, using a location box, which encompasses the city as a filter parameter. Only the
geo-located tweets (that are posted along with their latitude and longitude) are collected.
In order to collect social check-ins and the Pols that they were posted at, CityProfiler
performs a call to Foursquare API every time a tweet contains a Swarm (mobile app
that allows users to share their location within their social network) link. This way, the
application collects temporal information concerning geo-located tweets, including their
hashtags and check-ins posted at city Pols.

6.2.4.3 Implementation and Efficiency Issues

Several implementation decisions had to be made so that the application would run effi-
ciently. The application needed to be lightweight with respect to memory and processing
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power consumption and responsive concerning the end-user experience.

At certain parts of the application, many geometries, namely tens of thousands of Pols,
need to appear on the screen simultaneously. The option of handling each geometry as
a separate entity and drawing it on the map separately would require much memory and
processing power, especially when zooming in and out the map. The approach employed
is based on drawing relevant geometries as one image layer containing all geometries.
GeoServer (shown in Figure 2) is leveraged for generating and serving image layers. For
further efficiency, the built-in caching functionality of image layers by GeoServer is utilized.
This way, subsequent requests may use already generated image layers.

The application’s requirements involve aggregate queries on data, spanning the geospa-
tial and temporal dimensions. Such queries take much time if performed on raw data,
resulting in degradation of responsiveness for the end-user. In order to avoid costly op-
erations during runtime, a preprocessing stage is employed. The database design for
preprocessed data was driven by the critical use cases available to the end-user via the
Ul For example, the user can query for check-in data, aggregated per tract, pertaining
to a specific Pol category and a specific day of the week. Raw check-in data contain the
geographic coordinates of the Pol, the category of the Pol, and the date and time of the
check-in, across two tables. Tract geometries are stored in a separate table as well. Such
a query cannot be executed instantaneously. During the preprocessing stage, the coordi-
nates of the Pols are mapped to the intersecting tracts, the days of week are extracted
from date and time, and aggregation per tract and day of week is performed. The pre-
processing results are stored in database tables. This way efficient querying for check-ins,
in a specific Pol category, on a specific day of week, is achieved. Separate tables are
employed to deal with different time granularity aspects of the temporal dimension, i.e.,
there exist separate tables for years, months, days of the week, hours of the day. Another
optimization measure in the same direction is the delegation of heavy computations to the
initialization stage of application services. This affects the start-up time of the application
but speeds up requests during runtime.

The application currently encompasses a relatively small number of datasets, so data
handling is manageable using a PostgreSQL database system, as described in Section ?77. If
the datasets grow in number, a data warehouse can be used to facilitate data management
and efficient processing of aggregate queries.

6.2.4.4 Adapting to Other Cities

One of our primary concerns during the development of the CitySense framework was
the adaptability of the framework to other cities. Adaptation of CitySense to another city
comprises three major tasks: partitioning the city area, integrating Open Census Data and
implementing the relevant access methods, and specialization of the front-end according
to the available city-data.

City Area Partitioning CitySense is essentially parametric with respect to the at-
tributes that define the city of interest, namely a bounding rectangle that encloses the
city and a partitioning scheme for the city. In theory, the partitioning scheme may consist
of an arbitrary set of polygons that collectively cover the whole city. Choosing a parti-
tioning scheme is, nevertheless, not that straightforward. In order to effectively choose
a partitioning scheme, official administrative partitioning schemes should be looked into
(e.g., community areas, ZIP codes, census tracts), focusing on partitioning schemes used
in Open Census Data of interest. Disregarding such partitioning schemes and employing
an arbitrary one could result in Open Census Data of interest rendered useless or hard
to map to the employed partitioning scheme. Should the official partitioning scheme be
considered too fine-grained, grouping could be applied to the small partitions to acquire
a more coarse-grained partitioning scheme to use. Should the official partitioning scheme
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be too coarse-grained, segmentation of the large partitions into smaller ones would result
in a more fine-grained partitioning scheme to use.

Open Census Data Integration and Access Open Census Data is the most cum-
bersome type of data to integrate into CitySense. While CityProfiler data are the same,
irrespective of the city of interest, Open Census Data could be vastly different, even among
different types of Open Census Data for the same city. Open Census Data could be stored
in database tables or files. As long as data transfer from the back-end to the front-end is of
the same form, all underlying implementation details have no other constraints regardless
of the type of data. Open Census Data will often use a specific partitioning scheme that
will generally diverge from the partitioning scheme applied to the city. Such data will
need to be mapped to the employed partitioning scheme. There is no recipe for univer-
sally handling this issue, hence the aforementioned suggestion to let Open Census Data
drive the choice of a partitioning scheme for the city. Open Census Data with temporal
and/or categorical dimensions should be stored in a way that will facilitate efficient data
retrieval based on corresponding parameters. The methods that implement data access
should also support temporal and/or categorical parameters, if should such dimensions
exist for a specific type of Open Census Data. While parameters are specific to each type
of Open Census Data, the response from the back-end should always be of the same form
so that all response data can be treated uniformly by the front-end.

Front-end Specialization Specialization of the front-end to support the city data
available by the back-end is the final task in the process of CitySense adaptation. Each
dataset is represented by a data drawer both in the left and the right sidebar. All datasets
follow the same protocol concerning the data sent by the back-end. The only thing that
needs to be specialized per dataset is the data picker, in case that one exists for a specific
dataset. The data picker is used to navigate categorically and/or temporally within the
dataset. The data picker parameters will be transformed to request parameters that are
received by the back-end. The back-end response will follow the data transfer protocol.
The data drawer, therefore, needs no other specialization before it can display the received
data.

Linear Prediction Model Very often, the datasets are not independent of each
other. For example, infant mortality is very likely to be income-related and is increased
in low-income areas. One way to predict values of a variable (response) based on the
corresponding values of other variables (predictors) is to find a suitable linear model based
on the method of least squares. There are two reasons for constructing such models:

e They can provide an ”exploratory analysis” of data. By comparing the predicted
values with the actual, correlations between variables can be explored, e.g., crimes
are associated with income and unemployment.

e They can provide an estimation of a missing value for a tract since this value can
be inferred based on the values of predictors for this tract.

The CitySense application supports the construction of linear models for any of the
available datasets. As an example, we consider crime data. From the application menu,
we can create linear models (select "New model fit”), regarding Crime as a response and
any combination of predictors. For example, consider Crime as a response, with predictors
the Income, Unemployment, Check-ins, and Points of Interest. The result of the model
(the prediction for the crime values), which are shown in Figure when compared with
the actual data for Crime, confirms the association of Crime with the specific predictors.
Moreover, before the model construction, there was no crime value for the upper left tract
in the dataset. As we observe in Figure the same tract has a value and appears in
red. Since this tract is selected (red outline), the data for that tract derived from the
linear model are shown in the left tray.
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Figure 6.10: Percentage-based initialization

6.2.5 CitySense Database

The diverse and complex nature of the data used in the CitySense application poses
considerable challenges in data handling and storage. Thus, data come in many different
formats and comprise varying content. Therefore, CitySense Database was designed with
a flexible structure that can accommodate the diverse styles of the data.

6.2.5.1 Database Requirements

In order to meet the requirements of the application, we opted to use a relational database,
which allows the application to retrieve the necessary information based on several criteria
immediately. The efficient organization of information regarding Pol, Open Census, and
Social Media data requires a database that can adapt to their diverse nature. Specifically:

e Points of Interest require the storage of accompanying features such as name and
location. The tract where the Pol is located is also stored to achieve efficient aggre-
gation based on tracts. At the same time, it is necessary to store the Pol category
that each Pol belongs to (Arts Entertainment, Food, etc.) so that aggregation
based on categories is possible. Finally, Points of Interest do not need separate time
information since they are considered static in time.

e Open Census Data comprise both static and temporal data. For example, demo-
graphic data, socio-economic indicators, and health indicators are presented as static
data and, therefore, temporal information storage is not required for them. On the
other hand, crime data require information storage about crime distribution over
time (per month, day of the week, etc.).

e Social Media Data, namely tweets and check-ins, are essentially temporal data. It is,
therefore, necessary to store the information on their distribution over time. Besides
spatial information storage, which is necessary for both tweets and check-ins, our
system also needs to store the associated Pol category for check-ins. This is needed
for check-in aggregation per Pol category.

98



Database Design and Schema The main goal of the CitySense project is to exploit
as much data as possible for a particular area to have a realistic depiction of its "trace”
on multiple levels. Therefore, the database presented here is designed to meet all the
CitySense application requirements and be flexible to adapt to future requirements and
store new data that may arise. The corresponding ER diagram of the database is presented
in Figure|[6.11
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Figure 6.11: Database schema

The following is a detailed description of all the tables forming the database:

e chicago_census_tracts: The table contains all Chicago tracts that the application
supports. It contains the tract’s unique identifier, tract name, and polygon geometry
that encompasses the tract.

e chicago_tract_se: The table is used to store the socio-economic indicator data used
by the application. More specifically, it contains the per capita income, poverty
rates, unemployment rate, etc., per tract.
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e chicago_tract_health: The table is used to store the health indicator data used by
the application. More specifically, it contains infant mortality indicators, premature
births, fertility, etc., per tract.

e crimes_tract_year: The table contains the crime data that the application uses.
The table stores the number of crimes per tract at a yearly time breakdown.

e crimes_tract_month: The table contains the crime data that the application uses.
The table stores the number of crimes per tract at a monthly time breakdown.

e crimes_tract_dow: The table contains the crime data that the application uses.
The table stores the number of crimes per tract and day of the week.

e crimes_tract_hour: The table contains the crime data that the application uses.
The table stores the number of crimes per tract and time of day.

o tweets_tract_dow: The table contains the geo-located tweets data that the ap-
plication uses. The table stores the number of tweets per tract and day of the
week.

e tweets_tract_hour: The table contains the geo-located tweets data that the appli-
cation uses. The table stores the number of tweets per tract and time of day.

e foursquare_categories_lvl: The table is used to store the Pol categories that the
application uses. The information stored consists of the unique identifier of the Pol
category and the category name.

e pois: The table is used to store the Points of Interest that the application uses.
The information stored consists of the unique identifier of the point of interest, its
name, the point geometry that pinpoints the Pol’s location, and its category and
the tract in which the Pol is located.

e checkins_tract_category_dow: The table contains the data of the geo-located
tweets that represent check-ins at some point of interest. The table stores the
number of check-ins per tract, Pol category, and day of the week.

e checkins_tract_category_hour: The table contains the data of the geo-located
tweets that represent check-ins at some point of interest. The table stores the
number of check-ins per tract, Pol category, and time of day.

The application is using a PostgreSQL database system. PostgreSQL is an open-
source relational database management system. To manage spatial information efficiently,
we used the PostGIS extension of PostgreSQL, the official spatial extension of PostgreSQL.
PostGIS is a software library that adds support for geographic objects (polygons, points)
to PostgreSQL databases.

6.2.6 Conclusion

In this section, we presented CitySense, a dynamic urban area viewer that provides a rich
visualization of the city’s life by integrating disparate datasets. The application helps
answer questions and reveals several aspects of city life that would not be obvious from
just observing the datasets. In order to accomplish that, we developed special data collec-
tion and managing tools, rich visualization and filtering functions, and dealt with several
technical challenges. Currently, we are developing the feature of dynamic visualization
of social media data (tweet posts, check-ins, and hashtags). The support for dynamic
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datasets could be used to cover city power consumption and traffic data in the future.
Another future target concerns the incorporation of road network information into our
system. Users could calculate the actual distance between Pols, by exploiting special road
network-based functions provided by CitySense. Finally, as more and more data is inte-
grated through CitySense, the problem of scalability will arise. Therefore, a cloud data
infrastructure is considered to fit CitySense’s future data storing and managing needs.
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Chapter 7

Future work

The research interests of this thesis reside at the focus of many research groups worldwide
and therefore are continuously advancing. This chapter addresses some open research
problems and our main goals for the near future that can be grouped into the following
lines of study:

1. Increasing recommendations quality. The quality of the recommendations pro-
duced needs to be evaluated using criteria that are not limited to prediction accuracy
but also include recommendation diversity, serendipity, novelty, and freshness of rec-
ommended tweets and followees. Our idea is that the Steiner tree can be further
enhanced by employing algorithms and related graph metrics suitable for the new
semantic criteria (e.g., graph bridges - betweenness centrality) and time series to
capture the interest dynamics.

2. Integrate additional knowledge graph relationships. We believe that the
quality of the recommendations will improve if our algorithm fully exploits the
semantic information contained in richer knowledge graphs (e.g., DBPedia). There-
fore, we aim at improving the Steiner tree method so that each type of semantic
relation will be treated differently by the algorithm. In this process, the analysis of
the importance of semantic relations can play an important role in providing useful
weights to the algorithm. Moreover, the relations and features of knowledge graphs
can be used to generate transparent and explainable recommendations. Therefore,
we aim to focus on using KGs to solve interpretability problems and design inter-
pretable models that lead to the explainability of the recommendation results. It
would also be interesting to use KNOwDE’s background for allowing users to mod-
ify the recommendation criteria and even their profile while browsing the available
data (tweets or followees) using the KG.

3. Fake news detection using the feature-agnostic datasets. Exploiting the
wide range of detection features leads to a critical challenge: minimize the trade-
off between classification performance and detection promptness. Therefore, we
aim to analyze our feature-agnostic dataset, specifically the user propagation trees,
to reveal interesting diffusion patterns and extract new and important detection
features. Moreover, we aim to develop new methods for detecting misinformation
using both the content and diffusion of news in social media. We aim at using a
machine learning (ml) approach in which different sets of features extracted from
our datasets will be used to detect the various forms of misleading content. Instead
of building a single ml model for fact-checking or intention detection or diffusion
process, we will first build a single model for each source of evidence, and then we
will blend the individual models by leveraging ensemble learning techniques. We
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expect to obtain expressive models for different forms of misleading content that
achieve better and more robust overall performance.

. Enriching anonymization hierarchies. Entering the age of digital transforma-
tion and big data poses new challenges for protecting sensitive data (health records,
medical prescriptions, financial information, online surveys, workplace files, etc.)
and complying with privacy rules. K-anonymization refers to protecting private or
confidential information by blurring or generalizing identifying data (date of birth,
zip code, gender, marital status, etc.) that can be combined to re-identify per-
sons and compromise their privacy. So far, the semantic content of the information
has not been used for auto-generating generalization hierarchies. Hierarchy auto-
generation for non-numerical data attributes (e.g., profession, city, etc.) results in
unclear and incomprehensible hierarchies. Hence, we aim to use knowledge graphs
to auto-generate meaningful and comprehensive generalization hierarchies exploiting
the semantic relations existing in the graphs.

. Enriching knowledge graphs with emerging credible information. The de-
velopment of knowledge graphs faces great theoretical and technical difficulties, one
of which is recognizing and integrating new knowledge created dynamically in real-
time. Most knowledge graph implementations use some existing knowledge bases
and hierarchies (Wikipedia, WordNet, Wikidata), which are updated manually. This
creates delays in integrating new knowledge resulting in outdated available infor-
mation. Therefore, a possible solution is to enrich knowledge graphs with content
(events, persons, entities, emerging news, and relations) extracted from streaming
social media posts. Hence, we plan the development of effective social media data
analysis methods to discover new knowledge for enriching knowledge graphs, us-
ing event detection, relations extraction, and item/event/node summarization tech-
niques.

104



Chapter 8

Conclusion

In this thesis, we explored the possibilities of connecting fascinating and up-to-date re-
search areas. Closing this thesis, we would like to highlight the most important con-
tributions of this work. First, we managed to improve the efficiency of social network
recommendation systems by utilizing semantic information from knowledge graphs. In
addition, we used knowledge graphs to automate the creation of training datasets for the
development of efficient misinformation detection models. Finally, we developed methods
for exploring and understanding increasingly large and complex datasets by analyzing data
from social networks and knowledge graphs.

Specifically, we showed that exploiting the semantic relations between users’ topics of
interest improves content-based recommenders’ efficiency in Twitter. Our method ben-
efits from the objective relations between the topics extracted from knowledge graphs.
We also showed that the recommendations based on these relations reduce the effects of
over-recommendation, over-specialization, and the cold-start problems and overcome the
limitations posed by commercial APIs.

Moreover, we explored the range of the misinformation and disinformation detection
features encountered in the literature. This thesis provides a complete feature typology
based on the analysis and systematization of all available features. This typology can be
useful for training fake news detection models that cover all types of misinformation. We
also described PHONY, an infrastructure for automating the generation of feature-agnostic
datasets. These datasets contain fake news and their propagation footprints in the Twitter
network based on the fake news stories provided by curated fact-checking websites and
comprise the necessary data to extract all features encountered in the feature typology.

Furthermore, in the front of data exploration, we present three applications that tackle
the problem in the light of knowledge recommendations, social media attention, and data
insights visualization. Specifically, we showed KNOwDE that generated keyword recom-
mendations based on knowledge bases, user interaction, and data graph relations that
connect the dataset objects. We also present the methodology for calculating an atten-
tion altmetric indicator extracted from social media data for ranking literature related
to COVID-19 comprised in the Bip4COVID dataset. Finally, we showcased CitySense, a
dynamic urban area viewer, and described the underlying framework that combines data
from administrative sources, Point of Interest APIs, and social media to provide a unified
view of all available information about an urban area.
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Appendix A

Feature typology for misinformation and disinformation
detection

Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
F1 Ratio of Content Text ratio Measure YES NR(R) = NA) 2
. A
tweets Senti- each  and
containing ment aggregate
negations Analysis by ru-
mor /topic/timespan
of event
varF1 negation Content Text Measure NO
words Senti- each  and
(liwe) ment aggregate
Analysis by ru-

mor /topic



0cT

Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF'l negate- Content Text Measure NO no, not never
sentiment Senti- each and
LIWC ment aggregate
Analysis by ru-
mor /topic
varF1 # of nega- Content Text cnt Measure YES number of negative words in the text
tive words Senti- each  and
in mi- ment aggregate
croblogs Analysis by  times-
pan of
event
varF'l % of neg- Content Text fraction Measure YES % negative words in the text
ative  mi- Senti- each  and
croblogs ment aggregate
Analysis by  times-
pan of
event
varF'l sentiment Content Text cnt Measure NO number of negative words in the text
negative Senti- each  and
words ment aggregate
Analysis by ru-
mor /topic
varF'1 presence Content Text boolean Each tweet NO True/false
of negative Senti-
emotion ment
words Analysis



1¢1

Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF'l fraction Content Text fraction Measure NO The fraction of tweets with a negative
sentiment Senti- each and score
negative ment aggregate
Analysis by ru-
mor /topic
F2 ratio of Content Text ratio Measure YES
tweets Senti- each  and
containing ment aggregate
opinion & Analysis by ru-
insight mor /topic
varF2 Insight- Content Text Measure NO think, know, consider
sentiment Senti- each  and
LIWC ment aggregate
Analysis by ru-
mor /topic
F3 ratio of Content Text ratio Measure YES
inferring & Senti- each  and
tentative ment aggregate
tweets Analysis by ru-
mor /topic
varF3 Tentat- Content Text Measure NO may be, perhaps, guess
sentiment Senti- each  and
LIWC ment aggregate
Analysis by ru-

mor /topic



GGl

Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
F4 avg doubt Content Text avg Measure NO = #re; == #dﬁi%;f;oﬁéi‘;:ftt
LIWC Senti- each  and
ment aggregate
Analysis by  prop-
agation
tree
F5 avg surprise Content Text avg Measure NO S = #re;lmsts > #d;ﬁ;f;or;ﬁgg& i
LIWC Senti- each  and
ment aggregate
Analysis by  prop-
agation
tree
F6 avg emoti- Content Text avg Measure NO E= #reéosts 3 #ﬁsvzzgfgoﬁéiggftt
con LIWC Senti- each and
ment aggregate
Analysis by  prop-
agation
tree
varF6 contains Content Textual  boolean Fach tweet NO
emoticon Patterns
smile
varF6 contains Content Textual  boolean Each tweet NO
emoticon Patterns

frown



€cl

Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF6 fraction Content Textual  fraction Measure YES
tweets Patterns each and and
emoticon aggregate NO
smile by ru-
mor /topic/timespan
of event
varF6 fraction Content Textual  fraction Measure YES
tweets Patterns each and and
emoticon aggregate NO
frown by ru-
mor/topic/timespan
of event
F7 Posemo Content Text Measure NO love, nice, sweet
-sentiment Senti- each  and
LIWC ment aggregate
Analysis by ru-
mor/topic
varF7 sentiment Content Text cnt Measure NO number of positive words in the text
positive Senti- each and
words ment aggregate
Analysis by ru-
mor /topic
vark'7 # of posi- Content Text cnt Measure YES number of positive words in the text
tive words Senti- each  and
in mi- ment aggregate
croblogs Analysis by  times-
pan of

event



Vel

Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF7 % of pos- Content Text fraction Measure YES % positive words in the text
itive mi- Senti- each  and
croblogs ment aggregate
Analysis by  times-
pan of
event
varF7 fraction Content Text fraction Measure NO The fraction of tweets with a positive score
sentiment Senti- each  and
positive ment aggregate
Analysis by ru-
mor /topic
varF'7 presence Content Text boolean Each tweet NO true/false
of positive Senti-
emotion ment
words Analysis
F8 Social- Content Text Measure NO mate, talk, they, child
sentiment Senti- each and
LIWC ment aggregate
Analysis by ru-
mor/topic
F9 Cogmech- Content Text Measure NO cause, know, ought
sentiment Senti- each and
LIWC ment aggregate
Analysis by ru-

mor /topic



qcl

Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
F10 Excl- senti- Content Text Measure NO but, without, exclude
ment LIWC Senti- each  and
ment aggregate
Analysis by ru-
mor /topic
F11 see - senti- Content Text Measure NO view, saw, seen
ment LIWC Senti- each  and
ment aggregate
Analysis by ru-
mor/topic
F12 hear - senti- Content Text Measure NO listen, hearing
ment LIWC Senti- each  and
ment aggregate
Analysis by ru-
mor /topic
F13 All LIWC Content Text fraction Measure YES of words in message belongs to certain
categories Senti- each  and LIWC category
ment aggregate
Analysis by ru-
mor /topic
F14 Average Content Text avg Measure YES 7#tvieets > pw =mnw+pe—ne
sentiment Senti- each  and
score of ment aggregate
microblogs Analysis by  times-
pan of

event
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF'14 sentiment Content Text equation Measure NO Sum of 0.5 for weak positive/negative
score Senti- each  and words, 1.0 for strong ones
ment aggregate
Analysis by ru-
mor /topic
varF'14 average Content Text avg Measure NO The average sentiment score of tweets
sentiment Senti- each  and
score ment aggregate
Analysis by ru-
mor/topic
varF14 avg sen- Content Text avg Measure NO = #rell)osts > #ijfs Zflltpost
timent  of Senti- each  and
reposts ment aggregate
Analysis by  prop-
agation
tree
varF'14 Sentiment Content Text equation Measure NO
For each Senti- each  and
ment aggregate
Analysis by  prop-
agation
tree
varF14 The six Content Text Each meme NO
GPOMS Senti- (#,Q@Q,phrase,url)
sentiment ment
dimensions Analysis

(6 feats)
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
F15 average Content Text avg Measure YES online collection of vulgar words to collect
formality & Senti- each  and a total of 349 vulgar words, collect a total
sophistica- ment aggregate of 362 emoticon, a binary feature indicat-
tion of the Analysis by ru- ing the presence of any of the 944 abbrevi-
tweets mor /topic ations, counting the number of characters
in each word in the tweet and dividing by
the total number of words in that tweet,
depth of its dependency parse tree (Kong
et al parser)
varF15 presence of Content Text boolean Each tweet NO
swear words Senti-
ment
Analysis
F16 sentiment Content Text categorical ~ Measure NO threeclass sentiment classification on a
labels - Senti- each  and tweet. positive, neutral or negative
positive, ment aggregate
neutral or Analysis by ru-
negative for mor /topic
each tweet
F17 patterns of Content Textual  boolean Measure NO is (that | this | it) true whla]*t[!][1]* ( real
enquiring Patterns each  and | really | unconfirmed ) (rumor | debunk)
or cor- aggregate (that | this | it) is not true
recting by  signal
behaviour pattern
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF'17 Percentage Content Textual  ratio Measure NO
of signal Patterns each  and
tweets aggregate
by  signal
pattern
F18 length char- Content NLP cnt Measure NO Length of the text of the tweet, in charac-
acters each  and ters
aggregate
by ru-
mor/topic
& Each
tweet
varF18 average Content NLP avg Measure YES Average length of a tweet
length each and and
aggregate NO
by ru-
mor/topic/timespan
of event
varF18 average Content NLP avg Each tweet NO average number of words per signal tweet
number of
words per
signal tweet
varF'18 average Content NLP avg Measure NO average number of words per tweet in the
number each and cluster
of words aggregate
per any by  signal
tweet in the pattern

cluster



\)

6

Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF'18 ratio of Content NLP ratio Measure NO ratio of (‘average number of words per sig-
( average each  and nal tweet) to ( average number of words
number aggregate per any tweet in the cluster)
of  words by  signal
per signal pattern
tweet)  to
( average
number
of  words
per any
tweet in the
cluster).
varF'18 length Content NLP cnt Measure NO number of words in each tweet
words each  and
aggregate
by ru-
mor/topic
& Each
tweet
F19 number Content NLP cnt Each tweet NO number of unique characters
of  unique
characters
varF19 lexical Content NLP equation Measure YES For each rumor behavior category, we cre-
diversity each  and ate a dictionary containing every unique
aggregate word mentioned by tweets with that code
by ru-

mor /topic



0€T

Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
F20 contains Content Textual  boolean Measure NO Contains a question mark ’
question Patterns each  and
mark aggregate
by ru-
mor /topic
varF20 fraction Content Textual  fraction Measure YES Contains a question mark ’
tweets Patterns each and and
question aggregate NO
mark by ru-
mor/topic/timespan
of event
varF23 number of Content Textual  cnt Measure NO Cnt
question Patterns each  and
marks aggregate
by ru-
mor /topic
varF20 % of mi- Content Textual  fraction Measure YES
croblogs Patterns each  and
with multi- aggregate
ple question by  times-
marks pan of
event
varF20 contains Content Textual  boolean Measure NO
multi quest Patterns each and
aggregate
by ru-

mor /topic



1€1

Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
F21 contains ex- Content Textual  boolean Measure NO
clamation Patterns each  and
mark aggregate
by ru-
mor /topic
varkF21 contains Content Textual  boolean Measure NO
multi excl Patterns each  and
aggregate
by ru-
mor/topic
varF21 fraction Content Textual  fraction Measure YES
tweets ex- Patterns each and and
clamation aggregate NO
mark by ru-
mor/topic/timespan
of event
varkF21 number Content Textual  cnt Measure NO
of excla- Patterns each  and
mation aggregate
marks by ru-
mor/topic
varF21 % of mi- Content Textual  fraction Measure YES
croblogs Patterns each and
with  mul- aggregate
tiple ex- by  times-
clamation pan of
marks event



¢l

Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
F22 number of Content Textual  cnt Measure NO
P Patterns each and
aggregate
by ru-
mor /topic
F23 contains Content Textual  boolean Measure NO
stock sym- Patterns each  and
bol aggregate
by ru-
mor/topic
varF'23 fraction Content Textual  fraction Measure NO
tweets Patterns each  and
stock sym- aggregate
bol by ru-
mor /topic
varkF'23 presence of Content Textual  boolean Each tweet NO
stock sym- Patterns
bol
F24 tweet con- Content Textual  boolean FEach tweet NO
tains ‘via’ Patterns
varkF24 client Topic Propagation Tweet categorical ~ Measure NO the type of software client used to post the
Meta each and original message
client aggregate
by  prop-
agation

tree



eel

Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
F25 presence of Content Textual  boolean Each tweet NO
colon sym- Patterns
bol
F26 count  up- Content NLP cnt Measure NO
percase each  and
letters aggregate
by ru-
mor/topic
varF26 fraction Content NLP fraction Measure NO
tweets more each  and
than  30% aggregate
uppercase by —
mor /topic
F27 contains Content Grammar,/ boolean Measure NO
pronoun Syntax each  and
first aggregate
by ru-
mor /topic
& Each
tweet
varF27 contains Content Grammar/ boolean Measure NO
pronoun Syntax each  and
second aggregate
by ru-
mor /topic
& Each

tweet
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varEF'27 contains Content Grammar/ boolean Measure NO
pronoun Syntax each  and
third aggregate
by ru-
mor /topic
& Each
tweet
varF27 % of mi- Content Grammar/ fraction Measure YES
croblogs Syntax each and and
with the aggregate NO
first-person by  times-
pronouns pan of
event
F28 n-gram fea- Content Grammar/ Measure YES
tures Syntax each and and
aggregate NO
by ru-
mor /topic
F29 part-of- Content Grammar/ Measure YES
speech pat- Syntax each and and
terns (uni- aggregate NO
gram+bigram) by ru-

mor /topic



Ger

Feature

Feature cluster Type Type of Measurement Granularity Time Definition
name analysis
F30 topic type Content Topic vector Measure NO (LDA) model which returns an 18-topic
Analysis each  and
aggregate
by  prop-
agation
tree
varF'30 lda-based Content Topic vector Measure YES (LDA) model which returns an 18-topic
topic  dis- Analysis each  and
tribution of aggregate
microblogs by  times-
with 18 pan of
topics event
F31 entropy ra- Content Topic ratio Measure NO the ratio of the entropy of the word fre-
tio Analysis each  and quency distribution in the set of signal
aggregate tweets to that in the set of all tweets in
by  signal the cluster.
pattern
F32 number of Topic Propagation Tweet cnt Measure NO number of urls contained on a tweet
urls Meta each  and
URL aggregate
by ru-
mor/topic
& Each

tweet



9¢1

Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF32 has url Topic Propagation Tweet boolean Measure NO Whether the message contains URLs
Meta each and
URL aggregate
by  prop-
agation
tree
varF32 fraction of Topic Propagation Tweet fraction Measure YES Yotweets with url= #tweets with url/#all
tweets con- Meta each  and tweets
taining out- URL aggregate
side links by ru-
mor /topic
varF32 fraction Topic Propagation Tweet fraction Measure NO the fraction of tweets containing a url
tweets url Meta each and
URL aggregate
by ru-
mor /topic
varF32 % of mi- Topic Propagation Tweet fraction Measure YES
croblogs Meta each and
with url URL aggregate
by  times-
pan of
event
varF32 average Topic Propagation Tweet avg Measure NO
number of Meta each and
URLs per URL aggregate
signal by  signal
tweet pattern



LET

Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF32 average Topic Propagation Tweet avg Measure NO
number Meta each and
of URLs URL aggregate
per any by  signal
tweet in the pattern
cluster
F33 contains Topic Propagation Tweet boolean Measure NO contains a url whose domain is in 100 most
popular Meta each  and popular
domain top URL aggregate
100 by ru-
mor /topic
varF33 contains Topic Propagation Tweet boolean Measure NO one of the 1,000 most popular ones
popular Meta each  and
domain top URL aggregate
1000 by ru-
mor /topic
varF33 contains Topic Propagation Tweet boolean Measure NO one of the 10,000 most popular ones
popular Meta each  and
domain top URL aggregate
10000 by ru-
mor/topic
varF33 fraction Topic Propagation Tweet fraction Measure NO the fraction of tweets with a url in one of
popular Meta each  and the top-100 domains
domain top URL aggregate
100 by ru-

mor /topic



8€T

Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF33 fraction Topic Propagation Tweet fraction Measure NO in one of the top-1,000 domains
popular Meta each  and
domain top URL aggregate
1000 by ru-
mor /topic
varF33 fraction Topic Propagation Tweet fraction Measure NO in one of the top-10,000 domains
popular Meta each  and
domain top URL aggregate
10000 by ru-
mor/topic
varF'33 wot  score Topic Propagation Tweet score Each tweet NO API https://www.mywot.com/
for the url Meta
URL
F34 count Topic Propagation Tweet cnt Measure NO the number of distinct urls found after ex-
distinct Meta each  and panding short urls
expanded URL aggregate
urls by ru-
mor /topic
varF34 count Topic Propagation Tweet cnt Measure NO the number of distinct short urls
distinct Meta each  and
seemingly URL aggregate
shortened by ru-
urls mor /topic
F35 share most Topic Propagation Tweet fraction Measure NO the fraction of occurrences of the most fre-
frequent ex- Meta each  and quent expanded url
panded url URL aggregate
by ru-

mor/topic
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
F36 Domain di- Topic Propagation Tweet score Measure YES domains over
versity Meta each and time
URL aggregate
by ru-
mor /topic
F37 Top Do- Topic Propagation Tweet Cnt Measure YES number of top 10 domains over time
main  vol- Meta each  and
ume URL aggregate
by ru-
mor/topic
Fextra html domfp Topic Propagation Tweet NO we strip away all the content but the html
Meta 4.0 elements and then build a string by
URL mapping html elements to symbols while
preserving their order of appearance in the
page.
varFextra plagiarism Topic Propagation Tweet NO google search with words count results
Meta
URL
F38 url unigram Topic Propagation Tweet likelihood NO Given a set of training tweets, we fetch all
Meta the
URL URLs in these tweets and build + and for
unigrams (content of the URLSs)
varF38 url bigram  Topic Propagation Tweet likelihood NO Given a set of training tweets, we fetch all
Meta the
URL URLs in these tweets and build + and for

bigrams (content of the URLs)



0vt

Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
F39 share most Topic Propagation Tweet fraction NO the fraction of occurrences of the most fre-
frequent Meta quent hashtag
hashtag Hash
F40 contains Topic Propagation Tweet boolean Measure NO includes a hashtag
hashtag Meta each  and
Hash aggregate
by ru-
mor/topic
varF40 fraction Topic Propagation Tweet fraction Measure YES The fraction of tweets containing hashtags
tweets Meta each and and
hashtag Hash aggregate NO
by ru-
mor/topic
varF40 number Topic Propagation Tweet cnt Each tweet NO number of hashtags
hashtags Meta
Hash
varF40 average Topic Propagation Tweet avg Measure NO
number of Meta each  and
hashtags Hash aggregate
per by  signal
signal tweet pattern
varF40 number of Topic Propagation Tweet avg Measure NO
hashtags Meta each  and
per any Hash aggregate
tweet in the by  signal
cluster pattern
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
F41 number dis- Topic Propagation Tweet cnt Measure NO number of distinct hashtags
tinct hash- Meta each and
tags Hash aggregate
by ru-
mor /topic
F42 log- Topic Propagation Tweet likelihood Each tweet NO we build two statistical models (+,
likelihood Meta ), each showing the usage probability dis-
ratio  that Hash tribution
for a given of various hashtags.
tweet, t,
with a
set of m
hashtags
F43 contains Topic Propagation Tweet Boolean Measure NO mentions a user: e.g. Qcnnbrk
user men- Meta @ each  and
tion aggregate
by ru-
mor /topic
varF43 fraction Topic Propagation Tweet fraction Measure NO
tweets user Meta @ each  and
mention aggregate
by ru-

mor /topic
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF43 % of mi- Topic Propagation Tweet fraction Measure YES
croblogs Meta @ each  and
with @ aggregate
mentions by  times-
pan of
event
varF43 average Topic Propagation Tweet avg Each tweet NO
number of Meta @
usernames
mentioned
per signal
tweet
varF43 Average Topic Propagation Tweet avg Measure NO
number of Meta @ each and
usernames aggregate
mentioned by  signal
per any pattern
tweet in the
cluster
vark43 count dis- Topic Propagation Tweet cnt Measure NO the number of distinct users mentioned in
tinct users Meta @ each  and the tweets
mentioned aggregate
by ru-
mor /topic
& Each

tweet
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF43 share most Topic Propagation Tweet Fraction Measure NO the fraction of user mentions of the most
frequent Meta @ each  and frequently mentioned user
user men- aggregate
tioned by ru-
mor /topic
F44 tweet is a Topic Propagation Tweet boolean Each tweet NO Twitter API
reply Meta @
F45 controversiality =~ User meta Influence equation Measure YES controversiality = (p + n) min(p/n,n/p)
each  and
aggregate
by ru-
mor /topic
F46 ratio of Topic Propagation Tweet ratio Each tweet NO Youtube API
likes / dis- Meta
likes for URL
a youtube
video
F47 has multi- Topic Propagation Tweet Boolean Measure NO video, images
media Meta each  and
multi- aggregate
media by  prop-
agation
tree
F48 source  of Topic Propagation Tweet Categorical  Each tweet NO API
tweet Meta

client
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Feature

Feature cluster Type Type of Measurement Granularity Time Definition
name analysis
F49 tweet con- Topic Propagation Tweet Boolean Fach tweet NO API
tains  geo- Meta
coordinates geoloca-
tion
F50 statuses User Meta Role cnt Measure NO the number of tweets at posting time
count each and
aggregate
by ru-
mor/topic
varF50 author User Meta Role avg Measure NO the average of author statuses count
average each  and
statuses aggregate
count by ru-
mor /topic
varF50 average # User Meta Role avg Measure YES
of posts of each and
users aggregate
by  times-
pan of
event
varF50 Average of User Meta Role avg Measure YES user influence
number of each  and
tweets aggregate
by ru-

mor /topic
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF50 25th  per- User Meta Role 25th  per- Measure YES
centile  of centile each and
number of aggregate
tweets by ru-
mor /topic
varF50 median  of User Meta Role median Measure YES
number of each  and
tweets aggregate
by ru-
mor/topic
varF50 75th  per- User Meta Role 75th  per- Measure YES
centile  of centile each  and
number of aggregate
tweets by ru-
mor /topic
varF'50 Maximum User Meta Role Maximum Measure YES
of number each and
of tweets aggregate
by ru-
mor /topic
varF50 Standard User Meta Role stdev Measure YES
deviation of each  and
number of aggregate
tweets by ru-

mor /topic
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF50 Kurtosis User Meta Role kurtosis Measure YES
deviation of each  and
number of aggregate
tweets by ru-
mor /topic
varF50 Skewness of User Meta Role skewness Measure YES
number of each and
tweets aggregate
by ru-
mor/topic
F51 originality User Meta Role equation Measure YES originality =#tweets/#retweets
each  and
aggregate
by ru-
mor /topic
F52 engagement User Meta Influence equation Measure YES engagement =(#tweets + #retweets +
each  and #replies + #favourites)/ account_age
aggregate
by ru-
mor/topic
F53 credibility User Meta Profile cnt Measure YES 1 if verified, 0 otherwise
each and and
aggregate NO
by ru-

mor /topic/propagation

tree/timespan

of event
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varFb53 author frac- User Meta Profile fraction Measure YES the fraction of tweets from verified authors
tion is veri- each and and
fied aggregate NO
by ru-
mor /topic/timespan
of event
varFb3 % of veri- User Meta Profile fraction Measure YES e.g. celebrities
fied users of each  and
each type aggregate
by ru-
mor/topic/timespan
of event
F54 registration User Meta Profile avg Measure NO the time passed since the author registered
age each  and his/her account, in days
aggregate
by ru-
mor/topic/propagation
tree & Each
tweet
varF'b4 author av- User Meta Profile avg Measure NO the average of author registration age

erage regis-
tration age

each  and
aggregate
by ru-
mor /topic
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Feature cluster Feature Type Type of Measurement Granularity Time Definition

name analysis
varF54 average User Meta Profile avg Measure YES
days users’ each  and
accounts aggregate
exist since by ru-
registration mor /topic/timespan
of event
F55 has descrip- User Meta Profile Boolean Measure YES a non-empty ’bio’ at posting time
tion each and and
aggregate NO
by ru-
mor/topic/timespan
of event
varF55 % of users User Meta Profile fraction Measure YES
that  pro- each and
vide  per- aggregate
sonal by  times-
description pan of
event
F56 % of users User Meta Profile fraction Measure YES
that  pro- each  and
vide  per- aggregate
sonal by  times-
picture in pan of
profile event
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Feature cluster

Feature
name

Type

Type of Measurement Granularity

analysis

Time

Definition

F57

varF57

F58

varF'58

F59

Has url

author frac-
tion has url

% of male
users

% of female
users

% of users
located in
large cities

User Meta

User Meta

User Meta

User Meta

User Meta

Profile

Profile

Profile

Profile

Profile

Boolean

fraction

fraction

fraction

fraction

Measure

each  and
aggregate
by ru-
mor /topic
Measure

each  and
aggregate
by ru-
mor/topic
Measure

each  and
aggregate
by  times-
pan of
event

Measure

each  and
aggregate
by  times-
pan of
event

Measure

each  and
aggregate
by  times-
pan of
event

NO

NO

YES

YES

YES

from authors with a non empty homepage
url at posting time

location where user was registered
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF59 % of users User Meta Profile fraction Measure YES location where user was registered
located in each  and
small cities aggregate
by  times-
pan of
event
varF'59 Has loca- User Meta Profile Boolean Each tweet NO
tion
F60 count  fol- User Meta Influence cnt Measure YES number of people following this author at
lowers each and and posting time
aggregate NO
by ru-
mor/topic/propagation
tree & Each
tweet
varF'60 author av- User Meta Influence avg Measure YES of author count followers
erage count each and and
followers aggregate NO
by ru-
mor/topic/timespan
of event
varF60 Average of User Meta Influence avg Measure YES user influence

number of
followers

each  and
aggregate
by ru-
mor/topic



161

Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF60 25th  per- User Meta Influence 25th  per- Measure YES
centile  of centile each and
number of aggregate
followers by ru-
mor /topic
varF60 median  of User Meta Influence median Measure YES
number of each  and
followers aggregate
by ru-
mor/topic
varF60 75th  per- User Meta Influence 75th  per- Measure YES
centile  of centile each  and
number of aggregate
followers by ru-
mor /topic
varF'60 Maximum User Meta Influence Maximum Measure YES
of number each and
of followers aggregate
by ru-
mor /topic
varF60 Standard User Meta Influence stdev Measure YES
deviation of each  and
number of aggregate
followers by ru-

mor /topic
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF'60 Kurtosis User Meta Influence kurtosis Measure YES
deviation of each  and
number of aggregate
followers by ru-
mor /topic
varF60 Skewness of User Meta Influence skewness Measure YES
number of each and
followers aggregate
by ru-
mor/topic
F61 count User Meta Role cnt Measure YES number of people this author is following
friends each and and at posting time
aggregate NO
by ru-
mor/topic/propagation
tree & Each
tweet
varF61 author av- User Meta Role avg Measure YES of author count friends
erage count each and and
friends aggregate NO
by ru-
mor/topic/timespan

of event
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF61 average User Meta Role avg Measure YES followers /followees ratio
reputation each  and
score of aggregate
users by  times-
pan of
event
varF61 role User Meta Role equation Measure YES role = #followers/#followees
each  and
aggregate
by ru-
mor /topic
varF61 Average of User Meta Role avg Measure YES
number of each  and
friends aggregate
by ru-
mor /topic
varF61 25th  per- User Meta Role 25th  per- Measure YES
centile  of centile each  and
number of aggregate
friends by ru-
mor/topic
varF61 median  of User Meta Role median Measure YES
number of each  and
friends aggregate
by ru-

mor /topic
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF61 75th  per- User Meta Role 75th  per- Measure YES
centile  of centile each  and
number of aggregate
friends by ru-
mor /topic
varF61 Maximum User Meta Role Maximum Measure YES
of number each and
of friends aggregate
by ru-
mor/topic
varF61 Standard User Meta Role stdev Measure YES
deviation of each  and
number of aggregate
friends by ru-
mor /topic
varF61 Kurtosis User Meta Role kurtosis Measure YES
deviation of each  and
number of aggregate
friends by ru-
mor/topic
varF61 Skewness of User Meta Role skewness Measure YES
number of each  and
friends aggregate
by ru-
mor /topic
F62 Ratio of User Meta Influence ratio Each tweet NO Statuses/followers

statuses to
followers
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
F63 count Topic Propagation Tweet cnt Measure NO number of tweets
tweets Volume each and
aggregate
by ru-
mor /topic
varF63 # of mi- Topic Propagation Tweet cnt Measure YES
croblogs Volume each  and
aggregate
by  times-
pan of
event
Fo64 day week- Topic Propagation Tweet timespan Measure NO the day of the week in which this tweet
day Meta each  and was written
times- aggregate
tamp by ru-
mor /topic
F65 count Topic Propagation User cnt Measure NO the number of distinct authors of tweets
distinct Volume each  and
authors aggregate
by ru-
mor/topic
varF65 share most Topic Propagation User fraction Measure NO the fraction of tweets authored by the
frequent Volume each  and most frequent author
author aggregate
by ru-

mor /topic
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
F66 number of Topic Propagation Tweet cnt Each tweet NO
retweets Meta
Reposts
varF'66 Is a retweet Topic Propagation Tweet Boolean Measure NO is a retweet: contains 'rt’
Meta each  and
Reposts aggregate
by ru-
mor/topic
& Each
tweet
varF66 num of re- Topic Propagation Tweet fraction Measure YES
posts Volume each  and
aggregate
by  times-
pan of
event
varF66 fraction Topic Propagation Tweet fraction Measure NO the fraction of tweets that are re-tweets
retweets Volume each  and
aggregate
by ru-
mor/topic
varF66 average # Topic Propagation Tweet fraction Measure YES
of retweets Volume each  and
aggregate
by  times-
pan of

event
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF66 average # Topic Propagation Tweet fraction Measure YES
of com- Volume each and
ments  for aggregate
weibo posts by  times-
pan of
event
varF66 percentage  Topic Propagation Tweet avg Each tweet NO
of retweets Volume
among
the signal
tweets
varF66 percentage  Topic Propagation Tweet avg Measure NO
of retweets Volume each  and
among all aggregate
tweets  in by  signal
the cluster pattern
F67 repost time  Topic Propagation Tweet equation Measure NO
Meta each  and
times- aggregate
tamp by prop-
agation
tree
F68 num of Topic Propagation Tweet fraction Measure YES
comments Volume each and
aggregate
by  times-
pan of

event
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
F69 search Tweet Text search score Measure NO number of results returned original mes-
engine each  and sage and "false rumor”
aggregate
by  prop-
agation
tree
F70 percentage  Topic Propagation Tweet fraction Measure NO the ratio of signal tweets to all tweets in
of signal Volume each  and the cluster.
tweets (1 aggregate
feature) by  signal
pattern
F71 number Topic Propagation Tweet timespan Fach tweet NO
of seconds Meta
since  the times-
tweet tamp
F72 fraction of Topic Propagation Flow fraction Measure YES from a sender with lower influence to a
low-to-high each and and receiver with higher influence
diffusion aggregate NO Y%low-high diffusion =#low-high diffu-
by ru- sions/#all diffusion events
mor/topic
varF72 fraction of Topic Propagation Flow fraction Measure YES
htl among each  and
information aggregate
diffusion by ru-

mor /topic
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
F73 fraction Topic Propagation Flow fraction Measure YES Y%mnodes in lecf= #nodes in lcc/#all
of nodes each and nodes
in largest aggregate
connected by ru-
component mor /topic
(Icc) of
diffusion
network
F74 fraction Network Structure Communityfraction Measure NO
of nodes each  and
in largest aggregate
connected by ru-
component mor/topic
(Icc) of the
friendship
network
varF74 # mnodes in  Network Structure Communitycnt Measure YES
lec of f each and and
aggregate NO
by ru-
mor/topic
varF74 # edges in Network Structure Communitycnt Measure YES
lcc of f each and and
aggregate NO
by ru-

mor /topic
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varkF'74 average Network Structure Communityavg Measure YES
degree  of each  and
nodes in lcc aggregate
of f by ru-
mor /topic
varF74 average Network Structure Communityavg Measure YES
clustering each and and
coefficients aggregate NO
of lcc of f by ru-
mor/topic
varF74 density of Network Structure Communitygraph Measure YES
lcc of f each and and
aggregate NO
by ru-
mor /topic
varkF'74 median Network Structure Communitygraph Measure NO
in-degree in each  and
the lcc aggregate
by ru-
mor/topic
varkF'74 median Network Structure Communitygraph Measure NO
out-degree each and
in the lcc aggregate
by ru-

mor /topic
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varkF'74 number of Network Structure Potential cnt Measure YES
nodes in the Impact each and and
friendship aggregate NO
network by ru-
mor /topic
varF74 number of Network Structure Potential cnt Measure YES
links in the Impact each and and
friendship aggregate NO
network by ru-
mor/topic
varF74 density Network Structure Potential graph Measure NO
of the Impact each and
friendship aggregate
network by ru-
mor /topic
varkF'74 clustering Network Structure Communitygraph Measure NO
coefficient each  and
of the aggregate
friendship by ru-
network mor /topic
varkF'74 median Network Structure Friendship graph Measure NO
in-degree Reci- each  and
of the procity aggregate
friendship by ru-
network mor /topic
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varkF'74 median Network Structure Friendship graph Measure NO
out-degree Reci- each  and
of the procity aggregate
friendship by ru-
network mor /topic
varkF'74 # nodes Network Structure Friendship cnt Measure YES
without Reci- each  and
incoming procity aggregate
fdges in f by ru-
mor/topic
varF74 7# nodes Network Structure Friendship cnt Measure YES
without Reci- each  and
outgoing procity aggregate
fdges in f by ru-
mor /topic
varkF'74 # isolated Network Structure Friendship cnt Measure YES
nodes in f Reci- each  and
procity aggregate
by ru-
mor/topic
varkF'74 percent Network Structure Friendship fraction Measure YES
of nodes Reci- each  and
without procity aggregate
incoming by ru-
edges in f mor /topic
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Feature cluster Feature Type Type of Measurement Granularity Time Definition

name analysis
varkF'74 percent Network Structure Friendship fraction Measure YES
of nodes Reci- each  and
without procity aggregate
outgoing by ru-
fdges in f mor /topic
varF74 percent of Network Structure Friendship fraction Measure YES
isolated Reci- each  and
nodes in f procity aggregate
by ru-
mor/topic
F75 # nodes in Topic Propagation Flow cnt Measure YES
d each  and
aggregate
by ru-
mor /topic
varF'75 # edges in Topic Propagation Flow cnt Measure YES
d each and
aggregate
by ru-
mor /topic
varF75 # nodes Topic Propagation Flow cnt Measure YES
without each and
incoming aggregate
ddges in d by ru-

mor /topic
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF'75 # nodes Topic Propagation Flow cnt Measure YES
without each  and
outgoing aggregate
ddges in d by ru-
mor /topic
varF'75 # isolated Topic Propagation Flow cnt Measure YES
nodes in d each  and
aggregate
by ru-
mor/topic
varF75 percent Topic Propagation Flow fraction Measure YES
of nodes each  and
without aggregate
incoming by ru-
ddges in d mor/topic
varF'75 percent Topic Propagation Flow fraction Measure YES
of nodes each  and
without aggregate
outgoing by ru-
ddges in d mor/topic
varF75 percent of Topic Propagation Flow fraction Measure YES
isolated each and and
nodes in d aggregate NO
by ru-

mor /topic
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF'75 # mnodes in Topic Propagation Flow cnt Measure YES
lcc of d each  and
aggregate
by ru-
mor /topic
varF75 # edges in Topic Propagation Flow cnt Measure YES
lec of d each  and
aggregate
by ru-
mor/topic
varF'75 average Topic Propagation Flow avg Measure YES
degree  of each and
nodes in lcc aggregate
of d by ru-
mor /topic
varF'75 average Topic Propagation Flow avg Measure YES
clustering each and
coefficients aggregate
of lcc of d by ru-
mor /topic
varF75 density of Topic Propagation Flow cnt Measure YES
lcc of d each  and
aggregate
by ru-

mor /topic
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF'75 # mnodes in Topic Propagation Flow cnt Measure YES extended directed subgraph of users, who
e each  and have either posted any tweet related to the
aggregate event or who is following or is followed by
by ru- other participating users
mor /topic
varF75 # edgesine Topic Propagation Flow cnt Measure YES
each  and
aggregate
by ru-
mor/topic
varF'75 # nodes Topic Propagation Flow cnt Measure YES
without each  and
incoming aggregate
edges in e by ru-
mor /topic
varF'75 # nodes Topic Propagation Flow cnt Measure YES
without each  and
outgoing aggregate
edges in e by ru-
mor/topic
varF75 # isolated Topic Propagation Flow cnt Measure YES
nodes in e each and
aggregate
by ru-

mor /topic
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF'75 percent Topic Propagation Flow fraction Measure YES
of nodes each  and
without aggregate
incoming by ru-
edges in e mor /topic
varF'75 percent Topic Propagation Flow fraction Measure YES
of nodes each  and
without aggregate
outgoing by ru-
edges in e mor /topic
varF'75 percent of Topic Propagation Flow fraction Measure YES
isolated each  and
nodes in e aggregate
by ru-
mor /topic
varF'75 # mnodes in Topic Propagation Flow cnt Measure YES
lcc of e each  and
aggregate
by ru-
mor /topic
varF75 # edges in Topic Propagation Flow cnt Measure YES
lcc of e each  and
aggregate
by ru-

mor /topic
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF'75 average Topic Propagation Flow graph Measure YES
degree  of each  and
nodes in lcc aggregate
of e by ru-
mor /topic
varF'75 average Topic Propagation Flow graph Measure YES
clustering each and
coefficients aggregate
of lcc of e by ru-
mor/topic
varF'75 density of Topic Propagation Flow graph Measure YES
lcc of e each  and
aggregate
by ru-
mor /topic
F76 propagation Topic Propagation Flow graph Measure NO the degree of the root in a propagation
initial each  and tree
tweets aggregate
by ru-
mor/topic
varF76 propagation Topic Propagation Flow graph Measure NO the total number of tweets in the largest
max  sub- each  and sub-tree of the root, plus one
tree aggregate
by ru-

mor /topic
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF'76 propagation Topic Propagation Flow graph Measure NO the maximum degree of a node that is not
max degree each  and the root
aggregate
by ru-
mor /topic
varF'76 propagation Topic Propagation Flow graph Measure NO the average degree of a node that is not
avg degree each  and the root (2 feat.)
aggregate
by ru-
mor/topic
varF'76 propagation Topic Propagation Flow graph Measure NO the depth of a propagation tree (0=empty
max depth each and tree, l1=only initial tweets2=only re-
aggregate tweets of the root)
by ru-
mor /topic
varF'76 propagation Topic Propagation Flow graph Measure NO per-node average depth of propagation
avg depth each  and tree
aggregate
by ru-
mor /topic
varF'76 propagation Topic Propagation Flow graph Measure NO The max. size of a level in the propagation
max level each and tree (except children of root)
aggregate
by ru-

mor /topic
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
# nodes in largest chain
F77 average Topic Propagation Flow avg Measure YES A= All_nodes
depth to each  and
breadth aggregate
ratio by ru-
mor /topic
F78 ratio of new Topic Propagation Flow ratio Measure YES Y%mnew users(ti) = new users(ti)/users(ti)
users each  and
aggregate
by ru-
mor /topic
F79 Ratio of Topic Propagation Flow ratio Measure YES %Original Tweets =
original each  and #Tweets + #Replies
tweets aggregate #Tweets + #Replies + #Retweets
by ru-
mor /topic
F79 log- likelihood NO Given a set of training instances, we build
likelihood a positive
ratio  that and a negative user models. The

ui is under
a  positive
user model

first model is a probability distribution
over all users

that have posted a positive instance or
have been retweeted

in a positive instance.
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF'79 log- likelihood NO Intuitively, t is more
likelihood likely to be a rumor if (1) uj has a history
ratio  that of posting
the tweet is or re-tweeting rumors, or (2) ui has posted
re-tweeted or retweeted
from a user rumors in the past. The distinction be-
(uj)  who tween the posting user and the
is under re-tweeted user is important, since some
a  positive times the
user model users modify the re-tweeted message in a
than a neg- way that
ative  user changes its meaning and intent
model
F80 Strength Topic Propagation Tweet score Measure NO
of external Volume each and
shock at aggregate
birth by ru-
mor /topic
varF'80 Periodicity = Topic Propagation Tweet score Measure NO
of external Volume each  and
shock aggregate
by ru-
mor /topic
varF'80 External Topic Propagation Tweet score Measure NO
shock  pe- Volume each  and
riodicity aggregate
offset by ru-

mor/topic
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Feature cluster Feature Type Type of Measurement Granularity Time Definition
name analysis
varF'80 Interaction  Topic Propagation Tweet score Measure NO
periodicity Volume each  and
offset aggregate
by ru-
mor /topic
varF80 strength of Topic Propagation Tweet NO
interaction Volume

periodicity
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TWVY EVOLAPEQROVTWY TWV YENOTOV XL TWV AVTIXEWEVWY OEDOUEVWY. 2TO BPOUO TPOS TNV L-
Aomo{nom Tou GNUACLOAOYIX0D) LG TOV, OL UMY oVIXOl YVOONE 0RYAVOVOUY TNV avIROTIV Y VOO
ME TUTIXO XoL, TOUTOYEOVA, OUCLACTIXG TEOTO. e aUTO To TAaiolo, oL Yedpol Yvahong eival
HLOL ONUOVTLXY BOUY| YO TNV 0PYAVWOT TV AVTIXEWEVWY TNG avIpOTIVAC YVMOONG XL TWV
OYECEWY UETAEY TOUC, UE OMUACLONOYIXE BOUNUEVESC TANEOPORIES, ETOL WOTE TA UTOAOYIC TI-
x4 cuoThUaT va umopoLy va TN dayetpilovton.  Aev elvar tuyaio 6Tl oL etoupeleg ye T
MEYAAVTERT] EMEEOY| OTOV TOUEN TNG TANEOGORXNE TEowYoUY TNV avamTUEY TETOLWY DOUWY
Yoo var BEATUOO0LY TIC EUTOPIXES TOUC LTneeoies (mAorynon, avalhtnom, eaTtopxeVUEVeES
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TPOCPOEES, CTOYEVUEVT] Slapruton) xou vor auEoouy Ty agosciwon twv yenotdyv. Ou xéu-
Bol TV YEAPWY YVOONS AVIITPOCWTEVOLY CUYXEXPUIEVO AVTIXEUEVA YVWOTNG Xl O aXUES
AVTLTEOOKTEVOLY TIC OYEoEl METOEY Touc. Anhady|, EMXEVIPOVOVTOL GTNV oVITaRds Too
CUYXEXQUEVDY YEYOVOTWY, avip®TwY, OVIOTHTWY, AVTIXEWWEVLY, TEQLOYWY X0 OYECEWY [UE-
€0 Toug. Xe auth TN SlTelBr), Slepeuvicaue TIC duvatdTNTEG GUVBESNC HETOEY AUTHDY TWY
EPELVNTIXWY TEPLOYWV.

e YUOTACELS EVOLAPEROVTOG TERLEYOUEVOU OTA XOLVWVIXA dixTLX

H avgavouevn yehon tov HECKY XoWnx\g dxTOwong €xel em@épel ahhayéC GTOV
TEOTO Ye ToV oTolo éval YEYAAO PEpog NS avipWTOTNTOC EMUXOWVWVEL, EVIUEPWVETAL,
epydleTton, SLLOPPOVEL TNV aVTIANYH TOU YLoL TOV XOGHUO XAl TOL XOVWVIXA QOUVOUEVAL.
[ mopdidetypa, ol yenoteg Tou Twitter onuiovpyoly exatovtddeg exatopuvplo tweets
xdde Uepa, DONULOLEYHOVTUS EVaY TEPAOTIO OYXO OLECWWY TANPOPORLOY TOU XATO-
Ayouv oTa ypovodlaypduuoata Ay yenotov. Eloutlog authig tng uneppodptwong
TEPLEYOUEVOL, OL YENOTEC GUY VA x0LEALOoVTaL Vo TEpLNYOUVTOL (Y VoVTaS Yio £VOLo-
pépovTta tweets xan ¢ ex To0TOL Ydvouv evdlagépovta tweets. Mia Adon og awtd TO
TeOBANUA Umopel var elval 1) AVETTUEY AMOTEAECUATIXWY CUC TNUATWY CUCTACEWY TOU
Bontolv Toug YENOTES Vo QPIATEAEOLY Ta U1 EVOLAPECOVTA TWEETS X0 VAL TROTEVOLY
Tadvounuévo tweets xou ypNoTeq YE OYETXS EVOLUPEPOVTA, UE ATOTEAECUO €V TLO
EAXUCTIXO Y POVOOLAY RO

'Oty avodhouy T1) BLIBOCT] TOU TERLEYOUEVOU TV XOVWVIXDY dIXTOWY, OL ETLC THULOVES
avTietwnilovy éva coPapd meoBAnua: o alyderiuog mou Tavouel T dNUoolEVoELS
OTO YEOVOOLAYPUUUA TV XeNnoTwy elvon cuvidwg dyvwotog. (26T600, 0 pdAOC TOU
o1 daduxaoio Bidyvong TAneopopldy elivan xplowwoc. Emmiéov, 1 por| TAnpogopundy
OYETA UE TY) DRACTNELOTNTA TWV YENOTWV Elvol €val EUTOPEVUO TTOU Y ETOLULOTOLEITOL
Yo TNV AmOTEAEOUATIXY) EXVEDT WIS OUADC-OTOYOU GE €VAL CUYXEXPLIEVO EUTOPIXO
wivopa.  ‘Etol, oi mAat@opue UECWY XOWWVIXAG BIXTOWONG LOVIEAOTIOOLY T1| CU-
UTEQLPORE. TWV YENOTOY, TEoBAénouy xan yadafvouy and auThy, EXPETAAAEDOVTOL TIC
TREOTWNOELS, To EVOLAPEROVTA Xl TIC CUVAUELES TRV avIpOT®WY, TOUE TEOCPEROLY EVOLO-
(PEROV TEPLEYOUEVO Xalk €TAL AUEAVOUV TNV aPOCIWCT GTNY TAATPOOUO X0k TO EUTOPLXO
TEEPLEY OUEVO.

Emniéov, ol olyopiduol cUGTACEWY TWV UTNRECLOY XOWOVIXNAS DXTOWONG eV lvol
otatixol. Avtideta, yivovtow dAo xou mo meplmioxol ye Bdomn tny €peuva xaL TNV o-
VATTUEN VEWY HOVTEAWY GUOTACEWY %ot TEYVIXWY Onuovpyiag meoplh yehotn. -
067060, N XAEWGTOTNTA ToUG XAMO T ACUPES €AV YENOIIEDOLY YLoL VO TUREYOUV “oUTO
ToL eVOLaPEPETAL VoL el xde Yo TNne’ 1| av elvon TEPLOGOTERO TEOCAVATOACUEVOL GTO
VoL BEOCOUV TEOTEPOLOTNTA GTO “TL TEETEL VoL Ol xqe YeNoTng’ yiar va avtomoxpetdoly oe
ddpopec anawthoelc. Emmiéoy, elvar adivato va agioloyniel n dwadixacio eEatouixeu-
ong mou axohoLVolV Xol TO XATd TOGO QUTH OLEUXOADVEL TNV EMEXTUCT] PUVOUEVLY
nopanAdvnone (fake news, bots, trolls x.An.). Enoyévwe, n e€éMEn twv ahyopiduwmy
CUCTAGEWY TAPOLGLALEL UEYANO EVOLAPEROV Xal VAL TETOLO YOPAXTNELO TIXO TUEADELY UL
elvan 0 alyoprduoc tou Twitter. O ahydprduog tou Twitter, omwe xan oL TepioadTEROL
ahyopriuol p€owy xowemvixhc dixtiwong, Baciletoan otny e€atouixevon xou Tn Unyo-
vXr] Leinom yia TNy xatdtadn Tou TepLleoUévou e BAon oplopéva oHuaTo: YeOVoq
(mpdopato mpog TAhUATEPO), CUVAYELL, APOCIWOT), ELTAOVTIOUEVD Uéoa xou 1) eEeNo-
obpevn napehdoviny| ouuneptpopd tou yeRotn (like, click, retweets, dnpotixdtnta,
neptoy) x.A1.). ITapdho mou tétolor akydprduot xateudivouy xou Sloyetebouv TNV TEo-
ooy exatopuuplwy Yeno Ty, egaxohovtolue va yvwpllouue Alya yia autodq.

Ye autd To TAAlCLo, oL AAYOELWIUOL CUGTACEWY EVOEYETOL VOl TTEPLOPICOUY TNV TEOOTTIXN
TOU YEHOTY TEOTEVOVTAC TEQLEYOUEVO TUEOUOLO UE AUTO TOU CLVATLS ONUOGCIEVEL ) Ue
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T0 omolo acyoleitar. (2c ex ToUTOL, Ol YpHoTES eXTiUEVTOL OE CUYXEXPWEVES TTANEO-
popleg xou ahAAnAemidpolv pe edioelg mou TavoTata TEowYolY TIC AYUTNUEVES TOUS
omoPELS, UE ATMOTENEGUOL TN SMULOUEYIX XOWVWVIXGY 0pddwy ue opoidedtes (echo cham-
bers). To qouvéuevo echo chamber ennpedlel Tov TEOTO UE TOV OTOIO HATAVORDVOVTOL
OL EWONOELS XU EVIOYVEL TN OLABOCT) TAURATAXVNTIXO) TEQLEYOUEVOU, AELTOURYWVTAS (G
xopfot evioyuong Peudwy eWNoEWY.

AvoxdAudn aZlomicTwy TANEOoYoRLOY oTa xowwvixd dixtua H cupe-
{oa yprion TV YEowv XOWOIXAS BIXTLMONS WS TNYT EWACEWY XL TANEOPOPLLY EXEL
V€oel 0ploUEVES VEEC TPOXATIOELC. AV XaL To (POUVOUEVOL TURATANEOPOENONS UTHRY 0LV
ané TN Yévynon tou éviumou TUmou, ol VEeg BLadXTUOXES TAUTPOPUES ETULTOYUVOLY
xaL eVioyOouv T BLddoot| Toug, Vétovtag Véa TeoPBAfuata xou TeoxAfoe. (261600,
oe avtideon Ye Toug TapAdOCLaX0UE 0PYAVIOUOUS EWBHOEWY, Ol TAATPOPUES HECLY XOL-
VOVIXNAC DIXTOWONC EMTEENOVY OE EXATOUMOPLO YPNOTESC VO TOEAYOLUY oL VO €Y0UV
Tpoofacy ot wa TepdoTiar TYY TAneo@opldy ehebdepa. Me Bdomn tny mohd tayteen
OLdVUOT TWV EWBHCEWY, TN CYETIXT AVEOVUUI TOU TROCPEQOLY TA UECU XOWWWIXNAG OL-
%©TOWONC XAl TOUC PAVEROVG XL XPLPOUS UNYAVIOUOUE TOU AELTOURYOVY GTO BLaBIXTUO
eEUMNEETAOVTIC TOATIXG, OXOVOUXE, YEWTOMTIXG Xl GAAA CUUPECOVTA, TO (POUVOUEVO
e Biddoomne Peudwyv eldnoewy €xel e€ehuy¥el xou amoxTHOEL WBLUTEPA YAPUXTNELO TLXAL
mou oyetilovton Ye TN BLdBooT oTa HEGU XOWKVIXNE BIXTOWONC.

H xotanoréunon twv eudov ewdhoewy elvar éva Yéua oto onolo mpénel var emixe-
VIpwUoOV oL unyavixol TwV XoWovixoy dixTiny. 201600, oL TNYES XL To alTiol TN
TORATANEOPOENONS £0pALOVTAL GTO PACUO TWY XOWOVIXOY Qouvouéveny. Autd eEnyel
yioth ToAES @ruec emPBLBVOLY VLo UEYHAO YpOVIXS BLEC TN UETA TNV amoxdAudT] Toug,
yiotl Toed TNV dvodo Tou Lop@wTiXo) ETTEDOL TNG avlpwTdTNTS, ETBUOVOLY AVTLETL-
otnpovixég Vewpleg xou tpoxatalfdelc. O Adyog elvan 6tL 0 dvipwnog podaivel oe éva
XOWVOVIX6 TAa(oL0, uloVeTel xoL XATAOKEVALEL EVaL UEYHAO PEEOG TV AVTIAAPEDY Tou
ue PBdomn tor dedouéva Tou Tou BivouY WS ABLPPLEBNTNTN YVOOoT dvipwTol xaL TNYES
Tou eumoteveT (ddoxohol, yovelc, gihol, TNYEC TANEOYPOELOY X.AT.). XE OpLoUEVES
TEPLTTWOELS, 1) TUPATANEOPOENOT| EEXWVE AMO CUYXEXPUIEVES ELONOEOYRUPIXEC GEAIDES
XL HECW TNG TEowINONG TwV PECKY XoWwVXTE dixTOwaong, Peloxel Yéor oxdun xou
OTIC LOTOGEMBES ELONCEOYPAPIXDY OPYAVIOUMY TOU VewpoOVTOL YEVIXAOS 0ELOTILOTOL.

Emniéov, ol xpatixég unnpeoieg TANROYPORLOY Xl OL TEPLOCHTEQOL GTEATOL EYOLV EL-
Owég OLevdOVoELS XL TUARATO TOU EUTAEXOVTAL OTOV XUBERVOTOAEUO, XEVTELXY| TTUYT
Tou omolou elval 1 TEOTAYAVOA Xot 1) BLEIBOCT TARATANEOPOENONS YL TN CUYYUOT) X0l
Vv e&andtnom tou exdpol. ‘Etol, uepéc @opéc miow and tig Peudeic edrioeic xplfBeton
EVOG KTOAEUOCY HQUTIXWY X0 ETUYELPNHUATINWY CUUPEROVTWY, VIS KTTOAEUOCY TOL BEV
egunneetel LOVO TOUC GXOTOVC TNS TEOTAYAVOAS OANS €xEL XU GOPBULES OXOVOULXES Xou
XOWOWIXEC CUVETEIEC. X XQUE MERITTWOT), UTAEYOUV TOAES TROCHUTES ONUOCIEVCELS
[172], 131, 25], oOupwvo e tic onolec dedopéva XOWmVIXAS SIXTVWONS CUYXEVTPOVO-
VTOL OTA €L XUBEPVACEWY Yol OLWTIXWY ETALPELDY, DLUUORPOVOVTAS TG ATOUTHOELG
yioe Ty Onapén cvotnpdtey palxrg tapaxolovinong. Me Bdon to napandve, elvo -
TIOUEVO TA UEGA XOWWVIXAS DIXTUWONG VAL YENOWOTOL00VTOL (G TOATIXG EQYOAEl VLo T
OLAUOPPWOT) TNS AEYOUEVNG «HOWVAC YVOUNGY, YELQXYWYWOVTAS CUVELDTOELS, OUCLIC TUXA,
YLt Vo aUERCOUY TNV ETULEEOT| XEATKY, TOMTIXOY XOUUATLY, ETULYELNUATIXWY OUAOWY.
Y10 mhadolo awtd, ol aviimohol «oTpaTol» amOXAROLY GUYVE TN BEACTNELOTNTA TOU
AVTLIGAOU (TORATANEOPOENCTY 1 «eNToEXT WOOUCY, UE ATOTEAECUA VO TEOXUTTOUY
TOMEG TEQITTAOOEL AOYOXEIGIUC OTO OVOUA XATATOAEUNONG TNG TURATANEOPORENONG
xaL NS pnropxhc Woougy. Emmiéov, todhol opyaviouol xau utnpeoiec eréyyou yeyo-
VOtV €youv xatnyopniel yio uepoAndio, eved To anoTéAeoua TOL ENEYYOU YEYOVOTWY
uropel var touihher e€antiog didpopwy Topaydviwy [99].
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Qotéo0o, N avdntun uedddwy xar ahyopiluwy Tou unopoly vo aviyveoouy UTonTo
X0l TTOROTAOVITIXO TIEPLEYOUEVO XAl VO TUESYOUY CHUNTO EYXAUENS oVl VEUCTC amOTE-
Ael onpavTier] GUPBOAY OTOV TEPLOPLOUS XAl TNV XATATOAEUNOT] TNE TEQUUTEP BLAd0OMS
Té€Tolou Tepieyopévou. (2otdoo, xavéva ahoTnua dev urnopel va Yepanedoel wa emdnuia
TUEATANEOPOENONG, XAVOC Ol TNYES Xal To AfTlal TOU QPAUVOUEVOU TNG TORATANEOPORT
ONG TUPUUEVOLY XOWVWVIXES Kol O)L TEYVIXES.

Exto¢ and tov 1epdoTio 6Y%0 BEBOUEVWY TTOU ToEdyovToL AOYW NS dpao TNELOTNTOG
OToL XOWOVIXE BixTa, Tor Yeydho dedouéva odnyoly ae onuavtixy avénon twyv dedo-
HEVLY Xa, ToEd TN OYETXE UxpOTEEY BLIECUOTNTA TOUG, ALEAVOUV TNV avayXn Yid
amoteheouatind cuo ThaTa e€epedvnonc Toug, xodwe auth unopel vo avadel&el véeg du-
VATOTNTES YL TNV AVATTUEY TNE TORUYWYNS, TV 0pYAVWoT TG epyaciac, TNV Tpdodo
e emothAuNG. To wéyedog xou 1 mowahopoppia Twv Slad€oiuny cUVOAKY DEBOUEVLY,
1 oLVEYNEC CUAAOYY) Yol TTUEAYWYT) TOUG amd CUC THUATA, UCUNTHRES, EMC THUOVES, Op-
YaVLOUOUE, XEATT XAl 1) AVETTUEY TOU BLABLXTUNXOU TIEPLEYOUEVOU YOV WS ATOTENETUA
éva TAoUCLO Xall ETEPOYEVES TEQIEYOUEVO. (2C EX TOUTOU, 0 GYXOC XOU 1) TOAUTAOXOTY
o TV dladéoiumy dedouévwy xoroToOY Tol ATOTEAECUATIXG CUCTHUATO EEEPELYNONG
OEQOUEVOY ONO XAl TILO ONUAVTIXAL.

Ye auth) ) SwTelfn), UEAETHCOUE TIC CUVOECELS UTWY TWV EPEUVITIXWY TEPLOYWY, TOU
BaoiCovtar 010 cuumayég onuactohoyxo undBadeo Twv Yedpwy Yvoone. o nopddelypa, o
GUVDOLACUOS TNG YVWOOTNE TOU TUREYETAL AN TOUG TLO TEOTYUEVOUS YRAPOUS YVWONG XL TV
OEBOUEVWYV ATO XOWVWVLXA BIXTUO UTOREL VoL BEATIOOEL GNUAVTIXG TNV ATOTEAECUATIXOTNTOL TWV
cuoTNUATWY cuctdoewy. Emniéov, ol oyéoeg mou e&dyovial and Bdoel YVOoEWY, ONwg
oL UTNEEGIEG EAEYYOU YEYOVOTWY, UTOEOVY Vol TUREY0UV GOVOAX BESOUEVWY EXTULBEVONC YLat
TNV OVETTUEY AMOTEAEOUATIXGY UOVTEAWY OVEYVEUONG TOQATANEOQORNONS Xl UE TN OEled
TOUG, oUTA Tal LovTéda aviyveuong unopoly va Bondhoouy oTov xoopioud TwY UTOEYOVTWY
Yedpwy yvhong and Adin xou Peudelc TAnpogoplec. Emmiéov, Tto onuasciohoyixd ototyela
WV YdPwY Yvoone unopolv vo Bondicouy otny anotekeopatixy eEEpebVNGT TV GUVOWY
0EBOUEVWY XoU 1) AVEALGT] BEBOPEVWY aTd XOWVWWIXE dixTua uTtopel vor GUUPBEAEL oTNY Tepi YN
o” XU TNV XATavonon Ty Sldéoiuwy dedopévwy. Emniéov, otn duateBy) napovoidlovton
X0l EQUPUOYES OV oV TOYUNXAY 0T TAXOLE TNG XOU GNTOVTOL AUTOV TWV TEPLOYWV.

B’.2 Emnwoxdénnon owatelfBng

B’.2.1 E&atopwxevueveg npotdoeilg yia tweet xou followee
we Baon yedypoug YVHONG

H clotaon nepleyouévou xou GUVBESERY GTA XOWWYIXE dixTu avTIUeTWTILEL TOAATAES TTPO-
xhhoeg. Ilpddtov, 1 dnuoupyia Tou TEoQIN yeHoTtn cuyvd uTovouelETHL and TOUG TERLOPL-
opolg mou tilevtan amd T LTNEEcie xoWVIXAC BixTOWONG oyeTXd Ye TN dladeoiudtnTa
TV Bedopévmy BixTiou TV Yenotwy. Enouévwe, ol teyvixéc mou xataoxeudlouy npogik ue
Bdom Tic xowwvixéc cUVOESELS YpNoT®V (cuvepyatixd @uATedpiopa) amontoly vor ovax el
HEYEAOC OYxOC BeEdOPEVLY BxTOoL, var amodnxevdel xou vor avohLOEL, xon ETOUEVWLS BEV Umo-
EOUY VOl ETUXALPOTOLOVVTAL ATOTEAECUATING UE TNV EUPAVIOT VEWY tweets oT1 poY|. Emniéoy,
ol tpoceyyloelc cuvepyaTxol Pihtpapiopotog mdavdTata Yo a&loAoYHOOLY TUPOUOLOL AV TIXE-
{ueva dlapopeTnd, edv AT dBNUOcIELOVTAL ATO BLAPORETIXOVE YPNOTES, TUPOAO TIOU €Y 0LV TO
{Blo mepleyouevo. Autéc ol mpooeyyioel anoutoly enlong xdde otouyeio va houBdvel dueon
aVATEOPOOOTNON amd TOAAOUE YpNoTES TEOTOY Vo UG TAEL OE GANOUS, YVWOTO WS TEOBANUL
“Quyenc exxivnong”. Mia SlapopeTiny mpocéyyion, ol cuotdoelc ou PBaciloviol oTo TEpLe-
youevo, Booiletoaw otny opodtnTa ToU XeWWEVou. (2oTdC0, CTEPETAL AMOTEAEOUATIXOTNTAS
oTny TEpinTwon Ty UTneectdy microblogging Adyw Tou uixpol ueyEédous Tou XEWEVOL.
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H drodr pog elvan 6TL Tt GNUACLOAOYIXE YORUXTNELOTIXG TWV YRAPOY YVHOGNG UTopolY
va elvon yprotda yior T onutovpyio mpo@ih yenotn xou TV avaAUGCT] BEBOUEVMY XOWVMVIXWY
owtuwv. 2otéc0, oTNy mepinTwor Tou Twitter, To nepleyduevo Twv tweets elvon wxped xan
apand. Q¢ ex To0TOL, M AVAALUGT VEUSTWY TOL YENOUWOTOLEL TPOCEYYIOELS UE oVATAUPdOTIOo
«GLVOROU MEEEWVY TOPUUEVEL AVETOEXNC VLol Vo avTixatonte(lel pe oxplBelar o evbiapépovta
TV Yenotov. Emniéov, ol teyvinéc cuotdoewy mou Bacilovial 6To TEQIEYOUEVO TIRETEL VoL
1ooppomoly uetadh Tne utepBolxrc cboTaong, SnAady Tne odoTaoNg ThEA TOAGDY GToLYElWY,
xan Tne umepBolurc e€eldixeuong, dnhadn tne cLoTaong otolyelwy mou eivar Toh) TapodUOLL
ME aUTE oL €YOUV 1T TEOCTEAACTEL Xal TOU TERPLEYOLY ETAVAAAUBAVOUEVES TATNPOPOPIES Kol
0eV XAOTTOLY TO EVEOG TWV EVOLAPEROVTWY TOU YEHOTN.

H perétn pog emxevipddnxe otny avdntuln uiag véog pedddou cuotdoewy Bdoel neple-
youévou [72] mou yenowonolel ypdpoug yvdong yia (o) e€atopxevuéves npotdoels tweet [71]
xou (B) e€atopxeupévec npotdoelc followee [69]. Auth n puédodoc mapéyel v evolhaxTtind
eCATOUIXEVPEVO YpOVODLEYpoua TToU TEPLEYEL tweets and TNy Tayxdoplo poY) Tou tawpldlouv
EVTOVOL JE To EVOLPEPOVTA TOL Yot xou eCatouxevpévee npotdoelc followees (“molov va
oxohouHow™) ue TopduoLaL EVOLUPEROVTAL.

H npocéyyion pag yenowonolel 0 onuactohoyxry cuvapeld PETAE)D TV EVOLUPEROVTLYV
TWV XPNOTWV X TV Yeudtoy twv tweets poric. H emhoyn tng onuacioloyinnc ocuvdgetag
¢ xpLrtnelou clotaong €xel T axdhovdo tAcovexthuata. Ilpdtov, hauBdvovtac unodm ot
oL yenoteg dofdlouv xa yedpouy Tepleyduevo ye mowiha Yéuota, 1 uédodog cloTaong pog
o&LOTIOLEL TIC AVTIXELUEVIXES Xal QUETABANTES cuoyeTioelg HETAED AUTOY TwV Vepdtwy. Em-
Théov, N uéBodoc pag avtipetonilel To ntpdBinua e utepBohixng e€eldixeuong agloToldvTog
TOV YpAPO YVHOONS Yo Vo TeoTelvel tweets oyetinddv Yepdtwy, xan to Tpdfinuo unepBohixnic
UG TUONG TAEVOUDVTOS TA TEOPIA YENOTOV, SIVOVTOC EUQAUCT) OTA O CLUYXEXELUEVA VEUATAL.
Ye avtideon ye Tic TEYVIXEC CLVERYATIXOU QUATEAURIOUATOS, 1) TPOGEYYIOT) UoC OEV EpyEToL
AVTLETWTY UE TO TROBANUa TNe dladeoiudtntog ndpwy eneldr| dev yenotuwonolel to dedouéva
0L BixtOoU TV YeNotoy. Télog, ot avtideon ye Tic uedddoug «ouvolou Aélewvy (LDA,
TF-IDF), 1 npocéyylon poc amogedyel o TOBAAUOTO OTOTEAECUATIXOTNTAS TOU TEOXOAO-
Ovtan amd To meploplopévo uéyedog Twv tweets. Emimiéov, exywpolue éva Véua o xdlde
tweet Eeywplotd oe avtieon pe Tic neplocdTEpES Uedodoue Bdoel mepleyouévou, oL omoleg
oLUYYWVELOLY Ta tweets xau ydvouy Tov xotdhAnho Badud Aemtopépetag Yot TNV oy WY TWY
Yepdtwy.

H mpocéyyion pag Baclleton otny avomopdoTtacT OAwyY TV THove)Y EVOLAPEROVTWY TKV
YENOTOV WG VAV LEpAEYIXO YEAPO YVHoTNe, 6mou xdlde xoufog avtiotolyel o éva Héuo xan
oL oaxUéC UTOBNADYVOLY TN oYEoT xatnyoplag-unoxatnyopiog petalld twv Yeydtwy. Emniéov,
10 cUoTNUd pag Baciletar oty avanapdoTtacn Tou TEOPIA OTOLULBHTOTE YEHOTN WS EVOG
TAELVOUNIUEVOU UTOYEAPOU TOU YRAPOU YVOONS, ETOL WOTE Ol XOUPOL VoL AVTITPOCWTEVOLY Ta
CUYXEXPUEVAL EVOLAQEROVTA TwV Yenotwy. Ko yia Tic 80o npotdoelg, tweet xou followee,
n wédodode pac yenowomnolel to Aévbpo Steiner tou mpoglh yeHoTN Y Vo UTOAoYioEL T
ouvageta. H dialoinor wog mlow and m yeron tou Aévdpou Steiner etvon 6L dedouévou evog
cuvOlou Vepdtwy, To Aévtpo Steiner elvon 0 UTOYEAPOS TOU YEAPOL YVWOTNG TOU GUVOEEL
pe To Ayotepo x6otog ta Vépota evdlagpépovtog (xoufBotl). Edv wio évvolo cuvdéel dvo A
TeplocoTERN VEUATA EVOLAPEQPOVTOC OTOV YRAPO YVWOTNG, TOTE auTh 1 évvola elvol Tdavmdg
xau 1 (Ba évo Véua evilapépovtoc. Av xou oplopévo Vépata umopet va unv oyetilovta dueoa
UE ToL EVOLAPEROVTA TOU YpNoTT), UTOVETOVNE OTL EQV Wia Evvola aviixel oTo BEVpo Steiner twv
YeudTov evoLapépovTog, ToTe N mdavotnTa Vo elvon Vépa evBlapépovTog xou 1 (Bl audveTan.

179



B’.2.2 Avutépoatn dnpovpyiot aAyvwoTIX®Y G TEOS T
Y ALAXTNELO TN CUVOAWY BEBOUEVY YL AVIY VEU-
orn PeLdwV EWNCEWY CTA UECKA XOLVWVIXYNS Ol-
xTOwong

O odyoprduxée pédodol ylor TNV AUTOUATY Vi VELOY| TUEATAAYNTIXO) TEQLEYOUEVOL GTA
pé€oa xowmvixig dtimaong elvon {oTxrg onuaciag OoTe vo GUPBIAOLY GTOV UETELIOUS TNG
d1ddoong Peudyv ewdnoewy. H avdntudn poviéhwv aviyveuone unyovixic wdinong etvan wa
oladuacio tou Baciletan oe dedouéva xou eYelpel TNV avdyxn YLoL ETAEXT XU TOLOTXE GUVORAL
OEBOUEVWY EXTALBEVOTE, CUUTERLAUSAVOUEVKY DEBOUEVGY AT TOL UEGU XOWVWVIXAS OIXTOWONG
xaL Twv dedouévwy ground truth geudov ewdroewy. 2oTt600, LTEEYOUV OPLEUEVIL YAUEAUXTY)-
ploTixd auTol ToL TEOPBAAUATOS ToU TO xahoTOUV LoVadXd 5OOXO0NO.

o H un autépatn dadixacia ETGHUAVONG TEPLEYOUEVOL EWBAOCEWY Xl UVAPTHOEWY elval
XeovoBopa xau €xElL WG ATOTEAECUO UEEIXE Ko EETMEPATUEVA GUVOANL BEBOUEVV.

o Tndpyel onuovtixy mowalopoppia HETHED TWV UTHPYOVIWY CUVOAWY BEBOUEVLY TOU
eyelper cofopd mpoPBAfuata oty afloToTn AZLOAGYNOT X0 CUYXELOTN TV HOVTEAWY
aviyvevorng.

o Ot meplocdtepes TpooeYYIoElS EOTIALOUV GE GUYXEXPULEVA UTOCUVOAI YoRAXTNRLOTIXMY
Tou unopolv Vo PETENDOoUV UE TOANOUC TEOTOUE, EVE TO YOEUXTNELOTIXG didboong
O TUOU UTOTYWLOVTOL.

o H ¢lom tou mepieyouévou Peuddy edrioewy dev elvan opolopopen xou oyetileton e
TEOCQATA AVAOUOUEVA, YEOVIXE xploa yeEYovoTa, To omoia oL umdpyouces PBdoelg
YVOOEWY XL Ol EAEYXTES YEYOVOTWY EVOEYETAUL VoL UnV €youv emahndedosl axour ow-
oTd.

[N vo avtipetwnioovpe avtés tig tpoxhnoels, avantuoue tny urtodou PHONY, 1 onola
autopatonotel TN dnuiovpyio cUVOLKY dedouévwy Tou meptéyouy Peudels eldrioelc xou To [y vn
o1ddoorc Toug oto Twitter. Muyxexpuéva, 1 unodour xdvel yeHon TV Peudny oWy
TIOL TAUPEYOVTOL AN UTNEECIES EAEYYOU YEYOVOTMVY X0l TARAYEL GUVOAX BEGOUEVWY TIOU TEPL-
AoBEvouy avapTACELS OTA UETH XOLVWVIXTG OIXTOWOTNG TIOL OVIPEROVTAL OE AUTES TLC Peudels
ewnoeic. Autd emtuyydveton pe TN dnuiovpyio evog auENTXo) oVTECTEAUUEVOU EVEETNEIOL
tweet mou mepléyel tweets poric. Autd To gupeTrplo anoteAelton and Bieupuuéva tweets mou
repLhopfdvouy To xeluevo, To UeTadedouéva xou To dedopéva 1o Tol ou oyetilovton pe xdde
tweet. H dnuiovpyla evéc véou cuvorou 6edouévev Eextvd ue tn cLANOYT Peuddy eldNoEwY
an6 Lo TOTOTOUG EAEYYOU YEYOVOTWY XU GTYN) CUVEYEL UE TNV AVAAUCT) XU T1) XPY|OY) TOUS WG
EPWTAUATO OTO OVEC TROUUEVO EVRETHELO.

To PHONY OSnuovpyel ogolduoppa, suéhuxta xou evnuepwuéva silver standard cOvoha
BEBOUEVWY, EVE ETUTEETEL OTOUG YENOTES Vo EMAEEOLY TNV TINYT eAEYYOU YEYOVOTWY, TN
Yeovixy| meplodo xou Tov TUTO PEUBDY EWNOEWY TOU TOUG EVOLIPEPOLY, XOL 1) XEVTEIXY LOEa
miow and v Tpocéyyion pac neptypdpeton oto [102).

Ta cOvoha BEBOUEVLY TTOU BNUOVEYOUVTAL EVOL AYVOOTIXE WG TEOS TA YOQUXTNELO TL-
%3, EMOPEVOC TPOXELTOL Yia GUVOAA BEQOUEVWY TIOU BEV TEPLEYOLY UETENOELS CUYXEXPUIEVWV
YoeaxTnEo Tix@y Tovounone. Autd emtpénel 6Toug YpnoTec va emAéyouv ekeliepa Ta
YOROXTNELO TLXA Xo TG PETPNOEC Tou Touptdlouy xallTepa 0TI Yed6doug Taglvounong xaL
aviyveuong mou emdupoly. To clvola dedouévwy PHONY nepiéyouv dedouéva xewuévou,
Xenoty, dwxtiou xau SLddoone xot, and 660 YVwEILouue, A TO YOEUXTNELC TLXE TIOL GUVO-
vidue ot BBMoypaplo utopolyv vo e€oydolv ansuldeiog yenolonounvtog oanhéc evEpYELeS.
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B’.2.3 Xvotdoeslg BaciopeEveg ot YVwon Yo e€epelvn-
OT] OEOOUEVLYV

To tehevtala yeovia, 1 adZnon Twv JedOPEVLY, 0 OYXOC XL 1) TOAUTAOXOTNTO TWV Olo-
VEOLUWY SeBOPEVLV €YOLY AUERTEL TNV OVEYXN VLo ATOTEAECUATIXE CLO THUAT EEEPEVYNONG
oedopévwy. Ta cuothpata avalhmnong ocuvhteng avtyetwnilouy o axolovdo TeofBiruarto:
ACAPELAL PUOLXNC YAWDOGCUS, ATOTEAECUATIXOTITOL VLY VOELOTE XL GUVOEGTC OVTOTATMY, VoL
YVOELON OVTOTATWY, AEEEMV-XAELBLOV Xl EVVOLOY TOU EEUETOVTOL Amd TOV VEUATIXG TOUEL.
Tautodyeova, Ta dlardéoipa chvoha BedoUEvwY TEETEL Vo elvon tpoofBdotua amd xadnuepvoig
Yenoteg mou dev elvon e€oxelwuévol ue Tic Bdoelg dedopévmwy 1 Tov TUTOo, TN Soun Xou TO
TEQIEYOUEVO TWV OEDOUEVWV.

Y10 mhaioto g dateBric, avantdEaue to cbotnua KNOwDE nou ectidlel otnv mapoyn
Bordeiag oToug yproTteg mou oToyeloLY GTNY e€aywYY YVOONS and dedouéva ywelc Vo Yvo-
ellouv emaxpiBig T CUYXEXPWEVY Boun Xou TO TEPLEYOUEVO TwV dedouévwy. To cbotnua
avTtietonilel To Teolinua e e€epebivnong dedouévwy LTd To Tploua TNg dnutovpeyloug omo-
TEAECUATIXWY CUCTAGEWY BaCLOUEVWY GTN YVOGCT] X0 ToL DESOUEVO XL TNS TOROY NG OYETIXDV
TANEOQYORLOY Yo Tor Bedopéva oTov yenotn. o va mopé€youpe cucTdoelg Yio epwTAUAT
OYETIXY UE TA EVOLUPEROVTA TOUC KOl TAL BEBOUEVA, YETOULOTOLOVUE PACELS YVOCEWY %ot EVOY
Yedpo mou Tpogpyetar amd TN Bdor dedopévwy mou elvar mpog e&epebivnon. Ou onuociohoyi-
x4 oyeTéS oL TAoElS eUThouTOVTOL YENOUOTOLWVTG TEPAUTERW CUCTATELS 0ELOTOLOVTOG
oyéoelc yevixevong xau e€edixeuong and tg Bdoec yvoone. Télog, to KNOwDE, yenol-
pomoLVTag ahyopripoug Vewplag Yedpwy, TeoTelvel avTixelueva DEBOUEVGLY xal TaREYEL 500
AVOTAEAC TAOCELS YRAPWY UE BACT TIC EMAOYES TWV YENOTWY, TROCPELOVTAS UL OTTLXOTONGT)
TOL ETUTEETEL OTOUC YPYOTES VO ATOXTHCOUY LA TLO OAOXATIPOUEVY) OTITIXT| 0T ATOTEAECUATA
xa Toug Bondd vor aAANAETLORACOUY UE TOL TEOTEWOUEVO OVTLXEIUEVOL XOlL TOL AVTIXEUEVA TTOU
oyetilovton ye Toug.

B’.2.4 E¢@oppnoyeg tou a&lonoloV SESOUEVA XOLVWVIXW®Y
OXTVWY Yia €€epedvnoTn CUVOAWY BESOUEVWY

Y10 mhalolo g Bateifric, €youpe avantidlel oplopévee uedddoug xou UTNEESIES, oL omoleg
BlEUXOADYOUY TOUC YPNOTES TOU BeV €YOUV WIALTERES YVOOELS Yol Tol Sedopéval vor a&loho-
yHoouy, va mhonyndoldy xou va avaxoAbouv yenowes TAneogoplec ota diodéoido ochvoha
oedouévwy. O eqopuoyég autég elvon oL oaxdroudeg:

1. Yrohoyiowodg tng mpoocoyne Pdoel tweet yia dpOpa oxeTiXd Ue TNV
COVID-19

To &éonaoya g mavdnulog Tou xopwvolol pag éotpede oe véeg mpotepaudTnTeg GOV
AUPORE TNV AVAAUGCT] TWV XOWVOVIXDY OXTOWVY. DUYAEXPWEVI, CUVEQYUOTHXAUE UE TNV
oudda Tou VAT TUGGOEL TO BIP!FindeIE] v va fondicoupe oty dnuovpyio evég ou-
vohou dedouévev mou Ya anotelelton and Bihoypapla ntou oyetiCetan pe tnv COVID-
19 xan Yo meprhopBaver wiar evohha i HETELXY), €vay BelxTr BaclOUEVO OTNY AVAAUGT)
H€owy xowvwvixng dxtiwone. Kadde ypdgpouue autéc Tic ypaupés, to dpdpa oyeTixd
ME TNV movomnula Snupoactebovton Ye paydolo puUusd, YEYOVOS Tou xadio Td TOA) SUOXOAN
NV anotekeoyoatixy| e€epelivnom xou e€aywyr) XeNOWWY TANEOQORLOY amd oUTd. X
auTd To TANGLO, 0 XVPLOC OTOYOS TNE ouddag Yoy va tapdyel To BIPACOVID19, éva
avolyTé Slordéaiuo ahvoho BEBOUEVKY TIOU TEPLEYEL OLAPORES UETELXEC Tou LTohOY(Co-
vow yior T Bihioypagio mou oyetileton pe Ty COVID-19 [145].

IMo va xotaypddouvye Ty SnuoTixdTNTa Twv delpwy, ETAEEAUE VO UETPHOOVUE TNV
Tpocoy Y| tou Aopfdvel xdide dpdpo oto Twitter. Autr n evahhaxtixy uetpxr tepLhoy-

Thttps://bip.imsi.athenarc.gr/
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Bdver T u€tenom Tou aptiuol Twy TEécPaTLY tweets Tou AVaPEROUY TA CUYXEXPLUEVL
emo TNUOVIXE dpdpa. Oswpolue dTL aUTO elvan €va UETEO TNE TEOCOY MG OTAL UEGO XOL-
vovixig dtiwong yio xde BiBMoypapixd dpdpo nou oyetiCetar ye Ty COVID-19.

Qot600, N Teodcloacn oe 0AOXANEN TN POY| TwV tweets 1| 1 TEoYUATOTOINGT TOAAATAGDY
avalNThoewy ot Lo Topxd tweets Vo €8ive NUITEAT anoTEAEGUATA AOY L TWV TEQLOPLOUWY
mou ¥étel 1o Twitter API. "Etol, yenowonowjoaue éva undpyov cOVOAo BedoPéVwy e
tweets mou oyetiCovton pe Ty COVID-19 xou ta e€opapue yia dievdivoeig URL mou
odnyoLy ota dpvpa Tng Bdong dedouévey wog. Emouévwe, dnuovpyroaue Tig dtleudiv-
oeic URL twv dpdpwv oto doi.org, to PubMed xo 1o PMC pe Bdon ta avtictouya
avaryvoplotxd. Iapdyouue neplodixd tig dievdivoee URL yia ) uétpenon tou deixtn
npocoync oto Twitter ye Bdorn to mo npdopata tweets, To onola dnuociebovue Ue
OLYVEC EVNUEPOOELS EXDOoEWY oTo Zenodo [143] xou otov WotdTONO Bip4Covidﬂ

2. ZUVOLACUOG YEWYWPREILX®Y XOLVOVIX®Y SESOUEVOY YL TN dNutoveyia
TEOPIA ACTIXWY TEPLOY WV

Ta dedouéva tonovestag €youv yenowwonomiel eupews yio TNy aviyveuorn cuuBdviwy,
TNV avdAuon cuvaucYiuatog, TNV avayvoelor hotspot, tnv avayvopion Tumxdy po-
TiBwv xivnong, Tov euniouTiond YapTHy TOAEwY x.AT. 26Td00, To dedopéva Tomove-
olag avtipetonilovy opiopéva cofopd TeoBhiuarta:

o O edehovixéc yvewypapuéc manpogopies (VGIL: e€dyovton and péoa xowwvi-
¢ duxthwong, mhatpopues microblogging, egopuoyég check-in, GPS »wvntov
TNAEPDOVELV) ToL Topéyovton amd dladxtuaxols yeRoTtes elvon apxeTd avoxplBelc.

o O minpogopiec Lnueiwv Eviiagpépovtoc (Pol) (mou npoogépovtal and xopugpa-
fouc opihoug brwe 1 Google, Here, Bing, Foursquare) 9étouv neplopiopoic ot
xerion owtwv v API, napéyovtag €tol 0Toug YENoTES Wl TOAD TEQLOPLOUEVT,
TEOPBOAY NS UTEEYOVCOC LTOBOUNS WA TOANG TTOU OEV UTOREL VO YETOLULOTIOL-
Vel aneudeiog yio TV eaywyr| TEOGUETWY TANROPORLMY Yid TEPLOYEC OAOXATENG
TOATG.

o Acdopéva and xpatxolc @opelc, mapdho mou elvon enionua, empeAnuéva, egat-
PETXNG TOLOTNTAC Xak aBUVATO VoL GUAAEYYOUY amd LOLOTES, €YOUV TO TEOPAVES
MELOVEXTNHO OTL BEV UTOPOUY VO TUEEYOVTOL GE TRAYHUATIXO YeOVO, cuvAlwe dev
elvan Srordéoipa péow API xou to mo onuoavTind, UTopel vor evNUEROVOVTAL OE TOAD
ondvia Stwothuarto (). Oedopéva amoypapnc), ETOUEVKS UTdyEL xivBuvog va
elvon pddhov Eenepaouéva.

I v Bondrooupe toug xadnuepvoic yprotee va e€epeuviioouy dladéoiua dedouéva
mou oyetiCovtan pe acTtxég meployée, avantiiaue tnv urodour CitySense. To City-
Sense elvan €vol SLUVOUIXG TEOYEUUUA TEOBOAAC ACTIXWY TEPLOYWY TOU EVOWUNTMVEL
OLdpopa VoA BEGOUEVWY oL OYETI(OVTOL HE ULol OO TIXY) TEELOYY|, TOUREYOVTAS WULdl
mhovaolo amexovion tng Lwhg e mokng. H epyaoia pag emxevipddnxe oto cuvduo-
OO DLUPORETINY TUVOAWY BEBOUEVWV BLaPOEWY TEOEAEDOEMY YLoL VO TUREYEL LA TTO
ONOXATNPWUEVT] EXOVAL ULag YEWYEapXNC Teployng. [ va to metdyoupe autd, ovo-
ntu€aue to CityProfiler, éva utoclotnua vredduvo yio T GUANOYY) SeBoUEveY, Xou
onuovpyoope TN Bdon dedouévwy CitySense mou amovnxedel to mowiho dedopéva.
[Mo vo epmiouticoupe o dedouéva Xnueiwv Evdiagépovtog, oyedidooue to CityPro-
filer yio v cuUAAEYEL YEWY WP dpac TnetdtnTa oto Twitter [70] Tou dnuoveyeiton and
Toug Ypfotec. Emnhéov, eoTidooue oTNY AnOTEASOUATIXY YWEWXT CUYXEVTEWOT), OTLTL-
xomoinom xou Topouciaon oTov TEAXS YEHoTN UE (Lot TAOVGCLOL ATEWXGVLIOT) OTOLUCONTO-
TE TNYNC OEDOUEVLY, ETOL OOTE OL YENOTES VAL UTOPOUY Vol EQUNVELOUY EUXOAA AUTES

2https://bip.covid19.athenarc.gr/
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Tic TAnpogopieg. Kdvaue to CitySense diadéoio otoug yproteg péow tne avtioTol-
YNNG OLAOLXTLAX TG egoocppow']f] ToU ONoLEYEl UL EvoTonuEVn elxdva TN TERInTWoNg
xerone yog, Ty aotixy teployy) Tou Chicago, yenowomoldvTag avoly T dedouéva anod
oroumTixéc Tnyég, dadixtuaxd APT Pol xou tweets.

B’.3 Xuvelwcpopég dlatel37g

e EEatouixevpéveg ocvotdoelg tweet xou followee pe Pdorm yedgoug
Yveoong
Avanti&ope pio véa pédodo Poaclopévn oto mepleyOUEVO Tou Ypnolonolel Yedpoug
yvoone v (o) e€atopxeupéves Tpotdoelc tweet xou (B) eEoTOUIXEVUEVES TPOTAOELS
followee. Ou cuotdoelg tweet cuviétouv éva eVaAAOXTIXG EEUTOUXEVUEVO YEOVO-
Oudypoupor Tou TepLEYEL tweets poric mou Tanptdlouy €vTova UE T EVOLUPEPOVTA TOU
xenotn xou e€otouxevuévee npotdoelc followee mou elvon pior tagivounuévn Alota Ao-
yoptaouwy Twitter ye mapduola evilagpépovta ye tov yehot. Ko ou 80o uédodot
Hog:

1. Booilovtow oty avamapdotaoy Ty TEoPA YeNno TV ©¢ YEuata evilapépovTog.
Y10 mhaiolo tng epyaoiog pog, ta Yépata eviilapépovtog elval xoufol evog mpo-
%) 0PIOUEVOU YRAPOL YVMOTNG TOU AVTITPOCKWTEVOUY TO EVOLAPEROVTU CUYXEXQL-
HEVOVY YENO TWOV 0L TOU GUVOEOVTOL UE TEOTIO YoUNAO) XOGTOUS YENOLLOTOWMVTIC
Tov ahyopwuo Steiner Tree

2. umopel va tpocoppooTel yia var xohOer vEa DEpato eVOLOPEROVTOG XOU VO UELDCEL
TIC EMTTWOES TNE LTepPohxrg e€ewdixeuone xou e unepBolhc clotaong

3. dev emnpedlovton and Toug meplopiopols mou Vétel To Twitter oyetind pe
oladectudTNTA TWV OEBOPEVLY BLxTOOU

[paryyotomoooue 800 mewpduato: €val Yol Vo a&lOAOYNOOUUE TO GUCTNUA CUC TIOoE-
v Yo tweet xou followee xou €va v To onolo yenowonojooue €va yeydho obvoro
0EBOUEVWYV YLl VoL AELONOYHOOVUE TNV AMOTEAECUATIXOTNTO XAk TNV XAUAXWOT) TG TEO-
oéyyonc poc. H anotedeopatindtnta tne petddou yog Eenepvd o€ TOAES TEQLTTWOELS
TIC TPOCEYYIOELS TNG TEYVOROYIXAC G TAVUNG, TIC OTOIEC UAOTIOLACUUE YLl TOUG GXOTOUG
e oloAOYNOMNG, Xl OmOPEREL XAUAd AMOTEAESUATY GOV aopd TNV oxplBela xou TNy
XAUAXWOT) OTO YPOVO.

o AuTopaTty dMpLoLeYid AYVWOTIXOY YALAXTNELC TIXWY CUVOA®Y d&-
SOUEVWLY Yia TNV aviyveuor PesudwY EWBNCEWY OTA RECA XOLVWVIXNS
SuxTLWONG

Avanti€ope o PHONY, uio unodoun yior Ty awtouotonoinon tng dnwoveylag silver
standard cuVOAWY BEGOUEVLV ALY VOO TIXWDY YoEAUXTNEWOTIXDY. AuTd Tar ahvoha 6edo-
pévwyv meptéyouy (Peudel ewdnoelg xau to fyvn g Slddooric Toug oTo dixtuo tou Twitter
ue Baon tig Peudeic ewdnoElC TOU TOEEYOVTAL A6 LOTOTOTOUG EAEYYOU YEYOVOT®Y %Ol
TepLhopfdvouy Tar amapaitnTo Sedopévar yior THY EaywY OAWY TWV YAURUXTNELO TIXDY
oL cuvVaYTOVTUL 01N BiAoypagic, cuunep ouBavouévng TNE SLIBOCTE 0TO BIXTUO Xou
TWVY CNUACIONOYIXODY YOURAXTNELO TIXWDV.

Emmiéov, Siepeuviioaue To eVPOG TWV YARAXTNELO TIXWY AVl VEUOTC THRATANEOPORNONS
Tou cuvavtevtal ot BiAoypapia. H SiateBr) mapéyet plo mAven Tutohoyio yopaxtnel-
oty Tou Bac(leton 0TV AVAALGOY XA CUC TNUATOTOMNOY OAWY TV SLdECLUWY Y opo-

3http://geoprofiler.imsi.athenarc.gr/
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XTNELOTIXGOY. AUTA 1 Tuohoyia uropel Vo elval yeHoln Yo TNV EXTUUSEVOT HOVTEALY
aviyveuong Peudwy edrfoewy Tou xaAOTTOVY GAOUEC TOUC TUTOUS TURATANEOPORNOTC.

Emnmiéov, ypnowonojoope o PHONY yio vo dnplovpyricoupe to ehhnvixd chvolo
oedopévwy PHONY, éva pyeydho ohvoho dedouévmy Peudoyv eldrioeny tou dadibovto
oty eMnvixr} ogalpa Touv Twitter. H anotehecpatixdtnta tov PHONY petprinxe ye
a&lohbyNom Tou eEAANVIXoL Guvokou dedouévey PHONY mou égtoace plo uéon axplBela
Tou 77,5

e Yuotdoelg Baclowéveg ot Yvwon yia e€epebvnor SedouéEvwy

Avanti€ope 1o KNOWDE, éva oo tnua yio tn dnuiovpyia anoTeAeoUaTinGy ouo tdoe-
Vv Baclopévey oTn YvaoT xou o dedouéva Yo Ty e&epelivnon dedouévny Bdoel epw-
Uty avalitnong yenotwy. H uédodoc nicw and to KNOWDE eivou dtL oL évvoleg
OTO EPWTNUA TOL YeHoTn avtioTotyilovion pe Ti €vvoleg ot Bdorn dedouévwy ue T Bo-
el BAoewy YVOOEOY TOU TapEY oLV EVUANIXTIXEC AEEEIC-XAELBLE Xal (PEACEIG-XAELDLAL
mou oyetilovion oNUACIONOYIXE UE TIG aEYIXES, YLoL VoL XaTaypdpouy To TporyUorTixd
EVVOLOAOYIXO TAXCLO TWV EPOTNUATLV TWV YENOTWV. LUYXEXQLIEV, YLETOULOTOLOVUE
mpotdoeic mou Pocilovioan oe BAoelg YVOOoEWY Xou €vay Yed@o mou e&dyeTon omd TN
Bdom dedopévwv (Yedpoc dedopévmv) yia va Bondficoupe toug yeRotee Tou dev eivan
olyoupol TS va oynuaticovy éva cwoto epntnua. Autég ol mpotdoelg Bondolv toug
YENOTES VO OYNUATICOUY EPWTAUATA CYETIXE UE Ta EVOLUPEEOVTA Toug xou TN [Bdom
oedouévwy. O ypRotng Umopel vor aAANAETULORAOEL UE TO GUC TNUO ENEXTEVOVTAS TO op-
YO EQOTNUO UE QUTEG TG EVUAAOXTINES AEEELC-XAELDLE TOU TOEVOUOUVTAL OVOADOVTAC
YEdPoUC AEEEWMV-XAELBLDY, dNAADY) aVATOEAC TAGEWY Yiat xGe AEEN-HAELDL xou oyeTINég
evalhoxtixéc. Emmiéov, 1o KNOwWDE enexteivel autéc Tic evoarhoxtixeg AUGELS xon
TPOCEREL TIEPUUTEPL CUCTAOELS BUCLOUEVES OE OYEOELC YEVIXEUONS Xou eEEdixeuong
TIOU TEOEPYOVTAL ATO TIC BACELS YVOOEWY.

Y ouvvéyew, 1o KNOwWDE yenowonowel Tic emheypévee AEeic-xAeldid o €voy
Yedpo mou mpoépyeton and Tt Bdor dedouéviv (Yedpoc dedouévwy) yia vor dnuioup-
YHoel GG TACELS TAEVOUNUEVLY OVTIXEWEVWY antd Tar dedouéva pe Bdor T cuyvoTnTd
toug xou v PageRank Boduohoylo toug. T vor mapéyoupe pior mo oAoxAnemuévn
HATLE OTAL AMOTEAECUATA, ONULoVEYOUUE 6V0 TEOBOAEC TOL YEdpou dedouévmy pe Bdon
TIC eMAEYUEVES EVOMOXTIXEC AEEelc-uhedLd, Bnhadr Tov Troypdpo S xou to BEVOEO
Steiner, mou cuVdEoLY Ta O xplolua xon oYETIXA avTixelpeva TNE BAong BedoUEvwy.

‘Eyoupe vhomoifoer 1o KNOWDE, 1o onolo enl Tou mapdvtog evonuatmvel tn Bdon
(R TVIAVAYY CORDIS?] xan TiC Pdoeic Yvwoewy DBPediaE] ol ConceptNetﬂ ‘Eyou-
pe emnlong avomtLEel TNV eQapUoYn KNOWDEE] YENOWOTOLOVTAS ULt PLAXY] o TO

Yeotn diemapm.

e Yrnoloyiwowog tng npocoync Bdoel Tweet yia dp¥pa oxeETIXd RE TNV
COVID-19

Yyedidoaue pio pedodohoyia Yo TOV UTOAOYLOUO EVOC EVOAAOXTIXOU OEXTN TEOCOY NS
mou e&dyeTon Amd BEBOUEVA XOWOVIXGY OIXTOWY Ylor TNV xatdtadn tne BiBhoypapiog
mou oyetileton pe Ty COVID-19. TINa to oxond autd, e€opboue éva undpyov chvolo
dedouévwyv pe tweets mou oyetilovtar ye Ty COVID-19 yia éva obvoro Sievdivoewy
URL rnou napanéunouy ota dpvpa tou oyetilovta ue tny COVID-19. Autdcg o deixtng,
mou ovopdletan Ilpocoyr| Social Media, ftay 1 cuveloPoEd pog 6T0 GUVORO BEBOUEVLY

4https://cordis.europa.cu/en
Shttps://wiki.dbpedia.org/
Shttps://conceptnet.io/
"http://knowde.imsi.athenarc.gr/
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Bip4COVID|Ej To BIP4COVID19, eivon évol avoryto Stardéoio 6Ovoro BedoPEVLY Tou
TEPLEYEL OLAPOPES PETPXES YLo TOV avTixTUTIOL Tou unoloyilovtan yio T BiAloypapia
mou oyetiletar e v COVID-19 xou o omolo €yel §d1 cLYXEVTROGEL uEYAAN TeOCOYY
oto Zenodo (151.570 povadixéc npoBohéc xou 14.232 povadixéc Mewc péypr otyuhc).

o JUVOLACUOG YEWYWEIXWDY XOLWOVIX®Y OESOUEVELY YL drMuiovpeyia
TEOYIA ACTIXWDV TERLOY WV

‘Eyouue oyedidoet xou avoantiéetl to mhaioo CitySense, €vo duvopixd Tedypouuo Teo-
BOAAC OO TIXWYV TIEPLOY WV TIOL EVOWUATWVEL dLdpopa ahvoha dedouévwy Tou ayetilovton
UE Lol 0o TIXY| TEpLoy Y}, TapéyovTag pla TAolota anexovion tne {onfg wag moing. To
CitySense cuvdudlel dedouéva and droxntixéc mnyég, API onuelwy eviiagpépovtog xan
T0 xoWKVIX6 dixtuo Twitter yia va mapéyel plo evomoinuévn tpofolr| OAwy Twv dladéot-
MWV YWEIXOY TANROPORLOY YOl Uiol CUYXEXEWEVT aoTixY| Tteploy ). [ To oxond auto,
avorntuéaue to CityProfiler, éva unoclhotnuo unedduvo yua T cuAhOYT) SeBOUEVLY
%Ol TNV AMOTEAECUOTIXY YWEIXT) CUYXEVTPWAT, xat T Bdor dedouévwv CitySense mou
anoUnxevel T OEBOUEVA TOU GUAAEYOVTAL.

Emniéov, avantdlaue v avtioTolyr Sladixtuaxy| eQoouoy ﬂ Tou dnuovpYel W &-
vormoinuévn dnom tne aoTxng eployg Tou Lixdyo. Xe autd To Thalolo, EoTIdooUE
OTNV OTTXOTOINGT XU TaEOLGiacT OTOV TEAXO YEHOTN PE Wit TAOVGLY TEOBOAT) TwY
oladéoumy BEBOUEVOY Yo TNV EUXOAYN EPUNVELD AUTOV TV TANEOPORLOY UECE WLIG
QUG BLlemapnc Xe o).

8https://zenodo.org/record /5560080
9http://geoprofiler.imsi.athenarc.gr/
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Appendix C

Glossary

I'\woodpel

Metdppoom

k-onuoavtixdtepa

AYVOOTINO (G TROG TOL YUQUXTNELOTINS

avdxTnon Thnpogoplag

avdhuon Yeudtwy

AVATOEAOTACT] «GUVOROU AEEEWVY
avaLpopd

AVTECTRAUUUEVO EVEETTPLO
avTixeluevo dedouEVwY
AVTIXEUEVO TOU BLaBIXTUOV
anfynon

APOCIWON TWV YENOTHOV
Barduoroyia

Bardude Aemtougpetag

Bdon yvwong

Yedpog Yveone

dedopéva SLxTOOL YENOTWY
0€vdpo Steiner

onuovpyia Teogik yenotn
onuopLiia

01ddoon TV Peudnv eldNoEWY
olaryelplon BEBOUEVLV X0 YVOOTG
OLEUPUHEVAL TWEETS

0ixTUO aVaPoEEOY

EVOUAAOXTIXT) UETEIXT
eCatopixeuor

e€epelvnom dedopévey Bdoel Yvaong
e€epelivnoT) OedoUEVLY

e€6pLEN AEWEVOL

EMONUOVOT TEQLEYOUEVOL
ETUOTNUOVIXES ONUOCIEVTELG
emtipnomn woalov
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AvyvyAwdg 'Ogog

top-k
feature-agnostic
information retrieval
topic analysis
bag-of-words representation
reference

inverted index

data object

web object

impact

user engagement
score

granularity
knowledge base
knowledge graph
user network data
Steiner tree

user profiling
popularity

fake news diffusion
data and knowledge management
broadened tweets
citation network
altmetric
personalization
knowledge-based data discovery
data exploration

text mining

content labelling
scientific publications
mass surveilance



Yéua eVOLapEPOVTOC

LEQUEYIXOC YRAUPOS

oY UPd CUVOEBEUEVOS YRAPOS
{yvog duddoorg

XUTHTOE

AEVTEXOTNTA

xheloToHTNTA

XALUAXWOT)

Aovidvov Héua

Aavddvouvoac avdideone Dirichlet
uédodol xotdtolng
ueTadEdOUEVL

unyavie pdinon

UNYavVIoUo TeocoyiC

novtého aviyvevong
povtehonoinon Vepdtoyv
oUdda-6TOY0C

opyaviouol ehoEwY
TeoBANua Yuyehc exxivnong
TEOY POUUATIOTLXY) DIETAPT) EQPAPUOY WV
Tpocoy g BAcel TWEET
TEOTUTIWY BLdyVoNC

P0Y) TWEETC

EPWTNUA

OMUICLONOYIXE. Y AEUXTNELOTLXG
ONUACLONOYIXT] CUVAPELL
ONUACLONOYIXT| OYEDT
ONUACLOAOYIXOU TEPLEYOUEVOL
cUVOAXT TidpaoT

6UVOAO BEBOUEVLV

GUVOLO DEDOUEVWY EXTALBEVOTG

ouoTdoelc Tou BacilovTal 0To TEPLEYOUEVO

c)OTNUO CUCTACEWY
Tagvountig

Ty Bdong

Tuy Lo TEPLYTOM
unepBolxn e€ewdixevon
unepBoluxr) cloTaot
unoBadeo alndeiog
(POUVOUEVOL TORATAYNONG
(POUVOUEVOL TIORATANEOPOENONG
YUEAXTNELOTIXG VLY VELUCTG
YORAXTNEIOTIXG Blddoang

Y EOVOOBLoY UL
(eudeic eldnoelg
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topic of interest
hierarchical graph
strongly connected graph
diffusion footprint
ranking

centrality

closeness

scalability

latent topic

latent dirichlet allocation (LDA)
ranking methods
Metadata

machine learning
attention mechanism
detection model

topic modelling
target-group

news organizations
cold-start problem
application programming interface (API)
tweet-based attention
diffusion patterns

tweet stream

query

semantic features
semantic relevance
semantic relation
semantic content
influence

dataset

training dataset
content-based recommendations
recommender

classifier

default

random walk
over-specialization
over-recommendation
ground truth

misleading phenomena
misinformation phenomena
detection feature
diffusion feature

timeline

fake news
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