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ITepiindn

Yty mopoloa Simhwpatiny epyacio yehetdue Ty xatddiidm xon modg unopel va aviyveuvdel uéow
povtéhwyv Badide Mnyavixic Mddnone. H xatddiupn elvon éva and ta mo xowd Yuyd vooruarto
nou taAaviCel Tohhole avipdroug oe dho tov xéouo. Eutuywg, umdpyel TANGOE0 QUOUAXELTIXWY
AYWYOY TOL JOVOVTOL Vo avTETOTiooLY TV xotddln. Qotdoo, n didyvwon tne xplveton axdun
enimovr, xadog tor cupTTGUaTa TNG XaTdIMPNG elvan TOMATAG o AEXETE XOWE HE dAAES Puyixéc
aoéveleg xal, ETOUEVKC, duoyepalvouy TNy Bladixacto didyvwong.

Apyud, axohovdmVTag Yol EXTEVY] avapopd oTNY UEyel TOpa €pEuva Tou €yel Tpaypatonotniel
YOpw and v Sodixaocta aviyveuone xatddidme otov topéa e Eneepyaociac Puoinic I'hdoooag,
ETAEYOUUE VO TEAYUOTOTOCOUPE TNV BLXY) HaC EPEUVA GE QUTH TNV EPYAC(A YPNOLLOTOLWVTAS €Va
G6UVOLO BeEDOPEVWY TIOU TPOEpyEToL amd TNV dladixtuax? mAat@opuo Reddit. Ewwdtepa, €yel oui-
heydel éva cOvolo yenotoy, pall ye Tic dnuooteloel; Toug o BLdpopa VAUATH TNG TAATQOPUIC XAl
éyouv ta€voundel we xatadhimtxol 1 vytelc. To obvoho Bedopévwy yoc, Ude avayxdlel va oTpa-
(polue ot povtéha BVo emmédwy, xadde Yo ypelaoTolue TpdTo wa enelepyaoia twv dedopévwy oe
eninedo dnuoocicuong xan ot cuvéyelo oe eninedo yprotn. H mpdtn pac evépyeta elvon var oviyve-
0oouUE BLdPopes EXDNAMOELS TNG VUPMTILVNG CUUTERLPOREEC Xol VoL TIC UVOUAGOUUE XUTIAANACL UE TLC
“ue-ouppealoueva’ avamapac Tdoel; Tou eEdyovto and To Bert. Xpnowonololye xatdAAnioug ovi-
YVELTES Yol To ouvaloUnUa, TNV ELEWVELL Xol TA YUPUXTNRLOTIXE TG TEOCWTIXOTNTAS Yol TNV Xdde
onuoacievon tou yenot.

‘Eneita, eTAEYOUPE VoL €6 TIUGOUUE GTOV VLY VEUTT) GUVOLGUHUITOS XAl VoL TpooTrd ioouYE Vo BeNTL-
OOOUPE TNV YEVIXOTERN ETBOOT TNG VEYLTEXTOVIXNG HoG, VO TERO aNtd TORATNENOELS TG AmOB00NS TWwV
HOVTEAWY Yag. AvanTtOoOOUUE BlapopeTixés PEVOBOUS EVOWUATOONS TNG TANEOPopias Tou Aopfdvou-
UE a6 TOV QVLYTEUTH OTIC aVOmopdoTaoels Tou e&dyovtan and to Bert. Yuyxevtpwtxd, avoiboupe
TeElC UEVHBOUC TOU TIRAYUATOTOLOUYTOL GE ETUNEDO YENoTY, 6Tou GUYBLALoUUE BVO BLUPORETIXES Vo~
napao Tdoele Tou yeNotn: Wwa and to Bert xou pio and tov aviyveuty, xou teelc yedddoug oe eninedo
dnuoacievong, 6mou yenowonolotue Tov unyoviopd Ipocoync xatdAinia yia va cuvdudcoouye Tig HUo
avamopao Tdoelc TNg xdde dnuoacieuone xaL GUVORLXA VoL THPOUUE [LOL OVOTAEAO TACT] YLoL TOV XeNoTY).
"Totepo and pio emmhéov avdhuoT Hog GTO GUVORO BEBOUEVLV, XUTAAYOUUE GE BUO GNUOVTIXG YO0~
ATNELO TIXG IOV UTopolV Vo Bondricouy nepattépw oTny enidooT Tou LOVTENOL pog, 1) XeYion uBelo Txo)
xan ol Ae&lhoyiou. Elcayouue xortdhinio autd tor YopaxTNelo Tixd 6To LOVTEAOD UUC XOL XOTAUPER-
vouye o Bedtiwon e t8éne tou 5% oe oyéon ue to povtého ywelc autd xa 15% oe oyéon pe o
p€yet TedTVOS XohOTERA LOVTENL.

Télog, emextelvouue TIC OEEC XU TNV APYLITEXTOVIXY| YOG OE BV axdua oOVOA DEBOPEVWV: €val
axbpo oYeTOUEVO PE TNV XoTd LN Xol Vel TOU 0popd GTNY AViY VEUGT| SNUOCIEVGEWY TTOU TEPLEY OV
onuddio dyyoug. Kou ta 800 chvora Sedopévwy avayxdlouy TnV dpyLTEXTOVIXT| LoC VO “XaTEREL €val
eninedo, TPOXEWEVOU Vo EPUPUOCTEL, EYOVTOC O AUTEC TIC MERLTTWOOELS €vol eninedo AéZewv xou éva
eninedo dnuooietoewy. H avotnta yevixeuong tou povtéhou yag, xadde xat 1 xenon evog aviy veuth
SUVACVNUATOS XKoL 1) ELCAYWYT| ETUTAEOV YORAUXTNEIOTIXGDY, OYETWLOUEVLY YE TO UPBELoTNG xou NHd

AeENOYL0, xplvovTaL ATOTEAECUATIXG X OTIC U0 TEPITTOOELS.
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oduatoc, Médodol Evowudtwone Iknpogopioc, TReotixd Acgiddyio, Hhixd Aegihdyio, Aviyveuon
Ayyoug



Abstract

In this Diploma Thesis, we study Depression and how to detect it through Deep Learning
models. Depression is one of the most common mental health illnesses that afflict many people
around the world. Fortunately, there is a plethora of medical treatments that can treat depression.
However, its diagnosis is still considered difficult, as the symptoms of depression are multiple and
quite common with other mental illnesses and therefore, they complicate the process of diagnosis.

Firstly, following an extensive analysis to the research done so far on the task of depression
detection in the field of Natural Language Processing, we choose to conduct our own research in this
task using a set of data derived from the online platform Reddit. In particular, a set of users has
been collected, along with their posts on various platform threads and they have been classified as
depressive or healthy. Our dataset forces us to switch to two-levels models, as we will need to first
process data at a post-level and then at a user-level. Our initial action is to detect various aspects
of human behavior and to combine them appropriately with the contextualised representations
extracted from Bert. We use appropriate detectors for emotion, irony, and personality traits for
each user’ post.

Next, we choose to focus on the emotion detector and try to improve the overall performance
of our architecture, following observations of the performance of our models. We develop differ-
ent methods of integrating the information we receive from the detector into the representations
extracted from Bert. Collectively, we develop three methods performed at the user-level, where
we combine two different representations of the user: one from Bert and one from the emotion
detector, and three methods at the post-level, where we use the Attention mechanism appropri-
ately to combine the two representations of each post and create a generalised representation for
the user. After an additional analysis of our dataset, we decide to use two handcrafted features
that can further help in the performance of our model, the usage of profanity and morality in the
vocabulary of the posts. We properly introduce these features in our model and we achieve an
improvement of 5% compared to the model without them and 15% compared to the previous best
model.

Finally, we extend our ideas and architecture to two more datasets: one related to depression
and one that detects stress into posts. Both datasets force our architecture to "go down" a level
in order to be implemented, having in these cases a word-level and a post-level. The ability of our
model to generalize, as well as the use of an emotion detector and the introduction of additional

handcrafted features, related to profanity and morality, are considered effective in both cases.

Keywords

Deep Learning, Depression Detection, Natural Language Processing, Bert, Emotion Detection,
Fusion Methods, Profanity, Morality, Stress Detection
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Euyoeiotisg

H exndédvnon authc tng dimhopotixic epyaciog anotedel éva onuelo opdornuo oty axadnuoixy
nopela Hov, xadde P€ow auTig OhoXANEGVETAL Vol UEYAAO xe@dhono tne Lolc Hou.

IMpota and 6ha, ogeliw evo ahnhvo guyoplotd otov emBAénovta pou, tov Kadnyntr AréEavbpo
IMotopidvo, mou pou €dwae TNV euxatplar Vo Yivew PENOS Tng opddac Tou gpyaotneiou Tou, Uiag opddac
TIOL oL €Btve dlopxg véa epediopata yvaong xa pdinone. Xwpic tnv xadodrynon xo tic cuuouiéc
Tou dev Yo fitay Suvarty 1) Tepdtwo TNE Tapovoag epyaciaug. Ogeihew PUOIXA Xou Vol UEYENO EUYIUPLOTE
oe A1 TV opdda tou xou xvping otov INidpyo Iopaoxevémovio, Eudiun Iewpylov xan Ltégoavo
Ay\dtn mou elyav nédvta v diddeon vo ye cuyBouréucouy, va pe xotevdivouy xat vo culNTHooUNE
EXTEVAC TIC WOEEC o TOL EUTOBLA TTOU TTAPOLGLALoVTaY.

Y1n ouvéyela, 9€hw va euyaplotiow Padid Toug yoveic wou avaryidta xow Avidvio xou v adep@n
pou AleZdvdpa. Xwplc Ty TATen oThElEn xou THY aVISLOTEAY aydmy) Toug Tou AopfBdve xod” 6An tnv
dudpxela Tne Lwng you, dev Yo ta elyo xotapépet. Euyaplotd mou elote dimha pou.

Oa Adela, enlong, vo euyoplothiow ethixpvd toug Baoihn Mndha, Koatepiva Mduodn xou Eiedvva
Koukétou, mou frav mévta tpddupol vo axoboouy xou va ge Bondricouy ue tic ox€delg xou Tic TpoTdoElc
TOUC GTNY OAOXAAPWST AUTHS TN BtmAwUaTixC epyaoiag.

Téhog, puowxd, dev umopd va mapahelde va euyaplotiow dAoug Toug Pihoug pou ou HTay exel yia
euéva oe Hhec pou TiC oTiyUég xau e otnpllouv Bapxdde. Mou éyouv yopioel yeptnd and Ta To GUop@a
ouvatojuata xou oTiypée mou €y Pudoel. ' Adyoug cuvtoplag, dev Ga avapepde ovouaoTtixg,
oaAAG Yvwpellouy o (Blol Téoo onuavTied etvan Yo uéva 1) oyéon pou pe tov/ Ny xoéva/ xadepio Toug

EewploTd.

Hilag Teravtagpuihdmoviog

Adfva, Mdptiog 2022
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Chapter 0

Extetopévn EAAnvixn Ieplindn

0.1 Ewoaywyn

Yty mopodoa SITAOUATIXY epyacio aoyYoAolUAoTE YE TO TEOBANUa TN aviyveuone xotddiudng
an6 dnuootedoels ot Yéoa xowwvixnc dixtiwone. H xatddiun eivon pla odvning Puyinnd Sotapayn
nou Ttohaviler mepinov 322 exatoppdpla avdpndnoue nayxoopine, to onolo avuotoyel oto 4.4%
Tou Toryx6owou TAnduopol [13]. Axdua xou av undpyel pior TANUMEA QUEUOXEUTIXMDY AYWYMY Yiol
NV AVTWETOTON TNE xotddAung, n didyvwon e xplveton axdua entnovy), e€outiog Twv ToAATAGY
CUUTTOUATOVY TG, Tot omtola o€ YeYdho uépog elvan duvatd va oyetilovran ye honée Quyinéc aoPévetec.
Emniéov, évag tepdoTtiog aptduds avlpdtwy yenoylonolel To HECa XOWWVIXNE BIXTUWONG OTIC UEPES
pog, o omold EUTOTEVOVTAL VLol Vol LOLdlovTon TPOCWTIXES TOUG TANEOPORieS Xl Vo EXPEdlovTal.
H perétn e xatddhdne oe auth tnv epyaocia anotelel wa nolveninedr diepyaoia, n omolo meay-
patonoteitar Ye ypron unyovixic pdidnone xot vevpwvixdy dxtbwy. H aviyvevon yiveta oe eninedo
XENOTAOV Xt ETOUEVKS Vo TRETEL TR Ta VoL ENEEepYalOUACTE TIC ONUOCIEVCELS TOU EXACTOTE YPNOTN
xow YETd péow autdv va eneepyaldpacte Tov ypotn ooy ovtdtnte. Aopfdvovtac To ohvolo Twv
dedopévwy Yog and to Reddit, apynd npoteivouye wia uehétn tng aviyvevong xatdding mouv Yo ey-
TEPLEYEL TNV aviyVELGCT] BLUPORETIXWY OTOLYEWY NS avIpOTIVIC CUUTERLPORAS XAl CUYXEXPUIEVAL TNV
av{y)VEUGT TOU CUVACUARATOSC, TNG ELPWVELNS XL TNG TEOCKTUXOTNTUC. 2TN GUVEYELX Xou VoTeEPA amd
TOL CUUTEPAOUATOL KOG ATO TNV TOEATEVE HPYLTEXTOVIXT|, E6TWALOUUE OTOV 0L VELUTH cuvatoUUToC
%o TREOoTIWOUUE VoL avomTOEOUUE BlaPOpETIXES UETHBOUC EVOWUETWONS TNE TANEOPORioc Tou Aoy-
Bdavoupe and autov 6to PBooixd pog yovtéro. Ta anoteréopoarta goc delyvouv 6Tl 1 cuvac¥nuaTixn
mhnpogopla unopel va yivel onuovtixd vl To povtélo pac xon va to Pondfoel otnv epyacio e
aviyvevone xatddiune, avantiooovtog xotdhhnies uedodovs. Emmiéov, diedyouye plo avdiuon
BedouévewY TPOXEWEVOU Vo EAYOUUE YENOULO YUPAXTNEIO TIXG TTOU UTOPOVUUE VO EVOWHATWOOUPE GTO
HOVTENO oG YELPOXIVITA, WOTE Vol ALENCOUPE TNV anddoon Tou. Avahbdouue TNy onpacio 8U0 TETOLY
Yopoxtnelo txddv: 1o Ubplotixd xan to nhxd Aelndylo. Téhog, enextelvoupe Tig 1déec yoc o Blo

emnAéov cOvoha BeBOUEVLVY, OTOL Xt ETBEBOLOVOUUE To EVPTLATO LIS

0.2 Ocwpntixd YTroBadeo

0.2.1 Avadpopixd Nevpwvixd Alxtua

‘Eva avabpopixd veupmvixd dixTtuo vl vog TUTOC VEURWVIXMY SIXTUMY TOU EUTERLEYOLY ECHTERLXY
uviun.  Ebvow avadpouixd, xadoe 1 é€odoc oe xdde Bruo aviiypdgeton xou oTéAveTton miow oTO
avadpoulxd BixTuo xan Yenoiwomoleiton coav eloodoc oto enduevo Prpa. O unyoaviouds auvtde elvan
TOAD ONUOVTIXOC VLo EQPUPUOYES, OTOU AMOLTE(TOL 1) ATOUVAROVELCT) TNE LOTOPIS TWY TEOTYOUUEVWY
elo6dwy xon e€68wv. Xto 1 amewxoviCetan plo tétola Sdtaln. H xpuen xatdotaon oe xdde ypovind

BrAua xou 1 €€0dog unohoyilovton we mapoxdTe:
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he = fr, (Wrnhe—1 + Wyxe + by)
Yt = fy (Wyhht + by)

® . @ (fTD ®
= IA}—>|A}—>|A|—’

5 & & &

Figure 1. Eva &etvhiyuévo ANA, dnov X; €lvar to Sidvvoua €10660ov mov mepiéxel akodoviieg
xapaxktipwy ano uia Ae€n kar hy elvar to idvvoua €€6dov. IInyn: colah.github.io

Yy napoloa epyacia, yenotwonotolye to Gated Recurrent Unit (GRU), to onoio anotehel
évo. mopayouevo twv ANA xou avuyetwnilet ev pépet to Pooixd mpdBinua avtdyv, To "gradient
vanishing", npoctétovrag 600 emmiéov moAeg, v TOAN Avavéwone xau tnv nOAn Avoipeonc. H
nOAn Avavéwaong elvan exeivn mou anogactlel ndon and vy mopeddoviny| Thnpogopla ypeetdleton va
nepdoet oto péhiov. H nOAn Avalpeone ndon and tnv nponyoluevn ninpogopia Yo npénel To WoviéAo

,
va Eeydoet.

0.2.2 Mnyaviopog Ilpocoyng

To mépaocya tng mAnpogopiag uéoo amd uia oelpd avadEOUXOY CUVIECEMY TEOXUAOUY ATAELN
TAnpogoplag. Emmiéov, 1 axoloudixy @lon twv ANA Sucyopévouy Tov TapdAAnio UTONOYLOUO.
Mia olyyeovn Aior oe autd fede and tov Mnyavioud tng Ilpocoyre, To onolo mpotdinxe npwta and
toug Bahdanau et al. [14]. To onuavtixédtepo otoryeio Touv unyoviopot eivar i Bondder to povtéha

VoL 8GOV TEPLOTOTEPT TPOTOY Y] GE GUYXEXPIEVD onpeior xatd Ty enclepyacio Twv dedouévamy.

Avto-Ilgocoyr H Auto-Ilpocoy eivon évag unyaviopds ntpocoyfic mou unopel, enlong, vo e@op-

pootel oe pla mpdTaom, 6ToL BeV UTdpYEL xdmoLa eTTAéoY TANEOOoplo xou ametxoviletal oTo 2.

[' L L %'—_'j

Figure 2. H porj tng mAnpogopias o€ évay unyxavioud Avto-Ilpoooxris. Ye avtideon pe ta ANA,
o1 unodoyiopol o€ kde xpovikd Briua eivar aveEdptntor SAwy twy vnodolnwy Bnudtwy kal €TOUEVnS
umopoly va yivovr mapdAAnia. Inyn: [1]

Kéde eloodoc x; pmopel vo modlel Tpelg dlaopeTixolc pdhouc otny dladxactia. Mmropolue pe
Bdon autd, va ddooupue Toug opiopols twv "query", "key" xou "value" mou amotelolv xou TiC TO

ONUAVTIXES EVVOLEC TOU UNYAVLOUOL TNG TPOCoYNG:

1. query clvar to otoiyelo-otéyoc g Badixacioc. Autd to otouyelo ocuyxplvetar ye xdide

otolyelo el6d0L Tou Tponyeito aUTOL.

2. key elvou xdde otolyelo e.od6d0u Tov tponyeiton Tou oTolyeEloU-GTOYOU XU cLUYXEvETAL HE AUTO.
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0.2.3 BERT Apyitextovixy

3. value eivar to otoiyelo mou ypnowwonoieiton Yoo Tov uTohoYLoud Tne Tehxc e€6dou.

ITpoocoyn IToAhanhdv-Keparov. H npocoyy| Ilorhaniodv-Kegohdv etvar pla dhAn apyttex-
TovixY) Tpocoyhc, 1 omnola anoteleltan and uepixd eninedo mou Tpéyouv mopdAinia. O pnyavio-
POC AUTOC ETUTEENEL GTO UOVTENO VO TROGEYEL TNV TANEoopia and BLapopETIX0)E LTOYDEOUS V-
TopaoTdoEwy ot dlapopeTnég Véoeic. ‘Eyel anodeiyVel ot Sovkelel xolbtepa and v llpoco-
xhe Mioc-Kegohne, xadog epapudlel tov cuvniiopévo unyavioud Hpocoync oe molhamid xopudtio

TUEGAANACL X0 ETELTOL GUVEVIVEL TOL ATOTEAEGUATOL.

0.2.3 BERT Apyitextovixm

To BERT, 1o onolo npotddnxe and tnv Google AI [15], eivon évo mpoexnatdeupévo Loviého
and Padelc transformers 2-xatevdivoewy YioL TNV XATAVONCT TNS YAWCSOAS, TO OTOlo GTYN CUVEYELL
enovexmatdeveTol yior plo epyaoio. Efvor, emouévwe, éva YAwoouxd povtého to omnolo €yel exmoudeutel
070 BooksCorpus (800ex. Aé€eic) xou otnyv ayyhuf, Wikipedia(2,500ex AéEeLc) TpayhotonOLOVTAS
8o epyaoiec:

e Masked Language Model: Avt{ vo mpofiéneton n endpevn AéEn, tonodeteiton wia pdoxo oe
tuyaiec Aéeic oty npdTao xat npolAémovian autés. AuTéd emTEENEL GTO UOVTEAO VoL YENoL-

HOTIOACEL TNV TANROQOoEiot Xl TwVY 800 XATELVOVEEWV.

o Next Sentence Prediction: Auty 1 epyaocia mpofiénet av 1 mpdtn mpdTacn nou diveton oTo

povtého mponyeiton Tng dedTERNC.

0.2.4 MeVodol 'Evwong

IToA\G mpoPuata amontody THY EVOWUATEGT) SLPORETIXDY TNYWY TAnpopoplas. Mepxés popeég
autd Tor mpofARuoTa TeptAopfdvouy TOAAES, EEXWELOTEC AVATAPAOTACELS TANEoQoplac, OTKS Yo
TopddeLYUo XelUeEVO, emdva, N0 x0oX., 6ToL Ja TEETEL VO GUYBLUG TOVY XUTEAANAGL YLoL VoL TEoY-
HATOTIOACOLY Wiot GLUYXEXPWEVY epyaoia, 6Tmwe To vo xatahdBouv Ty oxnvh pac touviog. Alkeg
(popéq, autd ta mpoflAfuata mepthauBdvouy molhamhéc mnyéc Tou (Blou eldoug elwdbou, TS Yia
napdderypo 6tav mpootodolue va e€dyoupe ulo evioda tepihndn TOAATAGY xelwévwy. e oauTég TIC
TEQINTWOELS, Aotndy, ypewdletan vor avantiEoupe uedddoug €vmaong tng mAnpogoplac N pe xdmolov
TEOTO Vo eledyoupe Ui deutepelouoa TAnpogopla péoa oTny Tewtebovoa. 'Etot, éyouv avomtuydel
didpopec uédodol. H mo ouyvi uédodog €€’ awtddv elvon 1 amhi| cuvévmon (concatenation) 6mwe gotve-
Ton o oTo oyfue 3. Trdpyouv xou dAAeg xowvol pédodol, 6mwe 1 xeron g deutepedovcag TANEo-
poplog yio va yivel xdmoto amolémnion (scaling) tne npwtedoucac TAnpogopiag f/xo vo tpoc¥écoupe
xdmota xhion (bias) oe auth. H évworn propel va yivel o onolodinote eninedo tng apyrtextovinhc
X0l CUY VA CLVICTATOL O TEWUUATIOUOS UE BlapopeTnd enineda evonwudtwong. Télog, 1 deutepebouca
TAnpopopla TOU EVOLUATOVETOL Utopel va elvar To oTdNnoTe Yewpolue euelc ypriowo. Xe mohhég
epapuoyéc amoteel anAd pla ewtepnr) Yvodon nou umopel vo Bonidroel to exdotote Yoviélo vo

BeAtidoel Ty ambédo0n Tou.

0.3 Xyetxr BiAoypapia

Ta péoa xowmvixre dixtdwong anotelolvton and yerotee mou avePdlouv didpopes dnuoactel-
oelc Touc. )¢ amotéheoyo, LTdEYOLY dlaopeTinéc Tpooeyyloels xdde epyooioug mou Poaocileton oe
xdnolo. online mhatpopua. Eldxdtepa, unopodue va yenoiwonoificouue elte tic dnupootedoelc eite

Toug YpnoTee, ol onolol amoterolvton and dnuoactedoels, yio pio epyaoto.
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Concatenation-based conditioning
simply concatenates the conditioning
representation to the input.

conditioning
representation

The result is passed
through a linear layer
to produce the output,

input output

w
2
]
c
]
]
I
g
]

Figure 3. An\ij ouvvévwon (concatenation) avarapeotdoewy.

‘Ocov agopd v mp®dtn neplntwor, éyovue Ty epyocia Tadlvounong wog dnpootedong oe plo
Ao How ETOPEVWS TO TEOBANUA avdyeTal o€ éva anhd TpdBinua to€lvéunone xewwévou, 6nou 1 xdie
dnuooicuon Vewpeitor avtévoun xor aveldpntn Twv unololnwy. Ot mo GUVADELS dPYITEXTOVIXES
Tou yenotponotolvton ot auth Ty nepintwon eivon ANA, CNNs xau transformers ([16], [17], [18]).
Emmiéov, elvon Suvatd va ypnowonoindolv xan xdmota uBeldixd wovtéla, ta onolo cuvdudlouv dUo
1 mopamdve and o napondve poviéda ([19]). Téhog, undpyet wio évtovn xatedduvon xou Tpog TV
unremfBiendpevn pdidnon, yenotwonowdvtac Variational Autoencoders [20], Adversarial Training [21]

xot Reinforcement learning [22].

Yyetnd ye v deltepn nepintwaor, oxondg Yog elvon var TaglVOURcOoUUE Evay Yehotn ot Wia 1 o
neplocdTeEpES xATNYOoples, 6Tav 0 XEHoTne €xel dnuoactedoel ulo oelpd and xelueva ota Héoa XOVWVIXAC
dxtOwong. XNy meplntwon auty, undpyouv dUo duvatés mpooeyyioelc Tou mpoPAfuatoc. H mo
ouy V| Tpocéyylon elval va oTdooupe To TEORBANUe ot 800 ETTEDA XAl CUVETMS VOl ATOXTHOOUUE EVal
eninedo-dnuoacieloewy xou éva eninedo-yeriotn. Tote, Yo npénel apywnd vo e€dyoupe ta o yehotpa
YoeaxTneLoTixd and xdde dnuocicuon, hauBdvovtag wa avanapdotaoy tne xadeulac xoL ot cuvEYEL,
YENOWOTOUOVTOC OUTES TI UVATIPUOTACELS OAWY TWV SNUOCIEVCERMY TWY YENOTOY, Vo e&dyouue plo
GUVOALXT| OVOTHpAoTaon Yo ToV Ypnotn. Mio deltepn npocéyyion elval vo YewpioOUHE TOUS XpNoTeS
ooy EeXWELOTEC OVTOTNTES XAl VO TPOOTIICOUUE VO VUAUCOUPE TLC CUUTERLPOPES Xl TIC OYECELS
HeTaZ) BLPOpETIXOV YENoTOY (H€ow xovdY oTolyElny Twv Blwy 1 Twv dnpocieloewy toug). Xe

aUTH TNV TPocEYYLoT, Yenoworolovvta tohd cuyvd ta Graph Neural Networks [23], [24].

Téhog, éva onuavtind otolyelo oTic Sdpopeg epyacieg mou oyetilovton ye Yéuata Yuyinhc vyeiog
elvor 1 €0y WY GUYXEXPUIEVOY YUPAXTNPIG TIXEWY TOU Vat QorvolV YpHOWO GTO LOVTENO UG XOL OYET(-
Covtou ye v exdotote epyaoio. H efaywyh TETolwv YopaxTnploTixdy TS YAOCCUS €YEL amodeLy-
el Wwodtepa yprown, xadde Behtidvel onuavixd Tig embddoelg Twv hoviéhwy. Lo v e€aywyn
aUTOY, Yenotponooviar cuyvd Ae€xd, 6mwe to LIWC [25] xou to Emolex [26], ta onofa tali-
vouoUv éva oivoho AEEewv oe ouyxexplévee xatnyopicc. Emmiéov, unopolv va ypnowonowmdody
SAec TpomXOTNTES (OTWC 1) 0G, EXGVAL), aviyVEUST) OTOLYEIWY CUUTERLPOEDS (OTWE ElpwVElR, TEOCHL-
TuxdTNTa), aviyveuon wetapopixic YAOoooS, Xt oxdpo ol SNUOYEUPIXE YopAX TNELO TLXE.

0.4 Ilpoteiwvopeva Movtéla

To cbhvolo Bedopévwv Tou Yo YENOLLOTOCOUUE OTNV ToEoLCO BITAWUITIXY epyacio Tpoépye-
ton and to Reddit, pla online mhotgdpua, to omolo amoxaretton "Reddit Self-reported Depression
Diagnosis (RSDD) dataset" [27]. Anoteheiton and yprotec nou xatéypodoy pdvor Toug dtL éxouv
Sy vwodel e xotddhudm xou tepthopuBdver oyedov 9,000 xatadhintixols yeRotes xan 107,000 vyieic.
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0.4.1 "Awiyvebovtog to ITdvta"

0.4.1 "Aviyvebovtag ta IIdvta"

To mp®To POVTENO TOU YENOWOTOWVYE Yiar TNV aviyveuon e xatddhdne amotelelton and éva
BERT xou tpelc BlaopeTinole avlyveuTeg, évag Xuvauoiruatog, évag Epwvelog xou évac Ipoow-
mxotntog. Kdle évog and toug mopomdve aviyveuTée, eyl exmoudeutel oe pla cuyxexplévn epyaoia,
nou oyetiletar e TV avtioTolyo oTOYO0 AvViYVEUOTS, UE EVOL GUYXEXQOLIEVO DLUPORETIXG GUVONO Be-
BOUEVLY ol UE Hlol CUYHEXELIEVT) Blapope TixY) apyLTeEXTOVIXY. OuolacTixd, 6To TEOBANUA LoC, XEVOUUE
xeron tne texvixic g Metagopdc Mddnong, xadog exmoundelouvue xdmota HOVTER VLol DLOPOPETIXOVC
OXOTOUC Xl UETH TA UETAPEPOVUE GTO TPOBANUA L0 TEOEXTOUULOEVUEVQL.

H opyitextovixr] tou povtéhou amewxoviletar oto 4. Xuyxexpwéva, oe eninedo dnuoocicvong,
gyoupe OTL:

b; = BERT (w1, wa, ..., Wy, )
e; = EMOTION (w1, wa, ..., Wy,)
i; = IRONY (w1, wa, ..., wp,)
p; = PERSONALITY (wy, wa, ..., Wy, )

6mou b; € R78 ¢, € R399 j; € R?°0 xou p; € R3O, evdy wy,wa, ..., w,, oL MéEeic e exdoTOTE
onuoaoievong. Telwd:

p;i =bjoc;oi;0p;

omou o elvon To oVUBolo TNg exdoTote Pedodou GUVEVKOT.

O Output

Dense Layers + Softmax Fully Connected Layer

Attention Layer

BiGRU

Sarcasm detector Emotion detector Personality detector

user's post

Figure 4. H ouvohikn apxitektovikr} tov povtédov pas "Aviyvevovrag ta Ildvta”.

HepopanlopacTte pe dlopopeTinoie aptipois and dNUocteloels Xo XATUAYOUUE OE Xdmota YeYoudol
oupnepdopota. Apyixd, cuunepaivouue 6Tl 6oeC teplocdTeRES dNpoaoteloels eneepyaldpaote and Tov
xade yeNoTn, 1660 xaAUTERY ETUBOOY XATAUPEPVEL TO LOVTENOD HaC, X4t o efvan Aoyxd, xadde tepio-

o6TEPES ONUOCIEVCELS ONUalVEL Xat TIEPLoGHTERT TANEOYOp(a X0t ETOUEVWS, UTOPOVUUE VO EE8YOUUE TLO
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Model ‘ precision recall fl-score
SGL-CNN [28] 0.51 0.56 0.53
MGL-CNN [2§] 0.63 0.48 0.54
KFB-BiGRU-Att [6] 0.57 0.51 0.54
KFB-BiGRU-Att-AdaBoost [6] 0.58 0.54 0.56
BERT 1:12 0.41 0.74 0.53
BERT 1:7 0.64 0.53 0.58
BERT-EMOTION 1:12 linear 100 0.31 0.81 0.45

Table 1. AnoteAéopata dAwy Ttwy povtédwy ya 600 dnuoociedoeas avd xpriotn.

BéPoua oupnepdopota. Ilapatnpeotue 61l 1 enidpoon twv aviyveutdyv Epwvelog xou poownixdtntoc
elvow meplocdtepo tuyaio. Autd ogeiheton oty avunopéio e elpwvelag oe Tétola Véuata 6To ohvoho
BEBOUEVLV Xou GTNY avixavdTNnTa TS epyaociog "aviyveuon npocwmxdntoc”, xadde otvetar vor unv
dUvVaTan 1) eE0Y WYY ONUAVTIXWY CUUTERUCUATWY, OE GUVBLUCUS YE TO Xaxd GOVOlO Bedouévwy Tou
Xenowlonoleltal Yo Ty extoddeuoT oty cuyxexpuEvn epyoaoia, avtiotoya. O aviyveutng Xuvouoi-
poatog gafveton var €yel plo tpoBhemouev avtidpoor. Ewduxdtepa, xdde @opd mou yenoiwonolelton o
CUYXEXPUEVOS OVLYVEUTAHS Topatneolie wiat Tdom Tou Hovtéhou va Talivouioel TOMOUS YPNOTES 1
xatodMrTixole, aveldptnTa and To av avixouv GVIwe o auTh TV xoTnyopia, XAt Tou Topatnee(-
o and to uPnho Recall oe cuvduaoud ue 1o younhoé Precision otig avtiotouyeg nepuntdoec. H
xartdrdhudm ebvon pla Puynr aodévela tou oyetileton dueco pe o cuvaloUnua xou ETOUEVKCS 1) TPOOTd-
Ve aviyvevone ocuvaiodnudtwy and tny xdde dnpocieuon tou xdde yerotn diver plo winorn oto
HOVTENO VO GUOYETIOTEL 0 EXAOTOTE YENOTNS PE TNV XaTddApn xon enopévng vo tavoundel oe auth
v xhdon.  epopoatilopacte enlong ue Supopetinols tpdTOUE TRPOCUPUOYNE TS Bldotaong e
OVATTOPAC TAONG TWYV AVLYVEUTOV, UE TOV XaAOTERPO TpoTo va anoteiel 1 tpoo¥rixn linear layers mou
npof3dAlouv Vv didotaon 6hwv ota 100. Téhog, to BERT netuyaivel ta xahbtepa anoteAéopata and
Ohot xou pofveTon omd POVO TOL Vo dlardéTel EmapxY) XoVOTNTOL VoL TEAY HATOTIOLAGEL TNV dedouévn To&-
wéunom. Luvenne, To xah0Tepo cuvolixd amotéleoyua (petpuxd, fl-score) Siveton and to oxéto BERT
xon pe pio averoyio Bopwv 1:7 oty cuvdpetnon xoctoug. To amotedéopota, yia 600 dnpociedoeic
avd yehotn, gaivovtor cuvorTixd 6To 1.

Xenowonolhvtae we Bdon 1o xahidtepo povieho péypel topa (BERT 1:7), mpootadolye vo dodue
OG0 XUAd YEVIXEVEL Yid BlapopeTnols aptdpols SNUocleloewy avd ¥ehoTn oty @dor eAEyyou.
Metafdilovtog, xatdhinio tov apidusd autd, Eextvdrvtog and 10 dnpootedoelc avd yeno T xat PTavov-
tag €y xan 2000, T amoteAéoparto avamnaplotavtal 6to 5. Iapatnpotue T 6Aeg oL petpnég €xouy
pio otadlomy dvodo uéypl mepinou tig 600-800 dnpooctietoelc xou botepa To Recall pewdveton, to Preci-
sion cuvey e avgdvetan xat to fl-score pével xotd Bdon otadepd. H peivon tou Recall pog delyvel v
YEVIXOTEPN PEWOT TV TAEWOUNUEVLY OC XATHIMTTXGDY XeNnoTdy. Qotdoo avidvetar to Precision
X0l ETOPEVC XATAATYOUPE OTO OTL XxUpleC PetvovTan ol Aaviaouéva TaEvounuévol owg xatoadAntixol
YeroTeES Xa 6L T6G0 oL cwoTd Todvounuévol. Autd emBeBalwmveton xan and to otadepod fl-score, To
omnolo yag delyvel, ev téhet, 0Tl 0 puiUOS pelnong Twy Aaviaouéva VeTixdy Setyudtwy elvar uPniote-

poc and tov puiUd pelwong TV cwoTd Vet SelyudTwy.

0.4.2 Evalroaxtixd Movtélo

'Onee onuetdooue Topamdve, o aviyveutic Luvalodiuoatog anodelydnxe o o "Aoyxdc" aviyveutie,
%xa0d¢ emneedlet To HovTELO xaTdhhnha. Xuvende, anogoacilouye va €6 TIHCOVUE TARPKS GE QUTOY TOV
oV VELTH xou Vo avamTEOUPE TPOTOUS, (oTe 1) TAnpopopia tou Yo e&dyetar and autdy va Pondriocet
10 povtého-Bdom, mou Ya elvon To BERT. I'o awtd tov oxond, epapuoéloupe xon avokbouue 6 dlapope-

Tnég Peodoug cuvEvwone Tng ouvalonuatixic TAneo@opiag Ue TNV TANEoYopia Tou TEoEpyEToL Ad
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—w— precision
0.7 1 —a— recall
—t=— fl-scOre

0.6 4

05 4

04 4

03 4

T L L L L L L T
ﬁgGDDGGGGD¢ﬂQ¢¢QﬂQ¢ﬂ¢
() (=]
SRRSRBRBESS5533582858
L i B T R B B e B B B

postsfuser

Figure 5. Precision, Recall, ka1 F1-Score ya dapopetikols apOpols dnpooieloewy avd xpnotn
katd tny pdon eAéyyou.

to BERT. Teeig and tig uedddoug Yo mporyuatonoodvton ot eninedo dnuoaieuong xou teelg oe eninedo
Yoo, OTKe auTég Blarypdpovtal 6To 6.

UoREURIEIU0T)
uopuaIY

r_mf_7

il A

(d) AmA owévwon Paciocuévn otov unxavioud
(a) A ovrévwon. Tpoooxri.

uopuaY

a 1-a

prowBs + Jeaur]

(b) Ewaywyr a rtapauérpouv.

/T\ (e) Mnxariopds nuddy Baoiopérog otov unxaviopd
- Tlpoooxris.

[ & ]

Linear

uonuay

(¢) Mnxaviouds Tuddy.

(f) Aguikés Metaoxnuatiouds Paociopévos otov
unxaviopd Ipoooxng.

Figure 6. M<0obor évwong twy avamapactdoewy. Apotepd anewxoviCovtar or uébodor o€ eninedo
xpnotn kar 6e&id o€ emmédo dnuooicvong.

‘Eotw 6t b; n avoarmapdotacn tou yehotn and to BERT xau e; n avtiotowyn avarapdotaon and
Tov aviyveut ouvaiothjuotoc. Erniong, b; n avanapdotaoy tne dnuoocieuone ¢ tou yprotn and to
BERT xou e; n avticTtolyn avanopdotao and Tov aviyVeuTy| cuvotodiuatoc.
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Chapter 0. Extetopévn ENnvixd Ilepiindn

Anidg Yuvévwon H tehunr| avanapdotaor tou yerotr dlveton and :
uj = bjlle
a mapdpeteos  H tedun avarapdotaon tou yeRotn diveton and :
uj=a-bj+(1—a)- e
Alonodnuxd, pudulletar ndéco Ya yenowonomdel 1 xdde avanapdotaoy uéow TS & TULUUETEOU.
Mnyaviopog ITuioy  H tehu] avanapdotacn tou yerotn diveton and :
u; = b; © sigmoid(linear(e;))

Aronodnuxd, dnuoupyolpe éva SLdvuoHa HAOXAS UECK TNG OVATOPECTAUONG TOU CUVALGUAUATOS, TO

omolo ETMAEYEL GUYXEXPUIEVDL TIPOEEEYOVTA YaRUXTNELOTXE antd TNV avamapdotact tou BERT.

AnAg Zuvévwon Baoiopévn otov unyoviopno Ilgocoyre Madaivouye plo cuvdptnon
amd TNV CLVEVKOT TV 800 aVamapacTAcenmY Wag dnuocicuone and to BERT xou and tov aviyveuty

CUVALOVAUATOS. LUYXEVTOWTIXAL:
fc(bi; ei) = tanh(WC[bi || ei] + bc)
omov W, be elvon exmoudevOUEVES TUPGUETEOL.

Mnyaviopog ITuiov Baciopevog otov unyavicpwd Ilpocoyne ‘Ouoia ye vy avtio-
Tolyn meplnTwon ot enlnedo yenroty, yadalvetan uiot UEoXO YOEUXTNELE TIXWY XL GTT) CUVEYELOL EQap-
uoleton oto BERT. Tuvende:

fo(bisei) = a(Webi +bg) © e

omou Wy, by elvan exnandeudueveg TapdUeTEOL.

Agivixoc Metaoynuatiopnos Baciopevog otov punyaviowo Ilpocoyrs  'Evoc apivixdg
HETAC Y NUATIOUOE EQapUOeTal OTOV AAVIAvWY YMEO TWY XPUPHOY XATACTACEWY. JUYXEXPUEVA, YeNol-
MOTIOLOVUE TS OVOTHPAC TAGELS OO TOV VLY VELTY CUVALCUAUATOS YLol VoL SNUloupyhoouue To dlavdo-
pota y xou 8. ‘Eyoupe:
fa(bise;) = v(ei © b + B(e;))
V(x) = Wz + by
B(z) = Wax + bg

onov Wy, Wg, by, bg elvan exnoudeuoUeveS TOQAUETEOL.

Ta anoteréopata atvoviow otov mivaxa 2. Ilopatnpobue éti dheg ou pédodol Evwone Pehtin-
VoLV %aTd TOAY TNy amhy) mepintworn cuvduaouol tou BERT ye tov aviyveuts) Xuvauodfuatog mou
eldope mponyouuévws. Emmiéov, ol uédodol mou mpaypatomoolvion o ETMUMESO YEHOTYN ONUELD-
vouv uniétepo Recall, ohhd yauniétepo Precision omd exelvec mou hapPdvouv yweo oe eninedo
onupooievong. Autd elvon Aoyixd va cupfaivel, xadog dtav 1 cuvaoOnuatixy TAncogopla evOVETIL
oe eninedo ypRot, Beloxetan oD Bardid 6To povTéNO xou emopéve unopel vo ennpedlel teplocbTepo
™y tedx andpoon Touv Tavounty. Etol, dnwe oyoMdotnxe xou Tponyouuévme, agol 1 cuvacdn-
potxr) Thnpogopla mpoxahel neptocdtepous yprotee va Tavoundoly we xatodAintixol, 6tov ot
1 TAnpogopia unalver o apyd oto poviého, auidveton to Recall (awEdvovton o taEvounuévor e
xotadhrTixol ypHoTe).
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0.4.2 Evodlaxtixd Movtéro

Model precision recall fl-score
BERT 1:7 0.64 0.53 0.58
BERT-EMOTION linear 100 0.31 0.81 0.45
Am\n Zuvévwon 0.46 0.71 0.56
o TOPBGUETPOG 0.49 0.70 0.57
Mnyoavioude ITuiody 0.46 0.69 0.55
Mnyaviopde ITuAGY + sigmoid 0.54 0.66 0.59
Am\n Zuvévwon Baotouévn otov unyavioud IHpocoyre 0.51 0.62 0.56
Mnyovioude Iurey Boactoyévog atov unyovioud Ipocoyrg 0.54 0.59 0.57
Aguvinde Metaoynuatiopde Bactouévog otov unyovioud Ipocoyic 0.56 0.61 0.58

Table 2. Ta anotedéopata twv dagopetikey nedédwy évwaong.

Xeponointa Xapaxatneitotixd ‘Ercita, axolovdolue pla extevig avdAuon twv Sedouévev
poc. H xoatdddm elvan pio neplmhoxn Quyin) aodévela, n onolo dev unopel vo aviyveuvdel ebxoia
and yeantd xelyevo TV atouwy. XuvicTtato, Aotndy, va epeuvnioly Ta XEUEVA TEPLOCOTERO, (OGTE
vat Beetdolv xdmota Slapopetind hellhoyixd potifo mou unopoly va gavolv yerowo. ‘Ereita and vy
elpeoT TETOWWY PoTiBwY, N TPOcUpUOYT) TOoug GTo wovtého apudlel va yivel yewpoxivnta, Balovtag Ta
dueca 6T0 povtého poc. Totepo and eXTEVH avdAUGT TOU GUVOAOL BEBOUEVLVY LOC, XOTUAYOUUE VoL

peAetooupe Totor AeEd YopoXTNELoTING:

o Aptduoc dnpooieloewy xal AEEewy avd dnpocicuor. Xuyxexpyévoa, mapotneridnxe
oL oL xoatad M Tol yeHoTeg €xouy Xatd UEGo Hpo TOV BIMAdGCLo dpliud SNUOCLENCEWY and TOUG
vytele yerotee, xadog xan neptocdtepeg Aéelc avd dnpoacieuan Toug oe avahoyio 5:3. Puoixd,
ToV optdud TwY dNuocieucewy BeV UTOROVUE VO TOV Y PNOULOTOINCOVUE GTO UOVTENOD Uag, Xxadde
Bev €youpe Ypovixy TANEo@opio xou EMOYEVWS, O BIMAACLOC apiludg dnuocieboewy umopel va
YedpTnxe xaL oe dmAdola Ypovixt Bidexela. Avtidétwe, Tov apidud twv AEewv divatal Vo Tov

XENOWOTOLCOUYE.

o TReioTind Acgihdyro. Agol nopatnprooue tny éviovr yeron uPelotxol he&hoylou amnd
To ot M Tixd dTopa, emBefonwinxaue xou and TIC OYETUES YETENOELS, xoHdS TEAYHATL Ol
xatadhinTixol ypRotee xdvouy mo évtovr ypehor UBpltotixol Aedloyiou. T tov xdlde ypho
Bydlouye éva evialo ox0p Yo T0 TOGO LBELOTIXAC ELVOL KoL YPNOLLOTIOLOUUE AUTO Gy EMITAEOY

YOQUXTNELOTIXO.

o HOwd Aegihdyro. Xpnowomowdvtag v enéxtaoy Touv LIWC otig nhixéc Siaotdoeig mou
éxavay oto [29], divovtac évay aptdpd mou ovopdleton " dovaun" xou Tocotxonolel Ty
o plog Aé€ng, e€dyouue 800 yoapoxtneloTxd yio xdde iy Sidotoon Yo tov xdde ypRot.
To mpwto yoapoxtnelotwd elvon o uéoog 6pog e "ndurg Bdvaung" twv dnuocieucewy Tou
xdde yperotn xou To BedTEpo YAUPAXTNELOTIXG Elvol TO TOCOGTO TWVY dNUOCIEVCEWY EVOC XENOT
mou mephauBdvouy Touldytotov wia AéEN mou mepiéyeton 6To Aedxd e Ndrc didoTaong.
SUVoAXd, Yol Ti¢ 5 BlaoTdoElS, cuYXEVTpwYoLupe 10 yopaxtneloTxd ylo Tov xdde yenotn.
Iapatnpotue 6tL o xotadhntixol yerotee ypnotwonoloty mohd mo ocuyvd ndd Aegihoyio,

eve dev umdpyouv onuavtixés dlagopéc otny " Suvaun".

Eqgopuélovpe ta mapomdve 6to xahdtepo povtélo pog, to onolo elvon o Mnyavioude ITukdv oe
eninedo yehotn. To anoteréopata cuyxevipwvovtal otov mivaxa 3. To yewponolnto yopaxtTneloTixd
EVOWUATOVOVTAL 0TO ETUNEDO YEROTH TOU LOVTENOL Yac, xadde FENOUUE Vo ETNPEGCOUY AEXETY TNV
andépacy tou poviéhou. BAénoupe 61l 1600 1 UBpic 600 xan To Nlog elvon MOAD onuovTid oTny

anédooT) TOU HOVTEAOU ot BEATLOVOLY dEXETA TNV ETBOOY AUTOY, PTdvovtag WdMota ot éva fl-score

25



Chapter 0. Extetopévn ENnvixd Ilepiindn

precision recall fl-score

Mnyavioude TTuacy 0.54 0.66 0.59

Mnyaviopde IIuAGY + OBplc + Hdoc 0.64 0.61 0.63
Mnyavioude Huaoy + fdog 0.63 0.60 0.62

Mnyavioude ITuhov + Ao + OBplc 0.71 0.55 0.62
Mnyoavioude IHuaoy + fdog + OBpic + aprdudc_ Aé€ewv 0.49 0.71 0.58

Table 3. Ta amotedéopata tng evowUdTOONS TWY YEPOTOINTWY XAPAKTNPIOTIKOY 0TO €TITESO
xpnotn tov povtélov uag.

oo pe 0.63. Otav, wotdoo, mpoctidevton xar to dVo, dev mapatneolue xdnola emniéov Peitiwon.

Téhog, o aprdpog Twv AEEewv Qaiveton va PNy €yel ev TéRel tol emduunTd anoTeAéopoTA.

0.5 Ilepiocdtepa 2Ovora Aedopevwy

Enextelvouye tic napandve 1déec yag oe 800 oxoua chvoha dedouévev, éva oyetlouevo Eovd
pe Ty xatddiuhn xou éva pe to dyyog. Ko ota 800 cUvola Sedouévmv, TeayHatonoloUue XATolES

ONUAVTIXES BLUPOPETIXES OTNV APYLTEXTOVIXY:

o Kodoe mhéov 1 epyaoia poc elvon vo ta€ivouricovye pla Snuooicuon xou oyt évay yenotn,
négptoupe éva eninedo oty apyltextovixy). Avti v eninedo dnuooicuong xau eninedo ypriot,

nhéov €youpe eminedo AEnNg xou eninedo dnuoacievong.

o llpocvétouye pio emmiéov nepinteon apuxod YeTAoY NUATIoUOU, 6Ttou BAlouue uio U Yeouulxr

ouvdeTnon (CuYXEXEWEVA, THY LTEEBONXT EQUTTOUEVY).
o A)\dloupe t0 GOVOAO BEBOUEVGV XL TNV AEYLTEXTOVIXY TOU VLY VEUTY| CUVALGUAUATOC.

e ‘Ocov agopd o yewonointo yapoxtneiotxnd tou ious, odrdlouye Tov TpéTo aviyveuons. Auth
TNV QOEd., BNULOVEYOUUE TO LOTOYESUUOTO X0 AoBAvVOUUE TNV xatavour] Tne xde dnuoaievong
o€ 8 BLUOTARATO X0 TNV TEPVIPE w¢ €l00d0 yia To flog. Luvemde, agol €youpe 5 dlooTdoelg,
€youpe éva didvuopa 40 draotdoewy (5 ndixée dwiotdoelc - 8 BlaoTHUATE) XoL YENOLLOTOLOUME

éva linear layer yia vo yewdoouye tnyv didotaon oe 5.

o IIépa and TNV EVOOUETMOON TWV YOPaXTNEIO XY ot eninedo dnuoocicuong, e€dyouue Tic avtio-
TOLYES TWEC avd AEETN Xoll EVOWUATWOVOUUE TNV TANeogopio xat ot eninedo AéEne. Tote, éyoupe
4 BLOPOPETIXEC TIEPITTACELS: EVOWUATWOT GUVAICUNUATIXNE TANpogoplag ot eminedo AEENg xou
YELPOTONTWY YopUXTNELO TV OF ETUNEdO AEENC, EVOWOUETWON cuvacdnuatixrc Thnpogopiag oe
eninedo AEEne xan YelponolnNTwY YapaxTnELo Tixwy ot eninedo dnuooicuone, eninedo dnuocicuong
- en{nedo Mé&ne, eninedo dnuooieuong - eninedo dnpocievonc. Otav PeloxbUacte oTNY TEMTN
neplnTwOo), Ta YELPOTOINTA YUEAX TNELO TIXE amoTEAOUY PEPOC TNE cuvaoUnuaTic TAnpogopiag
(amhf cLVEVKGT QUTAY), EVED oTNY SE0TEEY TERITTWOT), ToL YELEOTOINTA YAPAXTNELO TIXE, EVOWUATOVOV-
ot 1600 610 BERT 600 xou oty nAnpogoplo cuvaicdiuatog péow e pedodou tou MHyavio-

pol TTuhGY (ot auth arodelytnxe 1 xahltepn).

0.5.1 Koatddiupn

To clvolo dedopévmv ou YenoLorololpe tpoépyeton amd o (9] xou elvan apxetd wxpd, xodoe
nepthoufBdver 1,293 xatadhintixéc dnuootetoelg xou 548 xoavovixéc. Ta cuvolixd anoteAéopata TwVY

uedddwy mou avahboaye, tapouctdlovion oTov Tivaxa 4.
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0.5.2 "Avyyoc

Acc F1 P R
LIWC [g] 70 72 74 71
LDA [§] 75 74 75 72
unigram [8] 70 81 71 95
bigram [8] 79 78 80 76
LIWC+LDA+unigram |[§] 78 81 84 79
LIWC+LDA+bigram [8] 91 93 90 92
LSTM [7] 87.03 - 90.30 -
Bi-LSTM 7] 86.46 - 88.08 -
BiLSTM+Att [7] 88.59 - 90.41 -
EAN [7] 91.30 - 91.91 -
Am\ Yuvévwon pe Tlpocoyn 93.03 95.25 9424 96.35
Mnyavioude ITurady ye Tlpocoyn 91.79 9429 9434 94.23
Agpivixde Metaoynuatiopde pe Ipocoyy 92.87  95.00 95.92 94.11
Mn-Tpopuixdc Aguvixde Metaoynpatiopde ye Hpocoyr | 92.87  95.01  95.83  94.23
A\ Xuvévwon 88.65 9195 91.60 92.31
o TOPGUETEOG 89.19 9248 90.44 94.62
Mnyaviopde ITuAGY + sigmoid 90.27 93.18 91.79 94.62

Table 4. Ta anotedéopata twv povtédwy tou [7] kar [8] oto aUvolo debouévawr [9], kalds eniong
ka1 ta anotedéopata twy Hovtélwy pag pe tg 7 dagopetikés pelédovs évworg.

Iopotnpotye dtL ot uédodol mou mepthapBdvouy unyavious Hpocoyrc Eenepvoly dha ta state-of-
the-art povtéha oe enidoom, eved dheg ot pedodol Evwang Eemepvoly ta baseline yovtéia. Iapatnpodue
yior plor axdpn gopd 6Tl oL uédodol Tou TEAYUATOTOUYTHL G EUTEdO dNuocieucng €xouy xatd uéco
6p0 unidtepo Recall xou younhotepo Precision ond autée mou cuyPoivouv oe eninedo Aé&ne. Emi-
nhéov, melpapatilépacte npocdétoviag ta yopaxtneloTixd UPelc o Hloc oTo povtého yag, ool
TpTA €Youue eMPBEBAUMOEL TIC TOPATNENOELS UAC Xl OE oUTO To oOVOAO Bedopévwy, dTL dnAadY| ut-
dpyouV dEXETEC BLAPORES TWVY BUO XAACEWY W TEOC AUTA Ta Yopaxtnelo Txd. Téoo 1 UBeig 600 xau
To fdog onueldvouy onuavTixy BeAtinworn otny anddoon TwV UOVTEAWY Uag, xplvovTtag Tnv Yeromn
TOUS TOAD UTOGYGUEVY. )¢ TPOG To accuracy, o To 800 yopaxTNELo Td Betiddvouy Ty enidoon 3%
axopo. ‘Onme oNUELOOUUE X0l TEONYOVUEVWS, ETOL Xal £B6), 6TAY TEOGUETOUUE Xk Ta BU0 YOEUXTNELO-
Txd TauTOYEOoVa, deV Aaufdvouue xdmota Wialtepn Bedtinon. ‘Otav BAlouye To YopoxTNElo TLXd Xal
Ny cuvateUnuatxy Thnpogopla ot eninedo AEng paivetan Vo oNUELdVEL YEWROTERT ENiBooT amd dTay
TaL YopoXTNELO TIXG Uradvouy ot eninedo dnuoacieuong. Autod etvan hoywd vo cupfaivel xodog ydveton
éva uépog TN dpdong Toug oto Bddog Tou wovtéhou. Avtidétng, 6tay 1 cuvacUNUATIX TANEOopoeia
unaivel oe eninedo dnuooieuong, Ta YAEAXTNELOTIXE ONUELWVOUY xahlTepn enlboor 6Tay ynaivouy oe
eninedo A&ne, miavdde enedy) ToTe evompat@dvovtan t6co oto BERT éc0 xaw 610 cuvaiotnuo xa

OTNY CLVEYEL EVOVOVTOL Eovd Xt dpa eTBPolV TEPIGOHTERO.

0.5.2 "Ayyoc

Aoxpdlouye tnv epyaoia pag ot uio Slapopetiny epyaoio and auth v aviyveuon xatddiung,
oA Oyl eviehde poxpld authe. Emhéyouue tnv epyaoio tng aviyvevong Ayyouc. Xenowonolobue
0 oOvolo dedopévev [12], tpoepyduevo and to Reddit, tou anoteheiton and 3,553 dnuociedoeic. To
GUVOAXE amoTeAéoUoTA QolvovTal GTOV Tivoxa 5.

Ta ALL, Ekman, Sentiment anoteholv Siagpopetixd uepidia tou cuvérou dedouyévev. To ALL
nepthopPBavel OAeg Tig 27 eTXETEC TwV DEBOUEVWY, eV To UTdAoLTa BVO0 Elvol AVTIOTOLYNOELS TWV
27 etxetodv oe Aydtepec. apatnpodue dti ol yédodol pog Eemepvolv tny enidoon twv baseline
HOVTEAWY, aAAE Oyl Tou xohdTEpou aut®y mou elvon To MentalRoBERTa, plo RoBERTa mpoex-

Tondevpévn o tpd xefpeva.  Ou pédodol pac doukebouv xahbtepn oty mepintwon tou ALL,

27



Chapter 0. Extetopévn ENnvixd Ilepiindn

Binary F1 Accuracy

RNN [10] 67.58 £1.22  68.86 +1.10
BERT |[10] 78.88 £1.09  79.11 £1.32

MentalBERT [11] 80.04 -

MentalRoBERTa [11] 81.76 -
Multil ALL [10] 79.02 £0.35 79.72 £+0.69
Multi2 ALL[10] 78.97 £0.24  78.55 £0.07
FT ALL [10] 76.40 £0.50  76.83 £0.40
T Luvévworn ALL 79.09 £0.88  78.29 £0.33
o mopduetpoc ALL 80.20 £1.20  78.70 £0.68
Mnyaviopéde ITuaev + sigmoid ALL 80.76 +£0.38 79.50 +0.43
Am\ Zuvévwon pe Ilpocoyr ALL 79.23 £0.74  78.00 £0.35
Mnyoviouédg Huréy pe Hpocoyr ALL 79.90 £0.30  77.62 £0.64
Agivinde Metaoynuatiopde pe Ilpocoyr; ALL 79.74 £0.33  78.14 £0.63
Mn-Tpopuixdc Aguvixde Metaoynupatiopde ye Hpocoyry ALL | 79.62 £1.10  78.32 +0.37
Multil Ekman [10] 80.24 £1.39 81.07 £1.13
FT Ekman [10] 79.44 £0.29  79.53 +0.46
Mnyoavioude ITuaoy + sigmoid Ekman 79.69 +£0.96  78.48 +0.40
Multil Sentiment [10] 79.46 £1.05  79.86 £0.50
FT Sentiment [10] 79.75 £0.52 80.61 £0.40
Mnyoavioude ITuaody + sigmoid Sentiment 79.11 £0.97  78.06 £0.40

Table 5. H eniboon twv povtédwv twv [10] kar [11] oto olvolo dedouévawv [12], kalds eniong

K@l Ta amoTeAéouata twy SkdY Hag LovTéAwy.

onhady| dtav yenowdonoteiton 6ho to alvoho dedouévwy. Ilewpoapati{oyacte xal o aUTA Tar SeBOPEVLV
pe Ta yopaxtneto Tixd OBelg xou Hlog, oe mhRen avtiotolyla pe v pedodoroyia mou axorovdrcoue
070 mponyoluevo clvolo dedouévev. Ta cuumepdouato eivon opxeTd mapduola, xadndeg xo e8¢ To
YELPOTIOINTA YUPUXTNRIO TIXA PEROUY CNUOVTIXES BEATIWOELS GTNV AMOB0OT) TWV HOVTEAWY. Me aviideon
HE TELY, ToEATNEOUKE OTL 1) TERIMTWOY ECWUATOONS TV YELCOTOINTOY YoRUXTNELO TIXWY Ot eninedo

AeEnc pépvel xahltepa amoteléouatd, aveldenTol And TO TOTE EVOWUATMVETOL 1) GUVOLCONUOTIXT

TAneogopla.
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Chapter 1

Introduction

1.1 Motivation

Depression is a mental health disorder which affects a large portion of society. More specifically,
[13] records 322 million people worldwide suffering from depression, which corresponds to 4.4% of
the world population. WHO states that over 800,000 suicide deaths are reported each year due
to depression, while for 15-29-year-old people, it is the leading factor of death. These facts and
statistics make depression a severe mental health disorder that its detection is necessary. The
symptoms of depression can be the loss of interest in everyday activities, sleeping and eating
disorders, feelings of worthlessness, sadness and exhaustion, or even thoughts of suicide [30]. The
diagnosis of depression is not always easy, as there is not stable medical indicators of it.

Depression detection is a task of detecting the signs of a depressive person and if those signs are
enough to diagnose a person as depressive. The symptoms vary a lot, as well as the duration and
the severity. They can be identified in someone’s behavior, speech, facial expressions or even use
of language. The procedure of clinical diagnosis of depression is subjective to some extent and the
need of developing intelligent systems in order to help decision making and depression studying is
considered imperative.

Moreover, social media platforms have been grown up lately, as more and more users are active
in a platform and they share a lot of their personal stuff. A lot of open data are provided, nowadays,
making the data-driven approaches more valuable, as a plethora of information can be exploited. In
particular, the analysis of the data can give important insights that can be used from Al systems.
In the task of depression detection, deep learning models can perform better if the observations of
data’s characteristics are integrated into them or if different modalities of data be combined, such
as text, speech, image/video or even medical values(e.g. derived from hematological examinations).

Developing Al systems for a depression detection task can be very helpful for the society. At
first, collecting the data and analysing in hand is really time-consuming and there is always a high
probability of a human error. Al systems, however, are capable of processing large amounts of data
in a short time and that makes them ideal for an assisting role for the doctor’s decision. Moreover,
as already referred, a huge amount of users has found company in a social media platform, making
them trust the virtual world more than reality. This affects their emotional state and the possi-
bilities of curing them. Having this in mind, the detection of a mental health issue through their
posts or their activity and the detection of the severity are crucial tasks. This work can replace
the visit to a doctor to some extent.

However, even if a depression detection task can be a challenging task with a lot to offer in the
medical community, there are several limitations towards this goal. The majority of the data that
are provided are unlabelled, as social media platforms can give permission to some of their data but
they have not labelled their data in such a specific task. Even the manual annotation of them can

be really hard and time-consuming. Moreover, there are some ethical considerations that should
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be taken into consideration. There are some limitations on the data, due to medical confidentiality
and in any case, the application of an Al system, executing a task like that, is suggested only to
happen auxiliary.

In this work, we aim to research methods and techniques that can help algorithms deal effec-
tively with the task of depression detection. To this end, we present an analysis of posts derived
from social media and provide the algorithms with psychological and linguistic information so as to
discriminate the two classes easier and help models generalize more effectively from unseen data.
We deepen on the ways that we can integrate some aspects of human behaviour in our model, in
order to enhance the performance.

1.2 Thesis Contributions

Depression detection is a multifactorial process. A user who posts continually in a social media
platform will have a variety of emotional posts. In other words, a depressive user will have, also,
some happy posts and a healthy user will have some emotionally negative posts. This procedure
is difficult to be learnt by an artificial intelligence system, as it is difficult for the humans as well.
It is thus important to propose methods and systems capable of making right predictions, given
more general observations and not only relied on negative emotions.

In the context of this thesis, we will be looking into methods and techniques for detecting

depression in users from Reddit. In particular, our key contributions are the following:

e We propose a novel model for depression detection by incorporating representations extracted
from different detectors, which detect different aspects of the human behavior (emotion, irony,

personality) in the proposed models.

e We focus on the emotion detector and we try to improve the fusion methods of the emotional
information and our basis model’s information. We propose different fusion methods and we

achieve to enhance the general performance of our model.

e We conduct a data analysis of the depressive users that are used in this dataset, aiming to
detect some patterns in the usage of language. We incorporate our findings into the model

to improve it.

e We extend our ideas in more datasets, as well, including one more dataset related with

depression and one related with stress. We conclude that the model can generalize.

1.3 Thesis Outline

Chapter 2: Machine Learning, provides background knowledge to set the stage for the subse-
quent chapters. First, we provide an overview of technical information that is relevant in order
to understand the contents of this thesis. Next, we introduce the reader to machine learning to-
gether with its most elementary methods. We subsequently delve into the machine learning models
primarily used in this thesis.

Chapter 3: Natural Language Processing, presents the natural language processing background
needed to understand this thesis. After briefly presenting popular natural language processing
tasks, language modeling is presented, initially in the form of an-gram model based on the Markov
assumption and then as a recurrent neural network. Then, the most used transformer (BERT) is
presented in detail, as it will be one of the core models in this thesis.

Chapter 4: Depression Detection, is a short survey that introduces the topic of depression

detection and how the research community has approached this task. It is based, mainly, on the
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1.3 Thesis Outline

correlation of depression detection with social media and numerous techniques and methods are
summarized.

Chapter 5: Proposed Models, presents a variety of novel architectures, which try to detect every
aspect of a depressive user. At first, we introduce a multi-view approach, where BERT, Emotion,
Irony and Personality detectors are used. Then, we focus on BERT and Emotion detector and we
explore the different ways that we can infuse the emotional information into the representations of
BERT.

Chapter 6: Conclusions, contains our conclusion, summarizing our findings and providing an

outlook into the future work.
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Chapter 2

Machine Learning

2.1 Introduction

Machine Learning is the study of computer algorithms that improve automatically through
experience. Applications range from datamining programs that discover general rules in large data
sets, to information filtering systems that automatically learn users’ interests [31]. Based on Oxford
dictionary, Machine Learning can be defined as "a type of artificial intelligence in which computers
use huge amounts of data to learn how to do tasks rather than being programmed to do them".
Machine learning algorithms build a mathematical model of sample data, known as “training data”,
in order to make predictions or decisions. The primary aim is to allow the computers to learn this

process automatically, without human intervention or assistance and adjust actions accordingly.

Machine learning algorithms are used in a wide variety of applications, including computer
vision, speech recognition and email filtering. In these areas of study, scientists are not capable of
developing traditional algorithms and computational methods to find solutions for the needed tasks.
Machine learning is closely related to computational statistics, so it focuses on making predictions
using computers. Therefore, such tasks otherwise infeasible to deal with can be handled using
statistical models.

Machine learning is considered as a subset of Artificial Intelligence, a field that includes al-
gorithms that can derive new knowledge and reason, based on logical inference rules. However,
Machine Learning algorithms do not need the formal description of the whole knowledge and that
makes them more beneficial. The general aim of Machine Learning is to learn a mapping function
from the input space to the output space or to learn a representation, something that is called

representation learning.

2.2 Types of Machine Learning

In ML, tasks are generally classified into four basic categories. These are supervised learning,
unsupervised learning, semi-supervised learning and reinforcement learning. In the first case,
models learn the mapping between inputs and outputs, as there is information about the categories
of the output, known as "labels". In the second case models have to find themselves structure
within the input data, as there is lack of labels and the third cases consists a combination of the
two referred. Finally, in the fourth case the training system is treated as an agent that aims to
maximize a profit, defined by a Reward Function, by interacting with a dynamic environment.
Some new methods are appeared in the latest years, as Meta-learning where the model learns how

to learn.
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2.2.1 Supervised Learning

In supervised learning, there are input variables X and an output variable Y. The goal is to

build an algorithm that learns the mapping function from the input to the output.
Y = f(X)

During training, both X and their corresponding y are provided; thus, the training data are labeled.
At inference, we expect that the mapping function can successfully predict the output for every
given z provided from the same distribution as the training sample.

Tasks in supervised learning are distinguished into classification and regression. Classification
is the task of identifying to which class a sample belongs to. On the other hand, regression is the

procedure of mapping a sample to a continuous value.

2.2.2 Unsupervised Learning

In unsupervised learning, there are only the input variables X, without having an output
variable that would declare the label of the sample. The goal is to find some patterns between the
samples that will be adequate to distinguish them and assign them to a class or a value.

A large subclass of unsupervised tasks is the problem of clustering. Clustering refers to grouping
observations together in such a way that members of a common group are similar to each other,
and different from members of other groups. Generative models are also a subclass of unsupervised
learning models. Generative models mimic the process of generating training data and hence, they
aim to generate new samples that will look similar to training samples. This type of learning is

unsupervised because the process that generates the data is not directly observable.

2.2.3 Semi-Supervised Learning

In semi-supervised learning, there are the input variables X and an output variable Y for only a
subset of the samples. It is a combination of Supervised and Unsupervised learning, usually referred
as an unsupervised learning method with a bias. In other words, semi-supervised algorithms use the
initially labeled samples to label the whole dataset, introducing pseudo-labels for the unlabeled
samples. After that, all the labels are combined to create the fully labeled dataset. It can be
used in various cases, where it is infeasible to label every sample. An example is internet content
classification, where human only label a subset of the content, but it is impossible everything to
get labeled.

2.2.4 Reinforcement Learning

In reinforcement learning, there are an environment and an agent which interacts with it. The
agent performs actions based on observations, and then receives a reward from the environment.
The behavior of the agent depends on a function that maps the observations of the environment to
actions. The machine uses trial-and-error, in order to learn. It starts with random trials and having
as aim to optimise a reward, it progresses to adnvanced techniques and abilities. An important issue
of reinforcement learning is the trade-off between exploration, in which the system experiments
with new kinds of actions to check how profitable or harmful they are, and exploitation, in which
the system follows a more conservative approach of selecting already known actions to achieve a
high reward. [32]
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2.3 Classification Models

2.3 Classification Models

2.3.1 Introduction

In machine learning, classification refers to a predictive modeling problem where a class label
is predicted for a given example of input data. Having the input samples, the goal is a model to
classify them to a class label, according to some characteristics of them, a processing of them or
even randomly. This model is called a classifier.

There exist various classification algorithms for modeling classification tasks. Some of the most
common classification tasks are : (a) given a sentence to predict if its sentiment is positive or
negative, (b) given medical examinations’ values to predict if a tumor is malignant or benign, (c)
given an image to predict if it is depicted a cat or a dog. Yet, not all classifiers can be successfully
applied to all tasks, and vice versa. To this end, it is recommended to conduct experiments and

discover which method results in the best performance for a given task.

2.3.2 Naive Bayes

Naive Bayes is a classifier that is based on Bayes Theorem. According to Bayes Theorem,
the posterior probability of a sample to belong to a specific class is equal to the product of the
likelihood of this sample’s generation in this class with the class prior probability, divided by the
predictor prior probability as depicted below :

P(z|c)P(c)

P(clx) = Pl)

, for a class ¢
Yet, P(x) is identical for all classes, and therefore can be ignored. Approximations are commonly
used, such as using the simplifying assumption that features are independent given the class. This

yields the naive Bayes classifier NB defined by discriminant functions [33]:

FVE(x) = [ P(X = xjle = i) Ple = i)
j=1

For some types of probability models, naive Bayes classifiers can be trained very efficiently in a
supervised learning setting. In many practical applications, parameter estimation for naive Bayes
models uses the method of maximum likelihood; in other words, one can work with the naive Bayes
model without accepting Bayesian probability or using any Bayesian methods. One of the main
advantages of Naive Bayes Classifier is that it does not require a lot of training data to estimate
the parameters.

According to the assumptions that are made on distribution of the features, there are different
models, that are called "event models" of the Naive Bayes Classifier. Some of the most popular
are Gaussian Naive Bayes and Multinomial Naive Bayes.

Gaussian Naive Bayes is the classifier when the data follow a normal (gaussian) distribution.
Where there are continual values there is a typic assumption that the values associated with each
class are distributed according to a normal (or Gaussian) distribution. This can be written as

X ~ N(u, 0?), where u is the mean and o is the variance. Then, the probability density of u,

1 1 (u— g 2
pla=uje = k) = —— xp< ; (= ))

given a class ¢ =k is :
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Multinomial Naive Bayes is the classifier where the samples (feature vectors) have been
generated by a multinomial (p1,ps,....,p,) where p; is the probability that event i occurs (or K
such multinomials in the multiclass case). The MNB calculates the class prior P(c = k) by dividing
the number of events belonging to class k by the total number of events. The likelihood is calcualted
as : .

(ZZL—I xl)‘ T;
px|c=k)==—"||pr"
(xe= k) = St o
MNB is primarily used in Natural Language Processing and particulary in document classification.
In this case, the MNB calculates the probability of a tag for a given sample and then gives the tag
with the highest probability as output.

2.3.3 Support Vector Machines

A support vector machine (SVM) is a computer algorithm that learns by example to assign
labels to objects. In essence, an SVM is a mathematical entity, an algorithm (or recipe) for
maximizing a particular mathematical function with respect to a given collection of data. The
basic ideas behind the SVM algorithm, however, can be explained without ever reading an equation.
Indeed, I claim that, to understand the essence of SVM classification, one needs only to grasp four
basic concepts: (i) the separating hyperplane, (ii) the maximum-margin hyperplane, (iii) the soft

margin and (iv) the kernel function. [34].

@A Maximum

Margin Positive
¢ Hyperplane »
Maximum el / ® ¢
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Negative Hyperplane Vecto}rs

Figure 2.1. The basic concepts of a SVM visualised

Suppose we have a two-class classification problem using linear models of the form:

where ¢(x) denotes a fixed feature-space transformation, and we have made the bias parameter
b explicit. The training dataset comprises N input vectors x1, x3, ...., £ with corresponding target
values y1, Y2, ..., ynv where y; € {—1,1}, and new data points x are classified according to the sign
of f(x). We shall assume for the moment that the training data set is linearly separable in feature
space, so that by definition there exists at least one choice of the parameters w and b such that a
function of the above form satisfies f(x) > 0 for points having y; = +1 and f(x) < 0 for points
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2.3.4 Loss Function

having y; = —1, so that y; - f(x) > 0 for all training points.

The separating hyperplane is a hyperplane that separates the two classes. In the case of
the two classes, where the hyperplane is a line, the separating hyperplane is a linear function that
make the two classes distinguishable. There can be infinite separating hyperplane in a problem.
In 2.1, three separating hyperplanes are depicted : the positive, the negative and the maximum-
margin. The aim of SVM is to find the separating line for which the minimum distance between
the two classes is as wide as possible. This final hyperline is depicted by the maximum-margin
hyperplane.

If f(x) separates the data, the geometric distance between a point x; and a hyperplane f(x) =0

is ‘];\(sv(h)l' Furthermore, we are only interested in solutions for which all data points are correctly
classified, so that y; - f(x;) > 0 for all &. In order to maximize the distance m, we need to

minimize the norm ||w|| subject to y; - (w - x;b;) > 1, for ¢ between 1 and M.

Intuitively, we would like the SVM to be able to deal with errors in the data by allowing a few
anomalous expression profiles to fall on the ‘wrong side’ of the separating hyperplane. To handle
cases like these, the SVM algorithm has to be modified by adding a ‘soft margin’. Essentially,
this allows some data points to push their way through the margin of the separating hyperplane
without affecting the final result.

Furthermore, it is possible that the given data points are not linearly separable in the space.
In that case, a non-linear classification is occurred, as it is needed to move in a higher dimensional
space. More specifically, SVM use a kernel function K (z,y) to map the input vectors to a space

where they can be separable. The most common kernel functions are :
1. Polynomial kernel : K (z;,z;) = (z; - x; + 1)¢

2. Gaussian radial basis kernel : K (z;,z;) = exp(—vl|lx; — z;]|?), for v > 0

2.3.4 Loss Function

The goal of any Supervised Learning algorithm is to return a function f() which accurately
matches the input examples to the corresponding labels. To quantify the loss (error) of the model,
a Cost Function is used that predicts § when the actual label is y. Usually, the Cost Function
L(§,y) assigns a numeric value to the predicted output 3 given the actual output y. It must
have an infimum, which means that the lower the error value, the better the prediction. Function
parameters are set in order to minimize L loss in the training examples.

Given a train set (1.n,Y1:n), @ cost function L per sample and a function f(z;60), we define the

total loss as the average loss on all training data:

1 N
£(0) :—Nzﬁ(f(mﬂ%yi)

The goal is to find the optimal parameters 6 that minimize the total error:

1
N «
K3

M=

L(f(x;0),y:)

f = argy min £(0) = arg, min
1

Some standard cost functions are the following;:

Mean Squared Error (MSE): MSE calculates the mean squared prediction error:

n

J(0) = %Z (Y; — P)?
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Where the prediction error is the difference between the true value (Y;) and the predicted value
(P;) for an instance, and 0 is the parameter vector of the network. MSE is used with regression
models.

Mean Absolute Error (MIAE): MAE calculates the mean of the absolute prediction error:

n

1
J@0) == > Vi = Py
i=1
Where Y; is the true value and P; is the predicted value for an instance, and 0 is the parameter
vector of the network.
Cross Entropy: Cross-entropy loss function uses the concept of cross-entropy. Cross-entropy

is mathematically defined as:
H(p,q) ==Y prloga
k

Where p and q are the true and the predicted probability distributions, respectively, the more
the two distributions differ, the higher the value of the cross-entropy. The cross-entropy loss
function is widely used in classification problems. Based on the definition of cross-entropy, the goal
of the Cross-entropy loss function is to minimize the cross-entropy between the model’s distribution

and the distribution of the given data.

2.4 Deep Learning

2.4.1 Introduction

Deep learning (DL) is part of the broader sector of Machine Learning and is a set of learning
methods that imitate the workings of human brain in processing data. The basic elements of
deep learning are artificial neural networks which are usually stacked in multiple levels and form
different neural architectures. Algorithms in deep learning extract high-level features from raw
data by propagating the input through the consecutive levels of such architectures. Each level
serves as a function that learns to transform the input data into a representation. Deep learning
has been applied to numerous fields of study, including computer vision, speech recognition, natural
language processing, bioinformatics and medical image analysis. The capability of DL algorithms

to find solutions to complex tasks usually surpasses the human performance.

2.4.2 Concepts

2.4.2.1 Underfitting, Overfitting, Regularization and Dropout

One of the most important challenges in Deep (and Machine) Learning is the need the proposed
algorithm to perform well in new samples. Generalization is the ability of the model to generalize
its performance to newly unseen data. As it is already discussed, every model in Machine Learning
is trained on an initial dataset that is called training dataset. After that, it is tested in a different
dataset, that is called testing dataset, and it may include samples that the model has not seen ever
before. It is important that the model generalizes in those new data.

Underfitting occurs when the algorithm cannot capture the trend of the training data. More
specifically, a training error is calculated in every epoch of the training process that depicts how
close in the real world the model comes. This error is needed to be as low as possible. A model is
said to have underfitting when this error is extremely high, as it is shown in 2.2.

Overfitting occurs when the algorithm cannot capture the trend of the testing/new data in

the same degree as the training data. More specifically, a test error is also defined in the same way
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as the train error. If the gap between the train and the test error is too large, then the model is

said to have overfitting, as it is shown in 2.2.

Underfitting Overfitting

Predictive
Error

Error on Test Data

Error on Training Data

Model Complexity

Ideal Range
for Model Complexity

Figure 2.2. Training and test errors behave differently. At the left end of the graph, training
error and generalization error are both high. This is the underfitting regime. As we increase
complexity, training error decreases, but the gap between training and generalization error increases.
FEventually, the size of this gap outweighs the decrease in training error, and we enter the overfitting
regime, where complexity is too large.

There are several ways to overcome the problem of overfitting and improve the generalization.
The two most common ones are Regularization and Dropout.

Regularization is the most common way to mitigate overfitting. To face the potential loss of
generalization, we impose restrictions on the form of the solution by forcing the model to choose
the smallest - in order of parameters- solution. This is done by implying a term in the loss equation

then penalizing the size of the model. Thus, the loss function takes the following form:

N
0 = argminL(0) = arg min% Z L(f (x4;0),9:) + AR(0)
0 0 =

The regularization term considers the parameter values and scores their complexity. We then
look for values that have both a low loss and low complexity. What regularization inherently
intends to do is penalize complex models and favor simpler ones. A is a value that must be set
manually, based on the classification performance on a development set (called hyperparameter).
The Regularizers R measure the norms of the parameter matrices and opt for solutions with low

norms. The two most common regularization norms are Lo and L.

Dropout. An effective technique for preventing neural networks from overfitting the training
samples is dropout training. Dropout is designed to prevent the network from learning to rely on
specific weights. The term “dropout” refers to dropping out units (hidden and visible) in a neural
network. By dropping a unit out, we mean temporarily removing it from the network, along with
all its incoming and outgoing connections, as shown in 2.3. The choice of which units to drop is
random. In the simplest case, each unit is retained with a fixed probability p independent of other
units, where p can be chosen using a validation set or can simply be set at 0.5, which seems to be
close to optimal for a wide range of networks and tasks. For the input units, however, the optimal
probability of retention is usually closer to 1 than to 0.5 [2]. The dropout technique is one of the

key factors contributing to the robust results of neural networks.
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(a) Standard Neural Net (b) After applying dropout.

Figure 2.3. Dropout Neural Net Model. Left: A standard neural net with 2 hidden layers. Right:
An example of a thinned net produced by applying dropout to the network on the left. Crossed units
have been dropped. [2]

2.4.2.2 Activation Function

In artificial neurons, the activation function is a mathematical equation that determines the
output of the neuron. It serves as a mathematical gate between the neuron’s input or set of inputs,
and the output that will be transmitted to the next layer. In its simplest form, it can be a binary
function that turns the neuron on and off, depending on the input. It can also help normalize the
output to a range between -1 and 1, or transform the input signals into output signals. Activation
functions can be either linear or non-liner and each neuron in a network can have a different
activation function. Some of the most popular functions are presented next.

Sigmoid Function

The sigmoid non-linearity has the mathematical form:

1

o) =T

Its formula limits the output in the range between 0 and 1 and is thus used especially when a
model has to predict the probability as an output. It is graphically illustrated in 2.4.
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Figure 2.4. The sigmoid function

Softmax Function

The softmax function takes as input a vector of real numbers and normalizes it into a probability
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distribution. The distribution consists of a probability value in the range between 0 and 1, for
each input number, and the components add up to 1. Softmax function is largely used in neural
networks, where it is needed to map the outputs of the networks to a probability distribution over

multiple predicted classes. The function for each i — th value in the initial input vector follows this

function: .
eTi
f(@i) = =so—
Zn:l ern
It is graphically illustrated in 2.5.
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Figure 2.5. The softmax function

Hyperbolic Tangent (tanh)
Tanh or Hyperbolic Tangent function is shown in 2.6 and is defined as the ratio of the hyperbolic

sine and hyperbolic cosine functions. Tanh follows the function:

et —e "

et +e*

As an activation function, tanh is mostly used to model inputs that have strongly negative and
positive values as it is zero-centered. Its outputs range between -1 and 1 and is basically a rescaled

sigmoid function.

Figure 2.6. The tanh function
Rectified Linear Unit (ReLU)

ReLU is a non-linear function and is the most commonly used activation function in neural

networks. It is a simple calculation that returns the value of the input, or 0, if the input value is
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less than 0. Thus, it can be defined as:
f(z) = maz(x,0)

It is graphically depicted in 2.7. It is linear for values greater than zero and non-linear for negative

values, as they are always output as zero.

-10

Figure 2.7. The ReLU function

2.4.2.3 Gradient Descent

Gradient descent (GD) is one of the most popular algorithms to perform optimization in neural
networks. It computes the gradient of the cost function concerning the parameters 6 for the entire
dataset. The learning rate (n) is a hyperparameter that controls the extent to which the model

parameters are adjusted concerning the loss gradient. GD is formally defined as:
0=0—nVyJ(0)

Stochastic Gradient Descent (SGD) in contrast performs a parameter update for each training

example x; and label y; :
0 =0—nVeJ (6;xi;i)

Gradient descent performs redundant computations for large datasets, as it recomputes gradi-
ents for similar examples before each parameter update. SGD does away with this redundancy by
performing one update at a time. It is, therefore, usually much faster and can also be used to learn

online.

2.4.2.4 Backpropagation

In order to minimize the cost function in a artificial neural network, using optimum set of
values for the parameters 6 (weights, also noted as w), we have to compute the gradient. Even
if the computation follows the chain rule, it may get complex and difficult in more complicated
networks. Fortunately, the gradients can be computed through backpropagation algorithm [35]
[36]. Backpropagation computes the derivatives of a complex mathematical relation, using the

chain rule and saving the results in the interim. The aim is to update the weights of the network in
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the optimal way after each computation of the loss function. The computation is performed for one
layer of the network at a time, starting from the last layer and iterating backwards. The gradients
computed can help us understand how quickly the loss function changes when the weights change
and thus how well the network is performing. In this way, it is easier to fine tune the weights so

as to further minimize the model’s loss and improve the overall performance.

2.4.3 Models

2.4.3.1 Artificial Neural Networks

An Artificial Neural Network (ANN) is a biologically inspired computational model patterned
after the network of neurons present in the human brain. The area of ANNs has been initially
inspired by modeling biological neural systems but has since diverged and become a matter of
engineering and achieving good results in Machine Learning tasks. Thus, we first introduce a very
brief and high-level description of the biological system that has influenced a large portion of deep
learning.

The basic computational unit of the brain is a neuron. Billions of neurons can be found in
the human nervous system. Figure 2.8 shows the comparison between a biological neuron and its
mathematical notation. Each neuron receives input signals from its dendrites and produces output
signals along its (single) axon. The axon connects via synapses to the dendrites of other neurons.
In the computational model of a neuron, the signals that travel along the axons (e.g., xg) interact
multiplicatively (e.g., zgwg) with the dendrites of the other neuron based on the synaptic strength
at that synapse (e.g., wo). The idea is that the synaptic strengths (the weights w) are learnable and
control the strength of influence of one neuron on another. In the basic model, the dendrites carry
the signal to the cell body, where they all get summed. If the final sum is above a certain threshold,
the neuron can fire, sending a spike along its axon. In the computational model, we assume that
only the frequency of the firing communicates information. We thus model the neuron’s firing
rate with an activation function f, which represents the frequency of the spikes along the axon.
A standard activation function is the sigmoid function o, since it takes a real-valued input and

squashes it to a range between 0 and 1.
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Figure 2.8. Perceptron Structure. Source: cs231n.github.io

In order to learn complex non-linear functions, architectures that combine several artificial
neurons can be designed and implemented. Such architectures are called Multi-Layer Percep-
trons (MLPs). A multilayer perceptron (MLP) is a class of feedforward artificial neural networks
(FFNN). An MLP consists of at least three layers of nodes: an input layer, a hidden layer, and an
output layer. Except for the input nodes, each node is a neuron that uses a non-linear activation
function. Its multiple layers and non-linear activation distinguish MLP from a linear perceptron.
It can distinguish data that is not linearly separable. In Figure 2.9 we visualize the difference
between a simple neural network and a deep neural network (such as an MLP or an FFNN). A

deep neural network consists of more than one hidden layer.

43


https://cs231n.github.io/neural-networks-1/

Chapter 2. Machine Learning
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Figure 2.9. Multilayer perceptron (MLP) Structure. Source: electronicdesign

Each neural network is composed of the following layers:

Input layer. This layer accepts the input data. It provides information from the outside world
to the network without any further computation. Nodes pass on the information to the hidden
layer.

Hidden layer(s). More than one hidden layer can be used to preprocess the inputs obtained
by the previous layer. They extract the required features from the input data. When moving to
higher hidden layers, higher-level features are constructed.

Output layer. After data preprocessing, a decision is made by the network in this layer.

2.4.3.2 Recurrent Neural Networks

A Recurrent Neural Network (RNN) is a type of neural network that have an internal memory.
It is recurrent as the output of every step is copied and sent back into the recurrent network and
thus it is fed as input to the next step. Thus, the output of the current step depends on the past
computations. This “memory” mechanism of RNNs is implemented using an internal hidden layer
that produces a hidden state, which remembers all information about what has been calculated.
The mechanism is very important for tasks as natural language generation and speech recognition,
where the model needs to remember the previous words in the sentence so as to understand the
context or generate a new word. It makes RNNs applicable to tasks that require to remember the
history of previous inputs and outputs. The unfolded equivalent structure of a recurrent neural
network is depicted in 2.10. As it is observed, the RNN takes the first input xg from the given
sequence and produces an output hg, which is known as the hidden state. In the next timestep,
the network is given both the next input x; along with hg. The procedure is continued for all
timesteps in the given sequence. The hidden state at each timestep and the output are calculated

as following;:

he = fn (Whrnhi—1 + Wpaxe + bn)
Yt = fy (Wyhht + by)

where h; is the hidden state at time step ¢, x; is the input vector at time step ¢, y; is the output
vector at time step t, by, is the bias for h, by is the bias for y and f,, f are the activation functions
for x and h respectively. They are three separate matrices of weights: Wy, (input-to-hidden
weights), W}, (hidden-to-hidden), and Wy, (hidden-to-output).

Long Short-Term Memory (LSTM). A subcategory of Recurrent Neural Networks (RNNs)
described above, are the LSTMs. They were originally proposed by Hochreiter and Schmidhuber
in 1997 [37]. They were proposed in order to overcome the vulnerability of RNNs. In particular,

when training a RNN using backpropagation, the gradients which are back-propagated can “vanish”
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Figure 2.10. An unrolled up RNN where Xy is the input vector containing sequences of characters
of a words while hy is as output vector. Source: colah.github.io

(that is, they can tend to zero) or “explode” (that is, they can tend to infinity), because of the
computations involved in the process, which use finite-precision numbers, a phenomenon called as
"gradient vanishing". Adding the LSTM to the network is like adding a memory unit inside the
network that can remember context from the very beginning of the input. LSTM is denoted in
Figure 2.11.

Figure 2.11. The repeating module in an LSTM. Source: colah.github.io

Given a sequence Xi,Xs,...,Xt,...,X, of vectors of an input sequence of length n, for vector

X, with inputs h;_; and c;_1, h; and c; are computed as follows:

fi =0 (Wyxy + Ushy_q + by)
=0 (W;x; +U;h;_1 + b))

o, =0 (Wyx; + Uyh;—1 + b,)

u; = tanh (W,x; + U,hy;_1 + by)

ci=fi0ci 1+ Ow

h; = o; ® tanh (c;)

Forget gate (f;). This gate decides what information should be thrown away or kept. Infor-
mation from the previous hidden state h;_; and information from the current input z; is passed
through the sigmoid activation function. Values come out between 0 and 1. The closer to 0 means
to forget, and the closer to 1 means to keep.

Input gate (fi;). The previous hidden state and current input are passed into a sigmoid
function that decides which values will be updated by forcing the values to be between 0 and 1 (0
means unimportant and 1 means important). The hidden state and current input are also passed
to the tanh function to squish values between —1 and 1 (u;). Finally, the tanh output is multiplied
with the sigmoid output (i; ©® ;). The sigmoid output will filter the important information of
tanh.

Cell state (c;). The cell state gets pointwise multiplied by the forget vector. This can drop

values in the cell state if it gets multiplied by values near 0. Then, we take the output from the

45


http://colah.github.io/posts/2015-08-Understanding-LSTMs/
http://colah.github.io/posts/2015-08-Understanding-LSTMs/

Chapter 2. Machine Learning

input gate and do a pointwise addition that updates the cell state to new values that the neural
network finds relevant.

Output gate (0;). The output gate decides what the next hidden state should be. As the
hidden state contains information on previous inputs, it is also used for predictions. First, the
previous hidden state and the current input are passed into a sigmoid function. Then, the newly
modified cell state is passed to the tanh function. We multiply the tanh output with the sigmoid
output (o; ® tanh (c;)) to decide what information the hidden state should carry. The output is
the hidden state. The new cell state and the new hidden is then carried over to the next time step.

Gated Recurrent Unit (GRU). The Gated Recurrent Unit (GRU) [38] is a variant of an
LSTM, in the sense that it includes fewer parameters and a forget gate [39] yet it lacks an output
gate and a cell state. The performance of the two types of networks is found to be generally
equivalent. GRUs effectively solve the vanishing gradient problem using the update and reset
gates, which decide the information that should pass to the output.

Update gate (z;). The update gate acts similar to the forget gate and input gate of an LSTM.
The input z; at timestep ¢ is added to the hidden state from the previous timesteps and the result
is passed through a sigmoid activation function. The result is thus squashed between 0 and 1. To
this end, the update gate determines how much of the previous information needs to be passed
along to the future.

Reset gate (r;). The reset gate determines how much of the past information should the
model forget. The procedure is the same as the update gate, in the sense that the current input is
added to the previous hidden state.

The equations that describe the function of a GRU are the following:

z, =0 (W.x; + U.x; + b.)

r, =0 (W,x; + U,x; + b;)

u; = tanh (Wpx; + Up(ry © hy_1) + by)
hy=(1-2)0h 14+2z 0w

where matrices W and U contain the weights of the input and recurrent connections of the
network.

2.4.3.3 Attention Mechanisms

Even if LSTMs solved the problem of gradients vanishing partially, the passing of the infro-
mation through a series of recurrent connections evoke information loss. Moreover, the inherently
sequential nature of recurrent networks makes it hard to do computation in parallel. A modern
solution to this came by Attention Mechanism, which was firstly proposed by Bahdanau et al.
[14]. Attention has become enormously popular within the Artificial Intelligence community as an
essential component of neural architectures for many applications in Natural Language Processing,
Speech, and Computer Vision. The key contribution of the mechanism is that it helps models to
direct their focus and pay greater attention to certain factors when processing the data. Attention

is the key module of that is called "transformers" and we will see in the next section.

Self-attention. Self-attention, also known as intra-attention, is an attention mechanism Atten-
tion can be also applied in a single sentence when there is no additional information, by allowing
it to attend to itself using self-attention and it is depicted in 2.12.

For the computation of a specific output, we need the corresponding input and everything
preceded that. For example, if we need to compute y3 as it is depicted in 2.12, we need 1, T2, T3

and to calculate the similarity of x3 with x1,x2 and x3 itself. The simplest form of comparison
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Figure 2.12. Information flow in a causal (or masked) self-attention model. In processing each
element of the sequence, the model attends to all the inputs up to, and including, the current
one. Unlike RNNs, the computations at each time step are independent of all the other steps and
therefore can be performed in parallel. Source: [1]

)

between elements in a self-attention layer is a dot product. In every "step", there is an element-
focus (which in the above example is x3). After the calculation of the scores of every set, we
use a softmax layer that indicates the proportional relevance of each input to the target element.
Finally, given these scores, we can compute our final output by taking the average of the inputs

that influence this output weighted by the scores generated by softmax. Formally, we have :

score(x;, Tj) = ;- T
a;j = softmax(score(x;, z;)) = iexp(score(xi,xj)) Vi<
Y p—1 exp(score(z;, z))

Yi = E Qi Tj

J<i

As we can notice, every input embedding (z;) can play three different roles in the process.
According to this, we can define the key, query, value definitions that are the key concepts of the

attention mechanism.

1. query is the target element of the process. This element is then compared to every preceding

input.
2. key is every preceding input that is compared to the current target element.
3. value is the element that is used to compute the final output.

In order to incorporate the above in the attention mechanisms, three matrices are introduced :
WQ, WK and WV. The process is parallelized and therefore the matrices’ multiplication take
place at the same time. Having the input sequence into a single matrix X € RV*?, we can produce
matrices Q € RV*4 K € RV*? and V € RV*4 by :

Q=XWYK=XWK; Vv =XWV

A typical approach for the computation of the score function is to multiply the Q with KT and
divide it by the dimensionality of the key and query vectors, in order to avoid the large values of
the exponential that can lead to an effective loss of gradients during training. Finally, self-attention

is computed as :
T

SelfAttention(Q, K, V) = softmax( ?/df
k

Multi-head attention. Multi-head attention is an another attention architecture, which consists

A%

of several attention layers running in parallel. This mechanism allows the model to jointly attend
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to information from different representation subspaces at different positions. It is found that
multi-head attention works better than single-head, as it applies the usual attention mechanism to
multiple chucks in parallel, and then concatenates the results. To implement this, we have several
heads and different query, key, value matrics for every head : WiQ, WK and WY, where i denotes
the head. This is illustrated by 2.13.

| ™
Project down to d WO
mn o e )
[ w,wh, WY, Head 4 ]
Multihead (wo, v, w, /" Heads)
Attention [ R /‘4)412 ]
Layer SR
we W WY Head 1 T //}/
\_ AN /4 J
X
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® D

Figure 2.13. Multihead self-attention: Fach of the multihead self-attention layers is provided
with its own set of key, query and value weight matrices. The outputs from each of the layers are
concatenated and then projected down to d, thus producing an output of the same size as the input
so layers can be stacked. Source: [1]

2.4.3.4 Transformers

The Transformer is a deep learning model introduced by Vaswani et al. [40] used primarily
in Natural Language Processing. The Transformer is based in the Attention Mechanism idea,
discussed in the previous subsection 2.4.3.3. Like RNNs, Transformers are designed to handle
sequential data, however do not require that the sequential data be processed in order. Since
their introduction, Transformers have become the model of choice for tackling many problems in
NLP. As Transformers allows for much more parallelization than RNNs during training, it has
enabled training on larger datasets and led to the development of pretrained systems such as
BERT (Bidirectional Encoder Representations from Transformers) that is discussed later, which
have been trained with huge general language datasets, and can be fine-tuned to specific language
tasks.

The Transformer is an encoder decoder architecture. The encoder consists of a set of encoding
layers that processes the input iteratively one layer after another and the decoder consists of a
set of decoding layers that does the same thing to the output of the encoder. Encoders and
decoders, consists of identical subsystems, that have different parameter values. Encoders and
decoders accept inputs from the lower layers and carry them to the higher ones. Each encoder
consists of two subsystems. The first is a self-attention layer, that allows the encoder to hold the
dependencies that the input under study may have with the other inputs in the sequence. The
second is a feed forward neural network for additional processing of the outputs, and residual
connections and layer normalization units. Similar is the decoders architecture with an addition
of a intermediate encoder-decoder attention mechanism. This subsystem is responsible to identify
and focus on specific elements of the input that has already been encoded by the encoder. The
simple form of the transformer is presented in 2.14.

In Transformer, there are three types of attention in terms of the source of queries and key-value
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Figure 2.14. Ouverview of the simple Transformer architecture. Source: [3]

pairs:

1. Self-attention. In Transformer encoder, we set Q = K =V = X, where X is the outputs

of the previous layer.

2. Masked Self-attention. In the Transformer decoder, the self-attention is restricted such
that queries at each position can only attend to all key-value pairs up to and including that
position. To enable parallel training, this is typically done by applying a mask function to the

~ T
unnormalized attention matrix A = exp (%), where the illegal positions are masked out

by setting Aij = —oo if 4 < j. This kind of self-attention is often referred to as autoregressive

or causal attention.

3. Cross-attention. The queries are projected from the outputs of the previous (decoder)
layer, whereas the keys and values are projected using the outputs of the encoder.

Another issue to be addressed is the position of inputs. Some vectors need to be introduced
which will give the system a sense of order in the input sequence. This vectors are known as
positional embeddings. Those embeddings are added to the corresponding input embeddings,
and converts the input to vectors with internal representation of time characteristics. The first
encoder takes positional information and embeddings of the input sequence as its input, rather

than encodings.

2.5 Dimensionality Reduction

There are also plenty of cases where feature vectors contain redundant information. Our goal is
to get compact and informative representations that contain all the useful properties of the data,
while having the less possible dimensions. This is achieved by transforming the given features to a

new set of less features, which will exhibit high information packing properties. This procedure is
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referred to as dimensionality reduction. There are many dimensionality reduction techniques,
such as Principal Component Analysis, Independent Component Analysis, Singular Value Decom-
position etc. Here, we will focus on Principal Component Analysis, which is one of the most widely

used.

2.5.1 Principal Component Analysis

PCA is a linear orthogonal transformation, whose goal is to give lower-dimensional data, while
preserving as much of the data’s variation as possible. In general, a desirable property of features
is to be mutually uncorrelated, in order to avoid information redunduncies. In this way, PCA is

basically a transform that wants to ensure the newly generated features are uncorrelated.
Let = be a zero-mean random variable. Suppose we want the direction w such that the projection

of = along this direction has maximum variance:

max(w'z) st. w=1.
w

We have
(w'z) = w'rx'w = w'Sw.

The Lagrangian is
L =wYw+ Aw'w—1).

The stationary condition is

L
6— =2Yw — 2 \w = 0, Xw = \w.
ow

Thus w is an eigenvector of ¥. Since
w'lw = w' (Aw) = A,

the direction with maximum variance is the largest eigenvector. This procedure can be iterated
to get the second largest variance projection (orthogonal to the first one), and so on. For a set of

data points, we use the ML estimate of the covariance matrix.

High-Dimensional Data Let X be the dxn matrix of high-dimensional points (d > n). Instead

of explicitly estimating the covariance matrix, we use the following trick:
1 /
(—XX )W = WA
n
1
<7X’X)X’W = X'WA
n
1
(cxx)v=va
n
We’ve reduced the problem to finding the eigen-decomposition of %X 'X, which is n x n, instead

of d x d. By re-projecting,
1
—X(X'X)F=XFV
n

(%XX’) (XF) = (XF)V
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so X F are the eigenvectors of %X X'. Since

Ly xp=rpv

n
(F'X')(XF) =nF'FV
(XF)(XF)=nV

we have E = ﬁXFV*l/Q.

Maximum Information Preservation Let
!
y=uw'z,

where w = 1.

We want to maximize I(X;Y) or H(Y) under the constraint on w:
J = 1/2(log(2me)? + log |Cy|) + aw'w.
Cy = [w'zz'w] = w'[zz'|w = w'Cw.
Thus we maximize
L = log|w'Cw| + aw'w
dL/dw = 2Cw/|w'Cw| + 2aw
Cw = a|lw'Cw|w

Thus, w is an eigenvector of the covariance matrix C' of z, and the maximum occurs with the

eigenvector with the largest eigenvalue.

Maximum Likelihood The data matrix is modeled as linear combinations of a small set of
basis vectors plus noise.
X=UV+Y

X is DxN, where each column is a datum. U is DxK, where each column is a factor. V is KxN,
where each column is a vector of coefficients. Y is DxN noise.
Assuming normal noise with equal variance for all points, ML estimation of UV gives a least

squares cost function.
J=(X-UV)2
The stationary conditions are
dJ/dU = (X —UV)V' =0
dJ/dV =U"(X —UV) =0
XV =vuvv’
UX =00V
To make the solution unique against rotations and scalings of U and V, we constrain U'U = I and
V'’V diagonal:
V=UX
XX'U=5SU
1/NXX'U = S/NU

The basis functions are the eigenvectors of the covariance matrix, assuming X is zero mean .

o1



Chapter 2. Machine Learning

Generalized PCA To generalize PCA to other data the noise distribution can be changed and
a link function added:

X ~p(f(g(A)h(B))).

2.6 Transfer Learning

In machine learning (and in particular deep learning), a ubiquitous problem is that models
which solve complex problems need vast amounts of data. Nevertheless, getting these amounts
of data for supervised models can become unfeasible due to time restrictions or computational
limitations. Moreover, models that are trained on small, specific datasets face a performance drop,
when they are used to tackle a different task, which might still be similar to the one they were
trained on. The goal of transfer learning is to improve learning in the target task by leveraging
knowledge from the source task.

In transfer learning, the concepts of a domain and a task are used. A domain D is composed
of two parts, i.e., a feature space X and a marginal distribution P(X). In other words, D =
{X,P(X)}. And the symbol X denotes an instance set, which is defined as X = {x | x; € X,i =
1,...,n}. A task T consists of a label space )} and a decision function f, i.e., T = {J, f}. The
decision function f is an implicit one, which is expected to be learned from the sample data.

S € Nt source domain(s) and task(s) (i.e.,

Given some observation(s) corresponding to m
{(Ds,,Ts,) | i=1,...,m%}), and some/an observation(s) about m” € N* target domain (s) and
task (s ) (i.e., {(DTj , ’7}j) li=1,... ,mT}), transfer learning utilizes the knowledge implied in the
source domain(s) to improve the performance of the learned decision functions f%i(j = 1,--- ,m7T
) on the target domain(s).

If m® equals 1 , the scenario is called single-source transfer learning. Otherwise, it is called
multi-source transfer learning. Besides, m” represents the number of the transfer learning tasks

where in the majority of scenarios m” =1 [41].

2.7 Conditioning

Many real-world problems require integrating multiple sources of information. Sometimes these
problems involve multiple, distinct modalities of information—vision, language, audio, etc.—as is
required to understand a scene in a movie or answer a question about an image. Other times,
these problems involve multiple sources of the same kind of input, i.e. when summarizing several
documents or drawing one image in the style of another. When approaching such problems, it
often makes sense to process one source of information in the context of another; for instance, in
the right example above, one can extract meaning from the image in the context of the question. In
machine learning, we often refer to this context-based processing as conditioning: the computation
carried out by a model is conditioned or modulated by information extracted from an auxiliary
input [4].

Finding an effective way to condition on or fuse sources of information is an open research prob-
lem. These conditioning methods are often called feature-wise transformations. In the language
of multi-task learning, where the conditioning signal is taken to be a task description, feature-
wise transformations learn a task representation which allows them to capture and leverage the
relationship between multiple sources of information, even in remarkably different problem settings.

The most common method of conditioning is concatenate a representation of the conditioning
information to an input, hidden, or output layer of a deep neural network. This approach is quite

parameter-eflicient, as we only need to increase the size of the layer’s weight matrix. However, this
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approach makes the implicit assumption that we know where the model needs to use the condition-
ing information. It could be in the any layer of the network. Because this operation is cheap, we
might as well avoid making any such assumptions and concatenate the conditioning representation
to the input of all layers in the network. This method is called concatenation-based conditioning
and it is illustrated in 2.15a. Another efficient way to integrate conditioning information into the
network is via conditional biasing (2.15b), namely, by adding a bias to the hidden layers based
on the conditioning representation. Interestingly, conditional biasing can be thought of as another
way to implement concatenation-based conditioning. The two methods are equivalent. Another
efficient way to integrate class information into the network is via conditional scaling, i.e., scaling
hidden layers based on the conditioning representation. This method is illustrated in 2.15c.

Concatenation-based conditioning
simply concatenates the conditioning
representation to the input.

conditioning
representation

The result is passed
through a linear layer

@
§ to produce the output.
@
input > = » » output
2
2
(a) Concatenation-based conditioning
Conditional biasing First maps
conditioning E the conditioning representation
representation = to a bias vector.
The bias vector is then
added to the input.
input @ oukput
(b) Conditional biasing
Conditional scaling First maps the
conditioning E conditioning representation to a
representation iEs scaling vector.
The scaling vector is then multiplied
with the input
input @ output

(¢) Conditional scaling

Figure 2.15. Feature-wise transformations. Source : [4]
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Chapter 3

Natural Language Processing

3.1 Introduction

Natural Language Processing (NLP) is a subfield of Artificial Intelligence that concerns the
interaction between computers and human language. NLP is the technology used to help computers
understand, interpret and even generate natural language data. NLP is a challenging and quite
demanding task. This is due to the nature of human language that makes the task difficult. The
rules on which languages are based are not easy to be understood by machines. Some of these
rules can be low-leveled, yet some others are more abstract. To this end, in order to understand
the language, machines have to know not only the words but also the whole meaning behind them.

The hierarchical levels of language that NLP examines are:

Phonology. This level deals with the interpretation of speech sounds within and across words.
There are, in fact, three types of rules used in the phonological analysis: 1) phonetic rules — for
sounds within words; 2) phonemic rules — for variations of pronunciation when words are spoken
together, and; 3) prosodic rules — for fluctuation in stress and intonation across a sentence.

Morphology. This level deals with the componential nature of words composed of morphemes,
the smallest units of meaning.

Lexical. At this level, humans, as well as NLP systems, interpret the meaning of individual
words. Several types of processing contribute to word-level understanding, the first of these being
assignment of a single part-of-speech tag to each word. In this processing, words that can function
as more than one part-of-speech are assigned the most probable part-of-speech tag based on the
context in which they occur.

Syntactic. This level focuses on analyzing the words in a sentence to uncover the grammatical
structure of the sentence.

Semantic. Semantic processing determines the possible meanings by focusing on the interac-
tions among word-level meanings in the sentence. This level of processing can include the semantic
disambiguation of words with multiple senses, in an analogous way to how syntactic disambiguation
of words can function as multiple parts-of-speech is accomplished at the syntactic level. Semantic
disambiguation permits one and only one sense of polysemous words to be selected and included
in the semantic representation of the sentence.

Pragmatic. This level is concerned with the purposeful use of language in various situations.
The goal is to explain how extra meaning is read into texts without being encoded in text. This
level requires world knowledge, including the understanding of intentions, plans, and goals.

Discourse. While syntax and semantics work with sentence-length units, the discourse level
of NLP works with units of text longer than a sentence. It does not interpret multi-sentence texts
as just concatenated sentences, each of which can be interpreted singly. Rather, discourse focuses
on the properties of the text that convey meaning by making connections between component

sentences.
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3.2 Applications

Natural Language Processing provides implementations for any task that utilizes text. The
most common applications of NLP are:

Information Retrieval and Web Search: the science of searching for documents, for infor-
mation within documents, and metadata about documents, as well as searching databases and the
World Wide Web.

Information Extraction (IE): the recognition, tagging, and extraction into a structured
representation, certain critical elements of information, e.g., persons, companies, locations, orga-
nizations, from extensive collections of text.

Text Summarization: the process of distilling the essential information from a source in
order to produce an abridged version.

Question Answering (QA): the response from documents to extracted or generated answer.

Machine Translation (MT): the use of computer software in order to translate text or speech
from one natural language to another.

Speech Recognition and Synthesis: the extraction of a textual representation of a spoken
utterance.

Text Generation: A method for generating sentences from "keywords".

Natural Language Understanding and Generation (NLU, NLG): NLG system is like
a translator that converts a computer-based representation into a natural language representation.

Natural Language Inference (NLI) is the task of determining whether a "hypothesis" is

true (entailment), false (contradiction), or undetermined (neutral) given a "premise".

3.2.1 Sentiment Analysis

Sentiment analysis refers to the usage of natural language processing, computational linguistics,
text analysis and biometrics to identify, analyze and extract subjective information (people’s opin-
ions, sentiments, emotions and evaluations) towards entities as products, businesses, organizations,
topics or other people. It detects polarity within a given text, which means positive, neutral or
negative feelings. Sentiment analysis is widely applied to voice of the customer materials such as
reviews and survey responses, online and social media, and healthcare materials for applications
that range from marketing to customer service to clinical medicine.

Sentiment analysis is considered, nowadays, one of the hottest areas in computer science. This
is because of the advantages in understanding the sentiment in a piece of text as it can contain
the sentimental intention of a person towards something (information that can be exploited into
recommendation systems etc). There is a huge explosion today of ‘sentiments’ available from social
media including Twitter, Facebook, message boards, blogs, and user forums. These snippets of text
are a gold mine for companies and individuals that want to monitor their reputation and get timely
feedback about their products and actions. Sentiment analysis offers these organizations the ability
to monitor the different social media sites in real time and act accordingly. Marketing managers,
PR firms, campaign managers, politicians, and even equity investors and online shoppers are the

direct beneficiaries of sentiment analysis technology [42].

3.2.2 Emotion Recognition

Emotion Recognition is the process of identifying human emotion through the expression, such
as fear, anger, happiness, sadness, surprise and disgust, and is closely related to Sentiment Anal-
ysis. Emotions can be detected in human non-verbal cues, such as facial expressions from video,

on spoken expressions from audio and on written expressions from text. Hence, extracting and
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understanding emotion is of high importance to the interaction between human and machine com-
munication. Although it is a recent field of research, it has gained much popularity due to the
ability of machines to make decisions based on objective rules, in contrast to humans who vary
widely in their accuracy at recognizing emotions. In the case of conversations, emotion recogni-
tion extracts opinions between participants from conversational data which can be found on social

media platforms.

3.2.3 Sarcasm Detection

Sarcasm is considered one of the most useful NLP tasks in Sentiment Analysis. The goal of Sar-
casm Detection is to determine whether a sentence is sarcastic or non-sarcastic. Sarcasm is a type
of phenomenon with specific perlocutionary effects on the hearer, such as to break their pattern
of expectation. Consequently, correct understanding of sarcasm often requires a deep understand-
ing of multiple sources of information, including the utterance, the conversational context, and,
frequently some real world facts. Sarcasm poses a major challenge for sentiment analysis models,
mainly because sarcasm enables one speaker or writer to conceal their true intention of contempt
and negativity under a guise of overt positive representation. Thus, recognizing sarcasm and verbal
irony is critical for understanding people’s actual sentiments and beliefs. The figurativeness and
subtlety inherent in its sentiment display, a positive surface with a contemptuous intent (e.g., “He
has the best taste in music!”), or a negative surface with an admiring tone (e.g. , “She always makes
dry jokes!”), makes the task of its identification a challenge for both humans and machines.[43].
Moreover, the figurative language is a good indicator for a variety of different tasks, as also depres-
sion detection, because it is usual for depressive people to use sarcasm in order to describe their

daily routine.

3.2.4 Personality Detection

Personality detection is the task of deciding the personality of a person according to five different
axes/traits. Personality is a combination of an individual’s behavior, emotion, motivation, and
thought pattern characteristics. Our personality has great impact on our lives; it affects our life
choices, well-being, health, and numerous other preferences. That is the reason why the detection
of our personality is really important nowadays. Having this knowledge, the products and services
recommended to a person can be affected by our personality traits, comparing the people with
other people who prefer these and have similar traits. Personality detection is considered, also,
a subfield of sentiment analysis, as it is a helpful task of deciding the sentiment. Personality is
typically formally described in terms of the Big Five personality traits,3 which are the following
binary (yes/no) values [44]:

e Extroversion (EXT). Is the person outgoing, talkative, and energetic versus reserved and

solitary?
e Neuroticism (NEU). Is the person sensitive and nervous versus secure and confident?

e Agreeableness (AGR). Is the person trustworthy, straightforward, generous, and modest

versus unreliable, complicated, meager, and boastful?

e Conscientiousness (CON). Is the person efficient and organized versus sloppy and care-
less?

e Openness (OPN). Is the person inventive and curious versus dogmatic and cautious?
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3.3 Word Representation

One of the most challenging concepts in NLP is the word representation. The input of NLP
models is usually words and it is necessary to represent them in numbers that can indicate their
meaning as a word or as a member of a set, a sentence. The role of context of a sentence is really
important in the word representation as words in similar contexts tend to have similar meanings
also. This is a field that has developed over the years and the methods have been evolved towards
a direction where every vector of a word can include more meaningful representation of that word
involving different aspects, like context, semantics etc.

There are two ways that Linguists think about meaning, one is through “Denotational Seman-
tics” which is the concept of representing an idea as a symbol (a word or a one-hot vector), and the
other is through “Distributional Semantics” which is the concept of representing the meaning of a
word based on the context in which it usually appears. Distributional Semantics include methods
that are really sparse i.e. mostly zeros, but a lot of work has been done to dense vectors that

capture useful semantic properties.

3.3.1 Denotational Representation

3.3.1.1 Vocabulary IDs

Let us assume that we have a vocabulary V in a given task, containing all the words in the
training, development, and test dataset. The most naive approach is to match all the words of the
vocabulary with a unique ID symbol, starting from 1 and ending to the dimension of V', that equals
to the total of different words that are included in the sets. For example for the given vocabulary
V ={'T"/ got', covid’'}, we can define the following mapping:

’LUI — 1’ wgot _ 27wcovid =3

This approach does not encapsulate the word’s meaning through the representation, and neither
a notion of similarity and difference between words nor the ambiguity problem is solved. Moreover,
this representation is computationally expensive as it uses |V| different IDs. Finally, this approach

is not capable of any further improvement.

3.3.1.2 One-Hot-encoding

One-Hot-Encoding is equivalent to the Vocabulary IDs, where we represent every word with
an R ! vector. The only difference is the dimensionality augmentation of the subspace to achieve
further improvement through compression techniques. In One-Hot-Encoding, every word is repre-
sented as an RIVI*! vector with all 0 and one 1 at the index of that word in the sorted English

language. So, for example, word vectors in this type of encoding would appear as the following:

1 0 0
wI _ 0 ’wgot _ 1 ’wcovid _ 0
0 0 1

We represent each word as a completely independent symbol. As we previously discussed, this
word representation does not directly give us a notion of similarity and difference between words,

nor the ambiguity problem is solved. For instance,

(wcovid)T leNl _ (wfcvcr)T wcovid =0
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The corresponding matrix that describes the method will be of |V| x [V| dimension and in the

following form:

w! 1 0 0
w8t =10 1 0
wcovid 0 0 1

Motivated by the fact that this matrix is sparse, we can apply many compression techniques
such as Singular Value Decomposition (SVD) and Non-negative Matrix Factorization (NMF), but

the final result should also be classified as "Denotational Semantics".

3.3.2 Distributional Semantics

As it is referred to [1] the idea of semantics is to represent a word as a point in a multidimensional
space that is derived from the distributions of word neighbors. Vectors for representing words are
called embeddings, although the term is sometimes more strictly applied only to dense vectors

rather that sparse.

3.3.2.1 Sparse word vectors

In sparse word vectors, the representation of a word is very sparse, i.e. including mostly zeros.

The two most commonly used models are tf-idf and pmi.

Term Frequency—Inverse Document Frequency (TF-IDF) Representation. The general
idea of TF-IDF representation is that the meaning of a word is defined by a simple function of the
counts of nearby words. In particular, there is a paradox that TF-IDF tries to solves : Words that
occur nearby frequently (maybe pie nearby cherry) are more important than words that only appear
once or twice. Yet words that are too frequent—ubiquitous, like the or good— are unimportant
[1].

TF proposed by Luhn [45] is the frequency of the word in the document. Usually, we use the
count as the tf:

tfy ¢ = count(t, d)

or a more squash term:

tf;,4 = logyo(count(t,d) + 1)

The idf proposed by Sparck Jones [46] is defined as N/df; , where N is the total number of
documents, and df; is the number of documents in which term t appears. The fewer documents
in which a term occurs, the higher this weight. The lowest weight of 1 is assigned to terms that

occur in all the documents. Usually, we use a more squash term for idf:

df; = logo(N/df:)

The tf-idf weighted value w; 4, and the corresponding word vector, is the product of this two

terms:

Wt,d = tft,d X ldff

Using tf-idf we represent every word with an RIPIx1

vector, where |D| is the number of different
documents in the collection and in general case |D| < |N|. Thus, the word representation is smaller

than One-Hot-Vector and should contain some information about the word meaning, but tf-idf does
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not give us directly neither a notion of similarity and difference between words nor the ambiguity

problem is solved.

Pointwise Mutual Information (PMI) Representation. Pointwise mutual information pro-
posed by Fano [47] is one of the essential concepts in NLP. It is a measure of how often two events

x and y occur, compared with what we would expect if they were independent:

Iz,y) = log, P(‘””’y()

P(x)P(y)

The pointwise mutual information, proposed by Church and Hanks [48] is then defined as:

PMI(w, c) = log, m

The numerator tells us how often we observed the two words together. The denominator tells us
how often we would expect the two words to co-occur assuming they each occurred independently.
Thus, the ratio gives us an estimate of how much more the two words co-occur than we expect by

chance. PMI is a useful tool whenever we need to find words that are strongly associated.

3.3.2.2 Dense word vectors

Dense word vectors, usually called as embeddings, are short with the dimension ranging from
50 to 1000. The values of the vectors will be real-valued numbers that can be negative [1]. The key
idea behind Dense word vectors is that words that are similar or can be used to a similar context
should have similar word vectors, that follow the distributional hypothesis but also a dense vector
for every word is adopted to include the total amount of information. The main benefits of the dense
vectors are : firstly, a smaller dimension of vectors helps models to have less parameters/weights,
but also helps to avoid overfitting; secondly, dense vectors tend to capture better the synonymy.
Different methods all create supervised training instances in which the goal is to either predict the
word from its context, or predict the context from the word. Perhaps the most important set of
pretrained embedding vectors is word2vec. Word2vec is an approximation of language modeling,
applied to a fixed word window.

Word2Vec.  Word2Vec was first proposed by Mikolov et al. [49]. Word2Vec is a shallow, two-
layer neural network that is trained to reconstruct linguistic contexts of words. Given an input of
a large corpus of words, it produces a vector space, typically of some hundred dimensions, with
each word in the corpus being assigned a corresponding vector in the space. Word vectors are
located in the space such that words that share common contexts in the corpus are located close
to one another in the space. Word2Vec has two forms, the continuous bag of words (CBOW)
model and the Skip-Gram model as presented in Figure 3.1. When the feature vector assigned to
a word cannot accurately predict that word’s context, the components of the vector are adjusted.
The vectors of words judged similar by their context are nudged closer together by adjusting the
numbers in the vector.

Continuous Bag Of Words (CBOW) model is trained considering a window around our
target words, having as a result to move to a new space where the context of the current target
word is learned. Formally, as it is depicted in 3.1, if we need to predict the w(t) the input to our
model could be w(t — 2),w(t — 1), w(t + 1), w(t + 2), declaring the context of the word we need to
predict.

Skip-Gram is the exact opposite of CBOW, as in that case we need to predict the surroundings

of a word having as input the same word. Formally, taking as input the w(¢), the output could

60



3.3.2 Distributional Semantics

INPUT ~ PROJECTION QUTPUT INPUT  PROJECTION  OUTPUT
w(t-2) w(t-2)
wit-1) w(t-1)
\SUM
/ - wi(t) wit) ——
w(t+1) / w(t+1)
w(t+2) w(t+2)
cBow Skip-gram

Figure 3.1. The CBOW architecture predicts the current word based on the context, and the
Skip-gram predicts surrounding words given the current word.

be w(t — 2),w(t — 1), w(t+ 1), w(t + 2). So, the task is to learn the embeddings by predicting the
context of a word.

A serious problem of Word2Vec is the existence of some words in the test dataset that never
appeared during training set. A possible solution to this came by fasttext, that was proposed
by [50]. Fasttext solves this problem by using subwords models, representing each word as itself
plus a bag of constituent n-grams. Then a skipgram embedding is learned for each constituent
n-gram, and the word is represented by the sum of all of the embeddings of its constituent n-grams.

Unknown words can then be presented only by the sum of the constituent n-grams.

GloVe Embeddings. GloVe, proposed by Pennington et al. [51], is an unsupervised learning
algorithm for obtaining vector representations for words. Training is performed on aggregated
global word-word co-occurrence statistics from a corpus, and the resulting representations showcase
interesting linear substructures of the word vector space. GloVe is essentially a log-bilinear model
with a weighted least-squares objective. The training objective of GloVe is to learn word vectors
such that their dot product equals the logarithm of the words’ probability of co-occurrence. The
central intuition underlying the model is the observation that ratios of word-word co-occurrence
probabilities can encode some form of meaning. The GloVe model is trained on the non-zero entries
of a global word-word co-occurrence matrix, which tabulates how frequently words co-occur with
one another in a given corpus. Populating this matrix requires a single pass through the entire

corpus to collect the statistics.

Contextual Embeddings.  The word2vec methods and GloVe are fast, efficient to train, and
easily available online with code and pretrained embeddings. These are static embeddings, meaning
that the method learns one fixed embedding for each word in the static embeddings vocabulary.
However, NLP has evolved towards learning dynamic contextual embeddings like the popular family
of BERT representations, in which the vector for each word is different in different contexts. That
is a better solution to a variety of problems that static embeddings have, as the differentiation of
words that have more senses than one. For example, in the following sentences: “I dream of surfing
the perfect wave.” and “Will there be another wave of illness in the fall?”, the word “wave” has a

pretty different meaning. It is further dicussed through BERT analysis in 3.5.
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3.4 Language Modeling

Language Models (LM) are model that assign probabilities to sequences of words. The aim
is to develop Language Models that assign higher probabilities to sequences that are either more
grammatically correct or have more sense to occur. For example, the sequence "I had fever and
therefore I got covid" is more possible than "I had fever and therefore I got ice cream" and therefore,
it is needed a higher probabibility to be assigned to that.

Moreover, prediction of the next word is the most important task in Language Models. More
specifically, we need to compute the co-occurence of all the words of the sentence, including the
predicted word for all the possible predicted words. Finally, we keep the word with the highest
probability. Formally, if we have n words, the probabiblity is :

P(wy,wa, ..., wy)

This probability is equal to the following probability, using the chain rule:

P(wl,wg,...,wn) :HP(wl ‘ wi_l,wi_g,...,wl) :P(wl)P(wg |w1)P(wn | wl,...,wn_l)

i=1

3.4.1 N-gram Language Models

Let us assume the sentence "I had fever and therefore I got" and we need to compute the

probability the next word to be "covid". That means we need to calculate the probability :
P(covid | I had fever and therefore I got)

One way to estimate this probability is from relative frequency counts: take a very large corpus,
count the number of times we see "I had fever and therefore I got", and count the number of times
this is followed by "covid". This would be answering the question “Out of the times we saw the
history h, how many times was it followed by the word w”, as follows:

(T had f d therefore I got covid
P(covid | T had fever and therefore I got) = count(I had fever and therefore I got covid)

count(I had fever and therefore I got)

For a better LM we have to look back at Bayesian probability theory, and most precisely on
the Markov condition, sometimes called the Markov assumption, which is an assumption made in
Bayesian probability theory, that every node in a Bayesian network is conditionally independent
of its non-descendants, given its parents. A more general assumption is the Causal Markov (CM)
condition, which states that conditional on all its direct causes, a node is independent of all variables
that are not direct causes or direct effects of that node. By using these theorems, we can construct
Bigram LM, Trigram LM, and more complex LM.

A Bigram Language Model can formally be expressed as:

n

P (wy,wa, -+ wp) = [[ P (wi | wi)

=2

In order to train a Bigram language model given a set of corpora C of |N| total words, we have

to calculate the following probability for each word w; in the training corpora:

count (w;, w;—1)

Y wee count(w; 1, w)

P(wz ‘ wi_l) = ,Vwi eC
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Finally, a Trigram Language Model can formally be expressed as:

n

P(wi,wa, -+ wn) = HP(U/Z | wi—1, wi—2)
i=2

In order to train a Trigram language model given a set of corpora C' of |N| total words, we

have to calculate the following probability for each word w; in the training corpora:

count(wi, Wi—1, ’wi_g)

> wee count(w; o, wi 1, w)

P(’Ll)l | wi_l,w,;_g) = ,Vwi c C

Typically, the actual number of words in the history is based on how much training data are
available. Trigram language models are commonly used, which consider a two-word history to
predict the third word. Language models may also be estimated over 2-grams (bigrams), single

words (unigrams), or any other order of n-grams.

3.4.2 Neural Language Models

Non-linear neural network models allow conditioning on increasingly large context sizes with
only a linear increase in the number of parameters. For example, a neural probabilistic language
model was popularized by Bengio et al. [5].

This model takes as an input vector representations of a word window of n previous words,
looked up in a table C. These vectors are now known as word embeddings. These word embeddings,
C(w) € R% are then concatenated and fed into a hidden layer, whose output is provided to a
softmax layer as shown in Figure 3.2. This neural language model can be mathematically described

as follow:

x =[C(w1);C(wg);...;C(wy,)]
= P (w; | wi.x) = LM (wy.) = softmax (WWa + bs)
h=g(xW;+by)
x =[C(w1);C(w2);...;C (wy)]
C(w) = Ejy)
where w; € V,E € RIVIXdw W, € R dwXdnia b, ¢ Rdnid ' W, € Ria XIVI b, € RIVI,
V is a finite vocabulary. The vocabulary size |V|, ranges between 1,000 - 1,000,000 words,

with the common size being around 70,000 unique words. Feedforward neural networks have been

replaced with recurrent neural networks [52] for language modeling.

3.5 Bidirectional Encoder Representations from Transform-
ers (BERT)

Bidirectional Encoder Representations from Transformers (BERT), proposed by Google Al
[15], is a pre-trained model of deep bidirectional transformers for language understanding, which
is then fine-tuned for a task. More specifically, BERT is consisted of a number of stacked encoders
of transformers. During self-attention layer, there is no mask in the future information of the
sentence, allowing the model to contextualize each token using information from the entire input.
Everything else is the same as the encoder’s model, using as input subwords tokenization combined
with positional embeddings and passing them through a series of standard transformer blocks

consisting of self-attention and feedforward layers augmented with residual connections and layer
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Figure 3.2. A feed-forward neural network language model. Source: [5]

normalization. There are different versions of BERT, but the initial suggestion included a subword
vocabulary of 30,000 tokens, size of hidden layers equal to 768 and 12 layers of encoders, having
multi-head attention of 12 heads. This resulted to a model with over 100M parameters. The model
was trained in two unsupervised tasks :

Masked Language Model. BERT is allowed to see the complete sentence context. Therefore
training BERT with a a predict-next-word task is trivial, since the answer is directly available
from the context. It was then proposed to mask random words in a sentence and try predict those
masked words instead. WordPiece Tokenization is used to generate the sequence of tokens where
rare words are split into sub-tokens. Then, masking of 15% of the Wordpiece Tokens is performed.
Masking replaces the words with [MASK] tokens. However, instead of constantly replacing the
selected words with a [MASK] token, after a token was chosen, there were three ways of dealing
with it:

e It is replaced with a token [MASK]
e It is replaced with another random token from the vocabulary

e It is left unchanged

The probability of choosing every one way of the above is 80% for the first one and 10% for each
of the next two. Performing prediction on only 15% of all words instead of performing prediction
on all words would entail that BERT would be much slower to converge. However, BERT showed
immediate improvements in absolute accuracy while converging slightly slower than traditional
unidirectional left-right models.

Next Sentence Prediction. This task entails predicting whether the first sequence pro-
vided immediately precedes the next. This task allows the Transformer to perform better on

several downstream tasks such as question-answering, Natural Language Inference that involve
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understanding the relationship between two input sequences. The dataset used for training had a
balanced 50/50 distribution created as follows: choosing an actual pair of neighboring sentences
for positive examples and a random choice of the second sentence for the negative examples. The

input sequence for this pair classification task is generated as:
[CLS] < SentenceA > [SEP] < SentenceB > [SEP]

Where sentences A and B are two sentences after performing the masking operations. The [CLS]
token is the first token used to obtain a fixed vector representation that is consequently used for
classification, and [SEP] is used to separate the two input sequences. As a result, the authors were
able to achieve an impressive accuracy of 97 — 98% in the next sentence prediction task.
Fine-Tuning. The power of pretrained language models lies is their ability to extract gen-
eralizations from large amounts of text—generalizations that are useful for myriad downstream
applications. Fine-tuning is straightforward since the self-attention mechanism in the Transformer
allows BERT to model many downstream tasks, whether they involve single text or text pairs, by
swapping out the appropriate inputs and outputs. The pattern of the input and output sequence

varies depending on the type of the task. The tasks can be broadly divided into four categories:

e Single Sentence Classification Tasks: The input of this task is taken considering the

sentence A as the Single Sentence and the sentence B as ().

e Sentence Pair Classification Tasks: The input of this task is taken considering the two

sentences A and B as the sentence pair.

e Question Answering Tasks: The input of this task is taken considering the sentence A

as the question and the sentence B as the answer.

e Single Sentence Tagging Tasks: The input of this task is taken considering the sentence

A as the Single Sentence and the sentence B as ().

The output is usually the token [CLS] that carries the information of the whole sentence or
sentences and then fed into classification layers for tasks like sentiment analysis or entailment. For
token level tasks, such as sequence tagging or question answering, the token representations are

fed into an output layer.

3.6 Evaluation Metrics

Evaluation metrics are metrics used to measure the quality of the statistical or machine learning
model. They provide models with feedback so as to improve until they reach a desirable perfor-
mance. The performance is usually evaluated on the test set. The most common metrics used in

classification tasks are accuracy, recall, precision and F1-score.

Accuracy. It is mostly used in binary classification tasks. Accuracy divides the number of true
predictions by the total number of observations and outputs a percentage score. Its mathematical

formula is:
TP+TN

TP+TN+FP+FN

where TP, TN, FP, FN are the number of true positive, true negative, false positive and false

Accuracy =

negative predictions.
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Recall. Recall devides the number of true predictions by the sum of true positive and false

negative predictions :
TP

TP+ FN

Therefore, recall calculates the proportion of the correct predictions of one class by the total

Recall =

samples of that class. We have to rely on Recall for measuring our model, when the false negative
predictions are really important to our task. For example, for sick patient detection, if the patient

is actually sick but is predicted as healthy, then it can be catastrophic.

Precision. Precision devides the number of true predictions by the sum of true positive and false

positive predictions :
TP

TP+ FP

Therefore, precision calculates the proportion of the correct predictions of one class by the total

Precision =

samples that were predicted belonging to that class. We have to rely on Precision for measuring
our model, when the false positive predictions are really important to our task. For example,
for spam mail detection, we care more for the false positive predictions, meaning for predicting a
non-spam mail as a spam, because in that case we may lose important mails.

The two metrics are depicted alltoghether in 3.3.

relevant elements

1
false negatives true negatives
(o]
® o 1 o

true positives false positives

retrieved elements

How many retrieved How many relevant
items are relevant? items are retrieved?
Precision = ———— Recall = ———

Figure 3.3. Precision and Recall.

F1-Score. This metric is used for multi-class classification or for binary classification where the
number of observations is not balanced across the two classes. F1l-score is the harmonic mean of

Precision and Recall and is defined as follows :

Precision - 11
Fl-Score — 2. recision - Reca.

Precision + Recall
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Chapter 4

Depression Detection

4.1 Introduction

Depression is a mental health disorder which affects a large portion of society. More specifically,
[13] records 322 million people worldwide suffering from depression, which corresponds to 4.4% of
the world population. Interestingly, depression is affecting more and more people every year, as the
number of people with depression increased by 18.4% in the last ten years. To this end, detecting
mental health issues and especially depression is proven crucial nowadays, as it aims to prevention
of worse things like suicide. It is true that the most of the people do not attend a therapist and it
is vital to detect their depression status, so as to have a better view of their suicidal thoughts.

In our research, we will attempt to detect depression from social media posts. To achieve this,
a model for text classification needs to be built, by taking the utmost advantage of the novel
architectures of Natural Language Processing (NLP). We will attempt to improve the performance
of this task, using common sense and conclusions from the science of psychology. [53] showed
that the metadata of the posts can be useful for our task, introducing the idea of the multimodal
approach. Moreover, as our task is related with sentiment analysis, we will use some techniques
frequently applied in this field. External knowledge is going to be incorporated, as it seems to be
crucial in similar tasks ([54]). We will start our analysis, exploiting some useful techniques of deep
learning and after that we will incorporate some handcrafted features that will be derived from

data analysis and interepretability methods.

4.2 Social Media

According to [55] and [56], it is reported that there is a close association between depressive
young adults and the excessive use of social media. However, it is noted that it is not sure if the
young adults in question use social media more because of their depression, or if the use of social
media causes their depressive symptoms. In any case, social media is proved to be a good indicator
for our task, detecting depression from them. [57] shows that users of social media affected by
depression tend to have different online activity and behavior than those who aren’t, proving once
again that the task of distinguishing them is feasible. [58| reports the numerous applications in
NLP when we extract information from social media, but in our case we focus on health care
applications entirely.

A lot of different social media platforms have been used in various NLP tasks, mainly detecting
sentiment of posts or users that lead to mental health applicationg. The most usual platforms
that are used are Twitter, as it had an open API to obtain data easily and Reddit, as there are
many datasets free based on it. The source of the corpus can be also just writing samples, like
in [59], where they assessed suicide risk in pediatric populations. Some more scientific records

have also been allowed to be used, like the Electronic health Records [60], which are narratve
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text and it was expolited to predict depression severity or to predict the suicide risk of active duty
military personnel [61]. The research that is usual in this field (NLP on mental health) includes the
extraction of handcrafted features from posts or texts, as they may contain some core information
that differs them from healthy posts. Therefore, it tries to intedify linguistic features, e.g. in [62]
they intedify the features that are characteristics of early stage dementia. Finally, the usage of
lexicons is very often in social media, as they organize the words in different categories that can
be good indicators of many mental health situations. LIWC (Linguistic Inquiry Word Count) [25]

is the most common lexicol, containing numerous categories and a huge vocabulary of words.

4.3 Related Work

Social media consists of users who upload several posts. As a result, there are some different
approaches of any task that is based on an online platform. Specifically, we can employ either only
posts or users, containing from posts. The second case involves the first one, while we have to edit

firstly posts and then to move to a user level.

4.3.1 Posts Classification

The posts’ classification is reduced in a text classification task, where the every text/post is
considered autonomous and independent of other posts. This classification’s category may be
possible in cases where a post can capture enough information, e.g. classification of a post as
stressed or non-stressed, but it may be inappropriate to classify it on a mental health situation.
Towards the second occasion, the text classification uses longer texts, like mental health records
or clinical interviews, in order to conentrate more information.

There are several works that used text classification as a main task for an application of NLP
in mental health. [63] separated out LiveJournal posts that discuss depression and related topics,
while [57] utilized Twitter data to predict depression in one of the most affective research in the
area. [64] host a shared task that also attempts to make clinical diagnoses from Twitter data; in
this case, for depression and posttraumatic stress disorder. [16] built a hierarchical neural network
with attention mechanisms in both the word level and the turn level to detect depression from
transcribed clinical interviews. External knowledge was also injected and the summary provided
by the dataset was used.

As the deep learning models become the state-of-the-art models in the most of the NLP tasks,
the text classification is the basic task that is affected by them, diminishing the importance of
handcrafted features. The majority of works in this field use RNNs and Attention mechanisms as we
have already discussed. The evolution of these, transformers, have been proposed to beat the best
models in many text classification tasks. XLNet [17] integrates the idea of autoregressive models
like OpenGPT and bi-directional context modeling of BERT. XLNet makes use of a permutation
operation during pre-training that allows context to include tokens from both left and right, making
it a generalized order-aware autoregressive language model. On another perspective of the task,
[18] propose a graph-CNN-based DL model to first convert text to graph-of-words, and then use
graph convolution operations to convolve the word graph. They show through experiments that the
graph-of-words representation of texts has the advantage of capturing non-consecutive and long-
distance semantics, and CNN models have the advantage of learning different level of semantics.
[19] built a Hybrid Model, i.e. a Convolutional LSTM (C-LSTM) network. C-LSTM utilizes a
CNN to extract a sequence of higher-level phrase (n-gram) representations, which are fed to a
LSTM network to obtain the sentence representation. Finally, unsupervised learning has been
proven crucial recently, as more and more Variational Autoencoders [20], Adversarial Training [21]

and Reinforcement learning [22] is used.
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4.3.2 Users Classification

Users’ classification task is a two-levels task containing a post-level and a user-level. The
problem is to classify a user in one or more categories, when a user has published numerous posts
in social media. Towards this goal, there are two paths to follow: we can either analyze the total
of the posts of the user, extract the most useful features from them and then extract the most
important features from the interconnections between the posts of the same user, or we can analyze
the behaviors and relationships between different users and, combining with the features of their
posts, to conclude about the annotation of a specific user. There are several techniques that are
followed in both cases and the sources of the data are similar like them in the post’s classification
task. In this work, we focus on data derived from social media and more specifically, Twitter,
Reddit and Flickr are the most used.

[65] manually evaluated 200 college students’ posts of one year, in order to conclude about their
depression status. A study using data from Weibo, a Chinese social network platform [66] analyzed
the social attitudes of people publicly commenting on others who made public their intention to
commit suicide. As referred earlier, it is usual to utilize the connections between users, in order to
extract important conclusion than just simply extracting their post’s information. In [67] they did
a study on TrevorSpace, a social network popular amongst lesbian, gay, transgender and bisexual
communities about mental health status. The study did not use the text but only the connections
amongst individuals and showed that some features are predictive of distress or mental-ill health.
On the other hand, the details that can be derived from the users’ interactions can lead to important
conclusions and results. In this scenario, the most usual way to represent users’ activity is using
Graph Neural Networks. As it is obvious, the connections of users in social media, e.g. having
someone as a friend or retweeting someone’s post, can be thought as a huge graph, where the
nodes are the users and the edges connect users that are related. In [24] they build a multiple
relation graph from a twitter dataset, in order to detect anomalous users. [23] tries to detect
personality of the users combining GNNs and Transformers. In particular, they build a graph for
every user, which contains posts, words and categories of the words as nodes and it initializes it
with embeddings extracted from BERT.

4.4 Datasets’ Overview

There are several datasets related to depression that have been used in a variety of research
works. As discussed earlier, the most common among them are the ones derived from social media
through an API. A lot of researchers are used to create their own dataset, which consists of the
information they need, acquiring permission from a platform to use its API, e.g. [68] exploit
the Flickr API to extract useful features from users’ posts in Flickr. The Reddit Self-reported
Depression Diagnosis (RSDD) dataset ([27]) created by annotating users from the Reddit dataset,
which is publicly available. This is going to be the main dataset which will be used in this work.
No noteworthy results have been accomplished and this is a challenge for us. This dataset is the
one of the biggest in this area, as it includes over 380 million posts in the training set. Self-
Reported Mental Health Diagnoses (SMHD) dataset ([69]) includes users from Reddit who have
been diagnosed with one mental health condition among the following: ADHD, Anxiety, Autism,
Bipolar, Depression, Eating, OCD, PTSD, Schizophrenia. The extraction of both the diagnosed
and control users was carried out by the same procedure. DAIC-WoZ dataset, which is part of the
DAIC dataset ([70]) is multimodal, including audio, video and text from the sessions between a
client and a virtual agent serving as a therapist. This dataset differs from the above in the length

of the text we are forced to process, as is the case of this dataset a whole interview between two
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entities is available.

The usage of different APIs is occurred detecting various keywords that are related to the
mental health - target. Most of the works try to find users in discussions of a mental health
topic, like depression, and then they analyze these users (or their posts individually). Twitter,
also, provides the opportunity of hashtags, which make searching more easily. [71] tried a different
approach, combining two methods. At first, they interviewed some users, in order to use those
interviews as their main corpus, but then they took, also, their twitter’s content, so as to analyze
their preferences. Finally, in [72] they deployed a corpus-based approach. More specifically, they
obtained an existent dataset, which had been acquired through the Twitter API and they did their
own annotation, labelling posts as depressive or not, taking advantage of their knowledge about

the depression’s symptoms.

4.5 Features Selection

Even if deep learning models have been the state-of-the-art models in a plethora of tasks, mental
health tasks exploit, still, the creation of handcrafted features, according to the careful examination
of the dataset. These features are capable to achieve a better general performance, because they
make the classes more distinguishable in the cases like depression detection. They can also be
combined with deep learning models or to incorporate them as external knowledge. The most
usual method is the usage of lexicons. Lexicons are dicitionaries that assign words to one or more
category. The categories can be more general, like if a word is a verb or pronoun, but they can be
more specific, like if a word declares anxiety or fear. In the task of depression detection, where an
association between depression and lexical features has been noticed, the finding of such features
is required. The most common lexicons in those applications are: the psycholinguistic dimensions
of LIWC (Lexicon Inquiry Word Count) [25] which includes 73 dimensions and a vocabulary of
18,504 words, the Emolex (NRC Emotion Lexicon) [26] which consists of 14,182 words assigned to
19 dimensions related to emotion, and Subjectivity Lexicon (MPQA) [73] with 6,886 words in 4
sentimental dimensions.

There are several lexical features, which can be extracted or detected in order to assist in the
classification task. [16] uses external knowledge, which was injected in both the word-level analysis
of turns and the summary provided by the dataset. [68] develops a multimodal approach for
detecting the users with mental health issues. They detect different features from every modality
separately and they combine it altogether. This approach also proved that the psychological
research about what people with a mental health disorder usually prefer is verified by their activity
on social media. [74] introduced a different perspective of processing social media posts as they
noticed that a lot of misclassified samples may include various views such as emotion, sarcasm,
personality and sentiment which are capable of distinguishing a disorder but aren’t captured by
current models. Consequently, multiview architecture is proposed, which consists of a task-agnostic
view and NLU view, including the above four views and fusing all together in the end. After that,
attention was given to the sarcasm view and figurative language. So, in [75] there was an attempt
to detect depressive symptoms from twitter posts, building a 2-task problem: detecting depressive
symptoms and detecting figurative language, designing soft-parameter sharing between tasks and
layers. However, a basic problem of social media posts had to be faced: most of them are only a few
words and, as a result, they don’t have a lot of context. In the direction of solving this problem,
[76] proposes a model combining CNN and Bi-GRU with multi-attention mechanism. Some other
studies, e.g. [77] have focused on detecting some demographic features of the people in a dataset and
how those features are related to some mental health illnesses like depression or PTSD. Taking

advantage of those studies, we can make some important conclusion about the profiles of users
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belonging to a specific class and exploit this information to achieve better performance.
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Chapter 5

Proposed Models

5.1 Dataset

In this work we use one main dataset for the task of depression detection. The dataset is
called "Reddit Self-reported Depression Diagnosis (RSDD) dataset" as it was proposed by [27].
As it is declared from the title it is a dataset created by users of Reddit who self-reported that
they have been diagnosed as depressive. The dataset is really useful for our task, as it includes
depression-based annotations.

More specifically, the RSDD dataset consists of Reddit posts for approximately 9,000 users who
have declared they had been diagnosed with depression and approximately 107,000 matched control
users. Users annotated as "depressive" are users who match a high precision diagnosis pattern,
e.g. "I was just diagnosed with depression". However, there were some exclusive condition that
were applied to those users. If the users had less than 100 posts on Reddit before their diagnosis
posts, they were discarded. Moreover there were two exclusive conditions related to the posts of

the users :

1. The mention of depression was required to be no more than 80 characters away from the
part of the post matching a diagnosis pattern; posts that did not satisfy this constraint were
ignored. (A mention of depression is defined as the occurrence of one of the following strings:

"depression", "depresion", "depressive disorder", "major depressive", or "mild depressive".)

2. The users were then viewed by annotators and only the users with at least two positive
annotations were finally included in the dataset. The most common false positives included
hypotheticals (e.g., “if I was diagnosed with depression”), negations (e.g., “it’s not like I've
been diagnosed with depression”), and quotes (e.g., “my brother announced ‘I was just diag-

nosed with depression’ ”).

Finally, it is clarified that every post that contained a keyword related to depression was removed
by the dataset of the depressive users.

The selection of control users followed a different process. An initial pool of control users was
selected removing all the users who had ever posted in a subreddit related to mental health or
used a keyword related to depression or metntal health. Control users were chosen by matching
candidate control users with diagnosed users. Each diagnosed user was greedily matched with the
12 control users who had the smallest Hellinger distance between the diagnosed user’s and the
control user’s subreddit post probability distributions, excluding control users with 10% more or
fewer posts than the diagnosed user.

Every user (every value of the list) contains his or her posts, an id that is specific for every user
and the label "control” or “depression”, depending on the category he or she is involved. The posts
and the length of the posts of every user are very large, so we only show an example containing a

posts of a user (an element of the list of a user) :
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Label training validation testing  total
control 35753 35746 35775 107274
depression 3070 3070 3070 9210

Table 5.1. Number of samples for every class.

mean number of

training set posts of healthy users 895.4270
posts of depressive users  1739.5355

words of healthy users 24.3848

words of depressive users 40.7978

testing set posts of healthy users 908.1891
posts of depressive users  1741.0013

words of healthy users 24.3858

words of depressive users  40.8768

Table 5.2. Average number of posts and words per user for both classes.

1451878990, "One time I was sitting in my apartment doing homework and this fly kept buzzing
around my head and every time I swatted at it it would just come closer. Finally, I got fed up and
I went to try and grab it and I ended up catching it by its wings with my index finger and thumb.
I felt like the Karate Kid but cooler.

Also, the format of the data of every user is a dictionary:
[{ "posts" : [post_id, post], ..., [post_id, post], "id" : user id, "label" : label}|

After the unzipping of the dataset files, we save every file in a corresponding list that is consti-
tuted by lists. Every sub list represents the post and the total number of lists represent the user.
We save in a different file the list of labels for every user. In this way, the processing becomes
easier. Finally, a lot of users have as label "None". We decided to remove totally these users from
our data as they cannot provide us any useful information. The final number of samples for every
data file is illustrated in the 5.1:

Both the number of posts made by each user and the length of each post vary widely, as shown

in 5.1. As shown in Figure 5.1, approximately 20% of users have more than 1500 posts and 20%
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Figure 5.1. Empirical cumulative distribution functions (CDF) of the number of posts per user
(a) and the post length (b).

of posts over 250 words. A more analytical view about the mean numbers is presented in 5.2.
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5.2 Related Work

There are several works, which used the RSDD dataset, in order to detect depression or to
analyse the characteristics of the users. [28] proposed an architecture, which consists of the classical
two-level system: a post-level and a user-level. In every level, they use a corresponding operation,
that is either a single-gated LeakyReLU or a multi-gated LeakyReLU operation. The overview of

the proposed architecture is illustrated in 5.2.

Softmax

User’s Activity Representation

Multi-Gated LeakyRel.U

User-level Operation / Single-Gated LeakyReLU

Post Representation

Multi-Gated LeakyRel.U
/ Single-Gated LeakyReLU

Multi-Gated LeakyRel.U
/ Single-Gated LeakyRel.U

Multi-Gated LeakyReLU
I Single-Gated LeakyReLU

Post-level Operation

Word Representation ------

The first post The second post The Maxm post

Figure 5.2. FEach target user has up to m posts and each post consists of n words. w]"* stands for
the n-th word in the m-th post.

It is noteworthy that they do not use pretrained embeddings but they train new embeddings
for the words of this specific task. The difference of this work is that they use gated cotemporal
convolutions instead of the typical recurrent networks that are more usual. Both the post-level
and the user-level operation of SGL-CNN and MGL-CNN consists of two convolutional layers and
a global average pooling. The difference between SGL and MGL is the number of gating weights
generated. In the first convolutional layer, two filters are applied to derive feature values. Then,
a second filter is applied to obtain a gating weight. Finally, an element-wise product between the
products of the first filters and those of the second is used in order to get an enhancement feature
map, which it gets through an average pooling layer afterwards.

In [6], they use BERT to get pretrained embeddings of the posts and then they use GRU-
Attention in order to extract the user’s representation. The architecture is illustrated in 5.3. A
knowledge fusion layer is exploited at first to inject knowledge triples into original posts and in this
way, a more informative initial representation of the post is created. Then, BERT takes as input
the posts’ representations and outputs the corresponding embeddings of them. AFter that, they
are combined through a BiGRU layer with Attention to capture the user’s representation. Finally,
the classification is ocurred through dense layers. They also use an AdaBoost ensemble algorithm
in order to adjust the weights of the samples.

[74] introduced a different perspective of processing social media posts as they noticed that a
lot of misclassified samples may include various views such as emotion, sarcasm, personality and
sentiment which are capable of distinguishing a disorder but aren’t captured by current models.
Consequently, multiview architecture is proposed, which consists of a task-agnostic view (BERT
embeddings) and NLU view, including the above four views and fusing all together in the end.

This idea inspired us to detect the respective aspects for our task, detecting depression, as it is
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explained in a later subsection. In a following work, theye gave attention to the sarcasm view
and figurative language. So, in [75] there was an attempt to detect depressive symptoms from
twitter posts, building a 2-task problem: detecting depressive symptoms and detecting figurative
language, designing soft-parameter sharing between tasks and layers. However, a basic problem of
social media posts had to be faced: most of them are only a few words and, as a result, they don’t
have a lot of context. In the direction of solving this problem, [76] proposes a model combining

CNN and Bi-GRU with multi-attention mechanism.
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Figure 5.3. The architecture of [6].

5.3 Baselines

The problem is consisted of two levels: a post-level and a user-level. Theoretically, we need to
compute two different representations. Firstly, we have to calculate a representation for every post
of the user and in a second stage, to aggregate those representation, in order to extract a unified
representation for the user. It is important to run some baselines, before we continue to the rest

implementations. The baselines that are created are:

76



5.4 Detectors

e BoW-SVM and BoW-MNRB classifiers [78]. The set of features in this case is the post itself
represented as sparse bag of words features. SVM were explained in 2.3.3 and Multinomial

NB was explained in 2.3.2.

e Feature-rich-SVM and Feature-rich-MNB classifiers. This set of features includes bag of
words features encoded as sparse weighted vectors, external psycholinguistic features captured
by LIWC [79], and emotion lexicon features [80].

e User-model CNN as it is proposed by the creators of the dataset [27]. At post’s level,
every post is processed through a CNN and then there is merge layer for combining all them

together. At user’s level, there is an output layer consisting of dense layers with dropout.

e Long Short Term Memory as it was described in 2.4.3.2. It works in two levels, as well.
At first, it take as input the words of a post and produces the post’s representation and after

that, it take all the posts as a sequence to produce user’s representation.

e Bi-directional Long Short-Term Memory. It works in the same way as the simple
LSTM but it captures bidirectional semantic dependency.

¢ GRU - Attention as it was described in 2.4.3.2 and 2.4.3.3. It works also in a two-level
system, where in every level it is used as an encoder model to output post’s and user’s

representation. It is used also, combined with the rest variants as LSTM-Attention and
Bi-LSTM-Attention.

e CIFG-LSTM is just a variant of LSTM. It works in the same exact way, but it is designed

to couple the input gate and the forget gate as one uniform gate [81].

e Tree-LSTM |[82]. It is used in order to avoid the sequential way and achieve the represen-

tation of words to sentences over parse tree structures.

e Bert-LSTM as BERT is described in 3.5. At first, BERT is used to extract post’s repre-

sentations and then LSTM is used to capture user’s representation.

5.4 Detectors

Every model of the following is trained to detect an aspect of the Natural Language, as all of
them are part of sentiment analysis. This can help us to have a more spherical knowledge of the
user’s mental health situation and personality. Having this knowledge will help us to our task of
depression detection, because the depressive user differs from a healthy user in terms of his/her
emotions and personality. Moreover, the sarcasm/irony detector is considered important as the

depressive users tend to be more sarcastic about life.

5.4.1 Emotion Detector

Aiming to detect the emotion of the user, we will use a pretrained model that will examine a
post on more fine-grained emotions, i.e. valence, arousal and dominance. In this work, in order to
extract the emotion from posts, we leverage a system similar to the CNN Network that is proposed
by [83] and we utilize the EmoBank-2017 dataset [84] to train the model for fine-grained analysis.

EmoBank-2017 dataset consists of 10,548 (after filtering, 10,062 remained) unique sentences/
posts, annotated in terms of valence, arousal and dominance in a 5-point scale. The model that
will be trained in this dataset is simply a variant of the CNN architecture and is depicted in 5.4.

We use the pretrained Google word2vec word embeddings vectors, as it has been proven to

achieve a better performance than training embeddings without any initial information [85]. At a
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Figure 5.4. Model architecture with two channels for an example sentence.

first stage, we preprocess the whole dataset of the sentences and then the model is trained in the
above architecture. During the preprocessing, we use 50 as maximum sentence length and 10,000
as the maximum number of words to be used in the model. Validation split is on 20% of the train
dataset. The model consists of an embedding layer, three convolutional layers with max pooling
layers, a concatenation layer that combines the outputs of the three previous layers, a dropout
layer and finally dense layers for the final regression in the three dimensions (valence, arousal and

dominance). We train the model for 25 epochs and batch size = 50.

After training the model, we move to the inference stage, where we insert our RSDD dataset.
Here, we do not need to take the VAD (Valence - Arousal - Dominance) values of the posts, but
just a representation of them on a higher dimensional space that will be a good indicator of the
emotional state of the post. Therefore, without finetuning the model, we extract the representation
of the post after the dropout layer, moving in a 300d space. In simple words, it is like getting the
embeddings of a post, relying on the emotion of it. We keep the parameters equals to them during
training stage (maximum sentence length = 50 and maximum nb words = 10,0000). We extract

and save the embeddings for all posts for all users.

5.4.2 Irony Detector

Social Media texts often contain sarcasm and figurative language (FL), in general. In sentiment
analysis, the presence of FL such as sarcasm in a text can work as an unexpected polarity reverser,
which may undermine the accuracy of the system, if not addressed adequately [86]. It is possible for
depressive users to utilize sarcasm so as to express their emotions. For example, a depressed user’s

“

post contain “.. It goes from pain to slight discomfort.. I cant move. Great way to start the day
/” So, it may be beneficial to detect the sarcasm of the texts. To do so, we will use the pretrained
model of [87]. They created an architecture of two CNNs, a Bi-LSTM and a DNN layer to extract
the sarcasm of Twitter texts. The final dataset that was collected by them contain 40K posts, 18K
of them are labelled as sarcastic. Five more datasets are used for intentifying the context of the
tweets, as also the LIWC dictionary [25] for obtaining AnalyzeWords.com dimensions. They also
exploit Google word2vec embeddings to extract the embeddings of the words of the post firstly.

The overall architecture is depicted in 5.5.

Following the same process as in the emotion detection, we freeze the model and extract the
post’s representation after the dense layer. This gives us a 256d-vector of embeddings of the post,
which representates the sarcasm disposition that it contains. We extract those embeddings for the

posts of RSDD, as it is described in a next subsection.
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Figure 5.5. A Neural Architecture for Detecting Sarcasm in Contextualized Utterances.

5.4.3 Personality Detector

Personality Detector is used for detection of personality traits in the posts. Our personality
and our behaviour impacts many aspects of our life and also our mental health status. It seems
important to detect the personality of every user as we suppose that it may influence his/her mental
status, contributing to classify them as healthy or depressive. We utilize the same architecture as
in the emotion detector (5.4). The dataset for this task is taken by [88], called MyPersonality. It
contains only 711 short conversations extracted by the tv show Friends, annotated in a 3-point scale
(-1, 0, 1) with the five personality traits as labels : Agreeableness (trustworthy, straightforward,
generous vs. unreliable, complicated, meager, and boastful), Conscientiousness (efficient and
organized vs. sloppy and careless), Extroversion (outgoing, talkative, and energetic vs. reserved
and solitary), Openness (inventive and curious vs. dogmatic and cautious) and Neuroticism
(sensitive and nervous vs. secure and confident). This task is proven really challenging because
only text information is given and might not contain enough information to fully understand the
social context. Moreover, the dataset is small enough to make it possible to predict the personality
with high accuaracy. During the training process, the accuracy does not get higher than 25% and
that makes us consider the functionality of this specific detector in the experiments. As in the
emotion detector, we use the same hyperparameters and extract a 300d embedding vector for every

post in our dataset. Further details are provided in the following section.

5.5 "Detecting Everything" Model

Our task is a user classification task, where the input to the model is the set of the posts of
one user and the output is a prediction of the user’s depression status. The idea of implementing
this architecture is inspired by the capabilities of different kind of detectors as discussed earlier.
Our goal is to combine the different architectures in the best possible way so as to achieve the best
performance. Various cases of preprocessing the data and combining the detectors are implemented

and they are presented in the following subsections.

5.5.1 Proposed Model

Let us assume a post S; = (w1, wa, ..., wy, ), where n; = number of words allowed to the model.

The user that consists of the total number of his/her post is represented as U; = (51,52, ..., Sm;),
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where m; = number of posts allowed to the model. The proposed architecture is summarised in
5.6.

O Output

Dense Layers + Softmax Fully Connected Layer

Attention Layer

@ @)
......... BIGRU
O
Y e

X S OSOO®. | ) —

[

Sarcasm detector Emotion detector Personality detector

user's post

Figure 5.6. The overall architecture of "Detect FEverything" model.

Every post is getting through every kind of detector, taking as input every time the S;, for
i=1,2,...,m, where m = total number of posts allowed to enter into the next stage. The number
of words of every post that were allowed to get through every detector (n) is different for each
detector. As we have seen in 5.4.1, 5.4.2, 5.4.3, the allowed number is n = 50, but in BERT it is
n = 100, padding in every case or truncating for longer sentences. Having the BERT as a first
"detector" gives us the opportunity to capture a more contextualised representation of a post.
It is not focused on only an aspect of the post. Instead, it outputs a representation containing
something more abstract that can help our model to have a better knowledge of the language that
is used and its different hierarchical levels. BERT is implemented as discussed in 3.5 and it outputs
a vector with dimensionality of 768 for every post, taking into consideration the mean output of
the 12 layers in the token [C'LS], a token that is exploited to capture the information of the whole

sentence (being the first token of the sentence). Formally, in the post-level:

b; = BERT (w1, wa, ..., Wy, )
e; = EMOTION (wy, wa, ..., Wy,)
i; = IRONY (w1, wa, ..., Wy, )
p; = PERSONALITY (wy, wa, ..., Wy, )

where b; € R78 ¢; € R30 4, ¢ R?56 and p; € R3%,
After that level, there is a fusion layer where all the representation have to be combined in a
unified representation. It is usual to use simple concatenation, in order to take a total representation

of the post, having a final vector with a dimensionality equal to the sum of the individuals ones.
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5.5.2 Dataset preprocessing

We try some different cases later. Formally, the final post’s representation is given by :
post; = b; o c; 0i; 0 p;

where o is a symbol of the fusion method.

Sequentially, we move to the user-level architecture, where we use a Bi-GRU and Attention
model as they have been described in 2.4.3.2 and 2.4.3.3. Let E) be the annotation of the i;; post
obtained by the forward GRU and E the corresponding of the backward GRU. The final output
of the Bi-GRU is :

he=Ty || b

The Attention layer is exploited to capture the distinguishing effect of the posts, giving attention
to the most important, and to form the user’s representation. The user’s representation results as
follows:

Q

= 7“
Zi €
u = E O[iti
i

We use a fully connected softmax layer to output the probability distribution over the final
classes. The fully connected softmax layer maps a K-dimension user’s vector into a 2-dimension

vector composed of probabilities between 0 and 1. Meantime, the sum of probabilities equals 1.

5.5.2 Dataset preprocessing

The number of posts that we take into consideration, in order to take a decision about the
depression’s status of a user is an important hyperparameter that we should tune it properly. For
this purpose, we build a pipeline for the data preprocessing before they enter into the detectors.
This is illustrated by 5.7.

user's . 200 posts sentiment <= 30 posts . final set
— —| cropping |————* . —_ adding _—
posts analysis

Figure 5.7. The preprocessing stage of our architecture.

As we concluded in data analysis’ section, the average number of posts of users is about 950
posts/user (around 900 posts for healthy users and 1700 for depressive, resulting a weighted mean
of 950 posts/user). It is wasteful in terms of time and sources to try to pass every post of every
user through the detectors, as the dataset consists of around 760,000,000 posts in the training and
testing set combined. Therefore, the initial idea is to minimize the dataset to the least possible,
but without discarding the most valuable information about classifying a user as depressive or not.
In simple words, we need to keep a small number of posts, which will contain the majority of the
information we need. After that, we can make some serious conclusions about our model and the
detectors and decide what is best to continue with.

As it is shown in 5.7, the stage of our preprocessing is threefold:

1. cropping: In this step, we crop randomly 200 posts of the user if the number of his/her

posts is greater. If it is not, we keep the same amount of posts.
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Model precision recall fl-score
BoW-MNB 0.44 0.31 0.36
BoW-SVM 0.72 0.29 0.42

Feature-rich-MNB 0.69 0.32 0.44
Feature-rich-SVM 0.71 0.31 0.44

User model-CNN 0.59 0.45 0.51
LSTM 0.50 0.39 0.44
Bi-LSTM 0.56 0.40 0.47
Tree-LSTM 0.54 0.41 0.47
CIFG-LSTM 0.51 0.37 0.43
Bert-LSTM 0.53 0.49 0.51
GRU-Attention 0.57 0.40 0.47
LSTM-Attention 0.54 0.35 0.42

Bi-LSTM-Attention 0.62 0.39 0.48

Table 5.3. Baseline models.

Model ‘ precision recall fl-score
SGL-CNN [28] 0.51 0.56 0.53
MGL-CNN |[28] 0.63 0.48 0.54
KFB-BiGRU-Att [6] 0.57 0.51 0.54
KFB-BiGRU-Att-AdaBoost [6] 0.58 0.54 0.56

Table 5.4. State-Of-The-Art models.

2. sentiment analysis : In this step, we use the ’sentiment analysis’ pipeline of huggingface
[89]. In this pipepline, every sentence is classified as "negative" or "positive", accompanied
with a confidence score about the decision. We keep only the posts of 'Negative’ sentiment
and we sort them, according to the confidence score. After that, we choose the m with the
highest score (in the 5.7 m = 30).

3. adding : If the number of 'negative’ posts of the previous stage is less than m, we add

random posts from the initial pool of the posts of the user until they reach at m posts.

In the end, we have m posts that we hope they carry the most valuable context for our task.
We chose to preprocess our data in this way, as depressive users are highly correlated with negative
sentiments. But, the disadvantage of our method is that taking the negative-sentiment posts of a
user may create a dataset of users with very similar context and emotion in their posts, as healthy
users have, also, written not only positive posts.

5.5.3 Results

At first, we provide the results of the baselines 5.3 that they were run in the whole dataset,
containing every post of the user in 5.3. We provide, also, the results of [28] and [6] for comparison
in 5.4.

We experiment with two different m = 30,100. As it was previously noted, utilizing as many
posts as possible is really time and resources - consuming. Dealing with it, we run different
combinations of our model for 30 and 100 posts, we came into conclusion and then we run the
whole dataset for our best detectors and architectures. For m = 30, the results are depicted in 5.5.
The corresponding results for m = 100 are presented in 5.6.

Every letter stands for the detector that participates in our model: B stands for Bert, E for
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Model precision recall fl-score
B 1x12 linear 0.27 0.56 0.36
0.61 0.72 0.64
B 1x12 Istm 0.30 0.47 0.37
0.63 0.69 0.65
BEIP 1x12 0.25 0.70 0.37
0.61 0.76 0.63
BEI 1x12 0.16 0.87 0.27
0.57 0.74 0.52
B 1x12 0.34 0.43 0.38
0.65 0.68 0.66
E 1x12 0.12 0.65 0.21
0.54 0.63 0.48
BEI 1x4 0.40 0.45 0.42
0.68 0.69 0.69
BEI 1x1 0.73 0.12 0.20
0.83 0.56 0.58
BEIP 1x12 pca different 0.13 0.11 0.12
0.53 0.52 0.53
BEIP 1x12 pca same (5ep) 0.13 0.41 0.19
0.53 0.58 0.52
BEIP 1x12 pca same (15ep) 0.14 0.38 0.20
0.54 0.59 0.53
BEIP 1x12 linear 256 0.23 0.73 0.36
0.60 0.76 0.61
BEI 1x12 linear 256 0.28 0.63 0.39
0.62 0.75 0.65
BEIP 1x12 linear 100 0.28 0.65 0.39
0.62 0.75 0.65
BEIP 1x6 linear 100 0.36 0.49 0.42
0.66 0.71 0.68
BEI 1x12 linear 100 0.22 0.74 0.34
0.60 0.76 0.60
BEIP 1x12 convld 256 0.25 0.56 0.35
0.60 0.71 0.62
BEI 1x12 convld 256 0.20 0.70 0.31
0.58 0.73 0.58

Table 5.5. Results of various models for m = 30 posts per user.
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Model precision recall fl-score
B 1x12 Istm 0.28 0.68 0.39
0.62 0.77 0.65
BEIP 1x12 0.27 0.76 0.40
0.63 0.79 0.65
BEI 1x12 0.31 0.70 0.43
0.64 0.78 0.67
B 1x12 0.34 0.61 0.44
0.65 0.75 0.68
BEI 1x4 0.57 0.38 0.45

0.76 0.68 0.71
BEIP 1x12 linear 256 0.30 0.72 0.42
0.64 0.79 0.67
BEI 1x12 linear 256 0.30 0.72 0.42
0.63 0.79 0.66
BEIP 1x12 linear 100 0.31 0.70 0.43
0.64 0.78 0.67

BEIP 1x6 linear 100 0.32 0.68 0.44
0.65 0.78 0.68
BEI 1x12 linear 100 0.38 0.58 0.46

0.67 0.75 0.70
BEIP 1x12 convld 256 0.20 0.59 0.30
0.58 0.69 0.59

Table 5.6. Results of various models for m = 100 posts per user.

Emotion detector, I for Irony detector and P for personality detector, e.g. BEI means that every
detector participates except from Personality detector. In both cases, we run firstly the baseline
Bert-LSTM to have a minimum of the desired results. For m = 30 we have one more baseline
that consists of just a BERT with a classification head (a linear layer). Every row of a model
consists of two subrows: the first one is about the depressive class and the second one is for the
macro average of both classes. The analogy of the number of samples between the two classes is
healthy:depressive = 11.65:1. So, in our loss we use weights to the classes to give more importance
to the less represented class and we adjust these weights to a fixed vector, that is declared in every
model next to the detectors that participated. E.g. 1x12 stands for fixed weigths vector [1, 12]. In
the first 8 rows of the first case and the first 5 rows of the second one, we used concatenation as a
fusion method having the initial dimensions of every detector (768 for Bert, 300 for Emotion, 256
for Irony, 300 for Emotion). After that, we experiment a bit differently. Specifically, we train PCA
and we use linear or convld layers so as to reduce the dimensions in the same number. We use two
occasions for PCA : one where we use the same PCAs for training and inference and one where we
use different ones (annotated as "same" and "different" in the tables). The dimension in this case
is reduced to 30 for every detector, results to a 120d vector when we concatenate all the detectors.
In the case of "linear" or "convld" method we use linear and convld layers before the fusion layer,
S0 as to project every vector to one with a same dimensionality for all the detectors. For the linear
method, we experiment with reducing dimensionality to 256 and 100 and for the convld method
we only experiment with 256. Finally, it is noted that in the second table we experimented only
with the cases that were proven better in the first table and the more worse ones are not conducted
(like PCAs).

Finally, we run the best models for m = 600, extracting the embeddings of the whole dataset

from BERT and from Emotion detector, summarized in 5.7.
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5.5.4 Conclusions

Model precision recall fl-score
B 1x12 Istm 0.29 0.61 0.39
0.62 0.74 0.65
B 1x12 0.41 0.74 0.53
0.69 0.83 0.73
B 1x7 0.64 0.53 0.58

0.77 0.79 0.78
BE 1x12 linear 100 0.31 0.81 0.45
0.65 0.83 0.68

Table 5.7. Results of various models for m = 600 posts per user.

Experimental Setup. In the implementation of the Encoder (Bi-GRU), we use 128 hidden size,
1 layer and 0O dropout, resulting to an output of 256. The Attention is a selfAttention mechanism
taking key, query and value from the same source. Model parameters are optimized using Adam
with 103 learning rate. Models are trained for 10 epochs and CrossEntropyLoss is used with fixed
weights. For model implementation, Pytorch framework [90] is used. Running BERT or Emotion
detector to extract embeddings for all posts of all users take about 10 days.

5.5.4 Conclusions

Carefully noticing the tables 5.5, 5.6 and 5.7 we come into the following conclusions:

e Adding posts, the model predicts more users as depressive, increasing recall but decreasing
precision. Using a simple Istm in the classification head, the model of 100 posts/user pre-
dicts 2000 more users as depressive than the one of 30 users/post. However, the proposed
architecture captures the true positive samples and it increases its recall, keeping precision
constant. Having more posts per user, it means that we have more negative posts per user
but with less confidence or more positive posts. So, the difference between the two classes
can become more distinguishable. It is a fact that our model is able to distinguish more
easily when a user is indeed depressive (more true positive samples), but at the same time,
the rate of classifying users as false positive (depressive but they are not) remains stable. We

guess that more posts may result in better results.

e As it is obvious, increasing the weights’ analogy in the loss function, results in higher recall
and smaller precision. These two metrics are considered as opposite in this problem. More
specifically, our dataset is very unbalanced. Therefore, when there are not weights or the
analogy is very small, the model tends to predict the majority of the samples as the more
represented class, which is the "healthy" one in our case. So, we do not have so many samples
classified as depressive and the recall is very low. On the contrary, a high analogy in weights
force the model to take into consideration more the class with the lowest training samples
and the precision is increased. Weights seem to be a lot influential in our task and that
makes us question the robustness of our model. Moreover, we need balance between these

two metrics, so it is important to explore the different values of that.

e PCA seems not to work in our case. That is possibly because of the dimension. More
specifically, every user has 30 posts (in the first case) that every one of them is represented by
768d vector of BERT, 300d of Emotion, 300d of Personality and 256d of Irony. Therefore, the
new dimension after PCA should be smaller or equal than min{30, dim(detector vector)} =

30. Our representation goes in a very low dimension and it is no more able to capture the
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low level features we need. Furthermore, using the same PCAs for training and for testing

is obvious better than training a new one in every case.

Trying to move to a common dimension for all detectors, we use different trainable layers
before we concatenate the various embeddings. In the table above, there are two techniques
presented including 4 linear layers in parallel and 4 convld in parallel, correspondingly. The
linear layers provide us a lot better results. After adjusting, also, the weights in the loss
function, we achieve better results for both precision and recall. The best general model
seem to bee the one which combines every detector and uses 1:6 analogy of the weights of

two classes.

Several experiments with different combinations of the detectors were held. It is observed
that BERT embeddings (the task-agnostic embeddings) are the most important as they can
capture more information, in order to classify the samples. Using BERT, Emotion and Irony
embeddings combined seem to make the problem more biased toward the small class, as we
can notice that recall is very high in these cases. Adding Personality embeddings, precision
is increased and the two metrics are more balanced. Yet, in the case of linear layers before
the rest architecture, adding the personality embeddings make the results worse. In general,
the influence of the four detectors is not clearly stated and more experiments are needed to
make this more lucid.

The decrease of the dimension in the 4 layers from 256 to 100 in each detector seem to
have better results. The explanation of this observation is not clear. It is possible the lower
dimension to include more concrete information and when the embeddings are concatenated,

it is easier to focus on specific features that make the classes distinguishable.

Emotion detector, as expected, make the model predict more samples as depressive. Emotion
is highly correlated with depression, because depression is considered a mental illness that
affects our emotions. It seems to be the most valuable detector of the three and can be used
properly to face Bert’s inaccuracies. On the other hand, Irony and Personality detectors
seem to be more random and not offer something important in our architecture. This may
be because of the lack of sarcasm about life in our dataset in irony’s case and because of the
poor performance of personality detector in the initial dataset [88] as described, also, in 5.4.3.

It is obvious that these detectors exacerbate the performance of the proposed architecture.

In 5.7, BERT achieves a lot higher performance in terms of fl-score compared with the state
of the art models (5.4). This is mainly due to the BERT’s capabilities, but also because of the
hyperparameters tuning and the weights we use in the loss (as we already noticed, the model’s
performance is changing rapidly with respect to the weights). Putting the Emotion Detector
and using two linear layers of output size = 100, the recall increases, but the precision gets
lower. For reasons of completeness, we note the confusion matrices of the two cases (only
using BERT and using BERT with Emotion) in 5.8.

‘ healthy depressive ‘ healthy depressive
healthy 32,498 3,277 healthy 30,315 5,460
depressive 789 2,281 depressive 580 2,490
(a) B 1212 model (b) BE 1z12 linear 100 model

Table 5.8. Confusion Matrices for comparison between two models, when m = 600.



5.5.5 Does it generalize?

posts/user ‘ precision recall fl-score

10 0.34 0.25 0.29
30 0.52 0.23 0.32
50 0.55 0.26 0.35
100 0.55 0.36 0.43
200 0.53 0.49 0.51
300 0.53 0.56 0.55
400 0.53 0.59 0.56
500 0.55 0.62 0.58
600 0.56 0.63 0.60
700 0.58 0.63 0.60
800 0.59 0.64 0.62
900 0.61 0.64 0.62
1000 0.62 0.64 0.63
1100 0.63 0.63 0.63
1200 0.64 0.62 0.63
1300 0.66 0.62 0.64
1400 0.67 0.62 0.65
1500 0.69 0.61 0.65
1600 0.70 0.60 0.64
1700 0.71 0.60 0.65
1800 0.72 0.59 0.65
1900 0.72 0.58 0.65
2000 0.74 0.58 0.65

Table 5.9. Results of the B 1x7 model for different number of posts during inference.

5.5.5 Does it generalize?

In this section, we conduct experiments to investigate if our best model till now can generalize
and learn the task, having the least possible number of posts during inference process. The best
model, as it was proven in the previous section is B 1x7, having 600 posts/user in both training
and testing time. In order to notice the different performance of our model, we experiment with
various numbers of post in the testing time, as depicted in 5.9.

Every time, the posts are selected randomly. The fluctuations of precision, recall and fl-score
are concentrated on a common figure in 5.8.

We notice that both precision and recall have a steady increase till about 600 posts/user and
then recall starts falling slowly. On the other hand, precision continue rising gradually, meaning
that even if in the beginning we achieve better performance in both metrics increasing the number
of posts/user, the model starts classifying less and less users as depressive (recall is decreasing), but
it stops classifying mainly the non depressive users as depressive, making it work properly (precision
is increasing). Moreover, fl1-score remains stable to a value of 0.65 with minor variations. That is
because of the fact that the rate of decrease of false positive samples (healthy that were classified
as depressive) is higher than the rate of decrease of true positive samples (depressive that were
classified as depressive). To verify these conclusions, we provide in 5.10 the confusion matrices in
the three points of interest: 10, 600, 2000 posts/user.

5.6 Hybrid Model

At first, we focused on changing the user’s level of our architecture, in order to achieve better

performance, having stable the B 1x7 model in the post’s level. Our task is, then, reduced in a
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Figure 5.8. Precision, Recall, and F1-Score for different numbers of posts per user in the testing
set.

‘ healthy depressive ‘ healthy depressive ‘ healthy depressive
healthy 34,311 1,464 healthy 34,276 1,499 healthy 35,138 637
depressive 2,315 755 depressive 1,134 1,936 depressive 1,297 1,773
(a) 10 posts/user (b) 600 posts/user (¢) 2000 posts/user

Table 5.10. Confusion Matrices for comparison between three different numbers of posts per user
in testing time.

document classification problem, where every sentence of a document is the post in our problem.
[91] builds a hybrid model of CNN and LSTMs. More specifically, it uses multiple LSTMs in a
first layer, one for each sentence capturing the semantic meaning of every sentence individually.
Secondly, a higher layer LSTM captures the joint meaning created by the sentences. Finally, a CNN
is placed over the LSTM for feature extraction. Later, in [92] they introduce an initial embedding

layer into the architecture and an attention later before CNN. This is our main inspiration for our
model.

5.6.1 Proposed Model

Our proposed model is depicted in 5.9.

We use B 1x7 model as an embedding layer to extract the posts’ representations. Having a

post S; = (w1, wa, ..., w,, ), we take the post’ representation as:
b; = BERT (w1, wa, ..., Wy, )

Let E} be the annotation of the i;, post obtained by the forward GRU and E the corresponding
of the backward GRU. The final output of the Bi-GRU is :

hizﬁfﬂ%_i
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5.6.2 Results
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Figure 5.9. The Hybrid model.

Model | precision recall fl-score

B 1x7 0.64 0.53 0.58
0.77 0.79 0.78
Hybrid 0.51 0.65 0.57
0.74 0.80 0.76

Table 5.11. Results of the Hybrid model compared with our "Detect Everything" model.

In the Attention layer, we have as input a matrix H = [h, ha, ..., by, and it outputs a matrix
M = |a1hy, agha, ..., by, where :

Qg

N > i€l
Finally, CNN takes as input the M and outputs a vector of dimensionality K, which is then goes
through the classification head for the final classification of the user as depressive or not.

5.6.2 Results

The results of the hybrid model, as also the results of the "Detect Everything" corresponding
model for reasons of comparison, are presented in 5.11. We, also, provide the confusion matrices
of both models in 5.12.

Experimental Setup. The B 1x7 model in the post-level is the same as in the "Detect Every-
thing" model. Therefore, we have m = 600 and that is the second dimension of the matrix M.
In the implementation of the Encoder (Bi-GRU), we use 128 hidden size, 1 layer and 0 dropout,

resulting to an output of 256, being the first dimension of M. Model parameters are optimized
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‘ healthy depressive ‘ healthy depressive
healthy 34,858 917 healthy 33,840 1,935
depressive 1,438 1,632 depressive 1,075 1,995
(a) B 127 model (b) Hybrid model

Table 5.12. Confusion Matrices for comparison between two models.

using Adam with 10% learning rate. Models are trained for 10 epochs and CrossEntropyLoss is

used with fixed weights 1x7. For model implementation, Pytorch framework [90] is used.

5.6.3 Conclusions

In general, hybrid model has a worse performance that the B 1x7 model. Yet, the differences
are not so much important, something that make us consider the importance of user-level archi-
tecture. It seems that post-level model plays a more significant role for achieving a better general
performance. Observing the 5.11, we notice that Recall metric is higher for the hybrid model,
but Precision is lower. This can be explained easliy noticing the confusion matrices in 5.12. In
particular, Hybrid model has classified more users as depressive than the B 1x7 model. Yet, the
rate of increase of the false positive samples is much higher than the rate of the increase of true

positive samples (29,1% and 3% respectively) and that results the lower fl-score.

5.7 Alternative Model

As a result of the previous methods, we decide to focus on the post-level. We need to explore
the usage of the emotion detector and how this can enhance the performance of BERT in our task.
On this purpose, we will explore some fusion methods, regarding condition as it was discussed in
2.7. The difference in our task is that we do not integrate information of different modality, but
information that contains a different aspect of language’s form. We experiment with various ways

to infuse emotion information into our model.

5.7.1 Proposed Model

At first, we move the fusion layer in the user-level. That means that we extract a general
representation of every user only from BERT and the respective representation only from the
Emotion Detector and then we fuse the two representation before the output layer. The overall
architecture is illustrated by 5.10.

In the 5.10, only the concatenation is depicted as a fusion method. Let us assume that we have
b; as user’s representation from the left model of 5.10 and e; from the right one. The final’s user
represenation is given by:

u; =bj [ e;

However, there are some additional methods that are proposed and are used. Specifically, inspired
by [7], we propose a technique where we introduce a floating point alpha « € [0, 1] that is trained
during the training process and it, intuitively, adjusts how much of every detector we will use for

our user’s representation. The final user’s representation is given by:
uj=a-bj+(1—a)- e

Furthermore, inspired by [93] we introduce a case of infusion emotional information, considering

it as external knowledge. Therefore, we try to adapt this knowledge auxiliary, without letting it
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Figure 5.10. Alternative model. It is the same as that in 5.6, but we have only BERT and
Emotion detector, as also a different stage of concatenation.

influence the model uncontrollably. Towards this direction, we pass the emotional representation
through a linear layer and an activation function, using sigmoid function and then we use element-
wise multiplication for the combination of the two representations. It, actually, learns a feature
mask, which is applied on bert’s representation. A gate mechanism with a sigmoid activation
function, generates a mask-vector from e; with values between 0 and 1. Intuitively, this gating
mechanism selects salient dimensions (i.e. features) of b;, conditioned on the emotional information.
The output of this method is:
u; = b; © sigmoid(linear(e;))

The three different methods are concentrated on 5.11.

Because of the promising results that these methods have in infusing emotional information into
the contextualised information we take from Bert, we try to introduce a model that will combine
the user’s representation of all detectors we had in "Detect Everything" model. We train four
hyperparameters A1, A2, A3, Ay, which are responsible for the participation of BERT embeddings,
Emotion, Irony and Personality respectively. Formally, having as output of each detector the

bj,ej,t5,p;, the final user’s representation is given by:
Uj :Al'bj+>\2'6j+)\3'ij+/\4'pj

The corresponding diagram of the model is in 5.12.

At a second phase, we move the fusion layer back to the post-level again, applying the attention-
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(a) Concatenation.

(b) Introducing of .

°C80

Linear

(¢) Element-wise multiplication with the a gate mechanism.

Figure 5.11. Fusion layer methods in the user-level.

based methods of [93]. The general architecture is similar. It differs in the emotion’s side, as we
add a linear layer after we take the post representations and then we combine them with BiGRU’s
outputs of the Bert’s side. This is better depicted in 5.13.

The fusion layer is now one of the three occasions that are described in [93] and are concentrated
on 5.14. In the case of Attentional Concatenation (5.14a), we learn a function of the concatenation
of each post representation extracted from BERT b;, with its corresponding representation from

the emotion detector e;. Concretely:
fc(bia 61‘) = tanh(Wc[bi || 61'} + bc)

where W, b. are learnable parameters.

In Attentional Feature-based Gating (5.14b) a feature mask is learned and then applied to every
BERT representation b;. A gate mechanism with a sigmoid function generates a mask-vector from

each e; with values between 0 and 1. Formally:
fg(bi> 61') = U(ngi + bg) (OX;

where Wy, b, are learnable parameters.

In the last case of Attentional Affine Transformation (5.14c), a feature-wise affine transfor-
mation is applied to the latent space of the hidden states. Specifically, we use the emotional

representations e;, in order to conditionally generate the corresponding scaling v and shifting g
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Figure 5.12. BFEIP model. Each detector has its own hyperparameter that is trainable and
determine how much it will participate in forming the final representation of the user.

vectors. Concretely:
Ja(bi,ei) = v(e; © by + B(e;))
A(z) = Wyz +b,
Blx) = Wpx + bs

where W, W3, by, bg are learnable parameters.

Finally, we try a different architecture where we try to import the emotional information in
more stages of the BERT side. Diagrammatically, it is shown in 5.15, as it was inspired by [94]
and [95]. More specifically, the two kinds of detector follow the usual process as the input gets
through BiGRU and Attention, but one more Attention layer is added, that takes as input the
concatenation of the outputs of both BiGRUs. The output of this layer is concatenated with the
output of the Attention layer of Emotion-side and the combined representation is moved into a
linear layer, imitating the idea of 5.11c. So, in a similar manner, it is combined finally with the
representation of Bert-side. In this way, we try to make the emotional information get influenced
more by Bert. We will call this model as "Stagefull".

5.7.2 Results

The results of all above models that were described are summarized in 5.13.

Experimental Setup. In the implementation of all models, the Encoder(s) (Bi-GRU) use 128
hidden size, 1 layer and 0 dropout, resulting to an output of 256. Model parameters are optimized
using Adam with 10% learning rate. Models are trained for 10 epochs, CrossEntropyLoss is used
with fixed weights 1x7 and we implement them with the Pytorch framework [90]. About the
concatenation model, we concatenated the representation of the both sides, resulting to a 512d

vector. In « parameter model, we initialize a = 0.5, given the same probability to both sides
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Figure 5.13. Alternative model, but we combine the representations in the-post level. More specif-
ically, after we take a representation of every post for both BERT and Emotion side (through a
BiGRU and a Linear layer respectively) we use a fusion layer that integrate the emotional infor-
mation.

participates to the same degree reaching at 0.6931. The variation of o during the 10 epochs are
shown in 5.16. In the "BEIP with parameters" model, we initialize Ay = 0.5,y = 0.3, A3 =
0.1, A4 = 0.1, reaching at 0.8979, 0.2177, 0.1647, 0.0512 respectively in the 10" epoch, as it is
depicted in 5.17. Moreover, in this model, BERT and Emotion processes 600 posts of every user,
but the irony and personality processes each only 100 posts per user. This is because of the time
consuming that this architecture is. In the attentional modules, we use a similar BiGRU as in
the above cases and a linear layer that projects the emotional vector to a 128d space. Finally, in
"Stagefull" model, every Attention layer outputs a 256d. Therefore, the linear layer, before the

element-wise multiplication, takes as input a vector of 512d and outputs one of 256d.

5.7.3 Conclusions
After observing the above results, we come into the following conclusions:

e The three different methods of fusion that are presented in 5.11 enhance the performance
of BE 1x7 linear 100 models, which uses concatenation in a post-level, combining the post
representations. The 5.11b method is proven a bit better than the simple concatenation,
because of the ability that it gives to the model to consider more Bert’s representation,
which seem to result in better performance. The 5.11c technique, adding a sigmoid layer
is the best of all the three, reaching fl-score near the simple BERT model. That method
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Figure 5.14. Fusion layer methods in the post-level.
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Figure 5.15. Stagefull model. It contains one more Attention layer, which gives the opportunity
BERT embeddings to affect more the emotion’s ones.

get the best of the advantages of the emotion detector getting it involved to the best way.
This involvement increases recall score, as more users are classified as "depressive" (because
giving importance to emotion, capture a more depressive side of the user), but decreases the

precision, as more healthy users are also classified as depressive.
e As we can notice in 5.16 « is gradually rising up. This makes sense, as the most concrete

information we can get is from BERT embeddings and therefore it is given more attention

to these during training than the emotion detector’s embeddings.
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Model precision recall fl-score
B 1x7 0.64 0.53 0.58
0.77 0.79 0.78
BE 1x7 linear 100 0.31 0.81 0.45
0.65 0.83 0.68
Concatenation (5.11a) 0.46 0.71 0.56
0.72 0.82 0.75
a parameter (5.11b) 0.49 0.70 0.57
0.73 0.82 0.76
gate mechanism (5.11c) 0.46 0.69 0.55
0.72 0.81 0.75
gate mechanism + sigmoid 0.54 0.66 0.59

0.75 0.81 0.78
BEIP with parameters (5.12) 0.48 0.71 0.57
0.73 0.82 0.76

Stagefull (5.15) 0.43 0.72 0.54

0.70 0.82 0.74

Attentional Concat (5.14a) 0.51 0.62 0.56
0.74 0.78 0.76

Attentional Gate (5.14b) 0.54 0.59 0.57
0.75 0.77 0.76

Attentional Affine (5.14c) 0.56 0.61 0.58

0.76 0.79 0.77

Table 5.13. Results of the different fusion methods and the additional models. B 1x7 and BE 1x7
linear 100 are provided for comparison reasons.

10

0.8 1

0.6 /——a———"‘""’i

0.4 1

0.2 1

D.G T T T T T
o 1 2 3 4 5 & 7 8 9 10

epochs

Figure 5.16. The variation of alpha with respect to the number of epoch.

e If we observe the diagram 5.17, we can conclude a similar trend as this in the previous note.
BERT embeddings get the most attention of all detectors and indeed it continues rising up.
Emotional’s attention get a marginal decrease, as irony’s attention increases in an opposite
rate. However, in the last 4 epochs, both of them seem to remain stable, having emotional
detector as more important the irony one. Finally, the personality detector is proven bad
as we have already discussed. More specifically, it tends to 0, contributing the less to the

classification decision.
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Figure 5.17. The fluctuations of the four parameters of BEIP with parameters model.

e Stagefull model seem to achieve a poor general performance. Adding more BERT information
into the Emotional embeddings has a negative effect to them and it recant the emotion

detector’s strength.

e The three fusion methods that are presented in 5.14 and occur in the post level, combin-
ing the post’s representations extracted from the emotional detector attentionally with the
BERT embeddings, enhance, also, the overall performance of the Bert-Emotion model. If
we compare these methods with the fusion methods on the user-level, we notice that they
achieve a similar general performance (f1 score) but different rates of precision/recall, having
lower recall and higher precision. In other words, the early attentional fusion has caused
less samples to be classified as depressive keeping the overall ratio constant. That makes
sense as the fusion takes place really early and therefore, the bad influence of the emotional
information (which used to lead the model towards depression’s bias) is less. Yet, the model
does not change its ability to distinguish in the same level as before, as both the false positive
and true positive samples are diminished. Among the three different techniques, attentional
affine transformation method seem to work better.

5.7.4 Handcrafted Features

As analyzed in 4.5, the need to apply handcrafted features in our models came up because of
the nature of our task. Depression detection from social media posts is not a simple task, where
we have to look for just sad posts. A depressive user has not really important differences than
a healthy user about their emotions in the posts they publish. It is possible depressive users to
put more emotional words in their writings, but being depressive does not infer that he/she will
have only depressive posts. That’s why we have to search more about lexical features that can
distinguish the depressive users more easily. To this goal, we, firstly, explore the posts of some
users to detect possible patterns. We also, try to look some examples about the posts that affected
our models’ decision. For this purpose, we focus on our best model, B 1x7. Having the attention
layer on the top of the architecture, we detect in which posts of every classification it gives more
attention, assigning higher attention scores. For ethical reasons, we are not allowed to publish the
posts of the users (or even a part of them) or give more information about them. Therefore, we

cannot share in this work the posts that were given the most attention. We examined the top 5
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mean number of

training set posts of healthy users 895.4270
posts of depressive users  1739.5355
words of healthy users 24.3848
words of depressive users  40.7978
testing set posts of healthy users 908.1891
posts of depressive users  1741.0013
words of healthy users 24.3858
words of depressive users ~ 40.8768

Table 5.14. The average number of posts/user and words/post used by either depressive or healthy
group.

‘ profanity

healthy users 0.13630575
depressive users | 0.15048312

Table 5.15. The mean profanity in the posts of the two groups.

posts of some users that were classified either correctly or wrongly, trying to find some patterns

that led to the specific label. In the following paragraphs, we analyze some features.

Posts and Words Count. One of the most obvious things that anyone can notice from a small
portion of the samples is the differences in the numbers of posts and words the two different groups
use. The statistics related to those are summarized in 5.14.

We notice that depressive users have published approximately the double posts of the healthy.
This feature, however, cannot be used in our architecture, as it is a data-dependent feature and can
be changed from dataset to dataset. In other words, if we keep in consideration this characteristic,
our model will not be able to generalize in future datasets. On the other hand, we can exploit
the number of words used by the two group for every post in average. The analogy of words
count between depressive and healthy group is 5:3 and that makes it a considerable difference.
In practice, it is a fact that depressive users tend to be more talkative and descriptive and this
reflect to their writings. They tend to over analyze the situations and their stories, as well as to
express their opinions elaborately. This relationship between depression and rumination is further

discussed in [96]. Hence, it could be a future feature in our analysis.

Profanity. After printing the posts with the highest attention scores of the users that were
classified as depressive, we observed a lot of swear words in those texts. After that, we decided to
explore the profanity of the posts and the users and how this can affect our classification task. In
the initial training set, we computed the profanity score (the probability of this sentence to involve
swear words) of each sentence and we took a mean of the profanity of all posts, having one number
for every user that indicates its profanity level. Taking the average of all the users, the profanity is
finally depicted in 5.15. The difference may not seem so important, but it proves our observations
and that is a good sign that may help us in our task.

We run also the B 1x7 model and measured the profanity for the True Positive, True Negative,
False Positive and False Negative samples. The results are shown in 5.16.

It is noteworthy that the profanity score for the healthy users that were classified as depressive
is really high, making the impression that profanity may play a significant role in the classification.

Also, as it is known in ethical AI the biases usually become more obvious through the model. This
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profanity

healthy users classified as healthy 0.13616985
healthy users classified as depressive 0.15091686
depressive users classified as healthy 0.14035547

depressive users classified as depressive | 0.15014291

Table 5.16. The mean profanity in the posts of the two groups.

moral dimension ‘ feature healthy depressive
Care/Harm average 4.07348569  4.26168489
% of posts  6.418146%  10.233882%

Fairness/Cheating average 7.32488846 7.19491389
% of posts  6.464941%  10.451726%
Loyalty/Betrayal average 6.32002966  6.47052218

% of posts  4.722318% 8.131549%
Authority/Subversion | average  6.36485541  6.35726845
% of posts  6.495626%  11.158458%
Purity /Degradation average 6.72920755 6.6377047
% of posts  8.199081%  12.222311%

Table 5.17. The mean profanity in the posts of the two groups.

is verified by the fact that the profanity difference became bigger.

Morality. LIWC lexicon [25] is one of the most popular dictionaries used in tasks related to
sentiment analysis. It includes a huge variety of dimensions and this gives us the opportunity
to explore more lexical aspects of the language of depressive users. Morality is an aspect highly
related to depressive users [97]. This lead us to deepen more in the moral dimensions of LIWC. In
[29] they expand the moral dimensions with more words and they give a number in every one of
them, naming it "moral strength". This number /score is on 9-scale and every time as higher it is,
it approaches the good case of the dimension. For example, in the moral dimension Care/Harm, a
word with score 9 belongs totally to "Care" class, whereas a 1-score word belongs to "Harm" class.
Taking the 5 moral dimensions, we developed 2 features for each, resulting to 10 features for every
sample. The first feature is the average score for every user and the second one is the percentage
of the posts containing words belonging to this moral dimension for every user. The statistics of
the features (the mean values) for both depressive and healthy users are presented in 5.17.

We observe the the main differences between the two classes are about the percentage of the
posts containing moral words. The average score of posts does not differ importantly and that
makes sense, as the depressive status of a user does not affect the direction of his/her moral state.
Depressive tend to talk and write more morally and they are more aware about morality and it is

imprinted into the percentage feature.

Incorporation. The next step to our analysis is to incorporate the above features during training
to validate if they enhance our model or not. As the features we extract are for each user, we
incorporate them in the user-level of our architecture, concatenating them just before the output
layer, as depicted in 5.18.

We experiment under the same circumstances as them described in 5.7.2. We use the gate
mechanism + sigmoid model as the base model as it is the one with the best performance till now.

The experiments adding the suitable handcrafted features are presented in 5.18. The "profanity
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Figure 5.18. The incorporation of the handcrafted features in the user-level of our architecture,
right before the output layer.

filter" architecture uses the profanity score as a filter score rather than a feature. The core idea is
that when we have a larger profanity score, there is the need to classify more users as depressive.
Therefore, when the profanity score is above a threshold, then the model follows the path of "gate
mechanism + sigmoid" architecture, as it should considerate emotion’s embeddings as well. On the
contrary, if it is below the threshold, it decides only relied on BERT embeddings. The threshold is
defined in 0.143. Profanity simply taken as a feature creates a 1d vector, whereas morality features
create a 10d vector, putting the average score and percentage of each of the 5 moral dimensions.
Words count is also a 1d vector.

As we can observe, profanity seem to have the best results among all the possible handcrafted
features. It seem to bring precision and recall in a balance and it achieves the best fl-score. The
confusion matrices for comparison are provided in 5.19. Putting profanity either as a filter or as
a feature, we achieve to reduce the users classified as depressive, in general. Moreover, having
profanity as a feature, we enhance our model as both the false positive samples are reduced and
the true positive are increased. That gives us the best performance overall. Morality achieves
really similar results as profanity. However, combining profanity with morality, does not improve
further the performance, but instead it keeps it stable, increasing the precision and diminishing the
recall. That means that in that case, more users were classified as healthy. Finally, words count

feature does not provide us the desired results and it seems inappropriate for our task.

5.8 More Datasets

5.8.1 Depression

In this section, we will expand our work to more datasets related to mental health issues.

At first, we will extend our application to one more depression detection dataset extracted from
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precision recall fl-score

gate mechanism + sigmoid 0.54 0.66 0.59
0.75 0.81 0.78
profanity filter 0.59 0.59 0.59
0.78 0.78 0.78
gate + sigmoid + profanity 0.64 0.61 0.63
0.81 0.79 0.80
gate + sigmoid + morality 0.63 0.60 0.62
0.80 0.79 0.79
gate + sigmoid + morality 0.71 0.55 0.62

+ profanity 0.84 0.76 0.79
gate + sigmoid + morality 0.49 0.71 0.58
+ profanity + words count 0.73 0.82 0.77

Table 5.18. Results of the incorporation of handcrafted features in the user-level of the architec-

ture.
‘ healthy depressive ‘ healthy depressive ‘ healthy depressive
healthy 34,042 1,733 healthy 34,498 1,277 healthy 34,738 1,037
depressive 1,047 2,023 depressive 1,257 1,813 depressive 1,193 1,877
(a) gate (b) profanity filter (c) gate + profanity

Table 5.19. Confusion Matrices for comparison between three different models.

Reddit. The dataset was built by Inna Pirina et al. [9] and consists of a list of depressed and
non-depressed users. Since the users are often active in different subreddits, each group is cre-
ated by a corresponding random number of messages covering different topics. The data corpus
contains depression-indicative posts (1293) and standard posts (548). Depression-indicative posts
are collected from relatively large subreddits devoted to depression, where depressed users seek
support from an online community. Standard posts written by non-depressed users are collected
from subreddits related to a family or friends.

This dataset contains only posts and not users. So, we move our architecture one level down.
In particular, the post-level is now considered as a word-level and the user-level is considered as
the post-level. That means that both BERT and Emotion Detector extract representation for the
words of the post and not a unified representation for the whole post. We will experiment with the 7
fusion methods that were described in the previous section (the Attentional Affine Transformation
method is divided in two: we use a non-linear tanh function as an extra experiment). Therefore,
we will use the architectures of 5.10 and 5.13. To implement the emotion detector, we will finetune
a BERT for 3 epochs in the dataset of GoEmotion [98], including all 27 emotions. This dataset
consists of 58,009 Reddit comments labeled by crowd workers. We then use transfer learning as
usually, freezing all the layers of the emotion detector. We also use the classical BERT freezed
(only for inference) to extract the BERT embeddings. The state-of-the-art models in this dataset
are taken from the works of [7] and [8] and they are concentrated on 5.20.

Finally, our results, including the seven fusion methods that are depicted in 5.11 and 5.14 are
presented in 5.20. Moreover, in each one of the seven fusion methods, we infuse the handcrafted
features of profanity and morality. About profanity, the statistics of the dataset are depicted in
5.21. We observe a marginal difference between the two profanity scores and hence, we guess that
it can produce some helpful outcomes. About morality, we follow a different approach. We produce
the histograms of both depressive and healthy group for the five moral dimensions as shown in 5.19.

Then, we integrate the corresponding distribution of every post into the final post’s representation
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‘ Acc F1 P R
LIWC [§] 70 72 74 71
LDA [8] 75 74 75 72
unigram [8] 70 81 71 95
bigram [8] 79 78 80 76
LIWC+LDA +unigram [8] 78 81 84 79
LIWC+LDA+bigram [8] 91 93 90 92
LSTM [7] 87.03 - 90.30 -
Bi-LSTM [7] 86.46 - 88.08 -
BIiLSTM+Att [7] 88.59 - 90.41 -
EAN [7] 91.30 - 91.91 -
concat 5.14a 93.03 95.25 94.24 96.35
gate 5.14b 91.79 9429 9434 94.23
affine 5.14c 92.87  95.00 95.92 94.11
non-linear affine 5.14c¢ 92.87  95.01 95.83 94.23
Concatenation 5.11a 88.65 91.95 91.60 92.31
« parameter 5.11b 89.19 9248  90.44  94.62
gate + sigmoid 5.11c 90.27  93.18 91.79  94.62

Table 5.20. The performance of the models of [7] and [8] in the dataset [9], as also our model with
the seven different architectures: the first four fuse the two kinds of representation in the word-level
and the last three combine the representations in a post-level, right before the output layer.

profanity

healthy users 0.16583891
depressive users 0.30781266

Table 5.21. The mean profanity in the posts of the two groups.

before the output layer. The 5.23 shows the results of every case. This time, we also try to infuse
the handcrafted features in a different level in our architecture, namely in the word-level, instead of
only the post-level. More specifically, for the cases where the fusion of the emotional information
occurs in the word-level (i.e. the cases in 5.14), the handcrafted features are integrated as a part
of the emotional information. After the emotional representations are passed through the linear
layer, they are concatenated with the handcrafted features before the attentional fusion. When
the fusion occurs in the post-level (i.e. the cases in 5.11), the handcrafted features are infused in
the word-level in both the bert’s and emotion’s representations. The fusion is the attention-based
gating method, as it was proved as the best method among the attention-based methods. This

incorporation’s technique is noted as "WL" in 5.23.
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(a) Care/Harm dimension of healthy users. (b) Care/Harm dimension of depressive users.

(e) Loyalty/Betrayal dimension of healthy users. (f) Loyalty/Betrayal dimension of depressive users.
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Figure 5.19. Histograms of morality dimensions.
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Acc F1 P R
concat 93.03 95.25 94.24  96.35
+ profanity 93.51 95.56  96.27  94.85
+ profanity WL 94.05 95.65 93.80 97.58
+ morality 96.22 97.30 97.67 96.92
+ morality WL 92.43 94.66 93.94 95.38
+ profanity + morality 93.51 95.49 96.21 94.78
+ profanity + morality WL | 92.43 94.66 93.94  95.38

(a) Results of integrating handcrafted features into concatenation fusion method in the word-level.

‘ Acc F1 P R
gate 91.79 9429 94.34 94.23
+ profanity 94.05 95.85 96.95 94.78
+ profanity WL 9297 9490 9237 97.58
+ morality 92.97 9498 95.35 94.62
+ morality WL 92.97 95.02 94.66 95.38
+ profanity + morality 94.59 96.24 96.97 95.52
+ profanity + morality WL | 91.35 93.89 93.18 94.62

(b) Results of integrating handcrafted features into gating fusion method in the word-level.

‘ Acc F1 P R
affine 92.87  95.00 9592 94.11
-+ profanity 94.59  96.24 96.97 95.52
+ profanity WL 94.06 95.62 94.49 96.77
+ morality 95.68 96.92 96.92 96.92
-+ morality WL 9297 95.02 94.66  95.38
+ profanity + morality 94.05 95.85 96.95 94.78
+ profanity + morality WL | 93.51 9542 94.70  96.15

(¢) Results of integrating handcrafted features into affine fusion method in the word-level.

‘ Acc F1 P R
non-linear affine 92.87 95.01 95.83 94.23
+ profanity 95.14 96.65 97.74 95.59
+ profanity WL 94.05 95.62 94.49 96.77
+ morality 94.05 95.79 95.42  96.15
+ morality WL 92.97 95.02 94.66 95.38

+ profanity + morality 94.05 95.85 96.95 94.78
+ profanity + morality WL | 93.51 9542 94.70  96.15

(d) Results of integrating handcrafted features into non-linear affine fusion method in the word-level.
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Acc F1 P R
Concatenation 88.65 91.95 91.60 92.31
+ profanity 89.19 9231 9231 9231
+ profanity WL 91.89 94.25 93.89 94.62
-+ morality 90.27 93.18 91.79 94.62
-+ morality WL 91.35 93.89 93.18 94.62
+ profanity + morality 89.73 92.66 93.02 92.31
+ profanity + morality WL | 91.35 93.89 93.18 94.62

(a) Results of integrating handcrafted features into concatenation fusion method in the post-level.

‘ Acc F1 P R
« parameter 89.19 9248 90.44 94.62
+ profanity 87.03 91.04 88.41 93.85
+ profanity WL 91.89 94.25 93.89 94.62
-+ morality 87.03 91.04 88.41 93.85
-+ morality WL 91.89 94.25 93.89 94.62
+ profanity + morality 87.57 91.64 89.05 93.85
+ profanity 4+ morality WL | 91.89 94.30 93.23 95.38

(b) Results of integrating handcrafted features into alpha fusion method in the post-level.

Acc F1 P R
gate + sigmoid 90.27 93.18 91.79  94.62
+ profanity 91.35 94.12 92.75 95.52
+ profanity WL 91.89 94.25 93.89 94.62
-+ morality 90.81 93.77 92.09 95.52
-+ morality WL 91.89 94.21 94.57 93.85
-+ profanity + morality 90.81 93.77 92.09 95.52
+ profanity + morality WL | 91.35 93.89 93.18  94.62

(¢) Results of integrating handcrafted features into gating fusion method in the post-level.

Table 5.23. The results of the seven fusion methods, when the profanity and morality are infused
into them in the post-level.

Initially, we observe in 5.20 that all our seven proposed fusion methods beat the baseline
models and the word-level fusion methods beat the state-of-the-art models, making the 5.14a the
best model in the terms of Accuracy, F1 score and Recall, while the 5.14c is the best in terms of
Precision. The results show that the infusion of the emotional information can only enhance the
performance, independently of how this fusion takes place. The three cases that make the fusion
on the post-level have a general higher recall, but lower precision than the cases of the attentional
fusion in the word-level. That can be explained by the fact that putting the emotional information
in a later stage of our architecture make our classification results rely on the emotion more and as a
consequence to classify more posts as depressive, even if they are not and they just have a negative
emotion. 5.21 and 5.19 show the importance of handcrafted features, as there are some important
differences between the two classes. Profanity and some moral dimensions (mainly Care/Harm
and Purity /Degradation) are suitable to make the classes more distinguishable and hence, it makes
sense to try integrating them to our models. This is, also, verified by the results in 5.23. In the
four cases of attentional fusion in the word-level, profanity and morality enhance remarkably the
performance, reaching even at an accuracy of 96.22% in the case of attentional concatenation. The
"WL" cases seem to have a bit lower performance (mainly in terms of accuracy and fl-score),
compared to their respective case in the post-level. This makes sense, because when we put the

handcrafted features later in the model, we make it give them more importance and be affected by
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them. In a similar way, the handcrafted features seem to be important in the three cases of late
emotional fusion. One interesting trend here is that the WL techniques achieve a better general
performance. We assume that this occurs because the features are integrated in both BERT and
emotion detector in the word-level and then they are combined again in the post-level. As a result,
we consider their influence twice. Contrariwise, in the previous case, we considered the influence
of the handcrafted features only once, as they were infused in the bert’s representations as a part
of the emotional information. In both cases, we notice that the combination of the profanity
and morality does not improve necessarily the results. This cannot be explained intuitively. One
possible reason is the dataset to contain depressive posts that are distinguishable either in terms
of profanity or in terms of morality but not both. On the contrary, the posts that have a higher
profanity and a morality similar to one of a depressive post, may have equal probability to belong
to either healthy or depressive posts. Finally, profanity and morality have an equal importance to

our models.

Experimental Setup. Emotion detector: We finetuned the pretrained BERT of huggingface for
3 epochs, with a batch size of 16. Binary Cross Entropy loss was used as a criterion loss and the
Adam optimizer with learning rate 2 - 10~° and epsilon equal to 1078,

General architecture: For every moral dimension, we extracted the histograms in 8 bins and
we took the distribution of every post as an input. Then having a vector of 40d (5 dimensions x
8 bins) we use a linear layer to reduce the dimension to 5. The BiGRU of Bert’s side has hidden
size 128 and then the output is a vector of 256d. We use also dropout of probability 0.2. The
linear layer of emotion’s side project the information to a 128d space. In "WL" cases, we pass the
profanity through a linear layer, in order to project the vector in a 5d space. We split the dataset
into 90/10 train/test set and we use cross-validation during training with 10 folds, trained for 5
epochs. Finally, we use Cross Entropy loss and Adam optimizer with learning rate 5 - 10~° and

epsilon equal to 1078,

5.8.2 Stress

Our final contribution in this thesis was to move on another task that is similar to ours (be-
longing to mental health issues), but includes different characteristics in its data. Stress detection
is a task that can be affected a lot of the emotional information that is included in the posts or
text and therefore, we chose this task to check our model of infusing the emotional information in
a classic BERT model.

For this purpose, we decided to use the Dreaddit dataset [12], which is online available and
consists of 3,553 segments of Reddit posts from various support communities where the authors
believe posters are likely to express stress. The stress detection problem as expressed in this dataset
is a binary classification problem, with crowdsourced annotations aggregated as the majority vote
from five annotators for each data point.

For the training of the emotion detection, we will use the GoEmotions dataset, as exactly in
the previous subsection. The dataset is given also with some class mappings: one where labels are
clustered together into the Ekeman 6 basic emotions (anger, disgust, fear, joy, sadness, surprise,
neutral) ([99]), and one into simple polarity (positive, negative, ambiguous, neutral). We run our
experiments with each version of this dataset. The state-of-the-art models are derived from [10]
and [11]. In [10], they have a similar approach, where they use GoEmotion dataset auxiliary in
three different ways: a simple multi-task learning where the stress detection and emotion detection
tasks are learned concurrently and symbolized as Multil, one where a BERT trained firstly in
the GoEmotions dataset and then the emotion labels that are extracted, are used as "silver data"
in stress detection task, symbolized as Multi2, and finally one BERT that is fine-tuned in both
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‘ Binary F1 Accuracy

RNN [10] 67.58 £1.22 68.86 +£1.10

BERT [10] 78.88 £1.09  79.11 £1.32
MentalBERT [11] 80.04 -
MentalRoBERTa [11] 81.76 -

Multil ALL [10] 79.02 £0.35 79.72 £0.69

Multi2 ALL[10] 78.97 £0.24  78.55 £0.07

FT ALL [10] 76.40 £0.50  76.83 £0.40

Concatenation ALL 5.11a 79.90 +£0.88  78.29 4+0.33

o parameter ALL 5.11b 80.20 +1.20  78.70 +0.68

gate + sigmoid ALL 5.11c 80.76 +0.38  79.50 £0.43

concat ALL 5.14a 79.23 £0.74  78.00 £0.35

gate ALL 5.14b 79.90 £0.30  77.62 +£0.64

affine ALL 5.14c¢ 79.74 +£0.33  78.14 4+0.63

non-linear affine ALL 5.14c¢ 79.62 £1.10  78.32 £0.37

Multil Ekman [10] 80.24 +1.39 81.07 £1.13

FT Ekman [10] 79.44 +£0.29  79.53 4+0.46

gate + sigmoid Ekman 5.11c 79.69 £0.96  78.48 +0.40

Multil Sentiment [10] 79.46 £1.05  79.86 +0.50

FT Sentiment [10] 79.75 £0.52 80.61 +0.40

gate + sigmoid Sentiment 5.11c | 79.11 £0.97  78.06 40.40

Table 5.24. The performance of the models of [10] and [11] in the dataset [12], as also our models’
results. The table is divided in 5 sections. In the first one, there are the baselines. In the second
one, the models of [11] are included, while in the next three the rest of the models are presented,
according to which subset of the GoEmotions has been used : ALL, Ekman or Sentiment subset.

profanity
non-stressed users 0.09232399
stressed users 0.19555190

Table 5.25. The mean profanity in the posts of the two groups.

dataset, symbolized as FT. In [11], they pretrain a BERT and a RoBERTa with Reddit posts
and they use the stress detection task (among with some others) as a downstream task. The

state-of-the-art models, combined with our results are summarized in 5.24.

Moreover, in each one of the seven fusion methods, we infuse the handcrafted features of
profanity and morality, as exactly we did in the previous subsection. About profanity, the statistics
of the dataset are depicted in 5.25. We observe a marginal difference between the two profanity
scores and hence, we guess that it can produce some helpful outcomes. About morality, we follow
the previous approach with the histograms. The histograms for the five moral dimensions as
shown in 5.20. Then, we integrate the corresponding distribution of every post into the final post’s
representation before the output layer. We also apply the "WL" technique we explained in the

previous subsection. The 5.26 shows the results of every case.
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(a) Care/Harm dimension of non-stressed users. (b) Care/Harm dimension of stressed users.

(c) Fairness/Cheating dimension of mnon-stressed

users (d) Fairness/Cheating dimension of stressed users.

50

200

100

s 8 g
-
v
w
N
n
a
9
=1
=]

(e) Loyalty/Betrayal dimension of non-stressed

users (f) Loyalty/Betrayal dimension of stressed users.

120

100

= B & B8 8
|
b
n
£
-
£y

(g) Authority/Subversion dimension of non-stressed(h) Authority/Subversion dimension of stressed
users. users.

140

120

o B & 8 @ 8
w
-
n
-
-
=]
[¥=1
¥ & 8 8 & B
w
-
-
-
-
-]
w.

ELls)erfu”ty/ Degradation. dimension of non-stressed (j) Purity/Degradation dimension of stressed users.

Figure 5.20. Histograms of morality dimensions.
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Acc F1
concat 78.00  79.23
+ profanity 76.41  78.61
+ profanity WL 78.04 80.05
+ morality 77.76  79.80
+ morality WL 77.06  79.03
+ profanity + morality 77.62  78.26
+ profanity + morality WL | 76.92  78.54

(a) Results of integrating handcrafted features into concatenation fusion method in the word-level.

‘ Acc F1
gate 77.62  79.90
+ profanity 78.18  79.72
+ profanity WL 77.48 80.10
+ morality 78.32 79.79
-+ morality WL 77.62  79.38
+ profanity + morality 77.90  80.00
+ profanity + morality WL | 77.76  80.05

(b) Results of integrating handcrafted features into gating fusion method in the word-level.

‘ Acc F1
affine 78.14  79.74
+ profanity 78.60  80.02
+ profanity WL 76.50 78.95
+ morality 77.48 80.20
-+ morality WL 79.16 80.05
+ profanity + morality 78.46  80.10
+ profanity + morality WL | 77.50  79.04

(¢) Results of integrating handcrafted features into affine fusion method in the word-level.

Acc F1
non-linear affine 7832  79.62
+ profanity 77.20  79.23
+ profanity WL 78.46  78.31
-+ morality 78.88 80.57
+ morality WL 78.32  80.15
+ profanity + morality 78.04  80.25
+ profanity + morality WL | 78.18  79.90

(d) Results of integrating handcrafted features into non-linear affine fusion method in the word-level.
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Acc F1
concatenation 78.29  79.90
+ profanity 78.04  79.90
+ profanity WL 78.04  79.53
-+ morality 77.34  79.34
-+ morality WL 79.02 80.42
+ profanity + morality 78.18  79.90
+ profanity + morality WL | 78.32  79.14

(e) Results of integrating handcrafted features into concatenation fusion method in the post-level.

‘ Acc F1
« parameter 78.70 80.20
+ profanity 78.32  79.90
+ profanity WL 7776  79.48
-+ morality 78.32  79.95
-+ morality WL 77.20  78.75
+ profanity + morality 7748  79.39
+ profanity + morality WL | 78.46 80.31

(f) Results of integrating handcrafted features into alpha fusion method in the post-level.

Acc F1
gate + sigmoid 79.50 80.76
+ profanity 78.04  79.90
+ profanity WL 78.46  80.80
-+ morality 78.04  79.64
-+ morality WL 77.48  80.10
+ profanity + morality 78.32  79.95
+ profanity + morality WL | 78.04  80.55

(g) Results of integrating handcrafted features into gating fusion method in the post-level.

Table 5.26. The results of the seven fusion methods, when the profanity and morality are infused
into them in the post-level.

Initially, we observe in 5.24 that our methods does not improve the models remarkably. The
pretrained models in medical text that were finetuned in Dreaddit ([11]) achieve the best binary F1
score of all, while the best accuracy is noted by the Multil model with using the Ekman mapping
in GoEmotions. However, the "gate+sigmoid" model (5.11¢) achieve a noteworthy performance
beating the rest similar cases that use the assistance of emotional information. That means that
this specific fusion method helps in our task, but the idea of integration of the emotional infor-
mation seems to be beaten easily by other models in the task of stress detection. 5.21 and 5.19
show the importance of handcrafted features, as there are some important differences between the
two classes. Profanity and the most of moral dimensions are suitable to make the classes more
distinguishable and hence, it makes sense to try integrating them to our models. This is, also,
verified by the results that are presented in 5.26 as they follow a similar pattern with those that
were noted in 5.23. The trends in the results are similar with those explained in the previous
dataset. The "WL" cases seem to work better in this dataset in both of the kinds of fusion level.
In general, profanity and morality seem to be important for our model and this is an important

conclusion for the relationship between those and the task of stress detection.

Experimental Setup. Emotion detector: We finetuned the pretrained BERT of huggingface for

3 epochs, with a batch size of 16. Binary Cross Entropy loss was used as a criterion loss and the
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Adam optimizer with learning rate 2 - 10~° and epsilon equal to 1078, The same finetuning was
for Ekman and Sentiment class mapping.

General architecture: For every moral dimension, we extracted the histograms in 8 bins and
we took the distribution of every post as an input. Then having a vector of 40d (5 dimensions x
8 bins) we use a linear layer to reduce the dimension to 5. The BiGRU of Bert’s side has hidden
size 128 and then the output is a vector of 256d. We use also dropout of probability 0.2. The
linear layer of emotion’s side project the information to a 128d space. In "WL" cases, we pass the
profanity through a linear layer, in order to project the vector in a 5d space. We split the training
set into 90/10 train/validation set and we train the model with early stopping for maximum of 20

epochs, having patience = 5 and tolerance = 0.0001. Finally, we use Cross Entropy loss and Adam

5

optimizer with learning rate 5 - 10~° and epsilon equal to 1075.
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Conclusions

6.1 Discussion

In this work, we investigate methods and architectures in order to tackle the task of depression
detection from social media posts. We perform text-based classification, divided in two levels, a
post-level and a user-level. Our approaches enhance the state-of-the-art models, which have been
tested in the specific dataset and they achieve a better performance than the existent baselines.

At first, we conducted a full ablation study about the influence of some aspects of human
behaviour to the depression detection. These can be considered as symptoms of the depressive
users that are declared to the language they use. The aspects that were exploited are Emotion,
Sarcasm and Personality. We use BERT to extract contextualised representations of every post
of the user, as it has been proven state-of-the-art in many tasks. We conclude that BERT can
achieve itself the best results, incorporating a simple deep learning architecture in the user-level.
To leverage the emotional information that is extracted from the emotion detector we apply, we
further augment our system with the emotion detection in the post-level. Then, we experiment
with multiple fusion layers that are applied in both the post-level and user-level. More specifically,
we propose four different methods of incorporating the emotional representations of the posts in the
corresponding Bert’s ones and then they are trained together (in a unified representation) having
a common user-level architecture. On the other hand, we try to extract a user’s representation
from BERT and Emotion detector and we combine those representation with three different ways,
before proceeding to the output layer. Our results show that the Emotion detector is the most
useful detector, as it detects the most emotional posts, making our model to detect the depressive
users more easily. We propose the integration of emotional posts’ representations into the bert’s
embeddings. This form of conditioning on the attention distribution, enforces the contribution of
the most salient features for the task at hand. The emotional information reinforces the respective
posts that are important in the classification problem. Moreover, we propose the user-level methods
of fusion, in order to make the most salient features of the user’s representation to contribute in
the final decision. The results show that our methods increase the performance of our baseline
models.

Secondly, we perform a thorough data analysis, so as to find some patterns the language use of
depressive users that will assist us in the detection task. We focus on two major patterns, the us-
age of profanity and the moral language that depressive users often utilize. We incorporate these
handcrafted features in our best model till now, which is a combination of BERT and emotion
detector. It is shown that the results of the model, in which the handcrafted features are infused,
are better than every result we have achieved in this specific task with this specific dataset. How-
ever, the combination of the features, putting all together, evoke inappropriate results, making us
consider them as opposite asssists. To clarify, the profanity may not be used by different users

than them who use a lot of moral words, as in that case, the combination of them would result
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a better performance. On the contrary, the combination of profanity and morality keep the users

that classified as depressive constant, but make the depressive users that do not use much of both

of the above to be classified as healthy, increasing the precision and decreasing the recall.

6.2

Future Work

Through the end of this thesis, we wish to open some new roads and create new aspects

to explore the capabilities of a depression detection model. We suggest the following points be

explored in future work:
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e Exploring the interpretability. We started with the basics of interpretability in our effort

to find useful handcrafted features that could be incorporated in our model. It is proposed
to deepen more and find not only the posts, but also the words that contribute at most in

the classification task.

Exploring the robustness. We started checking the robustness of our model by exper-
imenting with the genearlization’s capabilities of it. We suggest to make our model more
robust, mainly in adversarial attacks by creating some general triggers. One of the main
ideas that can be applied to our task is the one of [100], where they built some universal

triggers in order to trick the model.

Different handcrafted features. One of the main ideas for the future work is to explore
how useful some different handcrafted feature can be and which exactly will be. One core
idea that is used in similiar occasions is the utilization of LIWC lexicon. Moreover, we can
extract some characteristics of the depressive people’ language, like the usual usage of past

tense or their intense interest in more social and political issues.

Graph Neural Networks. We can exploit the recent developments of Graph Neural Net-
works as they are recommended in datasets related to social media. Particularly, each user
can be represented as a graph where its posts and the words of the posts will be the nodes
of the graph and they will be connected by the same words. An another approach is to

represent users as nodes and they will be connected in a similar way (by common words).

Probing.  Probing is related with the efforts for interepretability. Specifically, we can
deepen and explore in which level of BERT we can take the most useful information for our
task, by creating a probe task. In this way, we can have a lot of advantages. E.g. we can
try incorporating the emotional information in that exact level or try to integrate the most

useful handcrafted features.
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