/Y,
%2

5
E||§;

%)
OMHOEVS .

VP$OPos

.‘,\E'UOQ
aNE
R
>

np
n

i
e

A
N

|

NATIONAL TECHNICAL UNIVERSITY OF ATHENS
SCHOOL OF APPLIED MATHEMATICAL AND PHYSICAL SCIENCES

DEPARTMENT OF PHYSICS

Study of the fission cross-section of
230Th at the CERN n_TOF facility

Ph.D. Thesis

Veatriki Michalopoulou

Athens, October 2021


https://www.ntua.gr/en/
http://semfe.ntua.gr/en/
http://www.physics.ntua.gr/index_en.html




Acknowledgements

With this PhD thesis coming to an end, I would like to take the opportunity to ex-
press my gratitude to many people for their help and guidance along the way. It
goes without saying that this thesis could not have been completed without their
support.

First of all I would like to thank my supervisor Roza Vlastou-Zanni and Michael
Kokkoris. They gave me an academic home, in which I had the opportunity to
evolve my experimental skills without being afraid of making mistakes, to express
my thoughts and ideas, as they were always there open to listen and discuss and
help me in all the difficulties I encountered. Their trust and appreciation, from the
beginning of my diploma thesis, was invaluable and I am really grateful for their
support along the way.

I would also like to thank Nikolas Patronis, for his help from the beginning (the
experiments at n_TOF) to the end of this work (reading this PhD thesis). I really
appreciate the time I spend with him at CERN, the fruitful discussions and his per-
ceptive comments at various points in this PhD thesis.

Special thanks to Daniela Macina, my CERN supervisor. During my time at CERN,
Daniela was there to help, organize and understand the needs of this PhD thesis,
always with a smile on her face. It was a great pleasure working with her.

Athanasios Stamatopoulos, was there from the beginning of my PhD, to guide me
in my first steps in the time-of-flight world. I would really like to thank him for the
long hours he spent in the preparation of the n_TOF experiments, for introducing
me to the analysis procedure and techniques and for his support during this PhD
thesis.

Andrea Tsinganis, even though most of the time we were at different places, was
always an email away, to discuss various steps of the analysis. I would like to thank
him for his interest in my work, his guidance and the support in organizing the
n_TOF experiments.

I am thankful to Maria Diakaki, for always being open to discuss the progress of
this work along the way. It was great working with her at n_TOF, NTUA, through
emails, virtual meetings and over the phone.

Special thanks to Laurent Tassan-Got, who was there to help with the experimental
details, solve physics questions and help in any way possible.

I am really grateful to Nicola Colonna, for following the analysis procedure through
the n_TOF meeting, making comments, questions and observations, which were
great help for the progress of this work.



ii

Special thanks to Peter Schillebeeckx, for his help, support and constant communi-
cation regarding the 2*Th targets. I would like to thank Peter, Jan Heyse, Goedele
Sibbens and their team for the target preparation and for managing to complete the
characterization during the COVID-19 pandemic, so the cross-section results can be
presented in this thesis. Thank you!

I would also like to thank all the members of the nuclear physics group of NTUA.
Especially, my office mates Antigoni Kalamara and Sotiris Chasapoglou for the nice
moments in our office, which made the working place a better place.

Thanks to many people from CERN, Oliver Aberle and Dennis Boon who were there
to help us find solutions on various technical problems, Massimo Barbagallo, my
office mate in the Mediterranean office, Mario Mastromarco, Federica Mingrone,
Michael Bacak, Sebastian Urlass, Sam Bennett, Adhitya Shekhar, Alice Manna and
many others for the help and support in the n_TOF control room and the coffee
breaks! Special Thanks to Zinovia Eleme, with whom we took our first steps of the
PhD together. I would really like to thank Enrico Chiaveri, who was there to support
our work and believe in us. The long working hours during the conduction of the
experiments at n_TOF would not have been the same without all these people.

Last, I would like to thank my family and loved ones for their love and support
along the way. It is not always easy to express how much I appreciate you, but I
think you know.



iii

Abstract

Accurate data on neutron induced reactions on actinides is of considerable impor-
tance for the design of advanced nuclear systems and alternative fuel cycles. Specif-
ically, 22°Th is present in the thorium cycle produced from the decay of 234U. Thus,
knowledge of the 2*°Th(n,f) reaction cross-section is strongly required. However,
few experimental datasets exist in literature with large deviations among them,
covering the energy range between 0.2 to 25 MeV. In addition, the study of fission
cross-sections is of great interest in the research of the fission process related to the
structure of the fission barriers. In the case of the thorium isotopes, narrow reso-
nances and fine structures appear in the threshold region of the fission cross-section,
known as the thorium anomaly. Specifically, previous measurements on the fission
cross-section of 230Th revealed a main resonance at E,,=715 keV and additional fine
structures, but with high discrepancies among the measured cross-section values.

The scope of this work is to provide cross-section data for the 2°Th(n,f) reaction,
covering a wide energy range from the fission threshold up to 400 MeV. For this
reason the experiment was performed in both experimental areas EAR-1 and EAR-2
of the CERN n_TOF facility. Seven high purity targets of the natural, unstable but
very rare isotope 2'Th, were produced at JRC-Geel in Belgium. The experimen-
tal setup was based on Micromegas detectors, while the 2°U(n,f) cross-section was
used as reference. A detailed description of the experimental setup, the analysis
procedure, starting from the raw data to the final cross-section results, including
the Monte-Carlo simulations performed and the theoretical study of the 2°Th(n,f)
reaction with the EMPIRE code are presented.






Abstract (in Greek)

To Sedopéva EVERY DY BLUTOUOY Yol TI¢ axTvideg maflouy onuavTind pOAo oTN HEAETY) Xou
TO OYEOLACHUO TEOTYHEVWY TUPNVIXMY GUC TNUATOY TOEUY WY TG EVEQYELIC 0L EVUANIXTL-
AWV TURTVIXDY XUXAWY XAUCTUWY. DUYUEXQIIEV, TO 20Th cuvavtdtar oTov x0xho ToU
Yoplou, 6TOU TOPAYETUL UTO TNV ATOOLEYERPTT] TOU 24U, Tw 1o héyo autéd omonteiton n
YVGON TNE evepyol diatour tne aviidpaone oydone 2VTh(n,f). Méypl ofjuepa, Aiya e
popoTixd Bedouéva Yo TNV avtidpaot auth cuvavtovia oTn BibAoyeapio, To omolo xo-
AOTTOUY TO evepyetaxd elpog and 0.2 €we 25 MeV xa moapouctdlouy Yeydieg amoxAicels
uetolV Toue. Emiong, n uehétn twv evepydv Slatoucy avTdpdoewy oY done anoTehel Eva
MECO Ylal TN MEAETY) TNG OLadixaciog TNg oydomng xaL Tng doung Tou duVoUXO) TNE oY doTg.
‘Oco avapopd T 1dTona Tou Yoplov, TapouctdlovTol AETTOl GUVTOVIOUOL GTNV TEPLOYN
TOU XUTWPALOL TNE OYAONG. LUYXEXPWEVA, TEONYOUUEVESC UETENOELS OTNV EVEQYO DLUTOUY)
oYdong Tou 230T €youv avadeilel éva Boaoixd cuvtovioud e evépyelo E,=715 keV pe
emmAEOV BOUES, OANG UEYAAES amoxhioElC UETAC) TOV UTEOYOVIWY TELQOUATIXWY EVEQYWY
OLUTOUWMV.

Y16y0¢ NG TopoUcuS BLOUXTORIXAG DLATEIBNG Elvon 1) TEOYY| TELRUUAUTIXGY OEQOUEVKY
yioo TNV avtidpaot oydong Tou 230Th, AUAOTITOVTAG TO EVERYELOXO EVPOC UTO TO XATWPAL
e oydone uéyet ta 400 MeV. TN to oxomd autd TpayUaTOTOlUNXAY UETPHOELS OTIC
mepopotinée meployéc EAR-1 xan EAR-2 tne¢ eyxatdotaone n_TOF cto CERN, pe
Yenon enté oTéywY LPNAAC xadaEdTNTAC TOU PUOKOU XAl TOA) GTIEVIOU [GOTOTOU 230Th,
ot omolot xataoxevdotnxay oto JRC-Geel oto Béhyto. H nelpapatiny didtaln Bacio tnxe
oToUC aviyveutéc acplou Micromegas, evé 1 avtidpaon 2°U(n,f) yenowonotiinxe cov
avtidpaon avagpopds. H avokutixny teprypagt| T Tewpapotixic didtading, tne dtadaciog
NG ovdhuUoNG TwV BEBOUEVKDV Xau TV Tpocouolhoewy Monte-Carlo mou nporypatonol-
Aoy WoTE v uToAoYIGTEL 1) EVERYHC Blatopr] TNg avTidpaomg 230Th(n,f), xodog xou N
YewpnTiny| ueAETn Tne avtidpaong mou vAomouinxe ue tov xwmdwo EMPIRE, napoucidlo-
VTOL GTNV THEOUCA BLOUXTORIXY| DLATELEH.
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Extended abstract (in Greek)

Ewcaywy

O o TPOoBLOPIOUAS TWY EVERYMY OLATOUMY AVTIOPACEWY VETEOVIWY OTIC axTV{OES
amotehel EVoL ONUAVTIXNG XOUUATL GTY) BLABXAGTA TOU GYEBIAOUOU TURTVIXMY GUC TNUSTLY
TORUY WY NS EVERYELUS, XUDME Xo OT UEAETT) EVOAAAXTIXDV TUPNVIXDY XUXAWY XOUGHILWY.
LUYHEXQWEVA, TO 20Th TopdyeTon 6Tov x0XxAo Tou Yoplou amd TNV o-amOBLEYERGCT| TOU
23477, Emoyévwe, amartelton 1 yvoor tng eVveEpyol dlatopnc Tng avtidpaong 23OTh(n,f) Vi
uEY AN axplBeta. Méypr tny mapoloa oTiyun AMyeg TELUUOTIXES HETRHOELS £YOLY TEAY -
TomotnUel yior TNV avtidpaon auTy|, UE UEYAAES amoxhioelc PETAE) TOUC, EVK XUAUTITOUY TO
evepyelaxo e0pog omo ta 0.2 péypet o 25 MeV. Eminhéoyv, n ueAETN T0V EVERYHOV BLATOUMY
oY done TapOUCLALEL HEYEAO EVOLUPECOY GTN MEAETY TNE Bladaciag TG oYAoNS oL TV
TopopéTEnY Tou Tuphva. Ilponyolueves uetprioeic evepy®y dlatoucdy ota lobdtoma Tou Th
ToEOoLGLECOLY GTEVOUC GUVTOVIONOUE Xal AETTES DOUEC OTNV TEPLOY T TOU XUTWPAIOU TNG
oydong. Luyxexpuéva, 1) EVERYOS dlatour oy dong Tou 230ThH eppoviCel Evay xevTpind ou-
vToviouo oe evépyelo B, =715 keV xau emnAéov Aentéc Souéc, ahNd Pe UEYSAES BLapopec
HETOEY TWV UTHEYOVTIOY TELOUUOTIXGY UETRHOEWY.

216)0¢ TNG TAPOLCAS BLBUXTOPLXNG DLUTEBAC ATaY 1) UETENOT TNG EVERYOU BLATOUNS TNG O
vTidpaong 230Th(n,f)7 XNOTITOVTOG EVOL EURY EVERYELIXO EVPOG OO TO XATWPAL TNG oY AONG
uéyet To 400 MeV. Ye autd to mhaiolo mpaypoatomotiinxe 1 uEtenon tng avtidpaong ou-
¢ oty eyxatdotact mapaywyns vetpoviwy n_TOF, 1o onolo Peloxeton oto CERN.
[N tic petprioeic yenouomolfinxoy entd otdyol uhninc xadupdTnTag Tou acToole xou
oméviou wwotémou 29Th, ot onoiot xataoxevdotnxay oto JRC-Geel 6to Béryio. T tny
aviyvevon twv Ypououdtwy oydong yenowonotiinxay ol aviyveutéc Micromegas xou 1
evepYOS BlaTopr) UTOAOYIOTNXE OYETWE UE TNV avTIdEACT) avapopdc 25U(n,f).

O xOxhoc Tou Yoplou

Ot evepyeloan€c avay*ee TwV GOYYEOVOY XOWVWVLAY, GE GUVOVICUO UE TOUC TEQLOPLOUEVOUC
TOPOUC TWV 0PUXTWY XAUGIU®Y, xorhoTolv avoryxala TNy avalHTNoT EVUARIXTIXGDY HECKY
Topaywyhc evépyetag. H mupnvier evépyela elvon 1 uovn evolhoxtixt| Tyt EVEQYELIS TOU
umopel Vo eEUTNEETACEL TIC AVAYXES TWV GUYYPOVOY XOWVWVIWY, Ywelc va cuuBdAel 6To
pouvéuevo tou Yeppoxnmiou 1.

Audipopeg evalhaxTinég AGELS €youv TeoToel Yol TNV aVTIXATAC TOOY TwV CUUBATIXGY
oVTIBEAC THEWY, OTWE Efvan ot Tupnvixol avTideao ThEES TéToeTNS YeVde [2], xadde xou o-
VTUBPAC TAPES TTOL AELTOUPYOUV 0 oUVBLNOWS e évay emttayuvth (ADS), ue otéyo va yivel
1 TR WYY| EVEQYELNG PECK TULNVIXMDY CUC TNUETWY THO OCQUATS, OXOVOULXT ot BLdot-
un. Erlong, avayxado elvor xan 1 LEAETT EVOANIXTIXGDY TUENVIXGOY XOXAGY XAUGIUGY, OLOTL



Tor amo¥éuaTor oupaviou gaiveTon 6TL BeV efval APXETA YLoL T CUVEY T TOEAYWYT| EVEQYELOG
ue muenvixd péoa. O xixhog Tou VYoplou, etvan pio evarhoxtiny| medTaoT 6T0V GUUPUTIXNG
%x0%ho oupaviov-thoutwviou. XTov xOUxho aUTo, TO 232Th METATEETETOL GTO OY OO 233U
METE amd TNV amopeo@noT eVOg VETpoviou, Tou axohouleiton and dUo anodieyépoelg 5.

o Ty perétn xon avantuén cUoTNUATOY TopaywYng evépyelag mou Pocilovial otov
x0xho Tou Voplou, amaTodVTAL TELQUUATIXG OEBOUEVO EVEQYXOV OLUTOUMY YLl o LlOTOTA
Tou Peloxoviar oTov x0xho, €idixd yior T avtdpdoeic (n, v), (n, xn) xa (n, f). Suyxe-
XPWEVAL TO 20Th ue yeovo nulwnc 7.54x10* YEOVLOL TIOEAYETOL ATt TNV 0-ATOBLEYEPDT)
“ou 34U xa €yl mepimou BLmAdoLo EVERYO BlaToun amd TO 232Th o1ic vmAéc evépyeieg,
T0 oTo{0 €YEL GaV AMOTEAEOUA Lot xET| adENOT) GTNV APy WYT| EVERYELIS, ol GUUBHAEL
OTOV TUPAYOUEVO opLiud VETEOVIKV.

H pekétn twv evepydy BLlatouov avidpdoewy oydone naflouy emmTAéov €vo GNUoVTLIXG
p6Ao oTn YUeRETN g Bl TNg dradixaciog TG oydoNng. LUYXEXPWEVA, OTA LOOTOTA TOU
Yoplou hemtéc Bopég eugavilovion oTny EVERYO SlUTOUT) OYUOTC O EVEQYEIEC XOVTIVES [E
TO XATOPAL TIC oY domg, oL omoleg Bev €youy e&nyniel axduo ota TAdiolo Tng Vewplag Tou
OLhoL Buvouxo) oy domNe.

[Toonyotpevee petprioelc yia v aviidpaon 2YTh(n,f)

Alyec melpaoTinée UETEAOELS YloL TNV EVEQYO BLATOUT OYdOoNG TOU 230TH uTdEy oLV o1
BiBhoypagpia [3], ot omoleg mapouctdlovtar ota oy Aot (yio 6ho TO EVEPYELOXO E-
0POC) Xou (‘Ylor TV TEPLOYT) TOU CUVTOVIGUOD) %o XahUTTOUY TO EVERYELOXS EUPOG amd
TO XUTOPAL TG oydone uéyet to 25 MeV, ue Slapopéc Yetalld Toug xan PEYGAES TYEC
oPeBaroTnTog.

Y16y0¢ TNe TopoVoug BLBuXTOpXNC BLUTEBNC eVl 1) TOEOY ) TELRUUATIXGDY OEGOUEVKVY YL
™V avtidpaon oydone Tou 230Th xo\UrttovToc éva evpl eVpog evepyelwy. ['a To oxond
aUTO TparypaToTol UMY UETENoEG oTIg TElpopaTineg TEployée EAR-1 xoau EAR-2 trg
eyxatdotoong n-TOF oto CERN.
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Yyhuo 1 Tewpopatind dedopéva yio Ty evepyd dlatour oydone tou 20Th nou urdpyouv ot

BBhoypapla.
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[epoortinn oLdTadn

H eyxatdotaon n_TOF Peioxeton oto CERN xou Bociletoun o plo 10éa tou Rubbia et
al. [, B, 6]. H heuxr déoun vetpoviwy mopdyetar amd ovTidpdoElc XUTUXEQUAUTIOULOU
TOAUXTG OEOUNG TEWTOVIWY TOL TPOGXEOVEL GE €vay 0TOY0 WoAUBoou. Anoteleiton and
oVo metpapatnég meployéc: Ty EAR-1 nou Beloxeton og opilovtio andotaoct 185 m and
T0 016)0 UOoAUBBoL X TY EAR-2 mou [BploxeTon oc xdetn andotaon 19 m and tov
0TOY0 LOAUBOO0UL, OTWS QUVETUL GTO oxﬁpag

Sweeping
magnets

Spallation
target

Yyfua 2: Eynuotixd avorapdotaon g eyxatdotaone n-TOF oto CERN [7].

H 8éoun vetpovioy tng eyxatdotaong n-TOF xolintel o evepyelaxd ebpog and T dep-
u meptoyf péyel ~1 GeV [8, 9]. H Swgpopetinf andotacn twv d0o teptoydy ond to
0TOY0 UON)PBOOU €YEl GOV ATOTEAEOUA DLOPORETIXG YUPUXTNELOTIXG OTY) POT| UETAED TGV
500 TELPAATIXGY TEPIOY DY, OTwe uiveton oto oyfua B} Buyxexpiévo n EAR-1 eivou
XOTAAANAOTERT) Vil UETPNOELS TOU amanToUV LPNAGTERT EVERYELX VETROVIWY 1 Ylol UETEHOELS
ToU amatToUV XAAOTERT) EVERYELNXY) DLOXELTIXT) IXAVOTNTA TWY VETEOVIWY. AT6 TNV dAkn 1
EAR-2, Aoyw tng uhnhotepng poric VETpOVIWY, ETAEYETOL OE TEQLTTWOELS OTOU O UETEO-
OUEVOC OTOY0C €YEL UEYAAT EVERYOTNTA, Wixer) Udla, WxeY| evepYd SLoTouY| 1) xoL XATOLOV
CUVOLOUO TWV TORTEVE.
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10’

—EAR-1

10°

10°

10*

Neutron Flux (E d®/dE/pulse)

103‘ Y R VT APV N YOO AR M ol
102 10 1 10 10%> 10® 10* 10° 10° 10" 10%® 10°
Neutron Energy (eV)

Eyhua 3: Ldyxpion tne vetpovixic poric tne metpapotixic teptoyic EAR-1 (xbxoavn ypouun) [8]
xow EAR-2 (umhe ypoppn) [91.

ATd 10 YpoOVO TTAONC OTNY EVEPYELX TOU VETPOVIOU

H petatpons| Tng ypovixr|c dlopopds amd T oTiyun tne onutovpyiag Tou vetpoviou oty
EVEQYELL TOU GUUPOVA UE TNV XAUCIXY| TEOGEYYLOT elvou:

1 1 L\?

6mou my, = 939.6 MeV/c? n udla tou vetpoviou, v = L/t 1 TayhTnTo T0U VeTpovioy,
L eivan 7 Sodpour| mou davieL To VeTpdvio xat t o ypedvoc mTong Tou vetpoviou. I
eVERYELEC PEYOAUTEPES amb peptxd keV ypnotpornoteiton 1 oyetiotiny| e€lowaon:
3
L 2
1- (%)

6mou ¢ = 299.8 m/puc eivou 1 Ty OTNTA TOU YWTOS 7y ebvor o Tapdyovtag Adpevtl.

E, = mncz('y —1) = myc -1 (2)
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LTOYOL oXTVIOWY

Entd otéy ot vhnirc xadaupdtnTog Tou 1ootétou 230ThH YENOULOTOLAUNXOY Vi TIG UETPNOELS
ouvohhc udlac 27.14 mg. Ou otoéyol xatacxevdotnxay oto JRC-Geel xau oy evo-
noteveevol oe Bdor ahouvuviou mdyoug 0.025 mm. To yopoxtnelond TwV oTdy WY
TopouctdlovTal oTov Tvoxa Y1oug oTdyouC UThpyay TEooWEElC and wbToma Tou Pu
e avahoyior Pu/Th 0.0004942. Ot mepextixdtnies v 8dpopwy 1otdénwy tou Pu mo-
pouctdlovTal GToV Tivoxa . [apdT n tocdHTNTA TWV 160TOTKY Tou Pu otoug otdyoug
AToY Uxer), AOY® NG UEYAANG EVEQYOU DlUTOUNG UEQIXWY amd auUTd efval dEXETH WOTE
ToL YEYOVOTA ToU TpoépyovTal amd To Pu va xuptapyolv Yo eVEQYELEC UXEOTEREC TOU
XATWPALOL TNG OYAONE TOU 2307,

IMivancag 1: Xopaxtnpiotnd twv otdywy 2Th.

AP,L@HOC ToutétnTa otéyou  Mdla Emcpcicvaoom Evepyotnta
OTOXOU TEUXVO‘CY]TO(
(mg) (ug/cm?) (MBq)

230Th #3 TP2017-06-19 4.61 92 3.52

230Th #4 TP2017-06-21 4.19 83 3.20

230Th #5 TP2017-06-24 2.31 46 1.76

230Th #6 TP2017-06-22 2.46 49 1.88

230Th #7 TP2017-06-25 4.14 82 3.16

230Th #8 TP2017-06-20 4.89 97 3.73

230Th #9 TP2017-06-18 4.53 90 3.46

[Mivaxoc 2: Avadoyieg twv mpoopiewv Pu otouc otéyouc 20Th. H avaroyio Pu/Th eiven
0.0004942.

Io6tomo [epiextixdtnTa
(%)

238py 0.2681

29py 22.40

240py 20.23

241py* 7.76

242py 49.15

244py 0.199

* Evbewted| .

Yoy 0TOY 0L avapopds yenowonothinxay évag 6ty og 2357y UE ETLQPAVELOXY| TUXVOTNTOL 72
ug/cm? (evepydintoc 587.5 Bq) xou évac otéyoc 28U pe empaveions muxvdtnTo 287
ug/cm? (evepyétntac 179.5 Bq).
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Aviyveutec Micromegas

[No g petprioeic yenotpomoidnxay ot aviyveutéc Micro-Bulk Micromegas (Micro-
Mesh Gaseous Structure) [10, 1T, 12] 13|, 14]. Ot aviyveutéc Micromegas [15], 16, [17]
elvon aviyveuTég aeplou ou ywpiCovton oe 600 TEPLOYES amd TO NAEXTEOOLO TN %ad650U
(micromesh): tnv tepioyn ohic¥nong petadl tTou nhextpodiou okictnone (drift electro-
de) xou tng xod680u xan TNV TERLOY T EVioyuong petagld Tne xardodou xou tng avédou. H
dvodog yewwveTta péow ulag avtiotaong 50 €1, eve 1 tdon ota nAexteddia Tng oAlodnong
xou TNG xod600L EMAEYETOL AVOAOYWS UE TNV EVERYELX X0 TOV TUTO TOU TEOC OViYVEUOT)
cwpaTdiou 1) axtivoBohiog.

‘Otav pio toviCouoa axtivoBohio eioépyetar otny Teptoyy| Tng ohicinong, dnuovpyet (edyn
nAexTEovVinv-ommv. Adyw Tou NAExTEXOU TEdioU T NAEXTEOVIN xaTeEUYUVOVTAL TPOC TNV
%3000 1oL 00NYOUVTOL PECK TWV OTWY TOU NAEXTEOBIOL TN XaOBOL GTNY TEPLOYT| TNG
evioyuorng. Exel, mpoyuotonoleiton 0 TOMATAACLIGUOS TOUG HEGL TOU QOUVOUEVOL TNG
ytovooTti3ddoc. To oo dnuiovpyeiton amd Ty xvnom Twv QopTIGUEVLY PopEwy PopTiou,
EVG OTNY THEOLCA £0YAGIN CUAAEYTNXE amd TO NAEXTEOOL TNE xoddou. Mia oynuotiny
avomoapdoTaoT TN xXvnong Twv nhextpovimy, 6tav éva Ypadoua oydong eloépyetol 0ToV
aviy veuth mapouotdleton oto oy [

Drift /" FF heavy/light

FF light/heavy,/ : ¢
% ~1 kV/cm

e ~ 50 kV/cm

Eyfuor 4: Eymuotiny] avomaedoTtaon g xivnong twv nhextpoviwy, otay €va Yeadoud oydong
eloépyeTon 6ToV aviyveutr) Micromegas.

T T pétpnon tre evepyob diatourc oydone Tou 20Th ot aviyveutéc Micromegas tomo-
YetRtnpay pali pe toug atéyouc axTvidwY oe €va YéAauo aydone ahoupviou (oyrfua ,
o omofoc yéuoe ye éva pelypo aepiov Ar:CFy:is0C4Hyg (88:10:2) to omolo xpatidnxe oe
Veppoxpacio dupatiou xon atuoc@aLeixy| TEST Yior OAN T DIIEAELN TV TELRUUOTIXWY [E-
Teroewv. H (Ol netpopoting Sidtaln yenoyomotinxe yia Tic UETPNOELS OTIC TELRUUATIXES
neptoyéc EAR-1 xou EAR-2.

Hhextpovind xan cbotnua xatorypapiic 0E00UEVLY

Mo i petprioeic otic metpopatiég teployéc EAR-1 xaw EAR-2 yonowonotdnxay npoevi-
oyuteg Tou xataoxevdotnxay oto INFN-Bari. Kdie npoevioyutrc Tonodetidnxe povog
TOU OF €Va YOVTEO AhOLULVEVIO x0UTE, OOTE var anogeuy Vel 1 emixovevior yeTald Twv dlo-
(POPETIXMY TPOEVIOYUTOY Xal Y€k TNE Vwpdnnong va uetwiel o Y6puBoc. O npoevioyutég
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Yenoyomotinxay yio TNV Teogodocta Tou NAEXTEOBI0L TNE XordOBoL AAAY xou Ylol TV
OUALNOYT] TOU GHUATOS amtd To (Blo NAEXTEOOL0.

108
235

230Th

238y

s e

Eyua 5: H merpopotiny Sidtoln mou yenotuomolfdnxe yio Ti¢ UETPHOEIC OTIC TELQUUOTIXES Te-
ctoyéc EAR-1 xou EAR-2.

Avdhuon OedoUEVLDY

To ofjuoata and xde aviyveutr anodnxedoviar 0Tto cLOTNUA ATOVNXEUCTC BEDOUEVLY TOU
CERN CASTOR (CERN Advanced STORage manager), ®ote va yivel 1 Tepoutépn
eneéepyaoia Touc.

Hpddto e oty dladixaota g avdiuong Twv dedouévmy etvar 1 eneéepyaoio Tou Y-
flash. To 7y-flash eivou 1 TE@™ peYdAN x0pUPY| TOL EUPAVIlETOL GTOL TELRUUATIXG YEOVIXS
pdoupata. H enelepyaoia Tou mohuol autol amotelel €va TOAD ONUAVTIXG XOPUATL TNG
avdhuong, BLOTL 0 UTOROYLOMOS TOU YPOVOU TTAONG TOU VETROVIOU (XaL ETOMEVKS Xl
NG eVERYELSS Tou) TparyUatoToteiton oyeTixd Ye tnv xopupt) tou y-flash. Eniong, yetd
Vv xopupr| Tou Yy-flash epgavilovton xdnoteg Tahavtioel 1 xopupéc oto undfodpo. H
Teptypopy] Twv emintwoewy tou y-flash oto undBatpo civon o Bacixnr| npolindteon dote
VoL YIVEL GWOTH avaryvopLon ToV ToAUGY VeauoudTeny oydons ol O TEOCOlopoNoS TOU
YPOVOU GTOV OTolo AVTIOTOLYOLY, EWBWE OTIC UPNAGTEPES EVERYEIEC OTIOU Ol ETUTTOOELS
oto unofadpo uetd 1o y-flash etvar mo évrtovec.

O yewptouog tou y-flash neprypdgpetar oo [I8] xou tephapPdver tov unohoyloud tou uéoou
OYAUATOS TNG KOPUPTS (%o Tou umoPddpeou LETd) omd ToAholc ool y-flash, 6mec
nopovotdleton oto oyfua [ba] yior Ty netpapatind teptoy EAR-1 xou oto oyrua 6] yio
Vv mepapotix teploy ) EAR-2.
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Yyrua 6: Iodot nahuol y-flash and tic petprioeic oty (o) EAR-1 xau (8) EAR-2 and toug
omofoug unohoyileton To uéoo oyfua tou y-flash (xdxxvn yeauur).
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H Suodixacion Tng avory vidrplong Tev ToAUOY EEXVIEL omd TOV UTOAOYIOUO TNE TORAYWYOU,
OTW¢ QafveTtal 0To 0eUTEPO TAGICIO TOU GYNUATOS . Av ouyxexpuévee cuvinxec xo-
AOTTovTon omd TNV Tapdywyo xat Tov (8lo tov Takud (Udog, ohoxhfpwua xTA.) TOTE O
TOAPOG YoeaxTNEILETaL oV TEAYUOTIXG YEYOVOS. 2TN GLVEYEL oaxohovlel 0 UTONOYIOUOS
Tou uTofdtpou, Tou Tpoceyyiletar ooy pio o TodEET) YRUUUT XOVTE GTOV TAAUOG, EVE XOVTA
oto y-flash ané o péoo oyfua tou. O xadupdc mahuods urtoroyileton YETd TNV agaipeo
Tou uToPdipou (Tpito TAa{oL0 TOu OYHUAUTOS . [oe TNV Vo ataoxeun| TV TUAUOY Yen-
owonoleltar 1 p€Y080C TNC TEOCUPUOYHC TOU OYAUATOC TWV TUALMY UE OYAUNTH TOAIDY

mou opiCovtal and To YEHoTH.

19000

L]
[
g 18000
© 17000
£
O 16000 Signal
©“ 1000
[
c 0 e o e A A P e S Tt e A P =
8
5 -1000
q 2000 Derivative
0E
£ 1000
2
£ -2000
£ 3000
() Clean signal
4000575 540.5 541 5415 542 5425

Time (ns)

5435

544

x10°

Yyua 7: H poutiva tne avdluone tov nahudv vrtohoyilel Ty topdywyo tou ofjpatoc (deltepo

mhofolo), Bote va emteuy el 1 avayvipeton Tou xadopol ofuatog (teito mhaioto).

‘Eheyyoc molotnTac 0e00UEVLY

H Swdwacio tng avayvoplong v Toduoy axoioudelton amd eh€yyoug Tng ToLOTNTIG
TV OEBOUEVRY xaL ETLAOYT| amd Tar dedouéva auTd. o To Adyo autd yivetar o €heyyog
OLAPOPWY TUPUUETEWY TOV TOAUMY TOU £Y0UV AVaYVORLOTEL amd TNV pouTiva HOTE VoL Yivel

n emPBefoiwon 6Tt oL mahuol Tou xaTayedgovTon avTioTolyoly ot Ypadouata GYAoNC.

ITpTOg EAEYYOC TOU TEAYUATOTOLEITAL OTO OTAOL0 AUTO elvon TO xuTd TOGOV 1) EVicyUo
TWY AVLYVEUTOV TOU TELGUTOS TOREUEIVE OTAUERT YLt OAT) T1) DLIOXELX TOV TELQUUSTWY.
[o T0 Adyo autd cUAAEYOVTOL QdouaTa YWwElg TNV Tapoucio BEoung VETpovinY xot ou-
yxplvovtal T Qdopata auTd 6TV dpyh xou 6To TéAog NG UéTenong. ‘Onwe galvetor 6To

oxfwa 1 evioyuon Twv aviyveut®y eivar oTodept] yiar OAN TNE BLdpxEL TG HETENOTG.

Enépevo Brjua otn Swduacio EAEyyou TNg avdAuong elvat 0 yeovog APiEng Tng xopueng
Tou -flash, dote va yivelr Eexdiopo 6T YiveTan GOOTH vy VOELOT TNG XORUPHS TOU Y-
flash xau dev avoryvewpeilovton Aavdacuévo ToAgol Tou EpyovTon Tev TNV dEoUn TEMTOVIKY
TOL OMNULOURYEL TaL VETEOVIA GOV TNV X0pU@Y| auTr. AuTo eCoxQIBMVETAUL OTO TIC XAUTUAVOUES

TOUL YPEOVOL APIENG TOU v-flash, 6nwe topouctdlovtar 6To oy |§|
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= Last Runs

1
T = First Runs
S I
S 107}
m H
ﬂ |}
S 107
o H
O a2
1073 |'|
| " | | | |

1 ] ) ) ) . ] . . )
500 1000 1500 2000
Amplitude (ADC channels)

Yyfua 8: Pdoyata ywplc déoun and tnv apyh (xdxxwvn ypouph) xou 10 Téhog (UTAe yeouun)
e wétenone oty EAR-1 yuo évav and touc otéyouc tou 20Th, and 1o omola emPBeBoncdveton 7
CTU)EPOTNTA TWV AVLYVELTOVY Yiot OAT) TN SLIEXELL TNG UETENONS.

800 x10°
i — Total
I —— Dedicated
600 —— Parasitic
2 |
S 400
(@] B
o i
200
i . | . . ... . . . .
19200 19250 19300
Time (ns)

Eyua 9: Kotavouée yua to ypovo dgiong tou y-flash.

Ye xdmoteg nepintoelg Yopufog unopel vo avary veplo tel cav TaAude, o onofog anoppinte-
TOL OE TEWTO OTABLO XOTA TN BLAdXAGTAL TNG oVOLY VEPIOTG TOVY TUAUGY amtd T pouTtiva xou
o€ BeVTERO GTEBLO OTN PETEMELTA AVAAUOT) TwV ONUAT®Y Péow Tou xdda ROOT [19].
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Alo ftav ot Tyéc Tou YoplPou otny mapovoa epyacio. H mpdtn mnyn Yoy orpota
ueYSdhou Uoug Tor ool xUTUYEAPOVTUY TAUTOYEOVA GE OAOUC TOUC OVLYVEUTES, OTWG
ToEOoVCLALETOL OTO Ty U H Seltepn mnyn vtav 1 avoryvaptor Yoptou oo Tahuolg,
AOY® TOV QUENUEVWY UTOAEWUATOY omd TNV agaipect) Tou utofdlpou PETE TNV x0pugN
tou -flash, énwe tapovoidletor oto oyfualll] 6mou to vihog Twv Tuhudby oyedidleton oo
CLVEETNOT TNS EVERYELNG TOU VETPOVIOL. LTIC UPNAGTERES evépyeleg Topatrpeitar adEnon
ToU YopUPou TOU XUTAYPAPETAL.

Channels
o

HH|HH‘HH‘I H‘HH‘HH‘H

N
[
-
W
N
[
-
[
N
N
[
-y
[
S

23.136 23.138 23.14

Channels

o
\HWHWHWIHWH\‘HH‘H

: & , i S . x 10°
23.13 . . 23.136 23.138 23.14
Time (ns)

Eyfhuo 10: ©dpufBoc mou €xel xotarypagel TAUTOYEOVA OE BUO ATO TOUS ALY VEUTEC.

Ipoxepévou va yivel 1 dtépdwor yia Ty adénor tou Yoplfou oTig HEYUAITERES EVERPYELES
EMAEYETOL UEYAADTERO XAUTOQAL Yiot TNV ambdppulmn ToAuny ueyokitepou Udoug. Tlpwta
yivetar €Aeyyog OTL Tol PACUATA TWV YEYOVOTWV OEV 0AAOWGVOVTOL UE TNV addnor tng
EVEPYELNS, DITNPOVTUC TO OYMUd TOug amd TO LYNAG XTIl Tou €QapuoleTol OTNY
AVIALOT) o UETE, OTWE TAPOUGLALETAL GTO O'XT/]{J.O(YLO( TO 0TOY0 TOU 255U (o 'goc
Y10t TO GTOYO TOU 230Th #3 (oo X0l YL TO OTOYO TOU 238y (oymua [12Y7).

Emniéov, yiveton o €heyyog 6Tt T0 UEYARDTERO XATWPAL Yiar To UPog TOU TUAUOY BEV oA~

AOLOVEL TNV owoo{vd)ptcn TV ONUATOLY, UECW TNG GUYXELONE TOV nstpapauxo’w YEYOVOTWV

Yior €vor younho xon éva qu)\o HATOPAL OTNY AVAAUGT] XOVOVIXOTIOUNUEVY UETAE) TOUG,
ESO(

OTWE TOPOUGCLALOVTOL GTO oxnpoz it T0 0t6Y0 Tou 2PU (o ) Yyl To oT6)0
ou 230Th #3 (o) o yioL 10 otdyo Tou 28U ( OXY]HO( ﬁ
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3
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Neutron energy (eV)
(B") Meyéduvon otov y dZova

Eyfuo 11: Kotovour tou 0goug twv Tahu®y GUVIPTACEL TG EVERYELNS TOU VETPOVIOU Yol TO
otéy0 tou 2PU tnc EAR-1 o¢ (o) 6h0 T0 evepyetandd eipog %ot ([3) yiol Toug Tahole YaunhdTepou
Ooug. Ta cwpatida-o and T QUOIXYH PUBIEVERYELL TWV GTOYWY QPUiVOVTOL GTIC YOUNAOTERES
evépyeleg, xome xat To uToAetypato and to y-flash mou avdvovton ye tnv ad&nor tng evépyelag.
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— 0.15 to 0.20 MeV (norm.)

— 400 to 500 MeV

Counts

10000 15000
Amplitude

() ®doua yia to otdyo tou 22U e EAR-1.

10}

— 0.80 to 1.06 MeV
— 400 to 500 MeV (norm.)

10%H

Counts

10?

105

6000 8000

Amplitude

(") ®doua yia to otdyo tou 20Th tne EAR-1.

10° f —— 11t01.25 MeV

—— 125to 160 MeV (norm.)
—— 400 to 500 MeV (norm.)

s ) : . | . . . . plu o
0 2000 4000 6000 8000
Amplitude

v') ®doua yio to ot6y0 oL 28U tne EAR-1.
i X n

Eyfuo 12: $dopoto Tou avTloTolyolV G SLapopeTIXES EVERYEIES VETPOVIWY Yio TOUG GTOY0US (o)
25U, (B) 29Th #3 o (y) 238U, H Sioexoppévn UTAE YRopUH avTIoTOlYel 0T0 YOUNAG XATOOAL
v 70 VPO TWV TOAIWY TOU YENOWOTOLETOL GTNV oAVIAUGT] oL GTOY0 €xel TNV andpeldn Twv
couotdlwv-a. H dtaxexoppévn umhe yoouur| aviimpoonmedel T0 UEYSAO XATWOPAL TOU YENOULO-
notelton i Ty amdpedn Tou YoplPou otic uPnidTepee evépyetec. T to 616y0 Tou 28U 10
TEAOVO PAcUA AVTITPOCWTEVEL UYNAOTERES EVEPYELEC VETROVIWY, OTIC onoleg mapatneeiton alho-
lwon tou oynfuatog o oyéon UE TIC UXPOTEREC EVEPYELES, OTOTE XOL 1 Avahuot O Umopel va
Yewenlel allomotn exel.
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~"" o o o o — Amp. Cut @ 400 (norm.)'

10° 2 —— Amp. cut @ 3000 ;

i

10 1 10 10% 10° 10* 10° 10° 10" 10°
Neutron energy (eV)

() Péopa TV XOUTAUETENUEVLY YEYOVOTOV Yia T0 atdyo tou 22U e

EAR-1.
: —— Amp. Cut @ 900 (norm.)
LT TR - [——_Amp. Cut @ 2400
1500 T Rt
2 N
C -
> 1000}
O .
© 1
500}
Oﬂj,‘;i | I L

10° 10’ 10°
Neutron energy (eV)

") Déoya TWY XATAUETENUEVLY YEYOVETLVY Yiol To 0téyo tou 20Th trne
[ HETEMW X n

EAR-1.
6000}y | —— Amp. cut@ 440 (rorm) |
[ —— Amp. Cut @ 2260
C I+
> i
3 ‘
© o WM
20001 f o B
Oi;;; P i R
10° 10’ 10°
Neutron energy (eV)
(Y) ®dopa tev xatagetonuévey YeYovétwy Yia To otéyo tou 28U e

EAR-1.

Eyfuo 13: PAoyota TwV XOTUUETENUEVDY YEYOVOTWY UE SLOUPORETIXO XATOPAL Yo TNV amdpeeidn
TOAUOV ToU BEV avTIoToL 00V 08 VpadoUaTo OYAoNG, EVOL YoUNAG Xt AL (UTAE Ypauur) xou éva
vhmh6TERO (xd¥avn Yooupr) yia Toug otdyouc tou (o) 2PU, (B) 2°Th %o (v) 28U tnc EAR-1.
Ta pdopata elvon xaAVOVIXOTOUNUEVE 0TI YOUNAES EVEQYELES.
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Y10 n_TOF vundpyouv 800 €ldn nahumy vetpoviov: ot mohpgol udgmiic évtaone (dedicated
pulses) xo ot moAuol youniig évtaong (parasitic pulses). "Evag onupovtinog éheyyoc
TNG CUVETELNC TNS aVAAUOTC TwV Bedouévey (yetptopnde tou y-flash, avoryvdpion mahudy,
8L6p0wom TOU VEXEOU YEOVOU XTA.) TPOXUTTEL and T GUYXELON TV TahudY LPNARC xou
Xapnkﬁg évwong, otay autol elvar xavovixomonuévol otov apilud Ty Tpwtovioy. H
olyxplon oumq YL ‘E v psrpncn omv EAR-1 napovcidletoar 610 oyfjuc M YLt TO 6TOYO
tou 2°U (o Yot TO OTOYO TOU 20Th #3 (oxnpa MJ) X0l YlOL TO GTOYO TOU
28U (oyhua 14Y svco avtioTorya yio Tnv EAR- 2 070 oY 15| yia To 6TéY0 TOU 25y
oxnpa& ) Yl To 0TOY0 TOU 230Th #3 (oxnpoc XL Yiol To oroxo Tou 238U (oo
. 'Ooco ocvoc(popoc v EAR-1 mopotnpeeiton moAd) xcxkn ouuQwVvio peTag) Twv 800 EBWY
m()\po)v YL Toug 6Téyoug Tou U xan Tou 20Th, evéy ot OLPOPES OTO GTOYO TOU 28y
amod{dovton oe cLCGWEEVST) TAAU®Y. Ot Blagopéc mou mopatneodvTaL UETHED TwV 600
€OV TAAUOY o 6houg Toug otdyoug g EAR-2, anodidovton xar mdhl o€ cucompeuo
WV TOAIGY AOY® TV TOA) UPNAGY CUYVOTATLY SPIENG TWV TAAUGY, XETL ToU NTav
aVaEVOUEVO ool 1 uala TV oToYwY elye emheyVel yia T pétenon e EAR-1.

O tehevtalog EAeYy0¢ TOU TEUYUUTOTOIELTAL GTNV AVIALOT) TKV BEBOUEVWY elvan 1) GUYXEL-
Gn UETACD TWV OTOYWY TOU 230Th XAVOVIXOTIOLNUEVOL OTO evepyeloxd elpog 1 - 5 MeV,
OTWC nocpoucnoz{&:wt oTo Gxnua u ‘Onwg gatvetar o710 fo]pa TOAND %ok} cupPeVia
TopaTNEElTaL PETUE) TOV ENTE GTOYWY TOU 2307, Ywelc xdmota ouompanxn amoxAoT
petall toug. Ou peyoltepeg Blapopéc oTo LPNAOTERO EVeERYELIXO £0POC AVABEYOOUY
TNV TOAUTAOXOTNTO TNG AVIAUOTS YLol TIC EVEQYELES AUTEC.



XXV

i/ — Dedicated

«+t| = Parasitic

IR

<
[N
N

107 =

Counts/Proton

10—16 bl bl
10t 1 10 10% 10° 10* 10° 10° 10" 10°
Neutron energy (eV)

(«) 2PU tnc EAR-1

xlo—lS
0.7 # @EAR L] i
o6k g

© o
a1
if\f\iY\f}{WH

Counts/Proton
o
D

0.3
0.2 ‘ rd
- i i[=— Dedicated
Ol;“ — Parasitic
ot AR R R A P

10° 107 10®
Neutron energy (eV)
(") 2°Th #3 tnc EAR-1
X100
%8y @ EAR-1

L = Dedicated

i i|=—Parasitic

Counts/Proton

WH\iHW\{HYI{WIH}WH\i[ﬂ\H

il

10° 107 10°
Neutron energy (eV)

(v) 25U ¢ EAR-1

Eyfuo 14: EOyxeion Tou ool TV YEYOVOTWY XAVOVIXOTOUNUEVA GTOV dpldud TWV TEMTOVIKY
Yoo Toug mopole udmirc évtoaone (dedicated) pe tnv xdxavn yeouuh xou Yl ToUG TOAUOUS
Younhfc évtoaone (parasitic) pe tnv umhe ypouur yioe v uétenon oty EAR-1.
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= Parasitic
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10 Neutron energy (eV) 10

(v) 28U tnc EAR-2
Eyfua 15: XOyxeiorn Tou opiduod TV YEYOVOTWY XAVOVIXOTOUNUEVA GTOV dpldud TWV TEOTOVIKY

Yoo Toug opoUe uPnArc évtaone (dedicated) pe v xdxxvn yeopun xou yior Toug ToApolg
Younhfc évtoaong (parasitic) pe tnv umhe ypouur yioe v uétenon oty EAR-2.
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Counts/Proton

Neutron energy (eV)

(o) Xopnhéc evépyeiec oe 50 bpd
-15
X
710 ;

Counts/Proton

1
Neutron energy (eV)
(B) Tdmréc evépyetec oe 10 bpd

Yyhuo 16: S0yxplon TV xoTayeypouévey YEYovoTeY Yo Toug otéyous Tou 20Th xavovixo-
Tomuéva 6Tov apliud Twv TewToviwy Yo Ty wétenon oty EAR-1, énou (o) ot yaunhdtepeg
evépyeteg oe 50 bpd xou (B) or upnhétepec evépyeiec oe 10 bpd. Ta yeyovéta eivon xovovixo-
Totnuéva eTall Toug oTo evepyetaxd evpog 1 ye 5 MeV.



XXViil

Alopdmoeic

Yy evotnTa auth) Topouctdlovial ol SLop¥OoEIC TEVEL OTa YEYOVOTA TNG OYAoNS AOYw
NG CUCGMEEVCTC TOAUMY, AOY W TOU XATOPAIOL 6TO UPOC TEV TUAUMY Xl TWV TEOOUIEEWY
TV oToywv. Enione mopoucidletor o TpomOC UE TOV Omoio YivETal 1) UETATEOTH and TO
YEOVO TTAONG OE EVEQYELX VETPOVIOU.

[o tn dwbpdwon tng cucompeuong TahU®y axohovdinxe 1 pédodog Tou meptypEdpeTo
oto [20] (nonparalyzable model, oy fua[l7). emto Brua yio tny e@apuoy e uedddou
elvor 1) omoEELT TV TOAMIOY oL BRIGXOVTOL YEOVIXE TO XOVTH and TO YEOVO Tou EYEL
emheyVel we vexpde ypdvoe tou cuotiuatoc (FWHM tou nahuol) xou €youv avoryvepl-
otel we ool oydong, WoTE 0 vty VELTHC Vo axohovlel To YOVTELD OTIC TEPLYPAPETOL
oto [20].

Events in detector

A A A AA A

Time
| | Paralyzable
I—I EL ﬁﬁ
Time
| ‘ Nonparalyzable
| | | |
Time

Yyfuo 17: Tpopxry atvomapdoTaom Tng CUUTERLPORAS TOU VLY VEUTY| O 0U0 TEQLTTWOEIS: TNV
TEPIMTWON TOL EVag TOAUOS PTAGEL GTOV AVLYVEUTH OTAV AUTOS 1|01 Elval AmUGYOANUEVOS UE TNV
ene€epyasio Tou TEONYOVUEVOU TAAUOY 0 VEXEOS YPOVOS TOU CUGTAUNTOS ENEXTEVETAL XUTA YEOVO
T (paralyzable model) xat oty mepintwon mov o deltepoc TaAUOS YdveTon xou dev ExEL xopia
en{dpoom ot cuunepLpopd Tou aviyveuty| (nonparalyzable model).

211 cLVEYELL 0 TEAYHATIXOC PLIUOC XATAYPUPHC TV YEYOVOTWY LTOAOYICETAL GUUPLYA
WE TNV Topaxdte e&iowor

m

n= (3)

1—mt

OToL M efval 0 XATAYEYPUUPEVOS PUUIUOSC TWYV YEYOVOTMY X0k T O VEXPOSC YPOVOS TOU €YEL
Yewenlel yio 1o oot

To Brdato mou axorovdolvtar yia 1 Sépdwon mapoucidlovial oto oy (1§ yio Toug
ToApoUS TEwToViny LPNATC €vTaong 6Tov GTOY 0 2387 ¢ EAR-1.
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10 Neutro1noenergy (eV) 10

Yo 18: Awadixacta mou axoroudeitar yior T S6pwon TV YouuévwY YEYOVOTWY AOYW TNG
OUGGHRELOTEC TOAUOY 610 0TdY0 238U e EAR-1. To umhe tplywva avTloToLyo0y 6To TELp-
Tixd onuelo, Tor xOxxva TETEdYwWVA oo SlopUwuéva onueia MoTte To cOaTNU Vo oxohoLVel To
povtého tne un napdluong (nonparalyzable model) xou ou padpor xOxhot eivar tor Stopdwuéva
YLt TO VEXPO YEOVO OTuEela.

Audpopa io6toma Tou Pu unripyav otoug otéyoug Tou 20Th. H GUVELGPORE TWV LGOTOTWY
QUTWY YL EVEQYEIEG MEYUNDTEPEG TOU XUTWPALOL TNG OYdomg TOU 230Th etvou oUEANTEY,
bnwe gaivetar oto oyfua [I9 ‘Ouwg, autd Sev toylel Yoo TiC YUUNAGTERES EVEQYELES
onwe gaiveton oto oyfua 20, 6mou mapouctdlovtar Ta ovaUEVOUEVOL YEYOVOTA amd Ohot Tal
woéTona Tou Pu otoug otdyoue, ta onola €youv utoloyioTel houBdvovtac utdhy TN udla
XL TNV evepyY6 Slatour] Tou xaevdg cuvduacuéva e Ty atohoynuévn eot| tng EAR-2
xou €yel Vel 1 xavovixomolnor Toug ota TELpauaTIXd YeYovoTta. ‘Omwe golvetar omd To
GYRUOL BEV UTEPYOUY YEYOVHTH TOU UTopolY Vo amododoly otn oydon tou 230Th.
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— Expected #°Th

1 0—15

—— Expected Pu

10_16

10—17

Counts/Proton

1 0—18

1077 T
Neutron Energy (eV)
Syhuo 19: Avouevépeva yeyovéta xavovixononuéva otov apdud twy mentoviov yio 1o 2YTh

(wohpn Yeoupn) %o yio Gra o todTona Tou Pu mou mepéyovior oto 616y0 Tou 2OTh (xdravn
Yeouun) yo Ty EAR-1.

-] —— Experimental

................................ _ Expected (norm_) .

10

1 1

Counts

\ i
|
|

h I
1072 107t

0 10° 10°
Neutron energy (eV)

Yyua 20: Loyxpton YETol) TV TERUUATIXOV YEYOVOTOV (XOXXVI YROUUT) XL TOV OVOUUEVOUE-
VoV YEYOVOTLY (xdxxvn yeouun) yioo Ty EAR-2, hauBdvovtac unddy pévo ta tobtona tou Pu
TIOU TEPLEYOVTAL GTOUC OTOYOUC. Tol avoEVOUEVA YEYOVOTO EIVOL XAUVOVIXOTIONUEVO GTA TELRAULO-
Tixd otV evepyelaxt| teployn uetoll 4 eV xau 3 keV.
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[o T peTatpoty| Tou YedVoU TTACNC TOU VETEOVIOU GE EVERYELX Yenotuonotinxe éva
otodepd urxoc Y T uétenon tne EAR-1 (mhvonoc , OL6TL TapaTNEHUNXE OTL 1) BLopopd
oty evépyeta eite Angdel und 1 omdoTtaoy mou Slaviet To VETEOVIO Héca 6To GToY O (amd
TIC TPOCOUOLWOELS) EITE Gyl ATay Y1 GRS TiC EVEPYELES xpoTepn Tou 0.7% (Gxﬁpa. H
axpifetor 0T ueTaTEOTH TOU YEbVoU TToNC O eVEpYELd TopouctdleTon xou oo oy uato 22
KO , OTOU QUVETAL 1) TOAD XOAT) AVATOEAY WY Y| TWV GUVTOVIOUWY TOU 235U xan tou 220Th
UTIOAOYLOUEVOL YENOYOTIOWVTAS GO GTOYOUS OvVapoeds TO 108y 1o 2°U avtioTorya.

[Tivaxag 3: Mrjxog dladpounic Tou Yenowonotinxe yio TNV UETATEOTY TOU YEOVOU TTACTS TOU
veTpoviou oe evépyela yia Toug otoyouc Tne EAR-1.

Y16y0¢ Andotaon
(m)
25y 183.40

230Th #3 183.42
230Th #4 183.43
230Th #5 183.45
230Th #6 183.46
230Th #7 183.48
230Th #8 183.50
230Th #9 183.51
28y 183.53

o T peToTpony| Tou Ypedvou TTHoNE Tou VeTpoviou ot evépyela yia Tn uétenon tne EAR-
2 yenowomoiinxay 800 otodepd ufxn TTACTG: €Val YLol TIC YUUNAEC EVEQYEIEC Xou EVal
Yl TNV TEpoy Y| Tou ouvtoviopol. ‘Onwg gatvetar oTo Gxﬁpuw X0 [25] OL EVEQYELEC TWV
GUVTOVIOU®Y TOU 235y AVATOEEYOVTAL TTOAD XUAY UE TO PAXOC TTHONG YA TG YOUNAES
evépyeleg, XS Xou 1) EVEPYELX TOU GUVTOVIOUOU TOU 230ThH UE TO UNxog TTAONG YLt TO
oLVTOVIOHO. Ol ATOGTAGELS TTOL YENOHIOTOLUNXAY Yiol T1) LETATEOTY| ToEOUGIALOVToL GTOV
ivooco [l
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Yyfuo 21: Eni toig exatd Swaupopd otov umoloyiopd tng evépyelag tou vetpoviou tng EAR-1,
OTAY 1) METATEOTY amd TO YEOVO TTHONE Yiveton pe €va oTodepd urxog xou Aoufdvovtag umodiy
TO EMTALOV UE€GO UAXOS TOU TO VETPOVIO OLaVUEL UEGU 0TO 0TOY0 Yia xdie evépyeLa.

i —— ENDF/B-VIIL.O
8001 Experimental (norm.)
s |
S 600 d
=} i
8 B
¢ 400
A B
2 i
© 200
0

5 10 15 20 25
Energy (eV)

Syfua 22: Evepydc diatour e aviidpaone 2°U(n,f) utoloyiopévn yenowonoldvioc Ty o-
viidpaon avagpopdc 1'B(n,a) (xéwavn yeapud) yie tn pétenon tne EAR-1, xavovixormoumpévn
otnv ENDE/B-VIILO (uaden yeouun) oto evepyelaxd ebpog 0.5 ue 26 eV.
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0.2

: —— ENDF/B-VIII.O

| | | —— Experimental (norm.)
S 0.15( |
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o 0.1
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E |
O 0.05 —

sewwares, L T R A o3

660 680 700 720 740 760 780 800
Energy (eV)
YSyfua 23: Evepydc datour| tne aviidpaone 20Th(n,f) uroloyiopévn yenouionotdvag tn o-

vildpaon avawopde Z2U(N,f) (xdrava onueta) yio ) wétpnon tne BAR-1, xavovixonoinuévn
otnv ENDE/B-VIILO (uadpn yeouur) oto ohoxAHpwuo ToU GUVTOVIGHOU.

: — Experimental
i — Expected (norm.)
L2 L e s :
1072 | ~ - | = = |
c
@] E
° E
-1 :
g 10°F
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Q 10°ME
O -
15|
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10% 100 1 10 10° 10° 10° 10°
Neutron energy (eV)
Yyfua 24: LOyxpion HeTal) TOV TELUUATIXDY (XOXXIVI YROUUR) XOL TOV AVOUEVOUEVGDY (UTAE

Yoouun) YEYOVOT®Y XOVOVXOTOMUEVGY OTA TpwToVa Yia To 0toyo 2°U tne EAR-2. Ta avoye-
VOUEVO YEYOVOTA EIVOL XUVOVIXOTIOUNUEVA GTOL TELRAUUOITIXTL.
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Yyua 25: LOyxpion HETUZ) TOV TELRAUATIXOY (XOXXIVI] YROUUTH) XL TOV AVOUEVOUEVGDY (UTAE
YoouUnR) YEYOVOT®Y XOVOVXOTOINUEVEY 0Ta TeWToVI Yo 10 0t6y0o 230Th #3 1t EAR-2. Ta
OVOUEVOUEVL YEYOVOTO EVOIL XOVOVIXOTIONUEVO, OTA TELROUATIXGL.

ITivoxag 4: ATooTACELS TOL YENOLOTOLOUYTOL Yo T HETUTREOTY| TOL YEOVOU TTHONE TOU VETEOVIOU
ot evépyewa yio TN pétenon tne EAR-2.

Zréxog Anéowcn YOS Anéowon GUVTOVLO[J.éQ
(m) (m)

235y 19.20 18.78

230Th #3 19.22 18.80

230Th #4 19.23 18.81

230Th #5 19.25 18.83

230Th #6 19.26 18.84

230Th #7 19.28 18.86

230Th #8 19.30 18.88

230Th #9 19.31 18.89

238y 19.33 18.91
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[Ipocopolnoeic Monte Carlo

IIpocopoihoeic Monte Carlo yio tny evepyetont evandleon v Ypauoudteny oydong 6to
0€plo TV oty veutev Micromegas npoypotonotinxay ue tov xoowo FLUKA [21], 22]
yenowonowsvtog tov xwdxa GEF [23] yio tic minpogoplec tov palodv xot Twv EVERYELDY
v Ypowoudtwy oydone (oyfua . To cuvnuitova xoatebduvong Tov Yeououdtwy
oYAOoNS 0pIOTNXAY UE TIC TUPUXUTE OYECELS, (OTE VO EXTEUTOVINL LOOTROTUXY OTO TOUG
OTOYOUC TV X TV{OWV.

cosx =\/1—cos?zx (—1+2-Rand)

cosy =V 1—cos?zx (—1+2-Rand) (4)
cosz=—1+4+2-Rand

omou Rand etvon évac tuyaiog aprdude petad 0 xon 1.

O vnoloyioudg and Tig tpocopowoelg Ye tov xmoixa FLUKA yenowonoteiton yio tov
UTIOAOYIOUO TWV YEYOVOTWY TV YOoUOUITLY OYAoNG TOU TUQUAETOVTOL Amtd TNV oAvVIAUGT
AOY® TOU XUTWwPAOL 6T0 VPOC TWV TUAUGOY Yiot TNV andppulrn TV cOUATOIWY-o omd T
PUOLXT) EVEQYOTNTA TWY OTOY MV Xt Tou YopUfou ota @dopata. Omote yivetar 1 cuvENEn
TWY QUOUTLY TNG TPOCOUOIWOTNG UE Wio ACUUUETEN YXAOUGCLAVY) CUVEETNOT), POl TEMTA
yiver n Baduovounon toug. H olyxplon uetall TV TpoCOUOIWUEVODY XOL TWV TEQOUOTIXDV
paopdtev tapoucidletar ato oy fua [27], 6mou mopotneeitan 1) xahh GuuPVis UETAED TwWV
ovo.

Hpooopodoeic Monte Carlo nporypotonothdnxay pe tov xddwa MCNPS [24] yio tov
uToAoylou6 NG METUBOAG TNG poNg METAE) TV oToYwY axTwidwy. H yewuetplo mou
YENOWOTOLRUNXE Yid TIC TEOGOUOLWOELS TEptho3dvel To Vdhopo oydorng, To aéplo, Toug
OTOYOUC TV axTWIdWY ot Toug aviyveutéc Micromegas, eve Yyl T o1 VETpOViwY
xenowonovjinxe 1 agoloynuévn por tou Tapouctdleton oto oy B

To anoteréopata and ti¢ npocopolnoeic Monte Carlo pe tov xwduo MCNP5 xou ou-
YUEXPWEV O AOYOS TNG POTIG TOU GTOYOU TOU YENOWOTONINXE WG GTOYOC AVUPORdS OF
& TEetpouaTIX TEpoy T Teog Tov 616Y0 Tou 2CTh ntou Atay TomodeTnuévoc To XxovTd
OTN BEOUN TWV VETEOVIY X0l O HoXELd amd ouTHV, TaeoUcLdleTal 0TO oy A . Onwc
alveTon amd To oYU 1) Blapopd ebval xedTERT TOU 1% vy dheg TiC EVEQYELEG VETPOVIWY
XaL Yo TIC 000 TELRUUATIXEC TEPLOYEC.
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S Heavy fission fragments
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(v") Kotavopée xvnuinic evépyetac
Eyfua 26: Kotavopée e (o) atouxrc wélag, (B) palxol aprduol xou (v) xivnuixic evépyelag

TV eENppddy (xdxoavn yoouun) xou Bopdv (Umhe ypopur) Ypauoudtoy oydone i eVEPYELES
vetpoviou 1 MeV, 6nwg npoxdntouy and tov xohowa GEF.
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Tyfua 27: Loyxpion petalld TwV TELRUUaTIX®Y (UTAE YPaUUY) X0t TEOCOUOLOUEVLY (XOXxXIvT
YoouuY|) XoTovou®Y, LeTd T Poduovounom xow GUVEREN TOUC UE AOUUUETRT] YXUOUOIYY GUVEETY-
o, Yo Toug otdyouc (o) 22U, (B) ZOTh #3 xou (v) 228U vy tn pétpnon tne EAR-1.
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Eyua 28: Adyog tne mpocoponuévng poric e tov x@oixa MCNPS tou atdyou avagpopds mou
yenowomotHdne ot xdde Telpauatixh Teploy | Teog Tov otéy0 Tou 20Th tou Htav TonodeTruévoc
o x0vTd o1 Bletuvorn TV VETpoViwY (UTAE Ypouun) Xou To axeld (xdxxwvn yeouun).

Arnoteréopata

H evepydc duatopr] yio xde evépyeio umohoyileETon w¢ TEOS TO GTOYO AVAPOEES CUUPEVA
ue tnv e&lowon;:

o N(E) fabs fam (E) fdt(E) fcont(E) n re
O = Nwie) e roE e e e

omou N elvan T XUTOYEYPOUUEVO YEYOVOTA, faps EVAL O SLOPUOTINOC TOREYOVTAC Yio TA
Yoalouato oydone mou BeV EMTUYYAVOLY Vo ElGEAJOUY GTOV OVLYVEUTY), famp elvon 1
oLopUwon yior T yopéva Ypadopata oydong Aoyw Tou xaTtek@hiou Tou yenoiionolitot
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otV avéiuon, fz elvon o BloplwTIXOC TOEAYOVTOC YIol TO VEXPO YEOVO, feont €Vl O
010U TGS ToEdyovTac Yiot TN CUUBOAY TwV TEOCUEEEWY, fflux elvor 0 SLoplwTinde
TOEAYOVTOS Yo T1 OlapoeeTixy] por) UETAEY TOU GTOYOL Yo TOU GTOYOU avapopds, 1 elvor
1 EMUPOVELOXT| TUXVOTNTA TV 6ToYwV (o€ dtope/barn) xou o etvon 1 EVERYOS dLoTouy)
TOU GTOYOL AvVaPopdc, EVE 0 eXVETNG Tef” apopd To oTtdy0o avopopdc.

[oe v enodfieuon tng dtadxasctag TG avaAUGNC, TEUYUATOTOETOL O UTOAOYLONOS TNG
EVERYOU OLITOURG OYUoNE TOU 28y ueyet ta 160 MeV, yenoiuomoiwvtag oo 6Téyo ovo-
(popdg TO 2350, Tt tov UTIOAOYIOHO YENOWOTOLUNXE 1) EVEQYOS Blatour] TG avTidpaomg
25U(n,f) ané tic PBhodixec ENDF/B-VIILO [25] (amé 0.15 péyer 30 MeV) xa IAEA
2017 Neutron Data Standards library [26] (yio evépyeiec and 30 péyer 200 MeV). T
evépyelec YeyolUtepee Twv 200 MeV 1 evepydc datour| tne avtidpaone Beloxetar ot
Birodxn IAEA Report [27]. H evepydc Sratouy| tne avtidpaong 238U(n,f), OTWC UTO-
royloTtnxe otnv Tapolou pyasia, mopouctdletar oto oyfua 29, H Swgpopd tne evepyol
OLTOPNG amd TIC TWES aVaPopdS elva ULXpOTERT] oo 5% 1ot OAES TIC EVEPYELEC VETPOVIWY.

_ —— This.work .
1 5__ — Refe'rence'
c [
o
5 I
Q é
%2 :
n
2 o
5 0.5
0 ; I B U I i —
106 ]_07 108

Neutron energy (eV)

Yyfua 29: Evepyodc Siotopr tne aviidpuone 28U(n,f) (padpol xOxhol) umohoyiouévn and
uétenon tne EAR-1, ypnowonowdvtag oav avtidpaon avapopds tnv 2°U(n,f). H xbdoavn yeouun
aviioTotyel oty aflohoynuévn evepyd dlatour Tre aviidpaone 28U(n,f). Mévo oL otatiotinée
afefonotnreg anewovilovion 6To oy udL.

H evepyog datour| tne avtidpoone 23OTh(n,f) xalL amd Toug ENTA GTOYOUG 230ThH TOEOVGL-
aleton 0TO oYU , UTIOAOYIOUEVT] XAVOVTAS YeY|ON TNG avTidpaong avapopdc 235U(1r1,f).
‘Onee gobveton and to oy 1 cUPLVia PETAC) TwV oToYwY eivon TOAD 3o, To tehind
AmOTEAECUATA, UTOAOYIOUEVY At TN PEOT) TN TWV ENTA OTOY WV 230Th, TapovctdlovTo

07O GY U , poll UE TIC TPONYOUUEVES UETPNOELS.
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Yyhua 30: Evepydc datopr tne aviidpaone 20Th(n,f) unoloyiouévy ond tn uétenorn tnc EAR-
1, ypnowonowbviac cav avtidpact avagopdc tnv 22U(n,f), yia Touc entd otdyouc tou 20Th.
Moévo ol otatiotinég afefoudtnTeg aneixoviCovion 6To Gy

‘Onwe gaiveton amd T0 oyfuc , OTNV TEPLOYT) TOU GUVTOVIOUOU TO ATOTEAECUOTA O-
TO TNV Topolo epyacio palveTol OTL EY0UV YOUNAOGTERES TYEC EVERYOD BLATOUNE amtd Ta
0edouéva twv  xou Boldeman xon Walsh [28], Blons et al. [29], James ef al. [30] »ou
ueyoAUTepES Tée omd Tor dedopéva Twy Muir xou Veeser [31]. Qotéoo teivouv va e-
mPBefardoouy Tic Bopég mou mapovaidlovton oto dedopéva twv Blons et al.. A&iler va
onuetwdel €8¢ 6Tt Tor dedouéva Twv Blons et al. xou James et al. eivou xavovixonounuéva
oty T 0.37 b ota 1.4 MeV. 'Oco avagopd Ti¢ uPnrdtepeg evépyeleg (fo]pa, To
dedopéva Bploxoviar og TOA) xahY| cup@wvia uéoa oTic aBefoudTnTeEG TOUG UE To BEDOUEVAL
v Meadows [32, 33|, Muir xou Veeser, to onueio wwv Kazarirova et al. [34] ota 14.6
MeV xou pe to dedopéva twv Goldblum et al. [35] yio evépyelec peyahitepeg and 1.2
xou updtepe v 17 MeV. ‘Onng xar oTic younhotepeg evépyeleg, To DEBOPEVA amd TNV
Topovoa epyaoia elvor cUGTNUATIXG YounhoTepo antd autd Twv Blons et al. xo James et
al., ahhé xan and 1o onueio ota 2.5 MeV twv Kazarirova €t oA.. Emlong, ta dedopéva
twv Petit ef al. [30] pofveETOL VoL GUUPWVOUY EVTOS ABEfUtOTHTLY O XATOLES EVERYELES UE
Tt OEBOUEVA TNE TR0V EQY IS, OANE OF YEVIXES YROUMES TaPOLGIALOUY YOUNAOTERES
TWES Yo TNV evepyd dlatour|. o evépyeleg peyolitepee twv 25 MeV dev umdpyouv dhha
TELPOUOTLIXG OEBOopEVA 0T BLBAoypapioL.

H oratiotiue offefondtnta yia evépyeteg peyohitepeg twv 0.8 MeV yia tny evepyd drotou
¢ avtidpaong 230Th(n,f) TOEOUCLALETOL GTO Oy AU . H otatiotind ofeBardotnto elvor
uxpotepn tou 4.5% yio evépyelee peyarltepec v 0.8 MeV, evd oty xopugr tou
GLUVTOVIGUOU elvan uxEdTERY TOU ~T%, ah\d aEdveton 6TIC dxPES TNG XOPLPHC AOYW TNG
YOUNANG OTUTIOTIXNC.
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Yyfua 31: Evepyédc datopr e aviidpaone 2Th(n,f) (padpor x0xhol) uroloyiopévn and
uétenon e EAR-1, ypnowonowdviag cav aviidpaon avapopds ty 2PU(n,f), poli ye o dlo-
Véowpo metpopotind Sedopéva tou undpyouy ot BBAoypapio [3] yia (o) dhe Tic evépyeles xou
(B) TV meploy) Tou ouvtoviopol. Mévo ol otatiotixée ofefoudtntec amewovilovia 0To oy .

Ov ouotnuotég afeBoudtntec g u€tpnong napouctdlovTol 6Tov Tivo 5] xou mepLiay-
Bdvouv v afefondtnta ot pétenon tne udlag, v ofeBardtnTa Yoo T SLopUnon Twv
YEAUOUATOY OYAoTC TOU YEVOVTOL XATw omtd TO XATOPAL 6To UPog Tou kol Tou Yenot-
poroteltar oTnV avdAuo), TNV ofeBardTnTo GTNY EVERYO dlaTouY| TN avTidpaong avapopdc
235U(n,f) xou Tig af¥efoudtnTeg oTig BLOPUMOELS Yo TO VEXQPO YeOVOo xal TN METUPBOAY TNg
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OTC TV VETEOVILY amtd To GT6Y0 avapopdc oTouc atdyoug tou 2Th.
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Eyfuo 32 Yrtotiouxég ofefoudtniec otn pétenon Tng evepyoL Olatounc Tng avtidpoong
20Th(n,f) yio evépyeteg peyolitepee twv 0.8 MeV.

[Tivaxac 5: Xvotnuatxés afefoudtntec otn Yétenorn tne evepyod Odatoung g avtidpoong
20Th(n,f).

upPoln ABeBanotnta
MdéZo ot6y0UL 1%
Atbpdwon xatwghiov < 2.2%
Evepyoc dotopr 2°U(n,f) 1.3-5%
Nexpdc ypdvog < 1%

Por vetpoviwy < 1%

OcoEnTX UEAETN

H dewpnted| ueAétn tng evepyol dlatoung tne avtidpaong 230Th(n,f) TpoyoTono|Inxe
ue tov xHdwo EMPIRE [37] ota mhadota tou otatiotxol npotinou Hauser-Feshbach,
HE OTOYO TNV OVATURAYWYT| TOV TELQUUATIXWY OTUEIWY.

Yougwva ue ) Jewpio Tou Bohr n mdavétnta tne dnuioupylag Tou clvietou Tuprva etvan
ave€dptnTn amd Ty miavoTnTa anodlEyepohc Tou. MTa mhaiowr Tou yovtéhou Hauser-
Feshbach 1 evepydc Sratour| tne avtidpaone (a, b) divetan and tn oyéon;
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0u,p(E) =) _0a(E,J70)Py(E, J77) (6)
Jt

6mou 04 (E, J7r) eivon 1 evepyde Sratopr yia T Snptoupyio Tou Tuphver o piot xatdo oo Pe
omw xou opgotpia J7T xaw Py(E, J7r)  mbavétnro anodiéyepone tou olvidetou tuphiva 6o
xovdh b. H evepyoc diatoun tne oydone ota mhaioto tou poviélou Hauser-Feshbach
TepLypdpeTaL ooy Evar THovO XUVIAL amOBEYEROTG TOU GUVIETOU TLUETVL.

Mo tov Yewpntind unohoylopd tng evepyol dtatouic oydone ue tov xwoixo EMPIRE (éx-
ooorn 3.2.3 Malta) éyuve Yenon Tou dthol duvaxol TNe oydong. I Tov utoloyioud To
XOVIALL OTOBIEYEPOTNC UE POPTIONEVOL TwuaTdl BV AUy LTOdLy, eved TEpa amd T
oydon ta xavdie (n,el), (n,inl), (n,y) xou (n,xn) AA@dnxay védy Yo Tov UTOAOYLONO.
O napdetpot yLor To omTixnd duvopxd Apdnxay ard t BiBiotyn RIPL-3 [38] e aprdud
xorrohdyou 2408 [39]. To povtého PCROSS [40, 41] (e mopdueteo 1.5) yenoyonouiin-
XE YLOL TNV TEELYEAPY|) TOU Unyaviouol Tng meoicopporiog. [ tn yovielonolnon twv
oxtivov-y yenotoro{dnxe 1 poviehomownuévn hopevtliovi MLO1 [42]. Té)og, yio tnv
TUXVOTNTAL EVEQYELIXDY XUTOOTEoEWY Yenoylonotfinxe to poviého EGSM [43]. ‘Ocov
APOEE GTO BUVOIXO TNG OYBAONE TWV BLAPOPWY LGOTOTWY, YeNotuoTolinxay oL dloéot-
peg Twée e Pihotxng RIPL-3, eved ya o iodtona ye polind aprdud UxpoTeEQO TOU
230, Yo Toe omotar dev uTdpyouv dlodéotuec TWES ot BBAloUxr, oL TWES Yol ToL BUVAULXS
NS OYdoNC TEOCUPUOCTNHAY WGTE VoL avamopay 3oy Ue Tov xaAUTEPO BUVITO TEOTO Ta
TELQOUUTIXG DEDOPEVA TNG TaPOLCAS EpYATiag.

O uToAOYIOUOE UE TIC TUPAUTAVE TUEAUUETEOUS, OTIKG TRaYUoTOTO|InxXe ue Tov x@otxa E-
MPIRE, uéyet ta 200 MeV napoucidleton oo oy 33| pali ue ta nerpootixd dedopéva
am6 TNy mapovoa epyacio. ‘Onwe galvetal and To oy Uo 0 YewenTiXdg auTOC UTOAOYIGUOS
OEV OVUTORUYEL [UE IXUVOTIONTIXG TEOTO TNV TELQUUATIXT| EVERYO OLATOUY, POV UTOTUY-
YAvEL Var TEQLYPAPEL TO XUTOPAL TNG OYAOoNE XUk TO TAATO, EVE UTOTIUAEL TNV TEWROUOTIXN
evepyd Oatouy| péypet To 75 MeV. TN peyohitepeg evépyeleg o Yewpntinde UTOAOYIoUOS
elvoll UTEEEXTIUNUEVOC OE GYEOT UE TIC TELRUUAUTIXES TUIEC.

ITpoxewévou va Bertiwdel i cuppevio YeTaD TV VEWENTIXOY UTOAOYLOUMY UE TOV XWOI-
%o EMPIRE ot t0v melpopatiney 0e00UEVODY, TpaypatoTotunxay adlayeéc oto Bdiog
X0 OTO TAATOG TOV TNYAOLOY SUVOIXOU TNG OYAoTS BLdpopwy 1ooténwy Tou Th xo tng
QCUUTTWTIXAG TORUUETOOU TNG TUXVOTNTAS EVEQYELNXWY XATUOTACEWY.  LUYXEXQUIEVA,
Ol TWES TWV TNYUdLOY TNG OYAOTE TOU YENOUOTOLAUNXOY YLl TOV UTOAOYLOUS TOQOUGH-
édlovtan otov Thvoxa @, EVQ 1) ACUPTTOTINY TUEUETEOC TNG TUXVOTNTOC TWV EVEQYELUXMY
XATAGTEGEMY TOU 160T6ToL 29Th avZRonxe xatd 25%, EVE TOU LOOTOTOU 229Th ueLUnXE
»xotd 17%. O VewpnNTIXOC UTOAOYIOUOS UE TIC TPOTOTONUEVES TURPUUETOOUE ToROUCLALETOL
oto oyfua 34, 6mou gaiveton 61L €xet yivel onuovtn Pektioon otn cuugwvia pETAE) ToU
VewENTIXOU UTOAOYIGHOU KO TWV TELRUUATIXWDY OEOOUEVGYV.
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Yyfua 33: Oewpnuindg unoroyiopog ue tov xwdxo EMPIRE yia evépyeileg and to xatdeh tng
oydong uéyet o 200 MeV (xdxoavn ypopur|) pall pe o mepapotind onpeior (podpotl xOxhot), yio
TNV evepyd Blatopr| tne avtidpaonc 2°Th(n,f).

[Tivaxag 6: Yot xou TAATN TV Buvopxdy Tne oydong Yo ta lootona tou Th mou yenowonol-
fUnxay oTov TpoToTOINUEVO VewpnTXd uToAoYLoUO pe Tov xwdixa EMPIRE. Me évtovoug yo-
poxThPES €lval oL TWES ToL €youv Tpomonondel and TIC TEOETAEYUEVES, EVE UE TAAYLOL YEAUUOTA
elvon oL Twég mou dev umhpyay ot PBAodxn RIPL-3 xan emAydnxoy yio Toug UTOAOYLGUOUC.

Ioétomo [TpwTo mnydot Aeltepo TNY Ao
Va hwp Vp hwpg
223Th 6.00 0.90 6.70 0.60
24Th 6.60 0.90 7.30 0.60
225Th 6.60 0.90 7.30 0.60
226Th 6.60 0.90 7.30 0.60
27Th 6.60 0.90 7.30 0.60
228Th 6.10 0.90 6.80 0.60
229Th 6.10 0.90 6.30 0.60
230Th 6.10 0.90 6.37 0.60

231Th 5.80 0.70 6.15 0.36
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Yyhua 34: Oewpnundg unoroyiopog ue tov xwdwa EMPIRE ye tic tponomoimnuéves mopouétpoug
YL EVEPYEIEC OO TO XATWPAL Tne oydone uéyet to 200 MeV (xdoavn yeopur) poll pe to
nelpapating onuelo (adpot x0xhot), i TV evepyd dlatouh e aviidpaone 20Th(n,f).

Zupmpd«jpaw Ol Ttpoomméq

YNy mopolo BLduxTopixY| DlTEUSY| TEAYUATOTOUUNXE 1) UETENON TNG EVERYOU OLUTOUNC
¢ avtidpaong oydong Tou 230Th oTnv eyxatdo toon mapaywyhc vetpovioy n_TOF oto
CERN, yio evépyeteg VeTpoviny amd To xatweh tng oydone ueyet to 400 MeV. To aro-
TeAéopata elyoy uxEéc oSeBodTNTES, XohY| EVEQYELNXT| BLOXELTIXT IXOVOTNTO XAl ETLTAEOY
elvon Tor mpwta dedopeva ot Pihoypapla yio evEpyeleg peyahltepeg Twyv 25 MeV. E-
mrAgov mpaypatomotfunxe 1 Yewpnuint| ueAETN TN avtidpaong ota mhaiola T Yewplag
Hauser-Feshbach, xdvovtac yerjon tou xwoixa EMPIRE.

Méow tne Yewpnuixhc HEAETNG avadelyUnXE 1) otveyxn VLol ETLTAEOY TELQOUOTIXG OEQOUEVA,
OTWC DEDOUEVOL YOVIOXMY XATOUVOUWY YIOL T OYUOT, Xl DEDOUEVI EVEQYMYV OLUTOUMY VLo
TIC AVTUY WVIO TIXES AVTIOPAOELS, TPOXEWEVOL VoL ETLTEUYVEL O TEQLOPLOUOS TV VewENTIXDY
uoviéhwv. Emmiéov, cuyxexpiuéva yio to 20Th UETENOELS UEYAANG oxplfBetag oTo cuvTo-
VIOUO oL PGaVICETOL 0TO XATOPAL TNG GYAONE X0 UETRNOELS UE XUAPOTEPOUS GTOYOUC
O EVEQYEIEC WXPOTEPEC TOU XATW@QAOU TNG oydomng Topouctdlouy eVOLUPEPOY Yo TOV
axpl37) Teoodloplond NS EVERYOUL Blatoprc oTiC Teptoyéc autéc. Téhog, Hewpntixol uto-
AOYLOUOL YENOOTIOWWVTOS TO TELTAO BUVAULXO TN OYoNG TopoLGLELoLY EVOLUPEROY GTN

Yewentinr eAETn g avtidpaong.






Introduction

Thorium fuel cycle

The continuously growing energy demand, in combination with the limits in fossil
fuel resources highlight the need for studying alternative sources of power. Nu-
clear energy can be considered as the only source powerful enough to satisfy the
needs of modern civilization, while at the same time it does not contribute to the
greenhouse effect [1]. Conventional reactors are based on fission reaction of 235U to
release ~200 MeV per fission as kinetic energy of heavy fragments, accompanied
with radiation and 2-3 neutrons per fission [44]. Each secondary neutron can pro-
duce fission events, releasing additional neutrons, a process called chain reaction. In
order to sustain a chain reaction, the neutron reproduction factor k.., defined as the
average number of fission neutrons produced for each thermal neutron absorbed
in the fuel, must be greater than 1. The neutrons emitted by fission are fast neu-
trons, for which the neutron cross-section is small. In order to take advantage of the
high cross-section in the thermal region (about 580 b), the neutrons are moderated.
For a steady release of energy the neutron reproduction factor must be exactly 1,
the so-called critical condition. If the neutron reproduction factor is lower than 1,
the reactor is in a subcritical condition, while if the neutron reproduction factor is
greater than 1, the reactor is in a supercritical condition. However, only 0.7% of nat-
ural uranium is ?*U, of which only a small fraction is burned, rendering uranium
resources a non-renewable energy source. In addition, the waste from the conven-
tional reactors is highly radioactive (fission fragments, minor actinides) and needs
to be stored in deep geological sites to prevent the release of the radiotoxic material
in the environment.

Various solutions have been proposed to replace conventional reactors, such as the
Generation IV reactors [2], in order to make the production of energy through nu-
clear reactions safer, sustainable, economic and proliferation resistant. Another so-
lution considered are Accelerator-Driven Systems (ADS), which are reactors work-
ing together with an accelerator for the production of neutrons (via the spallation
of charged particle impinging on a heavy target). ADS systems are safer, since the
reactor is in a sub-critical condition and the neutrons needed to maintain the chain
reactions are provided by the accelerator.

In addition, alternative fuel cycles are investigated, since the estimated uranium
sources may not be enough for the continuous production of energy via nuclear
power. The thorium fuel cycle, as it is shown in figure [l can be implemented in
the reactors as an alternative to the conventional uranium-plutonium fuel cycle, or
in ADS. In the thorium cycle the fertile nucleus 23?Th transforms into the fissile
nucleus 23U by neutron capture followed by two B~ decays. The thorium fuel cycle



has several advantages compared to the uranium-plutonium fuel cycle, related to
nuclear safety, radioactive waste management and nonproliferation.
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Figure 1: A schematic representation of the thorium cycle [45].



Thorium is a naturally occurring material, containing only the 23*Th isotope that
can be used as a resource for breeding 233U, while it is 3 to 4 times more abundant
than uranium. The absorption cross-section of 232Th at the thermal region is almost
3 times higher than 238 hence a higher conversion to the fertile material in thermal
reactors can be achieved. In the thermal neutron region 233U is the best fissile iso-
tope, having a higher neutron yield per neutron absorbed than both 23°U and 2*°Pu.
In addition, thorium oxide is chemically more stable, has higher radiation resistance
and does not oxidize unlike uranium oxide. However, one of the main drawbacks
of the thorium fuel cycle is the production of a significant amount of 232U, with a
half-live of 73.6 years. The 2*2U chain includes strong - emitting isotopes, such as
212Bi and 2%8T1, with very short half-lives, resulting in significant buildup of radia-
tion dose while storing the spent thorium-based fuel [45, 46, 47].

For the research and development of systems based on the thorium cycle experi-
mental nuclear data are needed, especially for the (n,7y), (n,xn) and (n,f) reactions,
for the isotopes relevant to the thorium cycle. Regarding 2°Th (T;,,=7.54x10% y),
is produced by the a decay of 234U and has about twice the fission cross-section of
232Th in the fast energy region, which results in a slight increase in the power pro-
duction, as well as in impeding the 23U from contributing to the neutron balance.

The study of the fission cross-section plays additionally an important role in the
study of the fission process and the fission barrier. Specifically, for the thorium
nuclei, fine structures appear in the fission cross-section, known as the ‘thorium
anomaly’, which cannot be described by the double-humped fission barrier ap-
proach. This indicates that the second barrier is dominant for the thorium nuclei
and a shallow third well appears, in order to describe these fine structures [48].

230Th fission cross-section data

Regarding the 2>°Th(n,f) reaction, few available cross-section data exist in literature,
covering the energy range from the fission threshold up to 25 MeV, with many dis-
crepancies among them. The existing experimental data available in the EXFOR
database [3] are presented in figure

The most recent measurements are those of Goldblum et al. [35] and of Petit et
al. [36], both based on an indirect determination of the 23°Th(n,f) reaction via the
surrogate 2>’Th(*He,«) reaction. A significant deviation is observed between the
surrogate data and the other experimental data below 1 MeV, which suggests that
the decay probabilities are not independent from the total angular momentum and
parity of the populated states (breakdown of the Weisskopf-Ewing approximation)
[35]. Deviations are observed also between the two surrogate measurements for
energies higher than 7 MeV, with the data of Goldblum et al. being in agreement
with the rest of the measurements in this energy range.

The quasi-monoenergetic neutron source in the measurements of Meadows [32},33],
Boldeman and Walsh [28], James et al. [30] and Kazarinova et al. [34] was pro-
duced via charged particle reactions. More specifically the “Li(p,n) reaction was
used for the production of neutrons in the lower energy region for the measure-
ments of Boldeman and Walsh and James et al.. However the data of James et al.



are normalized to the value of 0.37 b at 1.4 MeV after private communication with
J.E. Evans and G.A. Jones [30]. The ?H(d,n) reaction was used for the production of
neutrons in the measurement of Meadows from 0.7 to 9.4 MeV, relative to 2°U. For
the higher energy region, at 14.74 MeV, the neutrons were produced via the *H(d,n)
reaction, with the measurement of Meadows performed relative to 23°U for the es-
timation of the neutron fluence, while the measurement of Kazarinova being an
absolute measurement with the neutron fluence estimated from the alpha particles
produced from the *H(d,n) reaction.

1 E_ .......................................................................
— B
8 10—1 S B .
c -
9 [~ : : : : : Pl b :
46 10—2 S : _‘: ............ ........ ...... —+— Goldblum (2009)
8 - : ’ : i1 | —— Petit (2004)
(’) 10_3 é_, ‘ | .- ............ ~ ........ ...... Boldeman (1986)
o = i i i | —— Meadows (1983)
@) = : : : : —— Blons (1980)
10—4 ... T LR - James (1972)
- : : : : —— Muir (1971)
N P Kazarinova (1960)
10 5 i | - i i i A | - i
10 10

Neutron energy (eV)

(a) All experimental data

0-2 M M

- —«— Goldblum (2009)

B —— Petit (2004)

i —— Boldeman (1986)
— O SO Meadows (1983) |.
2 0.15[ . Blons (1980)
c = James (1972)
.g - —— Muir (1971)
8 0 1_ ............................................................. T TR ...............................................
«n B é
” B
w B
o f o
O 0.05 I U UURURNERRTUUTS-L SUUURTRRURRURRRRI. SRR ...............................................

ok { = it . %“?“"*ﬂémt;ﬁmzm biind x10°

L
650 700 750 800
Neutron energy (eV)
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Figure 2: Experimental fission cross-section data for 2°Th available in literature.



The measurement of Blons et al. [29] was performed with the time-of-flight tech-
nique at the Geel Linear accelerator GELINA in the 51 m flight path. The energy
resolution in the resonance achieved in this measurement was 1.7 keV for a neutron
energy of 720 keV, being the best compared to the rest of the experimental data in
literature. The measurement was performed relative to 22’Np to extract the cross-
section shape, however, for the determination of the cross-section value, the data
were normalized to 0.37 b at 1.4 MeV (same value with which the data of James et
al. were normalized).

Finally, the pulsed neutron source in the data of Muir and Veeser [31] originated
from an underground nuclear explosion. The cross-section values are the average
data from each detection angle.

The uncertainties of the datasets in literature are presented in figure 3, while uncer-
tainty values greater that 100% are omitted from the figure. As seen in the figure,
most datasets have uncertainty values much greater than 5% (dashed line in the fig-
ure) with the exception of a few points by Muir and Vesser, Blons et al. and James
et al. before the resonance, Blons et al. for energies higher than 0.9 MeV, Petit et
al. for energies higher that 7 MeV and Meadows at 14.74 MeV. Regarding the data
of Boldeman and Walsh and Meadows in the lower energy region, no uncertainties
for the cross-section exist. The high uncertainty values are a result of the low cross-
section of 22Th combined with the fact that 22°Th is a rare isotope, making the target
preparation a challenging procedure.
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Figure 3: Uncertainties of the fission cross-section data for 22°Th available in literature. The
dashed line shows the uncertainty value equal to 5%.

The latest evaluated cross-sections for the 239Th(n,f) reaction from ENDF/B-VIILO0
[25], which adopts the JENDL-4.0 library [49], JEFF-3.3 [50] and TENDL-2019 [51]



are presented in figure [l As seen in the figure, large deviations are observed be-
tween the evaluations in the whole energy region. For energies higher than 20 MeV
only the TENDL-2019 evaluation exists in literature.
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Figure 4: Evaluated cross-section data for the 2*Th(n,f) reaction from ENDF/B-VIIL.0 which
adopts the JENDL-4.0 library (red), JEFF-3.3 (blue) and TENDL-2019 (green).

The aim of this work

The aim of the present work was to obtain more accurate data for the fission cross-
section of 29Th over a wide energy range. The EAR-1 measurement aims at the
measurement of the cross-section from the fission threshold up to 400 MeV, extend-
ing this way the energy range of the current measurements, with an accuracy better
than 5% after the resonance. With the same °Th targets, the scope of the EAR-2
measurement was to investigate the cross-section below the fission threshold, pro-
vided that it is high enough to be measured by this configuration.

In addition, the data from the present work will help in solving the discrepancies of
the previous datasets. Firstly, the data from this work will provide an insight on the
disagreement between Blons et al. James ef al. and Kazarinova with the rest of the
datasets after the resonance. In addition, in the higher energy region they will help
resolve the differences observed between the data of Goldblum et al. and Petit et al.
above 6 MeV. Also, the data of Goldblum et al. can be validated with respect to the
absolute cross-section value and shape, being the only data available for energies
higher than 10 MeV. As a result, the data from the present work can assist in the
improvement and proper tuning of the evaluations.



Chapter 1

Experimental setup

The experiments for the fission cross-section measurements of 2Th were carried
out at both experimental areas (EAR-1 and EAR-2) of the CERN (European Orga-
nization for Nuclear Research) n_TOF (neutron Time-Of-Flight) facility, in order to
take advantage of the different beam characteristics of the two areas.

This chapter contains a brief description of the n_TOF facility, as well as of the time-
of-flight technique utilized for the determination of the neutron energies from their
time-of-flight. Furthermore, the fission detection setup consisting of the actinide
samples, the Micromegas detectors, the electronics and the Data Acquisition System
(DAQ) is described.

1.1 The n_TOF facility

The n_TOF facility at CERN is located in Switzerland and is based on an idea by
Rubbia et al. [4,15,16]. In its present state it includes two experimental areas, the
horizontal experimental area (EAR-1) with a neutron flight path of 185 m, commis-
sioned in 2001 and the vertical experimental area (EAR-2) with a neutron flight path
of 19 m, commissioned in 2014. A schematic representation of the n_TOF facility is
shown in figure Additional detailed information for the CERN n_TOF facility
can be found in [7].

The neutron beam of the CERN n_TOF facility is produced via spallation reactions
of 20 GeV /c proton pulses impinging on a thick lead target. Two types of pulses are
provided by the CERN Proton Synchrotron (PS), the dedicated ones corresponding
to the nominal intensity of the proton bunch and the parasitic corresponding to a
low intensity. Each pulse, consists of 7-8 x 10'2 protons for the dedicated and of ~3
x 10'2 protons for the parasitic pulses, respectively. The bunches have a width of 7
ns and maximum repetition rate of 0.8 Hz.

The spallation target is a lead cylinder, surrounded by 1 cm of water for cooling,
with a diameter of 60 cm and a length of 40 cm. In the horizontal direction a sec-
ond layer of 4 cm borated water (1.28% H3BO3 enriched with 10B) has been added
for moderation purposes. The very large neutron capture cross-section of °B con-
tributes to the suppression of the thermal part of the neutron beam. At the same
time, the probability of neutron capture in the 'H of water is reduced, suppressing
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this way the 2.2 MeV <-rays emitted due to the capture, which contribute in the
delayed photon background of the neutron beam.

Sweeping
magnets

Spallation
target

Figure 1.1: Schematic representation of the CERN n_TOF facility [7]. The proton beam,
incident on the spallation target, produces the white-spectrum neutron beam. The neutrons
travel in vacuum the 185 m horizontal and 19 m vertical flight paths simultaneously, in order
to reach the experimental areas EAR-1 and EAR-2, respectively. (Drawing not to scale.)

The wide energy range of the n_TOF neutron flux (from the thermal region up to
~1 GeV) [8, 9], alongside with the high resolution of experimental EAR-1 and the
high instantaneous flux of the experimental EAR-2, are the main advantages of the
facility. The differences in the beam characteristics make it possible to fulfill dif-
ferent measurement requirements. Specifically, EAR-1 is suitable for measurements
requiring high resolution or higher neutron energies. On the other hand, EAR-2 is
suited for lower neutron energy measurements (up to ~100 MeV, varying with the
detection system) for high activity, low mass and low cross-section samples.

In figure [1.2] the instantaneous intensity, which for simplicity from now on is re-
ferred as neutron beam flux, of EAR-1 and EAR-2 are compared, measured with the
capture collimators for both areas. Due to the additional layer of the borated water,
the thermal peak is suppressed in the neutron flux of EAR-1, resulting in a ~400
times lower flux in the region. At higher energies, the ratio of the flux between the
two areas decreases reaching ~20 above 1 MeV.

During the CERN Long Shutdown 2, a new spallation target has being constructed,
scheduled to be commissioned in 2021, having as main upgrades a higher neutron
flux and a better resolution for the EAR-2 neutron beam [7], while no significant
changes are expected for the neutron beam in EAR-1.



1.1. The n_TOF facility 9

=
o
~

—EAR-1
—EAR-2

=
o
(o)

s A L T P

=
o
[6,]

H
o
>

Neutron Flux (E d®/dE/pulse)

102 10t 1 10 10% 10° 10* 10° 10° 10" 10® 10°
Neutron Energy (eV)

=
o
w

Figure 1.2: Comparison of the measured instantaneous flux integrated over the collimator
surface in experimental EAR-1 (red line) [8] and EAR-2 (blue line) [9], measured with the
capture collimators of 1.8 and 3.0 cm diameter for EAR-1 and EAR-2, respectively.

1.1.1 The first experimental area (EAR-1)

The first experimental area EAR-1 is located at a horizontal distance of 185 m from
the spallation target. The neutrons, along with other inevitably produced back-
ground particles, the so-called "y-flash" (y-rays and ultra-relativistic particles), travel
inside the stainless steel vacuum tubes to EAR-1. To prevent charged particles from
reaching the experimental area, a sweeping magnet is placed between the two col-
limators [52] 53]]. The first collimator, with an outer diameter of 50 cm and an inner
diameter of 11 c¢m, is located at ~137 m from the spallation target. The diameter of
the second collimator, located ~ 178 m from the spallation target, is chosen accord-
ing to the requirements of the experiment performed, to be either 1.8 cm (capture
collimator) or 8 cm (fission collimator). After crossing the experimental area the
neutron beam travels an additional 12 m to the beam dump, made of polyethylene
and cadmium. The schematic representation of the EAR-1 beam-line is shown in
tigure [54]. Additional information of the experimental area EAR-1 and its per-
formance can be found in [7, 8, 54].
Spallation Sweeping Beam

target Shielding Filter First Shielding magnet Second Expe;ilrr::ntal dump

station collimator collimator =,
' [ A B —/
|
| | I
| |

0 035 702 134.9 1349 136.7 145.4 178.0 182.3 190.2 200

Figure 1.3: Schematic representation of the n_TOF EAR-1 beam-line [54]. The distances are
given in meters. (Drawing not to scale.)
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1.1.2 The second experimental area (EAR-2)

The second experimental area EAR-2 [55] is located ~19 m vertically from the spalla-
tion target (located underground), with the experimental area being on the surface.
The neutron beam travels in vacuum through the first collimator and a permanent
magnet to sweep charged particles away from the neutron beam charged particles.
The second collimator, located just below the surface of the experimental area, has
two options regarding the inner diameter, either 3.0 cm (capture collimator) or 6.7
cm (fission collimator). The beam dump is located on the roof of the EAR-2 exper-
imental area. A layout of the EAR-2 beam-line, depicting various components is
shown in figure [56]. Additional details for experimental EAR-2 can be found in

[7,156, 1.

2473 m

Dump

EAR2 Bunker 18.16 m

2m Collimator | 1504 m

Filter Station Galler

Permanent 104 m
Magnet
1%t Collimator RS N
74 m H
Concrete
Shielding "E
Vac Chamber 1 oA A = l:
Om L

n_TOF Target

b3

Figure 1.4: Schematic representation of the n_TOF EAR-2 beam-line [56].

The closer distance of EAR-2 to the spallation target in combination with the bigger
diameter of the capture collimator, results in a higher neutron instantaneous flux
than in EAR-1. This feature provides the opportunity for difficult and challenging
measurements. For instance, low mass samples, highly radioactive, or reactions
with low cross-sections can be measured in EAR-2, in a shorter time and with a bet-
ter signal-to-background ratio than in EAR-1. On the other hand, it is important
to note that due to the closer distance of EAR-2 to the spallation target the neutron
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energy resolution is inevitably worse than the one of EAR-1. In addition, the max-
imum neutron energy that is possible to reach in EAR-2 (100 MeV) is lower than
that of EAR-1 (1 GeV), since high energy neutrons are preferentially emitted along
the direction of the proton beam. As a result, each experimental area serves different
measurement purposes. Depending on each specific measurement, the combination
of the experimental area and collimator (capture/fission) is chosen according to the
experiment requirements. In some cases, as in this work, it was decided to measure
at both experimental areas. The EAR-1 measurement aimed at higher reachable en-
ergies in combination with the good resolution of the area. Thus, it was possible
to reach up to ~400 MeV in neutron energies and to measure the resonance of the
230Th(n,f) reaction at 0.7 MeV with a better resolution than in EAR-2. Moreover, by
measuring with the same setup at EAR-2, the higher achievable energies at EAR-2
could not be reached for successful cross-section measurements, due to the dead
time of the system, since the masses of the targets were optimized for the EAR-1
measurement. In essence, the experimental campaign in EAR-2 was focused on the
measurement of the expected low (and never measured before) fission cross-section
of 20Th below the fission threshold.

1.1.3 The time-of-flight technique

For the determination of the neutron energy, the time-of-flight technique is em-
ployed. In general, this is achieved by measuring the time difference between the
production of the neutron and the interaction, which creates a signal in the detector.
In classical terms the time-energy relation is given by the equation:

1 1 L\?

where m,, = 939.6 MeV/c? is the neutron mass, v = L/t is the neutron speed, L
is the neutron flight path and ¢ is the time-of-flight of the neutron. The classical
approach is used for neutron energies below a few keV. For higher neutron energies
the general relativistic approach is adopted, given by the equation:

I
2
1- (%)

where ¢ =299.8 m/ us is the speed of light and v is the Lorentzian factor.

E, = mnc2('y —1) = myc -1 (1.2)

The relative resolution of the time-of-flight facility, at first approximation, is given

by the equation:
AE, A% (AL\?
E, —“\/ (T) +<T> (13)
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At n_TOF the time-of-flight of the neutron is estimated relative to the -flash. The
interaction of the protons with the spallation target results in the production of -
rays and other relativistic particles, which reach the experimental areas at (almost)
the speed of light. These 7y-rays and high energy particles cause the first signal in
the detector, the so-called <y-flash. The y-flash arrives in the measuring station at a
time:

L
ty = to + tiignt = to + A (1.4)

where t is the unknown time the neutron was created from the spallation process
and fjgp is the time required for the 7y-flash signal to reach the detector after the
protons impinged on the spallation target. The time-of-flight of the neutron causing
a signal in the detector is estimated as follows:

L
t= tsigmzl —ty = tsignal —ty + E (1.5)

where fgjqq is the time the signal is recorded in the detector.

However, the conversion from time-of-flight to energy is not straightforward. Neu-
trons of the same energy arrive with a distribution of time-of-flights to the experi-
mental area, as a result of the different flight paths they travel inside the spallation
target and the moderator. So, for the correct estimation of the neutron energy, an-
other term A has to be added to the geometrical distance Lgeom (from the surface of
the spallation target to the position of the measuring station). This term depends
on the neutron energy and is estimated via Monte Carlo simulations, taking into
account the proton pulse width. Neutrons and photons created from the spallation
process are estimated with Monte Carlo simulations, performed with the FLUKA
code [21]. The transport code, developed within the n_TOF collaboration simulates
the optical transport of these neutrons and photons from the target to the exper-
imental areas, taking into account the specific characteristics of each experiment.
The distribution of the flight paths with respect to the neutron energy, namely the
resolution function of the neutron beam in each experimental area, is shown in fig-
ure and figure for EAR-1 and EAR-2 respectively, as it is estimated via the
transport code.

The mean value of the moderation length for each energy region A(E,) is estimated
from the resolution function, as shown in figure[I.6|for EAR-1 and EAR-2
For energies higher than 10 keV, the neutron energy is calculated from an iterative
procedure, as described in [57]. The first step is the calculation of the approximate
neutron energy from equation|1.1|for the classical or from equation|1.2|for the rela-
tivistic approach respectively, using the measured time-of-flight and the geometri-
cal flight path Lgeon. The next step is the calculation of the neutron energy using the
effective flight path L = Lgeom + A(E,—1). The same procedure continues by correct-
ing the flight path with next energy’s mean value for the moderation length A(E,).
The accurate neutron energy is estimated when two consecutive calculations of the
neutron energy converge.
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Figure 1.5: Distribution of the moderation length A as a function of the neutron energy for
EAR-1 (a) and EAR-2 (b), estimated with the transport code.
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Figure 1.6: The mean value of the moderation length A as a function of the neutron energy
for EAR-1 (a) and EAR-2 (b).
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1.2 The fission measurements setup

1.2.1 The actinide samples

Seven high-purity 2°Th samples, provided from JRC-Geel, were used for the mea-
surements with a total mass of 27.14 mg. The samples, of 8 cm diameter, were pre-
pared by the molecular plating technique, deposited on a 0.025 mm thick aluminum
backing. The target characteristics are presented in table Various plutonium
contaminants were present in the samples with the ratio of Pu/Th being equal to
0.0004942. The mass factions of the plutonium contaminants are presented in ta-
ble Regarding the mass fraction of 2#!Py, it is only an indicative value, due to
the interference between 2#!Pu and ! Am. While the plutonium contaminants in
the 2°Th samples are only a small faction of the sample mass, some of them are
fissile with high cross-section values at lower energies, dominating over the small
230Th cross-section below the fission threshold.

Table 1.1: Main characteristics of the 2°Th samples.

Target id Reference number Mass Areal density Activity
(mg) (ng/cm?) (MBq)
230Th #3 TP2017-06-19 4.61 92 3.52
230Th #4 TP2017-06-21 4.19 83 3.20
230Th #5 TP2017-06-24 231 46 1.76
230Th #6 TP2017-06-22 2.46 49 1.88
230Th #7 TP2017-06-25 414 82 3.16
230Th #8 TP2017-06-20 4.89 97 3.73
230Th #9 TP2017-06-18 453 90 3.46

Table 1.2: Mass fraction of the plutonium contaminants present in the 2**Th samples. The
Pu/Th ratio is 0.0004942.

Isotope Mass fraction
(%)

238py 0.2681

239Pu 22.40

240py 20.23

241 py* 7.76

242py 49.15

244py 0.199

* Indicative value.
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The characterization of the 2>Th samples was performed at JRC-Geel, by means
of a-spectroscopy on the full area of 8 cm diameter of the targets. The systematic
uncertainty on the measurements was estimated to be in the order of 1%. Addi-
tional y-ray spectroscopy measurements were carried out, implementing a HPGe
detector in open geometry. The 67.67 keV <y-ray, with an intensity of 0.377% of the
parent 2°Th was used for the estimation of the quantity of 22Th in the samples,
with an uncertainty on the y-ray intensity of 4.5%, taken from the Lund database
[58]. The absolute efficiency of the measurement setup was estimated with the use
of the 185.712 keV 7-ray (57.2% intensity) of a 22°U target with 8 cm diameter sample
deposit (same as the 2>YTh samples) and known activity (from a-spectroscopy mea-
surements). The agreement between the a and <y-ray spectroscopy measurements
was found to be less than 0.6% for all targets, with the exception of the 2>°Th targets
#4 and #6, where the differences were in the order of 4%. The reason behind this
difference is not yet clear and it is still being investigated. The mass of the targets
used for the estimation of the cross-section was taken from the a-spectroscopy mea-
surements, due to the high uncertainty in the y-ray used for the characterization of
the samples in the y-ray spectroscopy measurements.

The inhomogeneity of the samples was estimated by comparing the mass of a part
of the samples (from the center with a diameter of 6 cm) with the one of the whole
sample (8 cm). The diameters selected for the measurements were chosen from the
availability of the on-site collimators. The mass difference was found to have differ-
ent values depending on the sample, varying from 0.6 to 20%, while for all samples
less mass was found in the outer parts of the targets.

Two high purity reference samples were used for the measurements, also prepared
with the molecular plating technique and characterized by means of a-spectroscopy
at JRC-Geel. The reference sample geometrical characteristics were the same as
those of the 2°Th samples (8 cm diameter and 0.025 mm aluminum backing). The
235U sample, with reference number TP2017-009-14 and an areal density of 72 g /cm?
(activity 587.5 Bq) was placed upstream of the 2°Th samples with respect to the
neutron beam, while the 2U sample, with reference number TP2017-008-03 and
an areal density of 287 ug/cm? (activity 179.5 Bq), was placed after the stack of the
230Th targets, being this way the last target hit by the neutron beam.

1.2.2 The Micromegas detector

The measurements of this work were carried out using a set-up based on Micro-
Bulk Micromegas (Micro-Mesh Gaseous Structure) detectors [10} 11},12,[13,[14]. The
Micromegas detector [15, [16, 17] is a gas detector divided into two parts: the drift
region between the drift electrode and the micromesh (cathode electrode) and the
amplification region between the micromesh and the anode electrode. The drift
electrode is the actinide target itself, while the micromesh is a thin 5 ym Cu plate,
9.5 cm in diameter, with holes of ~35 ym in diameter at a distance of ~50 ym from
each other, as seen in figure While the distance between the micromesh and
the anode is fixed (~50 ym), the distance between the drift and the micromesh can
vary (from a few hundred ym to some cm) and it is chosen specifically for each
application.
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Figure 1.7: Photo of the micromesh, taken with an optical microscope, where the holes can
be seen.

The anode electrode is grounded through a 50 () resistance. The voltage on the drift
and mesh electrode is chosen depending on the application. On the drift electrode
usually a voltage of a few hundred volts is applied, leading to a weak field of about
1 kV/cm. On the mesh electrode a smaller voltage is applied (lower than ~400 V),
leading to a strong electric field of about ~50 kV /cm.

When an ionizing particle enters the drift region it creates electron-ion pairs. The
weak electric field in the region causes the electrons to drift towards the micromesh.
The electric field is chosen to be low enough to guide the electrons to the amplifica-
tion region through the micromesh holes and high enough to avoid recombination
of the electron-hole pairs [59]. Upon entering the amplification region the electrons
are multiplied, through avalanches. The gain of the amplification region is selected
through the voltage applied in the micromesh, depending on the gain required for
each application, but it should be low enough to avoid sparks in the amplification re-
gion. The signal of the detector is created from the induction of the moving charges
and in the present work is collected from the micromesh electrode. A schematic
representation of the movements of the electrons, when a fission fragment enters
the Micromegas detector is shown in figure

The low mass of the detector and the materials used, based on the microbulk design
[11], makes it almost transparent to neutrons, an ideal characteristic which allows
the placement of the detector in the beam. In addition, the high efficiency (~1)
and angular acceptance of the detector (~277) constitute very important advantages
for fission measurements. When a fission occurs two fission fragments are created,
moving to opposite directions due to the kinematics of the reaction. Thus, one of the
tission fragments enters the drift region and it is detected.

For the 2Th(n,f) experiments the Micromegas detectors were placed in an alu-
minum alloy chamber, each detector coupled with a sample. The drift region was
defined by spacers to be 6 mm. The chamber was filled with a gas mixture of
Ar:CF,:is0C4Hjp (88:10:2) kept at atmospheric pressure and room temperature. The
Micromegas and samples stack mounted in the chamber is shown in figure The
230Th samples were placed in between the reference samples 108, 235U and #¥U, as
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seen in figure [1.9| The same setup was used for the measurements at both experi-
mental areas, EAR-1 and EAR-2.

Drift | /’ FF heavy/light

FF light/heavy,/: o-
ik ~1 kV/cm

A\ ~ 50 kV/cm

Figure 1.8: A schematic representation of the electron’s movements inside the Micromegas
detector.

108
235
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Figure 1.9: The experimental setup for the EAR-1 and EAR-2 measurements. The Mi-
cromegas detectors and the samples, with respect to the neutron beam direction, are shown
in the picture.

The FWHM of the pulses, achieved with the above-mentioned setup, was ~200 ns.
The time response of the setup is of great importance, since it defines the maxi-
mum counting rate at which consecutive pulses can be resolved. In addition, for
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time-of-flight measurements, the FWHM is closely related to the energy resolution
of the setup, especially in the high energy region where the smaller time-of-flights
are considered. The pulses with the same width correspond to a different energy
resolution of the setup in the low and high energy region, because at lower time-
of-flights (which means higher neutron energies) the same pulse width is equal to
larger energy intervals.

1.2.3 Electronics and data acquisition

New improved current-sensitive preamplifier modules, constructed at INFN-Bari,
were used for the measurements in both experimental areas, EAR-1 and EAR-2. The
preamplifiers contained the same circuit used for previous fission measurements
at n_TOF, namely 2*?Pu(n,f) at EAR-1 (Phase-II) [60], >*°Pu(n,f) [61] and %*’Np(n,f)
at EAR-2 (Phase-III) [18], but instead of forming 16-channel and 4-channel units,
new preamplifiers were built, each one in its unique thick aluminum box. Thus, the
shielding of the preamplifiers was improved and, at the same time, the cross-talk
between the preamplifiers of the same module existing in the past was avoided. As
a result, a significant improvement was observed regarding the noise in the mea-
surements, especially in the high energy region, just after the y-flash. Hence, for the
EAR-1 measurement, in combination with improvements in the grounding of the ex-
perimental area from Phase-II to Phase-1II, it was possible to reach 400 MeV, while
the 2#2Pu(n,f) experiment performed during the 2011-2012 campaign managed to
reach only up to 20 MeV.

The preamplifiers are used both for voltage supply in the mesh electrodes and for
the readout of the signals. The schematic representation of the circuit used in the
preamplifiers is shown in figure The gain of the preamplifiers was chosen
according to the requirements of each target through the resistor R20 (marked with
the red box in the figure) to be 2.2 kQ for the actinide targets and 4.7 kQ) for the 1°B
sample. For the drift electrode, the voltage was supplied directly to the electrodes
through high-voltage filters. The setup, including the chamber and the electronics,
is shown in figures and for EAR-1 and EAR-2 respectively.

The signals collected from the preamplifiers are fed to a fast analog-to-digital con-
verter [62]. This way the waveform is recorded in digital form in order to be ana-
lyzed offline. The analog-to-digital converters used at n_TOF are Signal Processing
Devices (SPDevices), which are capable of sampling rates up to 1.8 GSamples/s. In
the case of 2YTh(n,f) measurement at EAR-1 the sampling rate used was 125 MSam-
ples/s, while at the EAR-2 measurement it was 112.5 MSamples/s and the full scale
was chosen to be 5 V for both measurements.

In order to reduce the amount of data to be stored, only the first ~60 us after the
v-flash for both EAR-1 and EAR-2 experiments were recorded as is, corresponding
to ~0.05 MeV and ~0.0005 MeV for EAR-1 and EAR-2, respectively. After that time
the use of a zero-suppression technique was employed, in order to record the signal
only if it was greater than an amplitude threshold chosen, unique for each detector.
The selected data were stored at the CERN Advanced STORage manager (CASTOR)
[63] for further offline analysis.
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Figure 1.10: A schematic representation of the preamplifiers constructed at INFN-Bari, used
for the measurements. The red box indicates the resistor R20, which can be replaced in order
to adjust the gain of the preamplifiers.
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(a) EAR-1

(b) EAR-2

Figure 1.11: A photograph of the experimental setup at (a) EAR-1 and (b) EAR-2, showing
the fission chamber and the electronics. At EAR-1 the electronics were placed on top of the
fission chamber, while at EAR-2 the electronics were placed around the fission chamber.






23

Chapter 2

Data analysis

The signals, recorded from each detector, are stored in the CERN Advanced STOR-
age manager (CASTOR) for further offline analysis. The raw data are processed with
a pulse shape analysis (PSA) routine developed at n_TOF [64]. Additional quality
checks are applied in order to reject noise, bad runs etc. The cross-section is calcu-
lated after applying the proper, necessary corrections to the signals (amplitude cut,
dead time etc.).

2.1 Raw data analysis

211 -y-flash

The data are stored and viewed in the so-called "movies", each one containing the
recorded waveforms for the whole neutron bunch (100 ms for EAR1 and 16 ms for
EAR?2). The first frame of a specific detector, contains the y-flash and the following
~60 u, as mentioned in Section The next frames, contain one or more signals
at various time-of-flights after the y-flash. The scope of the data analysis procedure
is to select the signals that correspond to fission events, rejecting this way alpha
particles, noise, y-flash residuals etc., attributing to each signal its time-of-flight and
its proper corresponding amplitude.

The first step in the analysis procedure is the treatment of the y-flash. The time-
of-flight of each signal on a specific detector is estimated relative to the y-flash,
as mentioned in Section In addition, fission fragment signals occur inside
the peak of the <-flash, as well as right after it, where the tail of the <y-flash is still
present. The treatment of the y-flash aims to mitigate its effects, making it possible
to reach higher energies in the analysis.

The treatment of the y-flash, as explained in detail in [18]], is based on the calculation
of an average value for the y-flash and the baseline from a stack of different bunches.
A threshold is applied on the z-axis of the y-flash stack to estimate its average shape,
as shown in figures and for two of the Micromegas detectors from the EAR-
1 and EAR-2 measurement, respectively. The average shape is then provided in the
PSA routine, and is subtracted from the signal, scaled to the amplitude of the y-flash
of each event.
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The estimation of the effectiveness of the method is achieved by subtracting the
average ‘y-flash shape from each individual movie. The stack from the subtracted
movies is shown in figure As seen in the figure the fluctuation is around zero
at higher time-of-flights, corresponding to lower energies. Closer to the y-flash,
the fluctuation around zero is greater and inside the 7y-flash pulse the baseline is
overestimated. This is an indication that the recognition of the pulses is worse at
higher energies.

The average y-flash is estimated differently for the dedicated and the parasitic pulses
and it is confirmed that the -y-flash shapes are identical, when scaled to the ampli-
tude of the y-flash pulse, as seen in figures and for the EAR-1 and EAR-2
measurements respectively. As seen from the figures, the characteristics of the -
flash between the two experimental areas are different. Firstly, the absolute ampli-
tude of the EAR-2 -flash is significantly higher than in EAR-1, as it was observed
during the experimental campaigns. It is important to note that the mesh voltages
of the Micromegas detectors in the EAR-2 measurement had to be reduced, by ~20
V at each detector from the EAR-1 to the EAR-2 measurement, in order to avoid
the saturation of the y-flash peak, while the electronics and the whole sample and
detector set-up used in both areas were exactly the same. As a result, the amplitude
of the signals was also reduced in the EAR-2 measurement. In addition, the width
of the -flash pulse is lower in the EAR-1 measurement. The FWHM of the «y-flash
in the EAR-1 measurement is ~170 ns, while in the EAR-2 measurement is ~220 ns.
Finally, a different shape of the baseline is observed after the y-flash between the
two experimental areas. In the EAR-1 measurement an oscillatory baseline is ob-
served, while in the EAR-2 one, due to they-flash, a smaller peak is present at lower
energies.

The differences between the y-flash pulses between the two areas are a result of the
nature of the y-flash itself. Although the name indicates that the pulse is a result of
energy deposition of y-rays in the detectors, this is not the whole truth. In addition
to the photon signals, the y-flash peak contains signals, as mentioned in Section
from relativistic particles, all produced by the spallation process, as well as
signals from interactions of high energy neutrons and photons with the samples,
the materials of the beam line, the collimator and the detector itself. As a result,
different detector types show a different sensitivity to the y-flash. For example, a -
ray sensitive detector, when placed in a high y-ray environment (HPGe, C6D6, etc.),
is expected to have a worse response to the y-flash compared to a detector which is
not sensitive to y-rays (Micromegas, PPAC [65] 54]). In addition, different responses
are observed between different detector types, when placed at the two experimental
areas. This can be nicely seen when comparing the Micromegas detectors (used in
this work) with the PPAC detectors (used at both areas of n_TOF). It is interesting to
note that while the Micromegas -y-flash response is much worse in EAR-2 this is not
the case for the PPACs. While having an excellent response to the vy-flash at both
areas (due to the minimal material of the detector in beam and the low gas pressure
used) at EAR-1 a small y-flash peak is observed in comparison to EAR-2 where no
pulse is observed as a response to the y-flash. This indicates that the cause of the
-flash peak can have different sources (neutrons, y-rays, charged particles etc.).
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Figure 2.1: y-flash stacks from the (a) EAR-1 and (b) EAR-2 measurements and the average
v-flash shape (red line) estimated from the stacks.
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Figure 2.2: y-flash residuals from the EAR-1 measurement.

Regarding this work, the cause of the -flash pulse can be better understood when
comparing the EAR-1 and EAR-2 detector responses. Firstly, as mentioned above,
the response is much worse in the EAR-2 measurement, resulting from the greater
energy deposition in the detector, due to the higher neutron flux. The particle
shower, however, created by the proton beam impinging on the lead target is strongly
forward peaked. This is a first indication that the source of the 7-flash between the
two areas could be different. While in EAR-1 the vy-flash could be caused by high
energy photons arriving in the experimental area, in EAR-2 the source of the 7y-flash
could be the neutrons themselves, which are characterized by a much higher flux
than in EAR-1 [7] and more specifically, signals from the neutron elastic and inelas-
tic scattering could be the main component of the y-flash in EAR2. This can be better
understood by two additional features of the EAR-2 y-flash, the wider FWHM and
the second smaller peak observed after the y-flash, as seen in figures and
If the high energy photons travelling at the speed of light (which are much less in
EAR-2) were the source of the y-flash at both areas, there is no reason to expect wider
7-flash in EAR-2. In addition, the delayed after-pulse, caused by elastic and inelastic
scattering of neutrons in the detector gas and surrounding materials at lower ener-
gies, is an indication of the energy deposition in the detector through the scattering
mechanism. During the last campaign of Phase-III of n_TOF the nature and effects
of the y-flash at various detectors (STEFF [66], Frisch-grid ionization chamber [67]),
have been studied with the results indicating the importance of the neutron flux in
the creation of the so-called y-flash pulse and the effects in the detector response.
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2.1.2 Pulse Shape Analysis

The first step towards the recognition of the pulses is the calculation of the deriva-
tive, as shown in the middle panel of figure The derivative is calculated by
integrating the signal at both sides of a selected point, taking as points for the inte-
gration a step size (which is defined by the user). Pulses are recognized in the signal
when their derivative crosses certain thresholds, namely 3.5 x the root mean square
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(RMS) of the noise, which is represented by the green lines of the middle panel of
tigure When a pulse is located a set of conditions are applied to the pulse, in
order to be considered a real event. The boundaries of the eliminating conditions
are selected by the user and include the limits of the pulse width, the limits of the
pulse amplitude and the limits of the area-to-amplitude ratio, and they are applied
to the pulses at various points during the analysis procedure.

The pulse recognition is followed by the baseline calculation, which is performed in
two regions. Close to the y-flash, a region is specified by the user in which different
options for an adaptive baseline are available. Outside this region, a constant base-
line is calculated as the average of all signal points, excluding the pulses previously
recognized, as shown by the red line of the top panel in figure In this work, the
baseline close to the y-flash was calculated from the average y-flash shape, as men-
tioned in Section The clean signal is calculated after subtracting the baseline,
as shown in the bottom plot of figure

Different methods are available in the PSA routine for the estimation of the ampli-
tude of each identified pulse, namely by searching the highest point, by parabolic
titting and by fitting a shape provided to the routine by the user. In the cases where
pulse shape fitting is possible, which means that the pulses of the detector have a
fairly constant shape, this is considered as the most suitable of the three methods
for pulse reconstruction. In addition, it is possible to provide different pulse shape
types and the PSA routine selects the most suitable pulse shape for each case.
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Figure 2.4: The PSA routine calculates the derivative (middle panel) of the signal (top panel)
to recognize the clean signal (bottom panel).

2.1.3 Angular distributions

In the case of the Micromegas detectors, the feature of choosing between different
pulse shapes can prove to be extremely useful. This is a result of the way the fission
fragment signals are created. When a fission event occurs, two fission fragments
are produced, travelling to opposite directions due to the kinematics of the reaction.
Due to the geometry of the Micromegas detector, one of the two fission fragments

x10°
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enters the detector gas and is detected. However, the angle in which the fission
fragment enters the drift region results in slightly different pulse shapes, as seen in
figure When a fission fragment enters at 0° with respect to the neutron beam, the
secondary electrons created move towards the mesh and enter the amplification re-
gion at different times, because of the different distance each electron has to travel to
reach the mesh. This difference in arrival times at the mesh, leads to higher risetimes
in comparison to a fission fragment entering the Micromegas detector with an angle
of 90° with respect to the neutron beam. In this case the fission fragment creates
electrons in its path parallel to the drift electrode. The electrons begin their path
towards the mesh almost simultaneously, arriving at the mesh electrode approxi-
mately at the same time. As a result, the creation of the signal in the amplification
region lasts for a shorter time, leading to smaller risetimes.

Another interesting aspect of the pulse shapes, as seen in figure is a small bump
of positive polarity observed prior to the pulse itself for higher amplitude pulses.
The origin of the pulse can be attributed to the movement of the electrons in the drift
region, which create through induction a signal in the mesh electrode. It is observed
at higher amplitude pulses, which are coupled with smaller risetimes. The reason
for this is the path and the direction of the fission fragments travelling inside the
gas of the detector. A fission fragment will not deposit its entire energy inside the
detector, but a portion of its energy depending on its path across the gas. When a
tission fragment enters the detector at 0°, a path of 6 mm is available for the fission
fragment to travel inside the detector and deposit the corresponding energy. This
path can be higher in the direction of 90°, where in the extreme case (when a fission
fragment is created in one side of the target and moves towards the detector) is
approximately 8.75 cm (in this experiment). The higher energy deposited in this
direction in combination with the faster signal makes it possible to see the induction
from the movement of the electrons in the drift region, which is otherwise lost in the
background.

Taking into account the different pulse shapes, which represent the various emis-
sion angles of the fission fragments in the detector gas, a qualitative estimation of
the angular distribution of the fission fragments can be made. This can be achieved
by providing different pulse shapes to the PSA routine. The routine selects the most
suitable pulse shape for each case. In order to get an estimation for the angular dis-
tribution of each target the ratio of the extreme cases, the pulses with the low rise-
times versus the pulses with the high risetimes corresponding to angles around 90°
and 0° degrees respectively, is plotted with respect to the neutron energies. How-
ever, it is important to note that this is not an absolute measurement of the angular
distribution, but only an indication of the trend with respect to the neutron energy.

The methodology is validated via the comparison of the angular distributions esti-
mated in the present work for the 235U(n,f) reaction with previous measurements.
As seen in figure the angular distributions estimated in the present work are
in general consistent in the shape with the previous measurements, as seen in fig-
ure More specifically, the ratio from the present work is in good agreement
with the shape of previous measurements up to approximately 20 MeV. At higher
energies the ratio of the present work is found to be a bit higher than the previous
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measurements. The worst reproduction of the higher energy region could be ex-
plained in the difficulties occurring in the analysis of the data in the region. The
closer in time to the 7-flash a pulse is recorded the worse the recognition of the
pulse is, due to the worse reproduction of the baseline at higher energies. So, it is
expected to have worse recognition of the pulse shapes in the region. However, it is
important to note that the qualitative estimation of the angular distributions is quite
good with the method described, since it manages to give a good indication for the
angular distribution shape. This information, although not an absolute measure-
ment, can be extremely useful for the planning of new experiments to measure the
angular distribution of fission fragments, which have not been measured before.
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Figure 2.5: Different pulse shapes of the same Micromegas detector.

Concerning the 2°Th(n,f), the angular distribution results are presented in the two
subplots of figure In the top plot the results in the vicinity of the resonance
are shown, while in the bottom plot the angular distribution of higher energies is
presented. As seen in figure a structure appears in the region of the 2Th
resonance at ~700 keV. In addition, a structure is present in the region of the second
chance fission of 22Th, as seen in figure As a result, the angular distribution
of the 22Th(n,f) reaction seems to present interesting components in this qualitative
approach. A measurement dedicated to the study of the angular distribution of
the 220Th(n,f) reaction could be important, in order to reveal the structures in the
angular distribution.

It is important to note that a similar behavior is observed in all 2*Th targets, when
normalized to each other. This can be seen in figure 2.8, where all targets are in very
good agreement with each other up to ~60 MeV. At higher energies *°Th #7 appears
to have larger values, while the other targets appear to show the same trend. The
difference of the 230Th #7 is not clear, but it could be attributed to potentially worse
resolution of this detector. However, it is important to note that the general trend of
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the angular distribution shape is still reproduced by 2*°Th #7 having an increase in
the second chance fission peak.
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Figure 2.6: Angular distribution of the 2>°U target from the EAR-1 measurement. In the top
plot the angular distribution of the present work is presented in arbitrary units, while in the
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Figure 2.8: Angular distributions for all 2°Th targets from the EAR-1 measurement, nor-
malized to 2°Th #3. The units in the y-axis are arbitrary.

Only a few measurements for the angular distribution of the 230Th(n,f) reaction data
exist in the Experimental Nuclear Reaction Data Library EXFOR [3]. The oldest data
are from Simmons and Henkel in 1960 [69], covering the energy range from 1 to 9
MeV. The rest of the existing data cover narrower energy ranges in the region of the
resonance. Specifically, the data of Yuen et al. [70] are in the energy region 0.68 to 1
MeV, the data of James et al. [30] are in the energy region 0.7 to 0.95 MeV and the
data of Boldeman and Walsh [28] in the energy range from 0.68 to 0.78 MeV. The
data of Simmons and Henkel are the only ones in a wide energy range. Thus, the
angular distributions from the present work are compared only to these data, which
are presented in figure 2.9

A similar behavior in the angular distributions shape is observed between the data
from the present work and the data of Simmons and Henkel. More specifically, an
increase in the W(0°)/W(90°) ratio is observed in both datasets at ~2 MeV, which
decreases smoothly to a minimum at ~4 MeV and arrives again to a maximum value
at ~7 MeV.
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Figure 2.9: Angular distribution for 230Th from Simmons and Henkel [69].

2.2 Data quality checks and data selection

The pulse shape analysis procedure, where a first selection of fission events is made,
is followed by additional data quality checks and data selection. Various parameters
of the recognized pulses are checked, in order to validate that the pulses correspond
to fission events, the arrival time of the y-flash is estimated correctly etc. Additional
cuts are applied to the recognized signals in order to reject noise, bad runs etc. The
offline analysis of the experimental data is carried out using ROOT [19].

2.2.1 Detector stability

An important check is the verification of the detector stability, in order to be sure
that the gain of the detectors remains constant throughout the measurements. This
is achieved by taking beam-off spectra during the measurements, where the data
are recorded in bunches, while the trigger for the acquisition is given externally
and independent from the beam trigger. In the beam-off spectra the fission frag-
ment signals are absent since there is no beam and only the alpha signals from the
radioactivity of the targets are recorded. In figure two beam-off spectra are de-
picted, one from the beginning and one from the end of the measurement in EAR-1,
normalized to the number of bunches, for one of the 29Th samples. As seen in
the figure the gain of the detector is stable, since the end of the alpha signals is in
the same channel for both spectra. The stability of all detectors in both EAR-1 and
EAR-2 measurements was checked in the same way and no gain shift was observed.

An additional information from the beam-off spectra in figure is the channel
where the alpha signals end. Pulses from the beam-on spectra with amplitude lower
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than the alpha signals are excluded from the analysis even though they might corre-
spond to fission events. This way it is ensured that no alpha signals are counted as
fission events, but the low energy fission fragment signals are lost. The estimation
of the lost fission fragments is achieved via Monte Carlo simulations, as described

in section2.3.4
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Figure 2.10: Beam-off spectra from the beginning (red line) and end (blue line) of the EAR-1
measurement for one of the 2*°Th targets. The stability of the detector is verified, since no
gain shift is observed between the two spectra.

2.2.2 <-flash arrival

The accurate recognition of the y-flash is a crucial step in the analysis procedure,
since the time-of-flight of each fission event is estimated relative to the y-flash ar-
rival. In the pulse shape analysis routine the -y-flash is identified as the first peak
that crosses a specific threshold and has a width larger than a user-defined value.
Special attention has to be given to false recognition of the «y-flash, related to pro-
ton pre-pulses from the PS. These pre-pulses generate neutrons, which can cause
a fission event in one or more targets. The fission signal can sometimes be falsely
identified as the -flash resulting in wrong timing. In the movies where the arrival
time in one of the detectors is outside the narrow peak expected, the whole event is
discarded. The distributions of the arrival times of the -flash for one of the 2°Th
targets at the EAR-1 measurement are shown in figure As seen in the fig-
ure two distributions are observed, corresponding to the difference arrival times of
the y-flash for the dedicated (red distribution) and the parasitic (blue distribution)
pulses respectively. The difference in the arrival times does not affect the timing of
the fission fragment pulses, since it is estimated relative to the arrival of the -flash
on a bunch-by-bunch basis.
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Figure 2.11: Distributions of the arrival time of the y-flash for the total (black), dedicated
(red) and parasitic (blue) pulses.

2.2.3 Noise rejection

In some cases noise is recorded in the movie and can be falsely recognized as a pulse.
The noise is rejected in two steps, firstly in the pulse shape analysis routine and sec-
ondly in the offline analysis. In the first step various constrains are applied to the
recognition of the pulses (area to amplitude, fwhm etc.) in order to avoid record-
ing the noise as a pulse. Nevertheless, still noise signals are recognized as fission
pulses. In the offline analysis, additional cuts are applied to the recognized pulses,
in order to reject the remaining noise ones. Specifically, if a saturated pulse and/or
a pulse with very high amplitude (much higher than the amplitude expected for
tission fragments) is observed in one of the detectors, the whole event is discarded
for all detectors. An example of noise recorded in the signal for two of the detec-
tors simultaneously is seen in figure It is interesting to note that in many cases
noise is recorded simultaneously in all detectors. This can be used as an advantage
in noise rejection, because even if noise is recognized as true pulses from one of the
detectors if the noise is recognized in one of the other 9 detectors the whole event is
discarded.

Another cause for noise recognition as pulse in the high energy region, is the -
flash residuals as mentioned in section This can be clearly seen in figure
where the amplitude of the pulses recognized is plotted as a function of the neutron
energy for the 2°U target of the EAR-1 measurement. In the low energy region
low amplitude pulses are detected, which correspond to the natural radioactivity of
the targets. At higher energies the rate of the pulses from the radioactivity of the
targets per energy bin is decreasing, since each energy bin corresponds to smaller
time intervals. On the other hand, the residuals from the y-flash increase at higher
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energies, because at smaller time-of-flights the description of the -flash is worse, as
already seen in section[2.1.1]
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Figure 2.12: Noise recorded in the signal simultaneously in two of the detectors.

In order to treat this increase in the noise at higher neutron energies the amplitude
cut applied to the pulses is increased in order to reject the additional noise. The
amplitude cut applied in two different energy regions is shown in figure for
the 2°U (figure [2.14a), *°Th #3 and 28U (figure targets. The ampli-
tude spectra from lower energies are shown in blue and at higher energies in red,
respectively. The blue and red dashed lines represent the amplitude cut applied
in the lower and in the higher energy region, respectively. The spectra from each
target are normalized to the integral of the lowest count spectrum for visualization
purposes. As seen in the figures, with the use of a lower amplitude cut a rejection of
the alpha particles originating from the radioactivity of the samples for low energies
is achieved. At higher energies a higher amplitude cut is implemented in order to
reject the additional noise recorded. Regarding the 238U target, an additional am-
plitude spectrum is depicted in the figure in green. As seen in the figure, this high
energy spectrum is distorted in shape, preventing this way to reach energies higher
than 160 MeV. This can be explained by the lower mesh voltage applied in the Mi-
cromegas detector of 238 in order to avoid the saturation of the v-flash, at the cost
of having lower amplitude pulses. This worst response of the 28U target to the 7-
flash can be attributed to the thickness of this target leading to higher counting rates
at the higher energy region. The pulses of lower amplitude do not affect the analy-
sis of the lower energies, but for higher energies where the effects of the y-flash are
significant, the recognition becomes challenging.

In order to validate whether the higher amplitude cut applied alters the results, an
additional check is implemented. The analysis is performed with two different am-
plitude cuts (the lower one used in the analysis and the highest one). Up to a certain
energy, the results are expected to differ by a scaling factor, due to the different por-
tion of the amplitude spectra being counted as fission fragments. With the increase
in energy, noise is added in the signal, resulting in deviations between the spectra
with different amplitude cuts. This can be seen in figure The agreement be-
tween the counting spectra of the 23°U, the 2°Th #3 and the 238U targets confirms
that a higher amplitude cut does not alter the analysis, as long as the lost counts
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are accounted for. The deviation at higher energies, shows the necessity of a higher
amplitude cut at higher energies to reject the additional noise. The method used for
the amplitude cut correction is presented in section[2.3.4]
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Figure 2.13: Distribution of the amplitude of the signals as a function of the neutron energy
for the 2®U target of EAR-1 in (a) full scale and (b) focusing on the smaller amplitudes. The
a-particles from the natural radioactivity of the target are present in the low energy region
and the -flash residuals, increasing with energy, are present in the high energy region.
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(b) Amplitude spectra for the 23°Th target of the EAR-1 measurement.
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(c) Amplitude spectra for the 238U target of the EAR-1 measurement.

Figure 2.14: Amplitude spectra at different energy regions for the 2°U (a) 2Th #3 (b) and
28U (c) targets. The blue dashed line represents the lower amplitude cut implemented in
the analysis, for the rejection of the alpha particles. The red dashed line represents the high
amplitude cut implemented in the analysis, in order to reject the additional noise at higher
energies. For the 238U target an additional amplitude spectrum is shown (green line) to
demonstrate the distortion of the amplitude spectra at higher energies.
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(b) Counting spectra for the 20Th target of the EAR-1 measurement.
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(c) Counting spectra for the 238U target of the EAR-1 measurement.

Figure 2.15: Counting spectra obtained with different amplitude cuts, a low one (blue line)
and a higher one (red line) for the 2°U (a) the 23°Th (b) and the 238U (c) targets of the EAR-1
measurement. The counts are normalized in the low energy region of each target.
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2.24 Dedicated and parasitic pulses

Two types of pulse bunch exist in the n_TOF facility at CERN, the dedicated ones
corresponding to the nominal intensity of the proton bunch and the parasitic cor-
responding to a low intensity (approximately half of the nominal). An additional
important quality check of the data is the agreement between dedicated and para-
sitic pulses, when normalized to the number of protons. This way, the data analysis
methodology is validated, confirming that the various steps of the analysis proce-
dure, such as the y-flash subtraction, the dead time correction etc. is performed in a
consistent way for both pulse modes.

Concerning the EAR-1 measurement the comparison between the counts normal-
ized to the number of protons between the dedicated and the parasitic pulses is
presented in figure Specifically, in figure the comparison between the
two pulses modes is presented for the 2°U target. It is observed that in the low en-
ergy region the counts from the dedicated pulses are higher than the parasitic ones.
This is also observed in other measurements of n_TOF Phase-III, which indicates
a slightly different neutron beam flux in the low energy region between dedicated
and parasitic pulses. For energies higher than ~ 1 keV the agreement between ded-
icated and parasitic pulses is very good, indicating that the analysis procedure is
equivalent for both pulse modes and no significant dead time is observed for the
25U target. Concerning the 2Th #3, as seen in figure m the comparison be-
tween the counts from dedicated and parasitic pulses is very good for the whole
energy region. At energies higher that ~ 300 MeV the normalized counts of the par-
asitic pulses are slightly higher than the dedicated ones, indicating counting losses
due to pile-up, which are accounted for, as presented in section Regarding
the 238U target, as seen in figure for energies up to ~ 50 MeV the counts from
the parasitic pulses are in very good agreement with the counts from the dedicated
ones. For higher energies the counts from the parasitic pulses are higher than the
dedicated ones, while this difference is increasing with the neutron energy. The
cause behind this deviation is again counting losses due to pile-up. The corrections
regarding these counting losses are presented in section[2.3.1]
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Figure 2.16: Comparison of the dedicated (red line) and the parasitic (blue line) counts nor-
malized to the number of protons for the EAR-1 measurement.
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Figure 2.17: Comparison of the dedicated (red line) and the parasitic (blue line) counts nor-
malized to the number of protons for the EAR-2 measurement.
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The comparison between the dedicated and the parasitic pulses normalized to the
number of protons for the EAR-2 measurement is shown in figure As seen in
the figure many deviations are observed between the dedicated and the parasitic
pulses for all targets. The reason behind this effect is severe counting losses due to
high counting rates. This was expected prior to the experiment since the masses of
all the targets were optimized for the EAR-1 measurement. The expectation from
the EAR-2 measurement was aiming for the energy region below the fission thresh-
old of 2Th, where no data exist in literature and the cross-section is expected to
be very low. However, as it will be discussed in section the contamination of
Pu isotopes in the targets was strong enough, to prevent from distinguishing counts
originating from the 2°Th(n,f) reaction. Regarding the 23°U target, as seen in fig-
ure the deviation between dedicated and parasitic pulses starts at ~ 300 keV,
which is a lower energy than the 2°Th fission threshold. As a result, since - as shown
in section 2.3.1] - it is not possible to correct for these high counting losses, there is
no overlapping region where both the 2°U target and the 2>’Th targets have useful
counts in the EAR-2 measurement. For the 2*Th #3 target differences are seen be-
tween the dedicated and the parasitic pulses in the energy region 1 to 3 MeV. Similar
results are observed in all 2Th samples, except for the two targets having a lower
mass (namely 230Th #5 and #6) where no disagreement is observed between the two
pulse modes. Concerning the 28U target, the agreement between the counts of the
dedicated and the parasitic pulses is up to ~ 1.2 MeV. For higher energies large devi-
ations are observed in the counts of the two pulse modes, due to the high counting
rates in this energy region. As a result, in the EAR-2 measurement, cross-section
results for 220Th using the 238U(n,f) reaction is achieved only up to 1.2 MeV.

2.2.5 Comparison of 2°Th targets

The last quality check on the data is the comparison of counts of the 2°Th targets,
normalized to the energy region 1 - 5 MeV. The comparison is presented in figure
in two subplots, with only the statistical uncertainties depicted in the plots. At
the top figure the comparison of the counts of all *Th targets is presented in 50 bpd
from the fission threshold up to 20 MeV. The higher energy region is shown in the
bottom plot of the figure in 10 bpd up to 500 MeV.

As seen in figure very good agreement is achieved between all seven 2Th
targets. It is important to note that no systematic deviation is observed between
them. At higher energies the dispersion between the ?*'Th targets is higher, but
again no systematic uncertainty is observed between the targets. These higher dif-
ferences at higher energies are a result of the complexity of the analysis at the high
energy region and leads to a higher uncertainty in the final results obtained there.
The maximum difference of the mean value between the 2°Th targets up to 400
MeV is lower than 10%. At energies higher than 400 MeV the differences between
the 2°9Th targets are increasing, indicating that the analysis may not be reliable in
this region.
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Figure 2.18: Comparison of the counts normalized to the number of protons of the 2'Th
targets of the EAR-1 measurement. In the top plot (a) the lower energy region is presented
in 50 bpd, from the fission threshold up to 20 MeV. In the bottom (b) the higher energy
region is presented in 10 bpd from 20 MeV up to 500 MeV. The dashed line represents the
maximum energy where the agreement between the targets is acceptable. The counts are
normalized to each other in the energy region 1 to 5 MeV.
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2.3 Corrections

In this section the corrections on the fission counts are presented. These corrections
are necessary to account for pulses lost due to high counting rates, counts lost due
to the amplitude cut applied to the fission spectra and counts which originate from
the contaminants present in the targets. In addition, the methodology for the esti-
mation of the effective flight path length is presented, an essential quantity for the
conversion of the neutron time-of-flight to energy.

2.3.1 Dead time

A necessary correction in the counting spectra is the dead time correction, in order
to account for lost fission fragment counts. In order to discriminate between two
successive pulses, a minimum time interval must exist between the two events. At
low counting rates there is always a small probability to lose an event because it is
too close to a previous one. With increasing counting rates, these counting losses
can become very severe and it is necessary to account for them.

Two models of dead time behavior are used to describe the response of the detector
when two events occur close in time with each other, the paralyzable and the non-
paralyzable one [20]. A fixed dead time T is assumed to be the time the detector
is not recording any new events after a preceding one. In the paralyzable model
when an event occurs during this time the dead time is extended for an additional
time 7. In the nonparalyzable model an event occurring during the dead time is lost
and has no affect in the behavior of the detector. The graphical representation of the
paralyzable and nonparalyzable behavior of a detector is shown in figure

Events in detector

A A A AA A

Time

Paralyzable

o b el

Nonparalyzable

Time

le—T

| | | |

Time

Figure 2.19: Graphical representation of the behavior of the detector in the paralyzable and
nonparalyzable model.

In the case of the Micromegas, the detector does not follow either the paralyzable or
the nonparalyzable model. When an event occurs close in time with a preceding one,
it is recorded in the signal. Depending on how close in time the two events are, as
well as their relative amplitudes, the two events can sometimes be recognized as two
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single events or as one event with amplitude equal to the sum of their amplitudes
or one of two events can be recognized with its true amplitude and the second one
be totally missed from the pulse shape analysis routine. As a result, the first step
in order to apply the dead time correction for the Micromegas detectors is to apply
a selection on the recorded signals in order to follow the nonparalyzable model.
In order to do so, when a number of pulses are closer in time than the fixed dead
time 7, assumed to be equal with the FWHM of the pulses, and they are recognized
by the pulse shape analysis routine, the pulses later in time are discarded from the
analysis. So, following the nonparalyzable case, the true interaction rate n in the
detector is given by the following equation

m
n =
1—mt

2.1)

where m is the recorded counting rate. The correction is applied independently
for the dedicated and the parasitic pulses, since the experimental counting rate is
different between the two pulse modes.
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Figure 2.20: The procedure of the correction of the counts due to dead time for the 28U
target of EAR-1. The blue triangles are the experimental points, the red squares are the
experimental points corrected to follow the nonparalyzable model and the black circles are
the points corrected for the dead time.

In figure the steps in which the dead time correction is applied to the counts
from the dedicated pulses of the 238U target of the EAR-1 measurement are pre-
sented. The blue triangles represent the experimental counts, as estimated from the
pulse shape analysis routine. The red squares represent the experimental counts
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converted to follow the nonparalyzable model, which, as expected, are lower than
the experimental ones. The black circles are the corrected counts, estimated via

equation The same corrections are estimated for the dedicated and parasitic
pulses of all targets of the EAR-1 and EAR-2 measurements.
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Figure 2.21: Experimental counting rates of the dedicated pulses for the 2°U (red triangle),
the 23Th #3 (black circle) and the 28U (blue square) targets for the EAR-1 measurement at
the top (a) and the EAR-2 measurement at the bottom (b).
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While the experimental counting rates of all targets from the EAR-1 measurement
are low enough to permit the adequate correction of the lost pulses, this is not the
case for the EAR-2 targets. The experimental counting rates of the targets of EAR-1
and EAR-2 for the dedicated pulses are shown in figure As seen in the fig-
ure, the highest counting rate from the EAR-1 measurement is observed in the high
energy region of the 228U target to be ~1100 kHz. On the other hand, the count-
ing rates from the EAR-2 measurements are higher, going up to ~6000 kHz. The
correction for dead time for these high counting rates was not possible with this ap-
proach. Methodologies for dead time correction for high counting rates exist in lit-
erature [71} 72], but in the case of the EAR-2 data, even though a more sophisticated
approach on the dead time correction would manage to extend the high energy
reached in the EAR-2 experiment, it was decided not to proceed to such correction
in the context of the present work. The reason behind this is that the results for the
high energy region are already acquired from the EAR-1 measurement with better
energy resolution than what can be accomplished at EAR-2.

2.3.2 Contaminants

As described in section Pu isotopes are present in the 2°Th samples. The total
contribution of the contaminants is negligible for energies higher than the fission
threshold. This can be seen in figure where the expected counts per proton for
230Th are plotted in comparison with the expected counts from all the Pu isotopes
in the same target, for the EAR-1 measurement. As can be seen in the figure, above
the fission threshold the contribution from all the Pu contaminants is negligible.

However, this is not the case in the low energy region. The expected counts from all
the Pu isotopes are estimated, taking into account each isotope cross-section and the
evaluated flux of EAR-2 in 1000 bpd. Then the expected counts are normalized to the
experimental ones, in the energy region between 4 eV to 3 keV. As seen in figure[2.23]
there are no counts that can be attributed to the 2°Th target. By investigating the
resonances, it is seen that all the peaks present in the spectrum can be attributed to
the Pu isotopes. In addition, the thermal point matches the expected one from the
Pu isotopes. As a result, only an estimation of the minimum value of the fission
cross-section of 29Th can be made below the fission threshold.

The contribution from each Pu isotope to the total Pu counts per proton, taking into
account the mass of each isotope in the sample, the cross-section of each isotope and
the EAR-2 evaluated flux is presented in figure As seen in the figure from 0.02
eV to ~200 keV the main contributor to the total Pu counts, is 2?Pu with contribu-
tions from 24Py, 241Pu and 2#2Pu at distinct resonances of each isotope. While, at
higher energies the contribution from 2*°Pu and ?*2Pu is significant.
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Figure 2.22: Expected counts per proton for 2*Th (black line) and for all the Pu isotopes
present in the 230Th target (red line), for the EAR-1 measurement.
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Figure 2.23: Comparison between experimental counts (red line) and expected counts (blue
line) of the 2°Th target of the EAR-2 measurement, taking into account the Pu isotopes
present. The expected counts are normalized to the experimental ones in the energy region
between 4 eV and 3 keV.



2.3. Corrections 51

10—14 -
10—16
18 ]
C ..........
c107°F
= ST, SRR (L WO SN O B 1§ N Y g SRR Y IS VRO S
S _20 r D W, g ORI W | | R |
a 10
@ S SN,
c 10_ .......... pAf oo SRR O
> :|— Total Pu
S =20
O 10_24 —2%p,
_240Pu
Hl—24p
—26 : u
10 : 242Pu
- : z : : : : : >Pu
-, IIIII. 1 IIIIIIIi 1 IIIII. 1 IIIII. 1 IIIII. 1 IIIII. 1 IIIIIIIi 1 IIIII. 1 IIIIIIII 1) ll]
10 28 il il ul i ul ul W

102 10% 1 10 10° 10° 10* 10° 10° 10’
Neutron energy (eV)

Figure 2.24: Expected Pu counts per proton in each 2'Th target, estimated taking into ac-
count the evaluated flux of EAR-2 and the mass and cross-section of each isotope.

2.3.3 Flight path length

The flight path length is a very important quantity for the accurate conversion of
the time-of-flight to energy. The first step in the calculation of the flight path length
for each energy is the estimation of geometrical distance Lgeom, taking into account
the resonances of the 2°U target. To achieve that, various distances were tried to
calculate the expected counts of the 2°U target (calculated with the convolution of
the evaluated flux and the reference cross-section) to determine the distance with
which the best reproduction of the energy of the resonances is achieved.

The next step is the estimation of the effective flight path length, as described in
section [[.1.3l However, regarding the EAR-1 measurement, the correction of the
energy by taking into account the mean value of the moderation length is less than
0.7% for all energies, as it is shown in figure As a result, the correction for the
moderation length is negligible for the EAR-1 measurement.

Specifically, the cross-section of 2°U was calculated using the 1B target as refer-
ence, with a constant flight path for the whole energy region in 1000 bpd. The cross-
section results, normalized to ENDF/B-VIII.0 are shown in figure along with
the ENDF/B-VIILO cross-section in the energy region 0.5 eV to 26 eV. As seen in the
figure, the energies of the 2°U resonances are reproduced with great accuracy. How-
ever, this alone is not adequate to prove that a constant flight path length would be
sufficient for the conversion from time-of-flight to energy for the EAR-1 measure-
ment. For this reason, the same test was performed with the same constant flight
path, implementing the 23 Th #3 target. The cross-section results are compared to
ENDEF/B-VIILO evaluated ones in the vicinity of the resonance and for 1000 bpd,
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normalized to the integral of the resonance. As seen from the comparison in fig-
ure the conversion of the time-of-flight to energy is very good, reproducing the
energy range of the resonance, which has been measured by various experimental
campaigns in EXFOR.
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Figure 2.25: The percentage in the energy difference calculated for the EAR-1 measurement,
when the energy conversion from time-of-flight is carried out by the geometric flight path
length and by taking into account the mean path of the moderation length for each energy.
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Figure 2.26: Cross-section of 2*U(n,f) estimated using °B(n,a) as reference (red line) from
the EAR-1 measurement, normalized to ENDF/B-VIIILO (black line) in the energy region 0.5
to 26 eV.
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Figure 2.27: Cross-section of 20Th(n,f) estimated using 25U(n,f) as reference (red points)
from the EAR-1 measurement, normalized to ENDF/B-VIIL.O (black line) in the integral of

the resonance.

For the above mentioned reasons, a constant length is adopted for the conversion
of the measured time-of-flight to energy for all the energy region of the EAR-1 mea-
surement. The constant length used for each target is shown in table The dif-
ferent lengths are estimated via the geometrical distances of the targets inside the

fission chamber.

Table 2.1: Flight path lengths used for the conversion of the time-of-flight to energy for the

targets of the EAR-1 measurement.

Target

Distance

(m)

235U

230Th #3
230Th #4
230Th #5
230Th #6
230Th #7
230Th #8
230Th #9
238U

183.40
183.42
183.43
183.45
183.46
183.48
183.50
183.51
183.53
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Concerning the EAR-2 measurement the same simplified approach related the con-
version of time-of-flight to neutron energy is implemented. However, a constant
flight path length is not adequate for the whole energy region. Two constant flight
path lengths are adopted for the analysis of the EAR-2 measurement. The first flight
path length is for the low energy region, in order to estimate the contribution of the
Pu contaminants, as presented in section The second flight path length is for
the energy region from the fission threshold of 2**Th up to 1 MeV, where the fission
cross-section is deduced for the EAR-2 measurement. In figure[2.28)the experimental
counts per proton pulse of 2°U are plotted in comparison with the expected counts.
The time-of-flight conversion to energy is performed with a constant flight path,
while for the calculation of the expected counts the evaluated flux for the capture
collimator of experimental EAR-2 [9] is combined with the evaluated cross-section
of 23U from ENDEF/B-VIILO [25]. As seen in the figure, the position of the energy
of the resonances is reproduced quite well with a constant flight path from the ther-
mal region up to ~100 keV. Small differences in the counting spectrum shape can
be attributed to the use of the evaluated flux of the capture collimator, even though
the fission collimator was used in the experiment. The same comparison is pre-
sented in figure for the 2%Th #3 target in the resonance at the threshold of the
230Th(n,f) cross section, for a different flight path. As seen in the figure the energy
center of the resonance in the experimental counts shows a good agreement with the
expected ones, while the significant difference in shape is due to the neutron energy
resolution in the region. The two flight paths adopted for each energy region are
presented in table
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Figure 2.28: Comparison between experimental counts (red line) and expected counts per

proton (blue line) for the 25y target of the EAR-2 measurement. The expected counts are
normalized to the experimental ones.
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Figure 2.29: Comparison between experimental counts (red line) and expected counts per
proton (blue line) for the 230Th #3 target of the EAR-2 measurement. The expected counts
are normalized to the experimental ones.

Table 2.2: Flight path lengths used for the conversion of the time-of-flight to energy for the
targets of the EAR-2 measurement. Two flight path lengths are used for each target, one for
the low energy region and one for the energy region of the 2>°Th resonance.

Target Distance low Distance resonance
(m) (m)
235y 19.20 18.78
230Th #3 19.22 18.80
230Th #4 19.23 18.81
230Th #5 19.25 18.83
230Th #6 19.26 18.84
230Th #7 19.28 18.86
230Th #8 19.30 18.88
230Th #9 19.31 18.89

238y 19.33 18.91
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2.3.4 FLUKA simulations

The behavior of the energy deposition on the Micromegas detector was studied by
means of Monte-Carlo simulations performed with FLUKA [21} 22] through the
graphical interface FLAIR [73] using the GEF ("GEneral description of Fission ob-
servables") code [23, 74, 75] as a fission event generator. For the description of the
sample-detector setup a simple geometry is implemented. The actinide sample is
described by a cylindrical volume, with a diameter equal to the known diameter
of the samples (8 cm). Concerning the composition of the samples, it has been ob-
served to vary at different points of the samples [76], so it cannot be considered
as known. A composition consisting of various elements (O, Al, C, etc.) in addi-
tion to the main isotope is considered and the equivalent thickness of each target is
adjusted respectively, in order to achieve the reproduction of the experimental am-
plitude spectra via the simulations. The gas of the Micromegas detector is described
as another cylindrical volume with a diameter equal to the mesh diameter (9.5 cm),
the thickness of the drift gap (6 mm) and the composition Ar:CF4:isoC4Hjq (88:10:2),
with a density estimated for a gas pressure of 1 bar (0.00198706 g/cm?).

The fission fragments are generated via a user-defined source routine, within the
FLUKA code. The output information from the GEF code, namely the atomic and
mass numbers and the kinetic energy of the fission fragments are given to describe
the beam characteristics of the simulation. An example of the mass and energy
distributions of fission fragments obtained by the GEF code is given in figure[2.30 In
addition, the direction cosines are defined, in order to assume an isotropic emission
of the fission fragments at a 477 solid angle, by the following equations:

cosx =\/1—cos?z x (—1+2-Rand)

cosy =V 1—cos?zx (—1+2-Rand) (2.2)
cosz = —1+4+2-Rand

where Rand is a random number between 0 and 1.

In order to generate the fission fragments evenly distributed in the volume of the
sample two random numbers (r; and rp) are generated in the square inscribing a cir-
cle with a diameter equal to the diameter of the samples (R). If the random numbers
generated are inside the circle (r;2 + r? < R?) the generated random numbers are
used as the x and y coordinates, and the z coordinate is randomly estimated within
the thickness of the target. The output of the FLUKA simulations is the energy
deposition in the detector gas from the fission fragments generated in the actinide
target, as shown in figure The energy deposition spectrum in the detector is
presented in figure where the contributions from the light and heavy fragments
are shown in red and blue respectively.
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Figure 2.31: Simulated energy deposition of fission fragments from a 2>°Th sample (placed
aty = 0) in the Micromegas detector. The fission fragments characteristics are imported from
the GEF code and the emission is assumed to be isotropic.
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Figure 2.32: Simulated energy deposition of fission fragments in the Micromegas detector
from a 2°U target. The fission fragment characteristics are imported from the GEF code and
the emission is assumed to be isotropic. The red line corresponds to the energy deposition of
the light fission fragments, the blue line corresponds to the energy deposition of the heavy
fission fragments, while the black line corresponds to the total energy deposition, from both
the light and heavy fission fragments.
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The total energy deposition in the detector gas (black line of figure can be
described by two distinct peaks and a tail in the lower energy region. The higher
energy peak is a result of the energy deposition of the light fission fragments emitted
at angles close to 90° from the edge of the target with direction towards the detector
gas, making it possible for a significant part of the initial kinetic energy to be de-
posited in the gas. However, light fission fragments emitted at smaller angles or at
higher angles from the edges of the target with a direction opposite to the detector
gas, deposit a small part of their energy in the detector gas, contributing this way in
the lower energy peak of the spectrum. Thus, the lower energy peak of the spectrum
originates from heavy fission fragments and light fission fragments which deposit
smaller energies in the detector gas. This explains the difference in the shape and
amplitude of these two peaks. Concerning the low energy tail, it is a result of very
small energy deposition in the detector gas, while the main contribution in the tail
comes from the heavy fission fragments. The height of the tail is related to the thick-
ness of the actinide sample. With an increase in the thickness of the target the low
energy tail increases in height. However, since as mentioned above the composition
of the target is not explicitly known, the thickness of the target cannot be estimated
as well. Thus, with a specific composition provided in the simulations the thickness
of the targets is adjusted in order to match the experimental spectra with the simu-
lated ones. The adjustment of the target thickness is a process of importance, since
the part of the fission fragments lost from the spectrum are the ones absorbed by the
sample itself.

The simulations performed with the FLUKA code are used for the estimation of the
fission fragments lost inside the sample itself, as well as the fission fragments enter-
ing the detector gas which are discarded from the analysis due to the amplitude cut
applied. The calculation of the fission fragments lost inside the target is a straight-
forward one, and is accomplished by dividing the primary particles which deposit
energy in the detector to the total number of the primary particles used in the sim-
ulation. The correction varies, depending on the thickness of the sample, from 6.2%
for the 238U target to less than 2% for the rest of the targets. For the correction of
the fission fragments rejected by the analysis procedure, due to the amplitude cut
applied, the comparison between the experimental amplitude spectra with the sim-
ulated ones is required. To achieve that, the calibration of the simulated spectra
is needed in order to convert the x-axis from energy to channels to compare with
the experimental spectra. In addition, a skewed gaussian response function is as-
sumed for the convolution of the calibrated simulated spectra. The mean value of
the gaussian distribution is the center of each bin and the standard deviation is se-
lected constant for all bins and a very good reproduction of the experimental spectra
is achieved. The standard deviation is 28 channels for all the 23°Th targets, 25 chan-
nels for the 2°U target and 35 channels for the 233U target. The comparison between
the experimental (blue line) and the calibrated and simulated (red line) spectra, is

presented in figure for the 2°U ([2.33a)), the 22°Th #3 ([2.33b)) and the 233U ([2.33¢)

samples.
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Figure 2.33: Comparison between experimental from the EAR-1 measurement (blue line)
and simulated (red line) spectra for the (a) 2U, (b) 2°Th and (c) 2*®U targets, after the
calibration and application of a skewed gaussian response function.
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It is interesting to note the similar amplitude spectra between the 2°Th and the 2°U

targets. This is a result of the similar thickness of the targets, in addition to the same
voltages applied to the electrodes during the experiment, while the difference in the
amplitude spectrum of the 23U target is due to the lower voltage applied to the
mesh electrode and because the 238U is thicker. The result is to be able to distin-
guish the low energy depositions in the detector gas. Because of this, an alternative
method for the estimation of the lost fission fragments can be adopted, by assum-
ing that the low energy depositions extend linearly to zero. Then the ratio of the
corrected 239Th counts to the corrected 23°U counts from this method, deviates less
than 1% compared to the same ratio estimated via the FLUKA simulations. Also,
the same amplitude cut can be assumed for all targets with no additional correction.
With this approach, again the difference of the results compared to the correction
estimated via the FLUKA simulations is less than 0.8% for all 2’Th targets. These
alternative approaches for the amplitude cut correction validate the accuracy of the
FLUKA simulation results and at the same time provide an estimation of the system-
atic uncertainty related to the lost fission fragments correction, which is less than 1%
for all 22°Th targets.

The FLUKA simulations are used for the estimation of the lost fission fragments at
lower energies, where the residuals from the -flash subtraction are not yet present
in the amplitude spectra. As mentioned in section a higher amplitude cut is
adopted at higher energies in order to compensate for the increase of noise. The
estimation of the fission fragments lost under the noise signals is estimated from
the comparison of the analysis with a lower amplitude cut to the analysis with a
higher amplitude cut. Specifically, the analysis is performed with a low and a high
amplitude cut. Then a correction factor is estimated from the ratio of an integrated
region of the counting spectrum of the lower amplitude cut to the higher one. The
region is chosen in order to have clean amplitude spectra with both amplitude cuts.
This correction is valid, given that the shapes of the amplitude spectra are invariant
in the above mentioned energy regions. Even though this applies to the 2*U and
238U targets, this is not the case for the 23Th targets. For energies higher than 25
MeV, the shape and position of the amplitude spectra are different with respect to
the lower energies. This can be treated, by estimating the correction factor between
two different shapes of amplitude spectra, by implementing an amplitude cut at
both which lies in the low energy background. Then, since the background is the
same for both spectra, the correction factor can be estimated without a problem.
Then, for reaching higher energies the corrected and changed in shape amplitude
spectra are compared to the spectra taken at higher energies, which have partially
the same shape.

2.3.5 MCNP simulations

Monte Carlo simulations were performed with the MCNP5 code [24] for the estima-
tion of the variation in the neutron fluence between the targets. The geometry of the
experimental setup, consisting of the fission chamber filled with Ar:CF,:isoC4Hjg
(88:10:2), the Micromegas detectors and the actinide targets with the target holders
is implemented in the MCNP5 code, as seen in figure The neutron source is
described as a mono-directional disk source with a histogram of energies, following
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the experimental flux of EAR-1 and EAR-2, as seen in figure [1.2| of section The
diameter of the disk equals the fission collimator of each experimental area, the en-
ergy binning of the histogram is the isolethargic energy binning of the experimental
flux for 100 bpd, while the weight for each energy used for the simulations is calcu-
lated by dividing the absolute value of the experimental flux at each energy bin to
the integral of the flux in the whole energy region.

Figure 2.34: The geometry of the experimental setup used for the MCNP5 simulations. The
fission chamber is depicted in blue, the air in the experimental area in magenta, the gas
of the Micromegas detector in green, the sample holders in orange and the support of the
Micromegas detectors in purple.

The results from the Monte Carlo simulations with the MCNP5 code, namely the
ratio of the simulated flux between the reference target used in each area to the two
230Th targets placed at the extreme positions with respect to the neutron beam direc-
tion, are presented in figure ref The results are presented in the energy regions
where the cross-section results are deduced for each experimental area. As seen in
tigure the correction due to the different positions of the 22Th targets with
respect to the reference target is less than 1% for all energy regions. It is interesting
to note that the further away the target is placed from the direction of the beam, and
consequently to the 23°U target which is the second target placed in the fission cham-
ber, the greater the correction difference is with respect to the 23°U reference target.
At lower energies this difference is higher (0.9%) and it decreases with energy down
to 0.2% after 100 MeV. For the 2*°Th target closer to the 23°U target the difference is
negligible. As a result, the lower energies seem to be more affected than the higher
ones, since the probability of interaction with the materials present in the path of the
beam is higher. Concerning the EAR-2 ratio, as seen in figure the difference
between the reference target 28U and the 2*’Th targets, is less than 1% in all cases,
while at the energy region of interest it is fairly constant for each target. In conclu-
sion, the correction due to the variations of the neutron fluence is very small (less
than 1% for all cases), but it is not systematic in the whole energy region of interest
and between the 2°Th targets. So, it is important to be taken into account in order
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to improve the accuracy of the cross-section results and the agreement between the

230Th targets.
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Figure 2.35: Ratio of the simulated flux with the MCNP5 code of the reference target used
in each experimental area, namely *°U for EAR-1 and 28U for EAR-2, to the 2°Th placed

closer to the direction of the beam (blue line) and further away (red line).
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Chapter 3

Results

In this chapter the cross-section is calculated, from the fission counts estimated as
presented in Chapter 2 applying all the necessary corrections.

3.1 Cross-section calculation

The cross-section at each energy bin is calculated relative to the reference target, via
the expression:

_ N(E) fabs fam (E) fd (E) fcont(E) n re
N ] e e e e O D

where N are the recorded counts, f,,; is the correction factor for the fission frag-
ments which do not succeed in entering the Micromegas gas, famp is the correction
factor for the amplitude cut, f;; is the correction factor for the dead time, feout is
the correction factor for the contribution of the contaminants, fy,, is the correction
factor for the difference in the flux between the target and the reference sample, n is
the areal density of the samples in atoms per barn and ¢/ is the cross-section of the
reference target, while the superscript ‘ref” refers to the reference sample.

3.1.1 Reproduction of the 2%U(n,f) cross-section

In order to test and validate the analysis procedure described in chapter 2} the neu-
tron induced fission cross-section of 2*8U using U as reference is estimated via
equation 3.1/ up to 160 MeV. The reference cross-section of >*U is standard, taken
from ENDEF/B-VIIL.O [25] from 0.15 up to 30 MeV, with the cross-section uncertainty
varying from 1.5 to 1.8% in this energy region. For energies between 30 and 200
MeV the cross-section is also considered as standard, taken from the IAEA 2017
Neutron Data Standards library [26], with an uncertainty given between 2.2 and
4.8%, with the tendency to increase at higher energies. For energies higher than 200
MeV, the cross-section values are taken from the IAEA Report [27], with the uncer-
tainty estimated to be 5.0% at 300 MeV, 7.1% at 400 MeV and 5.7% at 500 MeV. The
238U(n,f) cross-section is taken from ENDF/B-VIILO for energies from 0.5 up to 30
MeV with the uncertainty being between 9.6 and 10.4% for this energy region. The
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cross-section for the higher energy region, from 30 to 200 MeV, is again taken from
the JAEA 2017 Neutron Data Standards library, with the uncertainty ranging from
1.9 to 4.9%. The cross-section results for the 2*U(n,f) reaction, as estimated from
this work, are presented in figure (black circles) along with the reference (red
line). As seen in the figure, the reproduction of the reference cross-section is very
good up to 30 MeV. For the energy region 30 to 50 MeV the cross-section estimated
from this work is lower than the reference, with the difference being less than 5% at
all energies. At higher energies the agreement between this work and the reference
is very good, up to 160 MeV. Taking into account the uncertainties of the reference
reactions the agreement between the cross-section estimated from this work and the
reference is very good, thus validating the accuracy of the analysis procedure used
to deduce the cross-section results.
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Figure 3.1: Cross-section of the ?*U(n,f) reaction (black circle) from the EAR-1 measure-
ment, estimated using the 2°U(n,f) reaction as reference, plotted along with the reference
cross-section of 228U(n,f) (red line).

3.1.2 Cross-section results for the 2°Th(n,f) reaction

The cross-section results, of all seven ?>°Th targets estimated using the 2>°U(n,f) re-
action as reference, are presented in figure In general, the seven ?’Th target
results are in very good agreement with each other, since no systematic difference
is observed between them. The final cross-section results are estimated as a mean
value of the seven ?*'Th targets, as presented in figure along with the previous
datasets, while only the statistical uncertainties are shown in the figure.
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Figure 3.2: Cross-section of the 230Th(n,f) reaction from the EAR-1 measurement, estimated
using the 2°U(n,f) reaction as reference, for the seven 2Th targets. Only the statistical

uncertainties are shown in the figure.
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Figure 3.3: Cross-section of the 2°Th(n,f) reaction (black circle) from the EAR-1 measure-
ment, estimated using the 2*U(n,f) reaction as reference, plotted along with the previous
datasets. Only the statistical uncertainties are shown in the figure.
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Specifically, the results of the 2'Th(n,f) reaction in the resonance region are pre-
sented in figure 3.4/ along with the previous datasets. The adopted binning in this
energy region is isolethargic with 2000 bpd. As seen in figure a structure ap-
pears in the energy region of 710 keV, also seen in the data of Boldeman and Walsh
[28], Blons et al. [29], James et al. [30] and Muir and Veeser [31]. However, the abso-
lute value of the cross-section of the resonance in this work is lower than the data of
Boldeman and Walsh, Blons et al. and James et al. and higher than that of Muir and
Veeser. However, it is important to note that the data of Blons et al. and James et al.
are normalized to the value of 0.37 b at 1.4 MeV after private communication with
J.E. Evans and G.A. Jones and they are systematically higher than the other datasets
at higher energies. Regarding the data from the surrogate method of Goldblum et al.
and Petit et al., large deviations are observed between them and this work, as well as
the previous datasets. The energy resolution of the data by Blons et al., is superior to
all the other existing measurements and reveals two maxima centered at ~709 and
~719 keV respectively. The present data tend to confirm this structure, though with
lower cross section values.
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Figure 3.4: Cross-section of the 22Th(n,f) reaction (black circle) from the EAR-1 measure-
ment, determined using the ?*U(n,f) reaction as reference, plotted along with the previous
datasets in the resonance region. The binning used is isolethargic with 2000 bpd. Only the
statistical uncertainties are shown in the figure.

The cross-section of the EAR-1 measurement from the fission threshold up to 1 MeV
in comparison with the cross-section at the same energy region for the EAR-2 mea-
surement is presented in figure The cross-section results are the mean value of
the ZTh #5 and 22Th #6 targets, selected because the beam has a different diameter
in EAR-1 and EAR-2 (8 and 6.7 cm respectively) and the targets are highly inhomo-
geneous, with the exception of these two 2>'Th targets. As seen in the figure, the
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agreement between the two areas is fairly good after the resonance, while compar-
ing the integral of the resonance a difference of the order of 16% is estimated. The
reason behind this high difference is not understood very well, but it could be a re-
sult of various components. Firstly, the energy resolution of the EAR-2 measurement
is worser than the corresponding EAR-1 measurement, as seen in the figure from
the wider peak of the resonance, as a result of the much shorter flight path of EAR-2
in combination with the lower voltages applied in the mesh electrodes making the
resolution of the Micromegas itself worse. So, the counts from the resonance peak
could be scattered at lower and higher energies and not being accounted for. The
abrupt changes in the cross-section values of the resonance highlight the difference
in energy resolution of the two experimental areas. In addition the 2U(n,f) cross-
section is not known with very high accuracy in this energy region. The ENDF/B-
VIILO [25] evaluation estimates the uncertainty in this energy region in the order of
~10%. While the uncertainty given in the evaluated libraries JENDL-4.0 [49] and
JEFE-3.3 [50] is lower, differences in the cross-section values of the 23U(n,f) reac-
tion in this energy region are up to 20%. Unfortunately, the ?U(n,f) reaction could
not be used for the EAR-2 measurement for this energy region due to the very high
counting rate, as presented in figure
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Figure 3.5: Cross-section of the 2°Th(n,f) reaction (black circle) from the EAR-1 measure-
ment deduced using the 235U(n,f) reaction as reference, in comparison with the cross-section
of the EAR-2 measurement (red triangle) deduced using the 2U(n,f) reaction as reference in
the same energy region. The binning used is isolethargic with 100 bpd. Only the statistical
uncertainties are shown in the figure.
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The cross-section results of the 2*Th(n,f) reaction from 0.8 up to 1.5 MeV, are pre-
sented in figure along with the previous datasets in this energy region. As seen
in the figure, the data from the present work are in very good agreement with the
data of Meadows and Muir and Veeser, as well as with the surrogate data from Gold-
blum et al. and Petit et al. for energies higher than 1.2 MeV. Good agreement within
the given uncertainties is observed also with the data of Blons et al. up to 0.9 MeV.
However, the data from Blons et al. for energies higher than 0.9 MeV and the data
from James et al. have higher cross-section values than the data from the present
work. These higher cross-section values could be a result of the normalization of
both datasets to the same cross-section value at 1.4 MeV.
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Figure 3.6: Cross-section of the 22°Th(n,f) reaction (black circle) from the EAR-1 measure-
ment, deduced using the 235U(n,f) reaction as reference, plotted along with the previous
datasets between 0.8 and 1.5 MeV. The binning used is isolethargic with 100 bpd. Only the
statistical uncertainties are shown in the figure.

The cross-section results of the 22°Th(n,f) reaction in the energy region of the fission
plateau, between 1.5 and 6 MeV are presented in figure along with the previous
datasets in this energy region. As seen in the figure, the data from this work are
in very good agreement with the data of Goldblum et al., Meadows and Muir and
Veeser. Regarding the data of Blons et al. and Kazarirova et al. [34], they are in
agreement with each other and systematically higher than the data of the present
work and the other datasets, a behavior which is observed in the data of Blons et
al. also at lower energies. Concerning the data of Petit et al. they do not follow the
trend of increase in the cross-section at around 1.8 MeV and even though they are
in agreement within uncertainties in this energy region with the previous datasets,
they are in general systematically lower.
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Figure 3.7: Cross-section of the 22Th(n,f) reaction (black circle) from the EAR-1 measure-
ment, deduced using the 2*U(n,f) reaction as reference, plotted along with the previous
datasets between 1.5 and 6.0 MeV. The binning used is isolethargic with 100 bpd. Only the
statistical uncertainties are shown in the figure.

In the higher energy region the cross-section results of the 2°Th(n,f) reaction from
this work are presented in figure 3.8/ along with the previous datasets in the same
energy region. As seen in the figure, the cross-section results from this work are in
very good agreement with the data from Goldblum et al., Meadows and Kazarinova
et al., while the data from Petit et al. are systematically lower, following the trend
of the previous energy region. For energies higher than 14 MeV, only the data of
Goldblum et al. exist in literature and for energies higher than 17 MeV differences
are observed between the data of the present work and Goldblum et al. in the cross-
section shape as well as in the cross-section value. It is interesting to note that peaks
from higher chance fission cross-section are present in the data at ~7.6 MeV, ~17.5
MeV and ~23 MeV for the second, third and fourth chance fission respectively.

For energies higher than 25 MeV, no datasets exist in literature. The 2>°Th(n,f) cross-
section is measured for the first time in this work for energies from 30 MeV up to 400
MeV, extending this way the energy range of the previous data. The cross-section
results are shown in figure
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Figure 3.8: Cross-section of the 2°Th(n,f) reaction (black circle) from the EAR-1 measure-
ment, deduced using the 2°U(n,f) reaction as reference, plotted along with the previous
datasets between 6.0 and 30.0 MeV. The binning used is isolethargic with 100 bpd. Only the
statistical uncertainties are shown in the figure.
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Figure 3.9: Cross-section of the 2°Th(n,f) reaction (black circle) from the EAR-1 measure-
ment, deduced using the 235U(n,f) reaction as reference, for energies between 30.0 and 400.0
MeV. The binning used is isolethargic with 20 bpd. Only the statistical uncertainties are
shown in the figure.
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In figure m the cross-section results of the 22°Th(n,f) reaction are shown in compatr-
ison with the latest evaluated libraries ENDF/B-VIIL.0 which adopts the JENDL-4.0
[49] library (red), JEFE-3.3 [50] (blue) and TENDL-2019 [51] (green). As seen in the
tigure, the data of this work are in very good agreement with the JENDL-4.0 eval-
uation from the fission threshold and the resonance up to 7 MeV, while at higher
energies the JENDL-4.0 evaluation underestimates the cross-section values. Regard-
ing the JEFF-3.3 evaluation the resonance seems to be underestimated, as well as the
cross-section values, even though the shape of the cross-section is generally repro-
duced. Concerning, the TENDL-2019 evaluation, which is the only one for energies
higher than 20 MeV, it is not reproducing the cross-section results neither in shape
nor in the cross-section values. Especially, below 5 and above 22 MeV the discrep-
ancies with the present data are significant.
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Figure 3.10: Cross-section of the 2°Th(n,f) reaction from this work (black circle) (EAR-1
measurement) in comparison to the latest evaluated libraries ENDF/B-VIIL.0 which adopts
the JENDL-4.0 library (red), JEFF-3.3 (blue) and TENDL-2019 (green). Only the statistical
uncertainties are shown in the figure.

3.1.3 Uncertainties

The statistical uncertainty of the 2>°Th(n,f) cross-section, is shown in figure for
energies higher than 0.8 MeV, which is the mean value of the seven 2’Th targets.
The statistical uncertainty is a result of the statistical uncertainty of the 2°Th targets,
the statistical uncertainty of the 23°U target used as reference for the estimation of
the cross-section, as well as the choice of binning used for the results. As seen in fig-
ure the statistical uncertainty is less than 4.5% for energies higher than 0.8 MeV.
In the resonance peak the statistical uncertainty is less than ~7%, but increases at
the edges of the peak, as a result of the low statistics due to the fine binning selected
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in the region, in combination with the decrease of the cross-section. While, this is a
result of a selected binning in the region and a coarser binning would improve the
statistical uncertainty, it would come at the cost of worse energy resolution, which
is crucial in the region of the resonance in order to describe in as much detail as
possible the structures of the resonance.

Concerning the systematic uncertainty of the 2>Th(n,f) cross-section, it is a result of
several factors involved in the cross-section calculation, listed in table Firstly,
the systematic uncertainty on the mass of the 2*°Th target which is of the order of
1%, originating from the a-spectroscopy measurements implemented to estimate the
mass of the targets. The corrections from the FLUKA simulations, namely the cor-
rection for the amplitude cut applied in the analysis and the correction for the fission
fragments which do not manage to enter the detector gas, introduce systematic un-
certainties in the analysis. In order to estimate the systematic uncertainty from this
correction the following method was employed: the final cross-section results were
calculated in two independent ways, the first one as described in section with
the use of the FLUKA simulations and the second one assuming the same thickness
for all targets (the seven 29Th and the ?**U) and applying the same amplitude cut
in all targets (selected from the amplitude cut spectra). As a result, the systematic
uncertainty of the amplitude cut correction is estimated from the difference in the
tinal cross-section values of the two methods to be less than 2.2%.
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Figure 3.11: Statistical uncertainty of the 2>°Th(n,f) cross-section from the EAR-1 measure-
ment, for energies higher than 0.8 MeV, in isolethargic variable binning (100 bpd and 20 bpd
varying at different energy regions).



3.1. Cross-section calculation

75

Table 3.1: Systematic uncertainties of the 2°Th(n,f) cross-section calculation.

Contribution Uncertainty
Sample mass 1%
Amplitude cut correction <2.2%
235U(n,f) cross-section 1.3-5%
Dead time <1%
Neutron beam fluence <1%

Another factor contributing to the systematic uncertainty of the cross-section, is the
uncertainty of the 2°U(n,f) cross-section used as reference. The uncertainty depen-
dents on the neutron energy, as shown in figure As seen in the figure, the
uncertainty is less than 1.5% for energies up to 20 MeV, less than 3% for energies up
to 80 MeV and less than 5% for energies up to 400 MeV.
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Figure 3.12: Cross-section uncertainty of the 25U (n,f) reaction [25}126,127], used as a reference

for the calculation of the fission cross-section of 239Th.

Finally, the contributions to the systematic uncertainty of the dead time correction
and the MCNP simulation for the different neutron fluence between the targets are
considered negligible (< 1%) because the corrections are very small and a similar
behavior is observed between the 2°U target and the *°Th targets.
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Chapter 4

Theoretical investigation

A theoretical investigation of the 2°Th(n,f) cross section was performed with the
use of the EMPIRE code, in order to reproduce the experimental results of this work
via statistical model calculations. To this end, various fission parameters of the tho-
rium isotopes were adjusted in the EMPIRE calculations (fission barrier heights and
widths, asymptotic level density parameter) in order to achieve a good reproduction
of the experimental cross section.

4.1 Nuclear fission

Fission was discovered in an effort originating from Enrico Fermi and his co-workers
to produce nuclei with increasing atomic numbers by bombarding them with neu-
trons. But it was Hahn and Strassmann [77] who managed to separate barium from
uranium bombarded with neutrons. Based on this evidence, Meitner and Frisch [78]
in 1939 offered an explanation on the basis of the liquid drop model (LDM), propos-
ing that the uranium nuclei after neutron capture are unstable and fission (a term
borrowed from biology). Bohr and Wheeler [79]], provided a full theoretical descrip-
tion of the fission mechanism, which is the basis on the understanding of the fission
process until today. A description of the fission mechanism is given in Wagemans
[80] and Vandenbosch and Huizenga [81].

In the LDM the nucleus is described as a charged liquid droplet, while the shell
model deals with individual nucleons. The two nuclear models are combined to
form the semiempirical mass formula (equation for the binding energy of the
nucleus, with the LDM claiming the first three terms and the shell model the last
two terms of the formula.

Z(Z—1) (N —Z)? (4.1)

= apA =0 A —ac = — sy 40

In the semiempirical mass formula the first term, called the volume term, assumes
each nucleon attracts only its closest neighbors. The second term, named surface
term, takes into account the less tightly bound nucleons of the nuclear surface, con-
tributing less than those in the center. Thus, the surface term is proportional to the
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nuclear surface and it is subtracted from the formula. The third term, represents
the Coulomb repulsion of the protons, hence it is called the Coulomb term. The
Coulomb term tends to make the nucleus less bound, so it has a negative sign. The
fourth term, called the symmetry term, is implemented in order to describe real-
istic nuclei which are stable when Z ~ A/2, which is important for light nuclei,
while its importance is reduced for heavier ones (which require additional neu-
trons for nuclear stability). Finally, the last term, named the pair term, takes into
account the tendency of like nucleons to couple pairwise to stable configurations.
So, 6 = :l:apA_3 /4 where the plus sign is used for even-even nuclei, the minus sign
is used for odd-odd nuclei and § = 0 when A odd.

In the case an initial spherical nucleus starts to deform, it can be assumed that the
volume remains constant, while the surface and Coulomb terms are affected by the
deformation. The deformed nucleus can be described by an ellipsoid of revolution,
where « is the semimajor axis and b is the semiminor one. Then the deviation of
the ellipsoid from a sphere with radius R is given by equation where € is the
distortion parameter related to the deformation parameter B (e = p/5/4m).

x=R(1+¢€)

4.2

b:R(1+€)_1/2 ( )
The condition of the volume of the nucleus remaining constant is satisfied, since the
volume of the spherical nucleus is equal to the volume of the nucleus as it deforms
into an ellipsoid (V = 4/37R3 = 4/37mab?). The surface of the ellipsoid increases as

seen in equation

S = 47R*(1 + %ez +...) (4.3)

and consequently, the surface term of equation increases accordingly. At the
same time, with the protons being further apart inside the nucleus due to the defor-
mation, the Coulomb term of equation 4.1|decreases as:

zZ(z-1),. 1,

W(1_5€ -I_---) (4.4)
By the changing of surface and Coulomb terms of the semiempirical mass formula
(equation the difference of the binding energy between the spherical and the
ellipsoid nucleus is presented in equation 4.5

Ec=ac

AE = E(¢€) — E(e = 0)

. 2 Z(Z—-1), 1
AE = —aSA2/3(1+5(—:2+...)—ac%(l—gez-i—...)
Z(Z -1 (4.5)
+aSA2/3+aC—<A1/3 )
2 1 Z(Zz-1)
AE ~ (—gﬂsAz/g EQCW)GZ
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When the second term of equation 4.5|is larger than the first, the nucleus gains en-
ergy as it deforms from spherical to ellipsoid, so it continues to deform gaining more
energy. These nuclei are unstable against fission and will eventually separate into
two parts, without any additional energy provided to the nucleus. This condition is
met when Ec/2E; > 1, with the corresponding ratio x (equation named as the
tissility parameter.

_ Ec

= 4.
X T (4.6)

The condition of the fissility parameter being larger than one, meaning as already
mentioned that fission will occur, is equivalent after calculations with the following
condition:

ZZ

— > 50 4.7

o> (4.7)
This implies that nuclei with Z>125 would spontaneously fission immediately after
their creation. In the case of 239Th the value of Z2/ A is 35.2 with x = 0.69.

4.1.1 The double-humped fission barrier

Within the framework of the LDM, the fission process is described as a single-
humped barrier penetration. However, this approach fails to explain effects caused
by the shell structure of the nucleus, such as the symmetric and asymmetric modes
for the mass distribution of the fission fragments [82] 83]], the different thresholds
and angular anisotropies for these two modes [84, [85], the barrier heights [86] and
the fission isomers [87, [88]. This resulted in adding shell and pairing corrections
in the estimation of the fission barriers. In 1967 Strutinsky [89) 90] added a shell
correction term, which indicated an oscillation of the energy curve of actinides as
they get deformed, generating this way a double-humped fission barrier. A de-
tailed description of the double-humped fission barrier is given by Bjernholm and
Lynn [91], while in figure 4.1|a double-humped fission barrier is shown, along with
the corresponding liquid drop model single-humped fission barrier with no shell
corrections. The states of the first well are closely spaced and called Class-I states,
while the states of the second well are broader and sparsely spaced, called Class-II
states. The structure of the secondary well was able to explain fission isomers and
structures in the subthreshold fission cross-section.

Fission isomers are states with very long half-lives for spontaneous fission. These
isomers are explained as states of the second potential well, which can either un-
dergo fission penetrating a thin barrier, instead of decaying by 7-emission to the
ground state. In addition, the double-humped fission barrier can explain the struc-
ture of the resonances in the fission cross-section. Individual fission resonances in
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the eV-keV region are explained as excited states from the first potential well, orig-
inating from the compound nucleus at normal deformation. Additional fission res-
onances, with significant fission cross-section appear in clusters. Each cluster cor-
responds to a Class-II state of the second potential well, while the narrower and
closely spaced resonances correspond to Class-I states of the first potential well.
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Figure 4.1: Schematic representation of the double-humped fission barrier (black line), with
the corresponding liquid drop model single-humped fission barrier with no shell corrections
(dashed line). Fission resonances are a result of a coupling in energy and spin-parity of the
Class-I states with the Class-II ones. When a nucleus is excited in a Class-I state of the
first potential barrier that is coupled with a Class-II state of the second potential barrier,
the fission probability is higher, since only one barrier must be penetrated to fission, and a
resonant structure is seen in the fission cross-section. The axis values are indicative [92].

4.1.2 Thorium anomaly

The double-humped fission barrier approach fails to explain narrow resonances and
fine structures in the threshold region of the fission cross-section, something known
as the thorium anomaly. The existence of these resonances implies that the second
barrier is dominant. In order to explain the presence of the resonances, Moller and
Nix [93] performed calculations indicating the splitting of the outer barrier peak cre-
ating this way a shallow (rougly 1 MeV deep) third well, forming a triple-humped
barrier. This third well allows the existence of Class-III vibrational states, that could
explain the structures found near the fission threshold. A schematic representation
of the triple-humped barrier is shown in figure Calculations made with a model
incorporating the triple-humped fission barriers for the ?>Th and ?*! Pa nuclei were
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able to reproduce the resonant structure in the first-chance neutron-induced fission
cross sections [94].

Based on the large and well isolated resonance, as well as the fine structures present
in the 2°Th(n,f) cross-section, Blons et al. [48] supported the triple-humped bar-
rier approach concluding in the presence of two rotational bands with the same
quantum number but opposite parities (which is the result of a pear-like octapule
deformation) combined with the low value of the moment of inertia (which implied
larger quadrupole deformation than the one associated with the second barrier).
Another approach by Boldeman et al. [95], within the triple-humped barrier model,
interprets the resonant structure in the 230Th(n,f) cross-section as a pure vibrational
resonance in the third well. A more recent study by Mirea et al. [96] provides another
origin for the fine structure of the resonance in the threshold region of the 2>°Th(n,f)
cross-section, within the hybrid model taking into account dynamical particle ef-
fects, within the double-humped potential.
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Figure 4.2: Schematic representation of the triple-humped fission barrier as function of the
elongation variable [7]. The parameters of the barrier are for the nucleus 232Th [94].

In the attempt to explain the resonances and fine structures present in the fission
cross-section of light actinides various publications exist in literature. Theoreti-
cal calculations have been performed for the 230Th(n,f) cross-section structure for
a double-humped fission barrier [30, 96, 70] or a triple-humped fission barrier [48,
97, 29, 28, 95| 98, [99], many of them reproducing very well the fine structures of
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the 230Th(n,f) resonance. In order to constrain the theoretical models more detailed
tission cross-section measurements and angular distributions are required [99]]. In-
deed, fission fragment angular distributions and anisotropies have been measured
by Boldeman et al. for the energy range 680-1100 keV [95], James et al. for the energy
range 625-1400 keV, Yuen et al. at 682, 715, 730, 740, 750 and 1000 keV and Simmons
and Henkel [69] in the energy range 1 to 9 MeV. The analysis of the data in the re-
gion of the resonance revealed the simultaneous presence of two rotational bands
with opposite parities but the same quantum number K and a low value of the as-
sociated moment of inertia parameter, indicating an asymmetric, pear-like octupole
deformation in the third well [95].

4.1.3 Fission modes

During the process of nuclear fission a single nuclear system transits to two sep-
arated fragment nuclei. The shape of the fissioning nuclei evolves from a single
shape corresponding to the nuclear ground state to the scission point correspond-
ing to two touching fission fragments. Two fission modes can occur, the asymmetric
and the symmetric, according to the observed fragment mass distribution. In order
to describe realistically the fission process and explain the characteristic features of
tission the structure of the fission potential-energy surface is required.

Nuclei below the actinide region exhibit both the symmetric and assymetric fission
modes, while at certain excitation energies, the combination of the two modes re-
sults in a three-peaked structure of the mass distribution of the fission fragments.
Nuclei at the upper end of the actinide region sometimes display two-mode fission
in the same nucleus. Nuclei in the actinide region below Fm, divide into a heavy
fragment with mass near 140 and a light fragment with a mass that shifts according
to the mass of the fissioning nuclei, a behavior explained by shell structure effects.

For the explanation of these fission characteristics a five-dimensional potential-energy
surface approach has been proposed [100, [101]. The five independent shape param-
eters for the potential energy calculations being the elongation, mass asymmetry
(M1-M2)/M1+M2) of the two pre-scission, still connected, fragments, left and right
fragment deformation and neck, as seen in figure The total potential surface
in these calculations, has “valleys” in the space of elongation and “ridges” that are
higher than the saddles and inhibit the movement between “valleys”. Coexistence
of two fission modes (the symmetric and asymmetric fission fragment mass distri-
bution), can cause for example two separate peaks in kinetic energy distributions
and separate energy thresholds for the onset of symmetric and asymmetric fission.
In the case of 232Th, the symmetric and asymmetric fission paths are well separated
by a high ridge from saddle to scission, as seen in figure thus verifying that at
low excitation energies two fission paths exist with little or no overlap, which is a
more general feature in light actinides.

The theoretical investigation of the fission process is still ongoing and even after
80 years since the discovery of this phenomenon, many of its aspects remain unre-
solved.
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Figure 4.4: Fission barriers for 2>’Th calculated for two different fission modes (symmetric
and asymmetric) well separated by a high ridge. Shapes associated with the barrier curves
are also displayed for representative points [101].
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4.1.4 Fission fragment angular distributions

The angular distribution of fission fragments is a result of two quantities: the an-
gular momentum of the projectile and the fraction of this angular momentum that
converts to orbital angular momentum between the fission fragments. This fraction
is characterized by a parameter K, where K is the component of the total angular mo-
mentum of the deformed nucleus along the nuclear symmetry axis. In the process
the compound nucleus transits to the saddle point, suffers vibrations and changes
in shape, while its energy and angular momentum are being redistributed in many
ways. This is implemented in such a way that the K value of the transitional nucleus
is unrelated to the initial K value of the compound nucleus. A schematic representa-
tion of the angular momentum coupling scheme is shown in figure4.5, An overview
on the angular distributions of fission fragments is presented in [81].

R
J
K
A A > 7
6%

Figure 4.5: Schematic representation of a compound nucleus, where J is the total angular
momentum, and M, K and R are the projections of the angular momentum on the space
fixed axis Z (beam direction), on the symmetry axis of the compound nucleus and on an
axis perpendicular to K [81].

A periodic structure often present in the fission fragment anisotropy data as a func-
tion of projectile energy is a result of multichance fission, as also seen in the anisotropy
data in this work for the anisotropy of the 2*Th(n,f) reaction (figure . The com-
pound nucleus can decay either by neutron emission or by fission. If neutron emis-
sion occurs, the competition between fission and neutron emission continues until
the excitation energy is smaller than the neutron binding energy and the fission
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threshold. The fragment anisotropy of the second chance fission (when fission oc-
curs after one neutron emission from the compound nucleus) can be very large,
especially for even-even target nuclei, where the effect of pairing lowers the thresh-
old energy of the second chance fission. The peak at each multichance fission can be
explained by the temperature decrease after neutron emission, leading to the drop
of K [102]. In general, the structure of the anisotropy is correlated with the struc-
ture of the total cross-section, as can be also seen in the cross-section data of this
work (figure 3.3). As higher chance fission is energetically possible, an increase is
observed in the total fission cross-section, which then decreases until another higher
chance fission becomes energetically possible.

At low excitation energies, near the fission barrier, fission occurs through states in
the transitioning nucleus. Most of the excitation energy of the compound nucleus
is used for the deformation of the transitioning nucleus. As a result, the nucleus is
thermodynamically cold, thus having a spectrum of excited states. Information on
the level structure of the transitioning nuclei, for excitation energies near the fission
barrier, can be obtained from the angular distributions of the fission fragments.

4,2 The EMPIRE code

The EMPIRE code [37] is a modular system of nuclear reaction codes, containing
various nuclear models and can be used in a wide energy range and for several inter-
acting particles. The code is suitable for the theoretical investigation of nuclear reac-
tions and for nuclear data evaluations. EMPIRE contains the major nuclear reaction
models, such as the optical model (also for fission), Coupled Channels and DWBA,
Multi-step Direct, Multi-step Compound, exciton model for pre-equilibrium emis-
sion, hybrid Monte Carlo simulation, and the full Hauser-Feshbach statistical model
including width fluctuations for gamma decay of the compound nucleus.

4.2.1 Hauser-Feshbach statistical model

The theoretical calculations in this work were performed within the Hauser-Feshbach
model. Based on Bohr’s assumption, the probability for creation of the compound
nucleus in a particular state is independent from the probability of decay in a par-
ticular decay channel. In the Hauser-Feshbach statistical model the (a,b) reaction
cross-section is given by:

0up(E) =Y 0u(E, Jr)Py(E, J ) (4.8)
Jjr

where 0,(E, J7r) is the cross-section for the formation of the compound nucleus in
a state of spin and parity J7r and P,(E, J7t) represents the decay probability of the
compound nucleus in channel b. If the compound nucleus is excited in a state with
energy E* in channel b, the decay probability is given in terms of transmission coef-
ficients
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. Tb(E*/]n)
Py(E, ) = . To(E5, J7) (4.9)

where T}, is the transmission coefficient of channel b, while the denominator is the
sum of all other possible exit channels, which might include particle emission, pho-
ton emission or fission. The transmission coefficient of channel b depends on the
level density model, the optical model and the gamma-ray strength function.

In case the residual nucleus is left in an excited state E; with a density of states
oB(E}) equation[d.9|can be written as

plr — _ T1(ev)ps(E)
b Zf)/ T’y,lpC(Eé/ ]7-()

(4.10)

In case spin is taken into account the cross-section of the entrance channel is cal-
culated by the Optical Model, considering the interaction of the particle beam and
the target nucleus as scattering of light on a dark sphere. As a result, the final cross-
section of the reaction channel, taking into account the sum over all the possible spin
additions in the entrance (allowed by the energy conservation and selection rules)
and exit channel, is shown in the following equation

7T 27 +1 Zl,',l/,'/ Tl(E)TZ’ c PB(EE/ S/)
owsl®) = 5 L il') (@ i
]

2s+1)(25+1) Yot Do pe(E2)

where j and ] are the angular momenta of the entrance channel and of the compound
nucleus respectively, s, S and S’ are the spins of the incident particle, the target nu-
cleus and residual nucleus respectively.

The fission cross-section within the Hauser-Fesbach model, is described as a de-
cay channel of the compound nucleus. The optical model for fission can be used
from sub-barrier excitation energies up to 200 MeV and it describes the transmis-
sion through multi-humped fission barriers [103]. With the use of the optical model
for fission the different degrees of damping of the vibrational states within the wells
are taken into account.

It is important to note that different combinations for the barrier heights and for the
level densities can give the same cross-section value [7]. For this reason additional
experimental quantities, such as competing reaction channels, angular distribution
of fission fragments, distribution of the total angular momentum in the primary
fragments, isomer excitation, mass distributions of fission fragments, etc. can assist
in order to constrain the theoretical models. Unfortunately, for the study of the 2°Th
tission cross-section no complementary experimental data, such as other reaction
channels, exist in literature. Some angular distribution data around the resonance
exist, however EMPIRE in its present version has not implemented statistical models
for the angular distributions of the fission fragments.



4.2. The EMPIRE code 87

4.2.2 Models for the EMPIRE calculation

As already mentioned in section various approaches exist in literature to re-
produce the fission cross-section data of 2>Th, based either on the double-humped
barrier, or on the triple-humped barrier. It is important to note, that for the case of
the fission cross-section of 2>2Th the gross resonant structure was reproduced very
well in the triple-humped barrier approach within the optical model for fission, at-
tributed to partially damped vibrational states in the second well and undamped
vibrational states in the third well [94]. However, in this work, the double-humped
tission barrier was chosen for the calculations with the EMPIRE code in order to
reproduce the general trend of the fission cross section. Even though, the triple-
humped barrier might be able to reproduce in a better way the resonance and fine
structures of the fission cross-section of 2Th, the energy resolution of this work and
the statistical uncertainty in the resonance region was not as good as the previous
measurement by Blons et al. to justify this more complicated approach. In addition,
a detailed theoretical study of the fission process and the barrier characteristics lies
beyond the scope of the present work, that used for theoretical calculations a phe-
nomenological approach in order to reproduce the gross shape of the cross-section,
in the framework of an experimental work for the measurement of the 2**Th(n,f)
cross-section.

For the present calculation of the 22Th fission cross-section the EMPIRE code (ver-
sion 3.2.3 Malta) was used. The decay channels with charged particles were ne-
glected, so in addition to fission the (n,el), (n,inl), (n,7) and (n,xn) channels were
taken into account for the calculations. The optical model parameters were taken
from the Reference Input Parameter Library (RIPL-3) [38] for the inelastic (direct)
channel and for the inverse neutron channel. The optical model potential used, with
RIPL catalog number 2408 [39], is a global dispersive coupled-channel optical model
for the description of neutron and proton interactions with actinide nuclei for ener-
gies between 0.001 to 200 MeV [104]. The phenomenological model PCROSS (with
parameter 1.5) was used for the preequilibrium mechanism, which is described by
the classical exciton model including nucleon, cluster and gamma emissions [40, 41].
For the modeling of the y-ray strength functions the modified Lorentzian MLO1 was
used [42]. The level densities in the continuum of the normal states corresponding to
the equilibrium deformation were estimated with the Enhanced Generalized Super-
fluid Model (EGSM) (including an adjustment to discrete levels) [43], which is the
default level density model in EMPIRE. The EGSM, uses the super-fluid model be-
low the critical excitation energy and the Fermi Gas model above, while it includes a
more accurate treatment of high angular momenta than the Generalized Superfluid
model. The same model (EGSM) was used for describing the level densities for the
deformations to the saddle points (level densities of the transition states). In addi-
tion for the calculations with EMPIRE only single modal fission was considered, no
discrete states above the fission barrier were taken into account, while subbarrier
effects were taken into account.
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Concerning the fission barriers taken into account for the calculation, as already
mentioned above, the double-humped barrier approach was implemented. How-
ever, the already existing RIPL-3 fission barriers and fission widths had to be ad-
justed in order to be able to reproduce the experimental results. In addition, no fis-
sion barriers exist in the RIPL-3 library, for the thorium isotopes with mass number
lower than 230. However, these fission barriers are required as input in the calcu-
lations in order to take into account multichance fission, in order to reproduce the
structures in the fission cross-section at higher energies, as well as the competing
(n,xn) channels. So, these fission barriers were adjusted in order to reproduce the
experimental fission cross-section of this work.

The default EMPIRE calculation up to 200 MeV is presented in figure along
with the experimental data of the present work. As seen in the figure, the default
calculations underestimate the slope and the value of the subthreshold fission cross-
section. They also underestimate the fission plateau and the corresponding fission
slope. In the higher energy region, the multichance fission cross-sections are also
underestimated up to 75 MeV. At higher energies the cross-section is overestimated
by the EMPIRE calculation.
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Figure 4.6: EMPIRE calculation from the fission threshold up to 200 MeV with the default
parameters (red line) along with the experimental data of this work (black points), for the
230Th fission cross-section.

As with the EMPIRE code calculation, the default calculation with the TALYS code
(version 1.95) [105] was attempted. The default optical model potentials in TALYS of
Koning and Delaroche [106] were used for the calculations. The fission barriers and
widths of the calculation were within the double-humped barrier approach, taken
from the RIPL-3 library. Concerning the level densities, the model implemented in
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the calculations was the generalized superfluid model. As for the y-ray strength
function the Kopecky-Uhl generalized Lorentzian was used [107]. In addition to
the above-mentioned calculation with the TALYS code, the calculation with the best
card enabled was held. This is a set of adjusted nuclear model parameters which
reproduce the optimal fit for measurements of all reaction channels of the nuclide of
interest.

The calculations with the TALYS code, both with the default and best parameters
from the fission threshold up to 200 MeV are presented in figure 4.7, along with
cross-section results of this work. As seen in the figure, the fission cross-section of
the TALYS default calculation is lower than the experimental data for the whole en-
ergy region, while it fails to reproduce the shape of the cross-section in the fission
threshold, the second chance fission, as well as the high energy region. Regarding
the TALYS best calculation, it fails to reproduce the fission threshold, while for en-
ergies from 1.5 to 22 MeV the shape of the cross-section is reproduced quite well.
Though for energies lower than 5 MeV the cross-section values are lower than the
experimental data, for energies from 5 to 9.5 MeV the cross-section values are higher
than the experimental data while the position of the second chance fission peak lies
at lower energy compared to the experimental data.

Cross section (b)

—— This work

— TALYS default |:

— TALYS best

i N
10° 10’ 108
Neutron energy (eV)

Figure 4.7: TALYS calculation from the fission threshold up to 200 MeV with the default
parameters (red line) and the best parameters of the TALYS code (blue line), along with the
experimental data of this work (black points), for the 2*°Th fission cross-section.

Both the EMPIRE and TALYS calculations do not reproduce in a satisfactory way
the fission cross-section of 2Th. However, in the TALYS-1.95 manual it is stated
that in order to obtain very satisfactory fits to fission data, many adjustable input
parameters are required [107]. On the contrary, with the EMPIRE code, satisfactory
reproduction of the fission experimental data can be achieved by adjusting only the
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tission barrier heights, the fission barrier widths and the asymptotic level density
parameter. For this reason, the theoretical study, in a phenomenological framework,
of the fission cross-section of 2YTh of this work was performed via the EMPIRE
code.

4.2.3 Modified EMPIRE calculation

In an attempt to improve the agreement between the EMPIRE calculations and the
experimental data of this work, with the scope of describing the gross structure
of the fission cross-section, various adjustments were made in the fission barrier
heights and widths, as well as the level density parameters of the thorium isotopes.
Specifically, the second fission barrier height and the corresponding width of 2*'Th
were reduced by 8% and 28%, respectively, while the first fission barrier height was
reduced by 3%. With these adjustments the description of the fission cross-section
was improved up to 1.5 MeV, failing however to describe the fine structures for
energies higher than 1.2 MeV. The asymptotic level density parameter of 2>Th was
increased by 25% in order to decrease the fission cross-section in the energy region
from 1.5 to 6 MeV. The second fission barrier height of 2°Th was decreased by 6%
in order to better describe the first chance fission cross-section. Although, the shape
and value of the cross-section are not reproduced in the energy region from 8.5 to
13 MeV. For the higher energy region, the fission barrier heights and widths were
chosen in order to prevent abrupt shapes in the fission cross-section shapes. Then
the asymptotic level density parameter of 2?Th was decreased by 17%, in order
to increase the cross-section for energies higher than 10 MeV and better describe
the gross cross-section shape and values. The values of the fission barrier heights
and widths of the thorium isotopes implemented in the calculations are presented
in table Comparing the barrier heights used for the calculations in the present
work with the calculated barrier heights for Th isotopes in the work of Moller et
al. [101], it can be seen that the first barrier height of the present work has higher
values than Moller et al., which are closer to the values proposed by the Reference
Input Parameter Library (RIPL-3) [38]. While for the second barrier heights, both
the heights of the present work and Moller et al. are lower than RIPL-3, but still the
barriers of the present work have higher values compared to Moller et al.

The modified EMPIRE calculation with the adjustments previously stated, is pre-
sented in figure As seen in the figure, the agreement between the EMPIRE cal-
culations and the data has been improved. However, only the gross structure of the
cross-section is reproduced. Fine structures at approximately 1.0 to 2.0 MeV in the
fission plateau are not reproduced by the calculations. In addition, the shape and
value of the cross-section in the energy region 8.0 to 13.0 MeV is also not described
in a sufficient way. In the energy region 13 to 75 MeV the cross-section is reproduced
quite well, failing however to match the higher chance fission shapes. For energies
greater than 75 MeV, the cross-section value is overestimated and the cross-section
shape is not reproduced well by the calculations.
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Table 4.1: Fission barrier height and widths for the thorium isotopes used for the modified
EMPIRE calculations. In bold, the values which are modified from the default ones are
presented, while in italics the values which do not exist at all in RIPL-3 and are selected for
the calculations.

Isotope First barrier Second barrier
Va hw 4 Vp hwp
223Th 6.00 0.90 6.70 0.60
224Th 6.60 0.90 7.30 0.60
225Th 6.60 0.90 7.30 0.60
226Th 6.60 0.90 7.30 0.60
227Th 6.60 0.90 7.30 0.60
228Th 6.10 0.90 6.80 0.60
229Th 6.10 0.90 6.30 0.60
230Th 6.10 0.90 6.37 0.60
21Th 5.80 0.70 6.15 0.36

(b)

Cross section

| —— This work

103§ ' 4| — EMPIRE modified |

Neutron energy (eV)

Figure 4.8: EMPIRE calculation from the fission threshold up to 200 MeV with the modified
parameters (red line) along with the experimental data of this work (black points), for the
230Th fission cross-section.
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Along with the total fission cross-section of 2°Th the higher chance fission cross-
sections are estimated individually in the EMPIRE calculation. As seen in figure
the (n,f) channel is dominant up to 6 MeV, while at higher energies the (n,nf) chan-
nel is the more important one, with contributions from the (n,2nf) and the (n,3nf)
at 18 and 25 MeV, respectively. The contribution from higher chance fission is also
present in the experimental data, where very good agreement is seen in the posi-
tion of the peaks from higher chance fission between the EMPIRE calculations and
the experimental data. The cross-sections for higher chance fission, are at least one
order of magnitude lower than the total fission cross-section, thus having a negli-
gible effect is the total fission cross-section results. It is interesting to note that the
(n,nf) channel, according to the EMPIRE calculation, seems to be the dominant one
for energies higher than 6 MeV, while its fission cross-section has an increase with
the increase of energy. A similar behavior is observed also in the calculations of
Maslov [108] [109] and Maslov et al. [110] for 2°Th and ?3’Th, where even though
the cross-section calculations for multichance fission are up to 20 MeV, an increase
in the fission cross-section of (n,nf) is seen after the second chance fission peak.
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Figure 4.9: Multi-chance fission cross-sections, as calculated from the EMPIRE code with
the modified parameters.

The effect of the modifications in the fission barrier characteristics and the asymp-
totic level density parameters on the thorium isotopes does not seem to significantly
affect the other neutron induced reaction channels as seen in figure As seen in
tigure the 230Th(n, tot) cross-section is not affected by the changes as expected.
The total cross-section, calculated by the EMPIRE calculations, is divided into two
components: the elastic part and the reaction part. The elastic part, presented in
tigure remains unaltered by the modifications, as anticipated since no param-
eters related to the elastic channel have been modified. The large scale structure
seen in the elastic cross-section, dominating also the total cross-section, is a result
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of the interference between the incident wave function and the wave transmitted
through the nuclear potential [111]. The remaining reaction channels in the default
EMPIRE calculation, are seen in figures 4.10cland 4.10d} As presented in the figures
both the capture and inelastic cross-sections are reduced by the modified parame-
ters. The modified parameters used for the EMPIRE calculations are selected in or-
der to increase the fission cross-section of the default EMPIRE calculation, in order
to achieve a better agreement between the experimental data and the calculations.
This increase in the fission cross-section, results in a decrease in the other reaction
channel cross-sections.
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Figure 4.10: Total (a), elastic (b),capture (c) and inelastic (d) neutron induced cross-sections
for 20Th. The blue line is the theoretical predictions with the default EMPIRE parameters,
while the red line with the modified parameters.

The 22°Th(n,xn) reaction channels were estimated in the modified EMPIRE calcula-
tion and are presented in figure As seen in the figure the (n,2n), (n,3n) and
(n,4n) channels have a significant cross-section, which is reducing at higher ener-
gies. As mentioned above, it is unfortunate that no available experimental data
exist in literature for these reactions in order to validate the EMPIRE calculations
and constrain the theoretical model.
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Figure 4.11: Cross-section for the (n,xn) channels from the EMPIRE calculation with the
modified parameters.
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Chapter 5

Conclusions and future perspectives

The scope of the present thesis was the study of the 22°Th(n,f) reaction, within the
framework of the n_TOF collaboration at CERN, in order to provide high accuracy
data over a wide energy range. These data might help in resolving the discrepancies
between the previous datasets and also provide useful information for the study of
the fission process itself. In addition, neutron induced cross-section data are needed
for the design and study of New Generation Nuclear Reactors.

In this work the fission cross-section of 2YTh using ?>°U as reference was estimated
from the fission threshold up to 400 MeV (EAR-1 measurement), providing for the
first time in literature data for energies higher than 25 MeV. The improvement of
the experimental setup and electronics made it possible to reach this high energy re-
gion, for the first time with the use of Micromegas detectors at the first experimen-
tal area EAR-1 of n_TOF. A comparison of the experimental data between EAR-1
and EAR-2, in the energy region from the fission threshold to 1 MeV, was achieved,
resulting to fairly good agreement between the results (taking into account the dif-
ficulties encountered in the analysis of the EAR-2 data, namely the contaminants,
high counting rates etc.)

The analysis procedure was detailed and thorough, in order to ensure the correct
counting of the fission pulses and the accurate conversion from time-of-flight to en-
ergy. This included a detailed study of the v-flash pulse, a methodology for the
rejection of noise at higher energies, detailed Monte Carlo simulations for repro-
ducing the experimental amplitude spectra etc. In addition, a simplified approach
was attempted for the estimation of a gross angular distribution of the fission frag-
ments for the first time with this type of Micromegas detectors. The angular distri-
bution methodology gave promising results, but, more importantly, the motivation
for measuring the angular distribution of the ?*Th(n,f) reaction in a wide energy
range, with a more accurate detection system for this kind of measurements (as
PPACs).

Finally, a theoretical study of the 2Th(n,f) reaction was carried out with the EM-
PIRE code. The double-humped fission barrier was used for the calculations, while
tission barrier heights and widths of the thorium isotopes were adjusted and/or
added to the existing RIPL-3 fission data, in order to improve the agreement be-
tween the EMPIRE calculations and the gross structure of the experimental cross-
section results. Further theoretical investigation with the triple humped potential
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might be able to reproduce the resonance in the threshold region, as indicated from
previous studies on the 2>2Th(n,f) reaction.

This theoretical study stressed out the need of new experimental measurements in
order to constrain the theoretical models. The shape of the fission cross-section of
thorium isotopes, known as the thorium anomaly, has not yet been explained the-
oretically. Additional experimental measurements of the angular distributions of
fission fragments can assist in the study of the fission process. In addition, cross-
section measurements of competing channels, which for 2Th do not exist in liter-
ature, can also provide useful information for the theoretical study of nuclear re-
actions. Regarding the low energy region, measurements with 2>°Th targets with

less impurities can assist in the determination of the cross-section below the fission
threshold.

In addition, new high resolution measurements in the resonance, can be of great
importance in order to confirm the data of Blons et al. [29], which are the only
existing high resolution data in the region. A confirmation of the fine structures and
the value of the resonance can assist in the theoretical study of the reaction and can
verify the absolute value of the maximum cross-section at the resonance peak which
is overestimated by Boldeman and Walsh [28] and by the normalized data of Blons
et al. [29] and James et al. [30] according to the present data.

In conclusion, for the study of the fission process, additional experimental data
would be of great help in order to constrain and evolve the theoretical models. Com-
peting reactions, angular distributions of fission fragments and other experimental
values related to the fission process would be the next step, in order to better under-
stand the fission mechanism and offer an explanation for the fine structures present
in the fission cross-section of the thorium isotopes, known as the thorium anomaly.
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