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Abstract

Distributed Acoustic Sensing (DAS) is an emerging technology utilizing fiber optic ca-
bles for vibration measurements with various applications such as seismic signal analysis,
pipeline monitoring, traffic monitoring (roads, railways and trains). Its ease of use and
versatility, lie on the fact that it can be deployed in harsh and dangerous environments,
such as submarine, glaciated or volcanic and due to its ability to turn existing commer-
cial fiber optic cables into sensor arrays with temporal sampling of up to 1 thousand
samples per second, and with a spatial sampling in the order of meters. However, new
environments also come with new challenges as each new environment has the ability
to introduce noise in various types, lowering the quality of the measurements and thus
impeding with the data analysis workflows. In this work, we explore the possibility of
removing incoherent noise from DAS recordings, utilizing the concept of J-invariance and
modern self-supervised deep learning methods, without making assumptions regarding
the noise characteristics. We apply this method to both synthetic and real world DAS
data, from four different experiments, one of which took place in a volcanic environment
in Iceland, and the rest come from three separate submarine DAS recordings in Greece.
The results show exceptional denoising capability and great promise to be incorporated

into seismological analysis data workflows, when the noise is incoherent.
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IlepiAnypn

To Distributed Acoustic Sensing (DAS) eivat piia avaduopevn texvoloyia mou Xpnotpio-
Tolel KAA®S1a OMTTIK®V VOV Y1a A1) SOV TIKOV PEIPHOE®V TTOU BPIoOKEL TOIKIAEG EQAPIIOYVES
OM®G otV avdAuorn onpdieVv OSI0PIKOV 60VNOE®V, ITAPAKOAOUONON ayeyov aAdd Kal g
Kivnong oe Spopoug, o16npodpopoug kat adda. H guxkolAia tng xprjong Kat n eueAia mg
1ebodou £ykettal oto yeYovog OTL UITOPEL va TOToOeTE(Tal 08 OKANPA KAl eTKivOUva repBAA-
Aovta, 6nwg uroBaddocoia, NPAIOTEIAKA 1] KAl TTOAKA, AOY® g Suvatotntag va PETATPETEL
1181 UTIAPXOUOoES Yla EUIOPIKOUG AOYOUG OITIIKEG tveg O ouotolyieg alobnpev pe detypa-
ToAnyia oto xpovo peExpt 1000 deiypata to Heutepolernto, Kal pe XopKn SetypatoAnyia
g TadNg twv pepkov pétpwv. Ilapdda autd, to kabe mepBaAdov éxetl 11g 61kEG TOU TIPO-
KAfoelg kKabwg kAbe meplBadAov €xel ) duvatdinta soaywyng dopuvbou ota dedopéva e
S1apOopPETIKEG PNOPPEG, emnpealoviag TNV MO0TNTA IOV PETPHOE®V Kat rtapeprnodidoviag €1ot
Vv dadikacia avdduong v debopévav. e autr) v SUMAOPATIKY £pyaoia, egepeuvoupie
) duvatdinta adaipeong P cuvekTikou JopuBou aro petprjoelg DAS, xpnotponowwviag tmyv
évvola g J-avadlodtniag Kat HOoVIEPV®V TEXVIK®OV nut-eruBAenidopevng Pabidg pdbnong,
X®pig va mpoBoupe oe UTOBEoELS YA ta XapaKtnplotikd tou SopuBou. Edpappoloupe auvtn
) péBodo tooco oe ouvBetika Hedopéva 6oo kal oe mpaypatika dedopéva perprijoenav DAS
aro 4 61apopPETIKA IMEPAATA, £va ATd TA Oroia IPOEPYKETAL A0 NPAIOTEIAKO TEPIBAAAOV
g IoAavdiag eved ta unddoua and 3 uvnobBaddoola KaAohdia ormtikav wvov otnv EAAada.
Ta arotedéopata Seixvouv amotedeopatiky apaipeon SopuBou kat v kabiotouv oAAd u-
nmooyopevr) va kabiepwbel otnv Sadikacia avaduong oelopoAoy1KOV Sedopévav, epooov o

96pubog 6ev mapouoiddel ouvoyxn otn Sopr tou.
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Chapter ﬂ

Introduction

1.1 English

Distributed Acoustic Sensing (DAS) is an emerging technology that effectively trans-
forms conventional fiber-optic cables into massive arrays of single component seismome-
ters that enable the acquisition of dense, high-resolution datasets across tens of kilome-
ters [1]. DAS systems send consecutive, coherent laser pulses down a fiber optic cable
that can exist in a various range of environments. Due to naturally-occurring impurities
within the core of the fiber, part of the light sent down the cable is backscattered and
recorded back at the DAS unit, where the optical phase of the light is measured. Seismic
waves impacting the cable induce compression/extension, causing a change in the optical
phase of the backscattered light. An interferometric system in the DAS unit measures the
optical phase changes of consecutive backscattered light profiles, which are proportional
to changes in longitudinal strain along the fiber. Current DAS systems enable acquisition
of strain rate at spatial samplings as small as 25 cm at rates in the tens of kHz range.

Deep learning, a branch of machine learning and artificial intelligence is nowadays
considered as a core technology of today’s “Fourth Industrial Revolution” [6]. Due to its
learning capabilities from data, deep learning technology originated from artificial neural
networks, has become a hot topic in the context of computing, and is widely applied in
various application areas like healthcare, visual recognition, text analytics, cyber security,
and many more. However, building an appropriate deep learning model is a challenging
task, due to the dynamic nature and variations in real-world problems and data. Deep
learning uses multiple layers to represent the abstractions of data to build computational
models. While deep learning takes a long time to train a model due to a large number of
parameters, it takes a short amount of time to run during testing as compared to other
machine learning algorithms.

Combining these two relatively new fields to perform some kind of task, is no trivial
matter, but the idea comes naturally as DAS produces large volumes of data, and machine
learning methods (especially deep learning) benefit from that. A limited number of recent
studies have explored leveraging Machine Learning approaches for analysis and process-
ing of DAS ambient seismic noise datasets. In the majority of these studies, the main
objective is event detection and classification, and the feature of interest is the complete

seismic signal generated by a vehicle or person travelling past the array, which can be
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Chapter 1. Introduction

differentiated from other signals of interest such as earthquakes, as they are more coher-
ent. For example, the authors of [7] develop a combined ML approach based on feature
extraction for vehicle detection, classification and speed estimation. On [8], the authors
develop a convolutional neural network to automatically detect footstep signals in ambi-
ent seismic recordings from urban DAS arrays. In a similar approach, Huot and Biondi
on [9] use a convolutional neural network to automatically detect car-generated seismic
signals with the objective of removing them from the seismic recordings. In the majority
of cases, these signals are complex and composed of a combination of useful seismic
energy with other effects such as static deformation due to the vehicle load, optical effects

originated by the recording instrument.

Another application of machine learning in DAS is event detection. Typically, this is
done by non-learning algorithms, for example authors of [10] utilize the STA/LTA (Short
Term Average/Long Term Average) algorithm, [11], where a short window of 0.3 sec length
is divided by a long window of 60 sec length, and when this ratio surpasses a certain
threshold then this is counted as an event. The authors of [12] try out different machine
learning techniques to detect events while using images of the sensor signals and deep
neural networks for pattern recognition. This requires a large amount of labelled data,
that generally are not available as they require lots of human hours of labelling the data,
hence pushing the need to design unsupervised of self-supervised learning techniques to

circumvent this barrier.

DAS being a new approach of seismic data collection, also provides new perspectives
and challenges with regard to nuisance signals (noise) that originate from instrumen-
tal, electronic, anthropogenic, or environmental sources. For example, submarine DAS
recordings suffer from background noise coming from the coupling of the fiber optic cable
to the sea floor, from passing ships, from currents and from various other sources. Since
one often has little control on the exact placement of the cable, deployments are typically
not optimised for the recording of specific signals of interest, enhancing the relative con-
tribution of noise to the recordings. Noise affects all kinds of DAS applications, which
is the reason we shifted our focus on adopting, re-applying and extending the work of
[4], where the authors utilize the concept of J-invariance and modern self-supervised

methods to remove incoherent noise from DAS recordings.

The objective of this thesis is to re-implement the work of [4] in the PyTorch framework
[13], as the original one was written in TensorFlow [14], reapply to a wide range of different
DAS datasets and to explore further extensions. This master thesis is organized as follows:
In chapter 2 we introduce all the necessary theoretical background regarding the the
domains of deep learning and distributed acoustic sensing. In chapter 3 we deep-dive
into the method we are about to follow as per the network architecture, the training
procedure and we also describe the different datasets we used. In chapter 4 we present
all the results from the different datasets, and also discuss the differences between them.
Finally, in chapter 5 we discuss how one can reproduce the results on the same or in
different DAS datasets, the limitations of our work, as well as several ideas for future

improvements.
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1.2 EAAnvika

1.2 EAAnpvika

To Distributed Acoustic Sensing (DAS) eivat pia avadudpevr texvoloyia mou arnote-
Aeopatikd petarpénet cupPBaTIKA KaA®dia OMTIKGOV VeV G TEPACTIEG OUOTO1XiEG atofntrpev
TOU ETMTPEIIOUV TNV AMOKTN 0T MTUKVOV OUVOAGV Hedopévev UPnAng availuong os MEPLOXES
6exrabav ydopetpwv [1]. Ta cuotripata DAS otédvouv §1adox1koug, CUVEKTIKOUG TTAAI0US
Aé1ep o €va KAA®S10 OTITIKWV VAV TTOU PITopel va undpxet os Sidpopa mepiBarlovia. AOy®
(PUOIKQOV ATEAEI®V KAl IPOOUIEEMV OTO0 £0MTEPIKO ToU KaA®diou, adAdlet tormkd o Seiking
61d6Aaong Tou UAIKOU Kal PEPOG TOU PXTOG ITOU arooteAAstal oto KaAwdio ormobookedadetat
Kal kataypagetat ot povada DAS, ormou petpdrat 11 @Aocn ToU @ETOG. LEIOPIKA Kupatd
TIOU TIPOCOKPOUOUV 010 KAA®S10 MTPOKAAOUV OUNITEDT)/EMEKTAOT, TIPOKAAGDVTAG AAAayr| otV
OITUIKY] @AOT ToU orioBookedaopévou entog. 'Eva cuotnua ot povada DAS petpd tig adda-
V€S OMTUIKLG @Aong S1ad0X1KeV rpodiA ormobookEdaong 10U P®TOG, Ta omnoia eivat avaloya
o€ aAAayég ot daprkn tdon Katd pnkog g ivag. Ta tpgxovia cuotpata DAS smtpénouv
TV AOKINOI ToU pubpou mapapopdeong ot Xopikeg derypatoAnyisg ¢og kat 25 cm oe
pubpoug otnv nieploxn Sekadwv kHz.

H Babua pabnon, évag kKAAd0g g pnyavikng pdabnong Kat g IEXVNTNG VOHOoUVNG,
Oewpeital otig pépeg pag n Paoikr) texvodoyia ng onuepvrg «Tétaping Blopnyavikng Ena-
vaotaong» [6]. Adyw ng wkavotntag pddnong amo dedopéva, n texvoloyia Babiag pabnong
TIPOEPXETAL ATTO TEXVITA VEUPIKA diktua, Katl €xel yivel éva enikaipo 9épa oto miaioo g
Sewpilag MANPOPOPIKAG Kal epappodetal eUPERG O H1APOPOUG TOHEIG OTIWG 1] UYEIOVOUIKY)
nepiBadyn, 1 oMKy avayvoplon (.. AVUKEWPEVOV), 1 AvAAUoT KEWEVOU, 1 acpdaldeid
OTOV KUBEPVOX®MPO, Kat IoAAd dAAa. Qotdoo, 1 01kodoUnor evog KataAAnAou poviedou Pa-
91dg pabnong eivat éva 6UoKoA0 £pyo, Aoy® g SUVaNIKIG PUONG Kal T®V MapalAay®v ota
npoBArjpata Kkat ta dedopéva tou npaypatikou koopou. H Babia padnorn xprnopornoiei moA-
Aardd emineda VeEUPOVIK®OV SIKTUGV Y1d va avarapaotr)ostl IE apalpeTiko Tpomno ta debopéva,
yla 1 dnpoupyia unodoylouikev poviedov. Eve n fabid expabnon xpetddetatl moAu xpovo
yila v eknaideuor) evog PoVIEAOU AOY® TOU HEYAAOU aplOpoU apapétpav, XPetadetal Pikpo
XPOVikO Gidotnpa yla va ektedeotel Katd ) didpkrela g dokijrng oe oUyKplorn pe aAAdoug
aAyopiBuoug pnxavikhg padnong.

O ouvbuaopog 6U0 OXETIKA KAVOUPIEV EMOTHOVIKOV Nediov rmpog ertiteudn KAmoou
OKOIoU, dev elval KATL TETPIPHEVO, ONKG 1) 18€a Pag £pXeETal UOIKA KaBwg to DAS mapayet
peydlo oyko 6edopévav, eve ot pebodol pnyxavikng padnong (kat e161ka Badbiag pabnong)
ogpelouvtal aro auvtd. 'Evag neplopiopévog apibpog anod mpoopateg pedéteg egepeuvouv )
XPHon PNXavikrg pabnong yia avdduon kat enegepyaoia and Sedopéva SopuBou uroBabpou
and DAS. Ly misloyndia avtev tov PeAETOV, T0 KUPLO AVIIKEIPEVO gival 1) avixveuorn Kat
Tagvoun o1 YEYOVOT®V (I.X. O£10®V) OITOU TO Ofjjid eviiadEPoviog ivatl auto mou rnapdystat
aro KAo1o ATopo 1 OXNUda IoU IEPVAEL ITAve arod tv cuctotxia DAS, 1o oroio propet va
Srakp1Bel oe oxéon pe dAAda onpata eviiapEPoviog OTIOG OE10H01, KaBWg £XOUV peyaAutepn
ouvoyxny. a apdadeypa, ot ouyypageig tou [7], mapouociddouv pia ouvdlaoTIKI) IIPOCEYY1OT)
HE XPHon UNXavikng pabnong Baciopévn o e§aywyr] XapaKINploTKGOV yid EVIOIORO OXh-
patwv, tagivopnon addd Katl mpoogyylon g taxutnag. Zto [8], ol ouyypageig averrtugav

€Va OUVEATIKTIKO VEUP®VIKO GIKTUO TTOU avixveUel autopiata onpata and Pnpatiopoug (amnd
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avbpwrtoug) aro petprioetg DAS o aotikd iepiBadAov. Ze pia apopiola mpooeyylon, ol oUy-
ypageig oto [9] avérmu§av éva oUVEAKTIKO VEUP@VIKO §1KTUO ITOU aviXVveUel OEI0IKA O patd
MOU ITapdyovtdl arnod autoKivid, Pe KUPlo OKOIIO TNV adaipeon] TOUg aro 11§ PEIPTOELS.

Mia aAAn epappoyr] g PNXavikng pdabnong oto DAS eivat i aviyvevuon cupBaviov. Zu-
v1Bwg autd yivetal anod andoug alyopidpoug, oxt aAyopiOpioug pnxavikng padnong, onwg
yia napadetypa o STA/LTA[11] (Short Term Average / Long Term Average) orou maipvou-
€ TOV KUAIOPEVO P1€00 OPO Yld £va PIKPO XPOVIKO napdbupo, .. 0,3 Seutepoderta Kat to
dlapouiie pe 1ov KUALGPEVO PECO OPO Yia €va o peyado apabupo m.X. priroug 60 deute-
POAETTTV®, KAl OTAV AUtog 0 Aoyog urtepBaivel éva Kaboplopévo 0plo, TOTE AUTO IIPOCHETPATAL
@G €va oupBdv. Ot ouyypageig tou [12] Soxkipdadouv S1adopeg TEXVIKEG NNXAVIKNG padnong
yla Tov eviormopo oupBaviev aviipetoniloviag ta onpata DAS g e1kOveg, XpNo1HOTIoI0vVIaAg
Babia veupwvikd diktua yia avayvoplorn mpotunev. Autd anattel ty urnapdn peydlou oykou
emonpacpévev dedopévav ta onoia yevika dev eival Stabeéopa kabwg amattouv moAAEG ®peg
avBpwrivng epyaociag yia va mapackeuaotouv, @Boviag pag €10t otV avaykn va otpadoupe
O€ TEXVIKEG U1 EMMBAEMOPEVNG 1] AQUTO-EMBAENIOPEVNG PAONONG Y1d va SEMEPACOUE AUTO TO
eumnodio.

To DAS eivat pa véa mpoo€yylon ouAAoyrg oelopikev dedopiévav, ou padl pe tg véeg
TMIPOOITTIKEG, TIAPEXEL KAl TIPOKAINCEIS 000V agopd ta ofjpata JopuBou mou propet va mnpo-
épyoviatl anod avlpwrioyevelg, mep1BAAAOVIIKEG, NAEKIPOVIKEG MINYES 1) KAl A0 ta opyava
w0V petprioewv. Ma mapddeiypa, petproelg and vroBpuyxio DAS naoyouv anod 96pubo mou
MPOEPXETal amno 1o reptBaidov Onwg yla rmapddsiypa arnd ) oudeusn 10U KaAwdiou onukng
tvag pe 1ov ubpéva tng Sadacoag, amo diepxopeva mioia, and Saldoola pevpata KAl a-
no 81agopeg addeg rnyég. Kabwg katd ) die§aywyrn tou meipdpatog €XOUHe MOAU HIKPO
€Aeyxo otV akpiBr) tonobecia 1ou KaAwdiou, ol tonobetrioelg ouvnBwg 6ev eivatl PeAtioto-
IO PEVES Y1 TV KATAYPA(I] ONUAT®V TTOU 114G eVO1adEPOUV, EVIOXUOVIAG £T01 TNV OXETIKI)
ouvelopopd tou JopuBou otig petprioetg. O SopuBog ernpeddetl 0Aeg TG epappoyeg tou DAS,
YEYOVOG TO OTT010 Pag £0TPEYE TNV IIPOCOXI] OTO vd Ul0OeTr)ooUE, va enava-epappocoupe
aAAd KAl va EMEKTIEIVOULLE TO £PYO TRV OUYYPAPEDV OTO [4], OTIOU XPNO110IIo1oUV TV £vvola
g J -avaddoottag kabwg Kat PHoviepvav pefodov autd-sruBAenopevng pabnong ya tmy
agaipeorn ToU [ ouvektikou SopuBou amno petprjoeig DAS.

To avukeipevo autrng g SUMA®PATIKIG epyaciag ival n vdoroinon g douleldg tov
ouyypagémv oto [4] ot dour) PyTorch [13], agpou n apxikt) Soudeld fjtav vAomownpévn oe
Tensorflow [14], n epappoyn oe pla peydAn ykapa aro dtapopetika ouvoda debopévav
DAS xat n e§epevvnion peddovikov enektdosov. H dumdeopatky epyacia sivat opyavepévn
oG €8Ng: Zto Repddalo 2 £0dyoupe 6Ao 1o anapaitnto Jepnuko unoBabpo oxeukd pe
ToUg KAAdoug g Pabiag pdbnong kat tou DAS. Zto kepadato 3 epnBabuvoupe oty péBodo
MOU MPOKETTAl VA aKOAouBrjcoupie 60ov adopd TNV APXITEKTOVIKY] TOU VEUP®VIKOU d1kTUou,
v Sabikaoia eknaibeuong aAdda kat ieptypadoupe ta diadopetikd cuvola Sebopévav mou
Xpnotporow)Onkav. Zto kepddaio 4 mapabitoupe KAl avalUoOUPE Td AMOTEAEoPATA ATIO
O0Aa ta ouvoAa 6edopévav kKabng kat g Stapopég auvtmv. Tédog, oto kepdaAalo 5 oulntape
MG UIopel Kaveig va avartapddet autd ta amotedéopata, ota idia 1 oe Siapopetika ouvoAa
b6edopevav DAS, ta opta tng pebodou mou akoloubrjoape kabwg kat diapopeg 16¢éeg yia

HeAAOVIIKEG BeATINOETG.
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Background

2.1 Distributed Acoustic Sensing

Distributed acoustic sensing (DAS) is an emerging geophysical method that uses an
optoelectronic instrument connected to an optical fiber to measure strain along the fiber,
effectively repurposing it as a seismic array. [15] The optoelectronic instrument, called an
interrogator unit (IU), sends laser pulses into the optical fiber and measures subtle phase
shifts in Rayleigh scattered light at each point along the fiber, as measured in the time or
frequency domain. In this way, the strain field acting on a fiber coupled to Earth can be
sampled at meter-scale spatial resolution over tens of linear fiber kilometers.

DAS enables scientists to test hypotheses using high-density and large aperture exper-
iments. Deploying traditional sensing systems (nodal arrays, geophones, seismometers)
is not always logistically feasible due to space constraints, land access issues, extreme
temperatures, or power limitations. By contrast, DAS is used to study a variety of geosci-
entific processes and locations (urban areas, offshore, glaciers, wells, volcanoes).

For the past decade, DAS has been increasingly utilized in exploration geophysics
related to the oil and gas industry, geothermal energy, and CO2 sequestration ([16], [17]
and [18]). Much of this effort has focused on vertical seismic profile imaging [19], time-
lapse imaging [18], and continuous microseismicity monitoring [20], as well as some on
geomechanical strain monitoring [21].

Over the past few years, applications have grown in near-surface geophysics for engi-
neering, infrastructure, and environmental studies, particularly those requiring long-term
monitoring. Note that researchers are increasingly collecting relatively high sample rate
data for long durations, leading to data volumes per experiment that are much larger than
traditional seismic experiments. For example, an experiment can generate up to 1 TB of
data per day, depending on the sampling rate. Before DAS may be more widely utilized
by geoscientists, a variety of community-scale challenges and needs must be addressed
by the Earth science community.

DAS refers to any method in which optical interferometry is applied to laser light
traveling inside of an optical fiber to measure strain or strain rate at many positions along
the fiber. DAS is also referred to as distributed vibration sensing, coherent optical time-
domain reflectometry (OTDR), coherent optical frequency-domain reflectometry (OFDR),

or phase-sensitive OTDR. The DAS instrument is referred to as an optoelectronic IU and
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has a field form factor that fits on a workbench. All IUs generate, send, and receive
laser pulses to and from an attached fiber sensor. Laser light commonly falls in the
near-infrared wavelength range (~1,550 nm) and is pulsed, but some DAS instruments
use continuous and swept-frequency light sources. Refractive index heterogeneities in

the fiber’s silica glass core cause Rayleigh scattering [15] as pictured in 2.1. In (a) we see

105 m

Rayleigh
scattering

Densit
anomaly

Figure 2.1. Rayleigh Scattering, image adapted from [1].

a Rayleigh scattering event at sites of index of refraction change (blue/green) inside the
core of a single-mode optical fiber laser, while in (b) we can see that most light continues
to propagate down the fiber, but distributed acoustic sensing utilizes the backscattered
energy. Rayleigh scattering is well characterized by the telecommunications industry
because of its transmission impact, which can cause a drop in signal strength of 0.15 —
0.20 dB/km for near-infrared wavelengths such as those commonly used for DAS. Only
a small amount of the scattered light returns to the IU.

There are many ways to implement DAS. A common technique uses an IU to re-
peatedly inject laser pulses into an optical fiber and analyze the phase of the Rayleigh
backscattered signal with OTDR. OTDR assumes the mean fiber path follows a simple
out-and-back trajectory between the IU and Rayleigh scattering point. A known two-way
travel time of light in the fiber provides the necessary information to map each subset of
the backscattered profile in time to a subset of linear fiber distance. OTDR multiplexes
the time-continuous backscattering into an array of independent signals returning from

consecutive fiber segments, called gauges.

I Channel spacing
Gauge length

Figure 2.2. Diagram showing the gauge length and the channel spacing, image adapted
from [2].

The gauge length is the corresponding spatial increment of fiber sampled by each
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signal, typically about 1 to 40 m long [22]. The spatial axis of a DAS data set is reported
in channels, often equal or subset from the gauge length; (figure 2.2) however, spatial
resolution is fixed by the gauge length.

Backscattering phases, as opposed to amplitudes, are proportional to the change in
path length over the gauge length. DAS recordings capture dynamic strains at acoustic
frequencies (_f> 1,000 Hz) and broadband seismic frequencies (f = 0.001 — 1,000 Hz),
and they have also shown promise for studies at ultra-low frequencies that would clas-
sically be called static strain or geodesy (periods of hours to weeks) but that relax away
over long enough timescales ([23], [24]).

Inside the IU, optical interferometry is applied to the backscattered signal to measure
phase or phase rate. The exact units depend on the particular DAS approach. In [25]
was described the first distributed optical strain sensing instrument. According to this
approach, a pair of laser pulses separated in frequency ( f; and f5) are launched one after
the other and the backscattered signal is measured at the beat frequency (Af = |fi — fzl).
The temporal separation of the pulses results in a backscattered signal that combines
light from location x; (first pulse) with location x; (second pulse) separated by the gauge
length. The backscattered signal phase A® is linearly related to the gauge strain ey,

following:

Ex(t, x) = ﬁ
where t and x locate the axial strain measurement along the fiber axis (+x direction), A
is the frequency used for measurement (beat frequency here), n. and y are the refractive
index and Pockels coefficient of the single mode fiber glass (¢ = 0.79), and Xg is the
gauge length. This assumes A® is related only to the fiber’s dynamic mechanical strain.
Optical dispersion effects are easily considered for multi-frequency setups or ignored for
single-frequency ones. Thermo-optical effects and thermal strain are ignored because
the deformation measurement timescale in seismology is much less than the thermal

variation timescales; however, these must be accounted for in low-frequency DAS strain

measurements or faster thermal cycles.

2.2 Machine Learning

Machine learning is an area of applied statistics that studies algorithms which com-
puter systems can use, in order to estimate functions from data, without explicit instruc-
tions. These learning algorithms, can loosely be classified as supervised or unsuper-
vised, based on the kind of data we use. This is not exhaustive though, as the method
we use in this thesis is classified as self-supervised learning, which learns from unla-
beled sample data. It can be regarded as an intermediate form between supervised and
unsupervised learning.

Supervised learning algorithms use data points that each one contains features and
is associated with a label. That means that every sample is tagged with the answer that
we are trying to predict. So for example, labeled image data set with animals would tell

the model which images are dogs,cats,etc. Given a specific training set, a supervised

Diploma Thesis m



Chapter 2. Background

learning algorithm try to learn the function that maps the features of the input to the
label. In math notation, we denote the input features as x' and the label as y'. A data
set D contains many data points, so D = {(x, y")} where i = 1,...,n. Also, we denote X
the input space, Y the output space. Our goal is to learn a function f : X — Y using the
dataset D in order for f(x) to correctly determine the label y of x. Based on the possible
values of output space, the supervised learning problems can be grouped in classification
and regression problems.

Classification problems have categorical output values. Examples of classification
problems are email spam detection [26] or image classification [27]. Regression problems
have output values that are real numbers. Examples of regression problems are house
price prediction [28] or prediction of wind energy production [29].

Unsupervised learning algorithms use data points without an explicit target associ-
ated with them. The machine learning algorithm attempt to identify interesting structural
properties and extract useful features of the data. Two of the most important unsuper-
vised techniques are clustering and autoencoders. Clustering algorithms try to discover
clusters of similar samples. Examples of such algorithms are k-means [30] and DBSCAN
[31].

As mentioned before, self-supervised methods can be regarded as an intermediate
form between supervised and unsupervised learning. At the same time, however, it does
not require the explicit use of labeled input-output pairs. Instead, correlations, meta-
data embedded in the data, or domain knowledge present in the input are implicitly and
autonomously extracted from the data. These supervisory signals, generated from the
data, can then be used for training. Self-supervised Learning is similar to unsupervised
learning in that it does not require labels in the sample data. Unlike unsupervised learn-
ing, however, learning is not done using inherent data structures. We also note that
autoencoders, such as the UNet [3] we are using, are in practice a self-supervised pretext
task (referring to training a model for a task other than what it will actually be trained
and used for), but due to historical reasons sometimes it is still referred as unsupervised
learning. Examples of applications of self-supervised learning is denoising of images [32],
speech recognition [33] or language processing where the models can be used to translate
texts or answer questions, among other things [34].

Nowadays, deep learning has achieved major breakthroughs in many fields, including
computer vision ([27], [35]) and natural language processing ([34], [36]). These achieve-

ments became possible mainly due to the following reasons:
e High availability of massive data sets.
e Increased performance of computer processors, and especially GPUs-TPUs.
e More complex and deeper neural network architectures.

But before deep learning dominates the field, there was a major drawback in the classi-
cal approaches that were used. The feature representations from the input , had to be
manually extracted , based on the task. For example, in a computer vision task, the engi-

neer had to manually use specific algorithms that extracts edges,corners,blobs,etc. from
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images. This unfortunately put up barriers to anyone want to pursue machine learning,
as it requires a lot of domain knowledge. In contrast, artificial neural networks have au-
tomated the feature extraction procedure. They are composed from many neurons, that
are connected to each other, inspired by the functionality of the brain, and can construct
features from raw input. Now, it is not a prerequisite to be an expert in the domain of the
problem, in order to use machine learning techniques. Proof of this argument, is in fact
this master thesis. Deep learning brought a fundamental change, and enabled more and

more people to get involved in the area.

2.3 Convolutional Neural Networks

In order to introduce our neural network architecture in the next section, we first
need to define the different components neural networks are made of, mainly the different

layers, activation functions and how they can be used.

2.3.1 Fully Connected Layers (Linear)

Mathematically, we can think of a linear layer as a function which applies a linear
transformation on a vector input of dimension 7 and output a vector of dimension O.

Usually the layer has a bias parameter.

I
yi = Z(Aijxj) + by
j=1

The linear layer is motivated by the basic computational unit of the brain called neuron.
Approximately 86 billion neurons can be found in the human nervous system and they
are connected with approximately 10'* — 10'8 synapses. Each neuron receives input
signals from its dendrites and produces output signal along its axon. The linear layer is a
simplification of a group of neuron having their dendrites connected to the same inputs.
Usually an activation function, such as sigmoid, is used to mimic the 1-0 impulse carried
away from the cell body and also to add non linearity. However we consider here that the

activation function is the identity function that output real values.

2.3.2 Activation or Non Linearity

The capacity of the neural networks to approximate any functions, especially non-
convex, is directly the result of the non-linear activation functions. Every kind of activa-
tion function, takes a vector and performs a certain fixed point-wise operation on it. Here

are some common activation functions, also seen on figure 2.3.

e Sigmoid: The Sigmoid non-linearity has the following mathematical form:
y=ox)=1/(1+e™)

It takes a real value and squashes it between O and 1. However, when the neuron’s

activation saturates at either tail of O or 1, the gradient at these regions is almost
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zero. Thus, the backpropagation algorithm fail at modifying its parameters and the

parameters of the preceding neural layers.
e Hyperbolic Tangent: The TanH non-linearity has the following mathematical form:
y=2-02x) -1

It squashes a real-valued number between -1 and 1. However it has the same

drawback than the sigmoid.
e Rectified Linear Unit: The ReLU [37] has the following mathematical form:
y = max(0, x)

The ReLU has become very popular in the last few years, because it was found to
greatly accelerate the convergence of stochastic gradient descent compared to the
sigmoid/tanh functions due to its linear non-saturating form (e.g. a factor of 6
in [27]). In fact, it does not suffer from the vanishing or exploding gradient. An
other advantage is that it involves cheap operations compared to the expensive
exponentials. However, the ReLU removes all the negative information and thus

appears not suited for all datasets and architectures.

e Sigmoid Linear Unit: The SiLU [38] function, also known as the swish function, is

the one we used in our architecture and has the following mathematical form:
y=x-0(x)

where o(x) is the sigmoid function we defined earlier. The SiLU activation functions
tends to work better than ReLU on deeper models across a number of challenging
datasets. For example, simply replacing ReLUs with Swish units improves top-1
classification accuracy on ImageNet by 0.9% for Mobile NASNet-A and 0.6% for
Inception-ResNet-v2, according to [38]. The simplicity of Swish and its similarity to
ReLU make it easy for practitioners to replace ReLUs with Swish units in any neural

network.

2.3.3 Spatial Convolution

Regular Neural Networks, only made of linear and activation layers, do not scale well
to full images. For instance, images of size 3 X 224 X 224 (3 color channels, 224 wide, 224
high) would necessitate a first linear layer having 3 - 224 - 224 4+ 1 = 150, 129 parameters
for a single neuron (e.g. output). Spatial convolution layers take advantage of the fact
that their input (e.g. images or feature maps) exhibits many spatial relationships. In
fact, neighboring pixels should not be affected by their location within image. Thus, a

convolutional layer learns a set of N filters F' = fi, ..., fy,, which are convolved spatially
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Activation Functions
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Figure 2.3. Plots of different activation functions.

with input image x, to produce a set of Nj. 2D feature maps z:
zje = fie ¥ x

where * is the convolution operator. When the filter correlates well with a region of the
input image, the response in the corresponding feature map location is strong. Unlike
conventional linear layer, weights are shared over the entire image reducing the number
of parameters per response and equivariance is learned (i.e. an object shifted in the
input image will simply shift the corresponding responses in a similar way). Also, a fully
connected layer can be seen as a convolutional layer with filter of sizes 1 X 1 X inputSize.
It is important to highlight that a spatial convolution is not defined by the spatial size
of the input feature maps (e.g. wide and high), neither by the size of the output feature
maps, but by the number of filters (e.g. number of output channels), the properties of its
filters (e.g. number of input channels, wide, high) and the properties of the convolution

(e.g. padding, stride).

224x224x64

112x112x64

pool

—_—

i

. 112
224 downsampling

224

Figure 2.4. The illustration of a spatial pooling operation in 2 X 2 regions by a stride of 2
in the high direction, and 2 in the width direction, without padding.
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2.3.4 Spatial Pooling

In Convolutional Neural Networks, a pooling layer is typically present to provide in-
variance to slightly different input images and to reduce the dimension of the feature
maps (e.g. wide, high):

PR = Pier (z1)

where P is a pooling function over the region of pixels R. Common pooling functions are
average and max pooling (figure 2.5). Max pooling is preferred as it avoids cancellation
of negative elements and prevents blurring of the activations and gradients throughout
the network since the gradient is placed in a single location during backpropagation. The
spatial pooling layer is defined by its aggregation function, the high and width dimensions

of the area where it is applied, and the properties of the convolution (e.g. padding, stride).

Max Pooling Average Pooling
29 | 15 | 28 | 184 31 | 15 | 28 | 184
0 |100| 70 | 38 0 100 | 70 | 38
12 | 12 [l 2 12 | 12 [ 2
12 | 12 | 45 6 12 | 12 | 45 6
2x2 2x2
pool size pool size
\J v
100 | 184 36 | 80
12 | 45 12 | 15

Figure 2.5. Illustration of Max Pooling and Average Pooling Figure 2 above shows an
example of max pooling operation and average pooling with a 2 X 2 pixel filter size from 4 X 4
pixel input.

2.3.5 UNET

U-net was originally invented and first used for biomedical image segmentation [3].
Its architecture (figure 2.6) can be broadly thought of as an encoder network followed by
a decoder network. Unlike classification where the end result of the the deep network
is the only important thing, semantic segmentation not only requires discrimination at
pixel level but also a mechanism to project the discriminative features learnt at different
stages of the encoder onto the pixel space. Upsampling in CNN might be new when used
to classification and object detection architectures, but the idea is fairly simple. The
intuition is that we would like to restore the condensed feature map to the original size
of the input image, therefore we expand the feature dimensions. Upsampling is also
referred to as transposed convolution, upconvolution, or deconvolution. There are a few

ways of upsampling such as Nearest Neighbor, Bilinear Interpolation, and Transposed
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Figure 2.6. U-net architecture. Blue boxes represent multi-channel feature maps, while
while boxes represent copied feature maps. The arrows of different colors represent different
operation. Picture coined from [3].

Convolution from simplest to more complex. Specifically, we would like to upsample it to
meet the same size with the corresponding concatenation blocks from the left. You may
see the gray and green arrows, where we concatenate two feature maps together.

The main contribution of U-Net in this sense is that while upsampling in the network
we are also concatenating the higher resolution feature maps from the encoder network
with the upsampled features in order to better learn representations with following convo-
lutions. Since upsampling is a sparse operation we need a good prior from earlier stages
to better represent the localization.

In summary, unlike classification where the end result of the very deep network is
the only important thing, semantic segmentation not only requires discrimination at pixel
level but also a mechanism to project the discriminative features learnt at different stages

of the encoder onto the pixel space.

2.4 J-Invariant denoising

2.4.1 Simple Formulation

We would often like to reconstruct a signal from high dimensional measurements that
are corrupted, undersampled, or otherwise noisy. Devices like high-resolution cameras,
electron microscopes or Distributed Acoustic Sensing IUs are capable of producing mea-
surements in the thousands to millions of feature dimensions. But when these devices are
pushed to their limits, taking videos with ultra-fast frame rates at very low-illumination,

probing individual molecules with electron microscopes or getting thousands of strain
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measurements per seconds, each individual feature can become quite noisy.

Nevertheless, the objects being studied are often very structured and the values of
different features are highly correlated. Speaking loosely, if the “latent dimension” of the
space of objects under study is much lower than the dimension of the measurement, it
may be possible to implicitly learn that structure, denoise the measurements, and recover
the signal without any prior knowledge of the signal or the noise.

Traditional denoising methods each exploit a property of the noise, such as Gaus-
sianity, or structure in the signal, such as spatiotemporal smoothness, self-similarity,
or having low-rank. The performance of these methods is limited by the accuracy of
their assumptions. For example, if the data are genuinely not low rank, then a low rank
model will fit it poorly. This requires prior knowledge of the signal structure, which limits
application to new domains and modalities.

J-invariant denoising was first introduced in [32] by Batson and Royer, and then
later applied to DAS recording in [4], and the only assumption it makes is that the noise
exhibits statistical independence across different dimensions of the measurement, while
the true signal exhibits some correlation. For a broad class of functions (“J -invariant”)
it is then possible to estimate the performance of a denoiser from noisy data alone. This
allows us to calibrate J-invariant versions of any parameterised denoising algorithm,
from the single hyperparameter of a median filter to the millions of weights of a deep

neural network.

Figure 2.7. Intuitive explanation of the concept of J-invariance. Image adapted from [4].

In order to better understand intuitively the concept of J-invariance, we consider the
image on figure 2.7, featuring a coherent signal such as the stripes on the zebra (green
patch), where the contents of the patch have been removed. If the signal of interest
exhibits sufficiently long-range coherence, with respect to the size of the patch, then the
contents of the signal within the patch can be accurately predicted. On the contrary,
uncorrelated and incoherent features, that exhibit coherence only locally, with respect to

the size of the patch, are not informative for predicting the contents of the removed patch

m Diploma Thesis



2.4.2 Mathematical Formulation

(red patch). Any kind of learner, be it human or artificial, faced with the task to recover
the hidden data from the red patch, will therefore only be able to use coherent signals in
the input data. This means that the contents of the patch are not immediately required
to perform a given action on the patch. This approach from [32], circumvents the need of

clean training data.

2.4.2 Mathematical Formulation

The authors from [32] propose to train an image denoiser g using a single noisy image
y that results from an unknown clean image x such that x = E[y|x], where E[:] denotes
the expectation operator. The denoiser derivation relies on the assumption that g is
J-invariant.

Definition: Let J be a partition of the feature space, and let J € J. We write z; for z
restricted to its features in J. We say that g is J -invariant if, VJ € J and V z, g(z),; does
not depend on the values of z;.

Since the term feature space is somehow ambiguous, we will explain that concept. As
DAS denoising is closely related to image denoising, the term “image” can be used for both
cases. The feature space of the image is the set of all possible combinations of features,
while a feature is a piece of information about the content of an image; typically about
whether a certain region of the image has certain properties. Features may be specific
structures in the image such as points, edges or objects. Since we can construct new
features from existing ones, feature spaces can be infinite, so that is why we select a
partition J of the feature space, and we work on that partition.

We then take a piece J of that partition, this for example can be the patch on figure
2.7, and some z;, for example the different pixel values, inside the patch. We say that our
denoiser g is J-invariant if for all the possible pieces in the partition of the feature space,
and for all the features z, the output of the denoiser g(z); (on J) when given a feature
z as input, does not depend on the actual values of z;. In other words, the output of
the denoiser inside the patch, when given the rest of the picture, does not depend on the
contents of the patch.

We can then assume that the minimiser of E||g(y) — y|> over the space of J-invariant
functions, let it be gx, is able to verify that: g"(y)y = E[xy | yyel, Y J € J, where J° is the
complement of J. This result, when compared to the optimal denoiser, E [x; | y], clearly
shows the couplings between the independence of the noise, the spatial coherence of the
clean image and the partition 7.

In our case, the set of J-invariant functions g is explored with a neural network,
which can be seen as a function fy with lots of parameters 8, which are the various
weights, biases and so on. The training process is the tuning of all the parameters & to
minimize the objective function that is defined on our problem. The neural network fs is

made J-invariant by defining it as:

g() = > Ty (s (Tye()
JeJ
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where I1,(2) is the projection operator that does not modify the values of the elements of
z in A but sets the elements in A€ to zero (being E[z] in our case). This operator can be

mathematically formulated as:

1, z€A

IA(2) =
a2) {O, z € A°

From the previous equation, it is implied that:

g ILye () = Iy (f (Tye()))

meaning that the minimisation of ||g(y) — y||*> with respect to 8 can be performed efficiently
by training the neural network f; with a suitable learning objective, which we will define
later on.

In [32], the authors focus primarily on single-image denoising applications, with a brief
exploration of multi-image denoising using Deep Learning architectures. In the present
work, we apply the concept of J-invariance to batches of DAS data (which are analogous
to images). As we will demonstrate, performing the training on a sufficiently diverse set of
DAS data enables direct application of the trained model on new data without retraining.
This is explored as we test our model in datasets it was not trained on (Iceland, Santorini),

with satisfactory results even without retraining.
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Method

3.1 Model Architecture

The neural network architecture we used for our denoising objective was based on
the commonly used UNet architecture [3], that we also introduced on subsection 3.2.3
featuring 4 blocks of downsampling and convolutional layers in the encoder, and 4 blocks
of up-sampling, concatenation, and convolutional layers in the decoder. The original
architecture can be seen on figure 2.6 while ours on figure 3.1. Each one of the 4 down-
sampling blocks features an anti-aliased downsampling layer with a stride of 4 along the
time axis, no downsampling was performed on the channel axis, followed by two convo-
lutional layers with a number of filters that is doubled for each block. Normally, these
encoder operations are reversed in the decoder by first bilinear upsampling with a factor
4, concatenating the output of the diametrically opposed block, and two convolutional
layers with a number of filters that is halved for each block. The output layer is a convo-
lutional layer with a single filter and a linear activation. All convolutional layers (except
the output one) feature a kernel of size 3 X 5 (DAS channels X time samples). For weight
initialization, the default PyTorch method was used, the Kaiming method [39] which is
an initialization method for neural networks that takes into account the non-linearity of
activation functions.

Input (N_sub x 2048) Architecture Output

— [ Homons-——anuifiiilll
B oot i R S NN

[] anti-atiasing + downsampling layer

Upsampling + concatenation layer

*"‘-‘*‘"——- B8] output convolutionai tayer (iinesr activation)

R Skip connection i e e

Figure 3.1. Model Architecture. Image adapted from [4].

We decided to make some modifications in the original UNet architecture in order to

make it more efficient towards our specific learning objective. The first, was to change
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the original convolutional layers with anti-aliasing ones. As the PyTorch [13] framework,
in which our work was implemented, does not provide these components out of the box,
we added this kind of layers by using an implementation of [5]. According to [5], mod-
ern convolutional networks are not shift invariant, as small input shifts or translations
can cause drastic changes in the output. Commonly used downsampling methods, such
as max-pooling, strided-convolution, and average pooling, ignore the sampling theorem.
The well known signal processing fix is anti-aliasing by low-pass filtering before down-
sampling, which when used right managed to achieve increased accuracy in ImageNet [27]
classification for a wide range of architectures, and also better generalization in terms of
stability and robustness to input corruptions. The latter is why we decided to adopt this

approach and indeed worked as promised.

mext) _ mad) —
O it AR )
X \

. \ O ” 0]
Baseline \\‘._ﬁ_,_../’ — T \m_,_ e
(MaxPool) ma() —_— ma()

Shift-equivariance lost; (1) Max (dense evaluation) =+  (2) Subsampling
heavy aliasing Preserves shift-equivariance Shift-eq. lost; heavy aliasing

Blur kernel
.. L ]

Anti-aliased <1 i NG O é.
(MaxBlurPool) mex( ) m ~— =

(1) Max (dense evaluation) —+ (2) Anti-aliasing fiter (3) Subsampling

Preserves shift-eq. Preserves shift-eq.

Figure 3.2. Anti-aliased max-pooling. (Top) Pooling does not preserve shift-equivariance.
It is functionally equivalent to densely-evaluated pooling, followed by subsampling. The
latter ignores the Nyquist sampling theorem and loses shift-equivariance. (Bottom) We low-
pass filter between the operations. This keeps the first operation, while anti-aliasing the
appropriate signal. Anti-aliasing and subsampling can be combined into one operation,
which we refer to as BlurPool. Image adapted from [5].

An example of anti-aliasing a common spatial resolution reducing method, in order
for it not to break shift-invariance, is shown in figure 3.2, where we perform anti-aliasing
of the common Max Pooling method. The authors from [5] noticed that the Max Pooling
operation is equivalent to a Max operation, followed by a subsampling operation, and
while this loses shift-equivariance, by keeping the first operation and anti-aliasing with
a low-pass filter the appropriate signal they manage to reduce aliasing effects. This
procedure can be seen on the bottom of figure 3.2. Then, anti-aliasing and subsampling
can be combined into one operation, which is referred to as BlurPool. We adopted this
operation in our UNet, instead of the conventional Max Pooling layer.

Another modification we decided to implement, was to replace the ReLU [37] activation

function, with SiLU [38], for all convolutional layers except the output layer. According
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to [38], the SiLU (or swish) activation function tends to work better than ReLU, on deeper
models across a number of challenging datasets. For example, simply replacing ReLUs
with Swish units improves top-1 classification accuracy on ImageNet [27] by 0.9% for
Mobile NASNet-A [40] and 0.6% for Inception-ResNet-v2 [41]. The simplicity of Swish and
its similarity to ReLU make it easy for practitioners to replace ReLUs with Swish units in
any neural network.

Every mini-batch of the input consists of a sample yj of N, neighbouring channels,
which after hyperparameter tuning was selected at 11 channels, corresponding with Ng;,;X
Xy = 11Xxy meters of cable, where xy is the gauge length that corresponds to each dataset
and with 41 s of recordings at 50 Hz (2048 samples). An entire single DAS waveform is
defined as Jj, chosen at random out of the 11 samples. Therefore, the remaining 10
samples can be denoted as J. In order to achieve J-invariance to the model, we need
an projection operator such as the Il,(Jx) we mentioned earlier. Intuitively, such an
operation can be imagined as the one that hides the contents of the patch, while if applied
to the complement of the image reveals the contents of the patch and hides the rest of the
image.

The mathematical formulation of this operator when applied to the input yj is:
we = Iye(yr)

so, if yj consists of 11 waveforms, then u; consists of 11 waveforms out of which 1 is
blanked, as can be seen in figure 3.1. Then, w is input into the neural network. Since the
neural network output fs(wy) is essentially an image that consists of 11 full waveforms,

we also apply the same operator to fs(iy) to the complement, giving:

v = Iy, (fo(ug))

so that v, consists of 1 full waveform and 10 blank ones. This way, we can compute the
MSE loss between the output v, and Il;, (yx). Then in accordance to the theory we laid

out in subsection 2.4.2, we define the loss £ computer over a mini-batch {y} as:

L) = 2 e =T (P

|K keK

where |K| is the batch size. We choose the ADAM optimizer [42] to minimize this loss
function by backpropagating the loss and updating the weights and biases of the neural
network. We initially also considered the Stochastic Gradient Descent algorithm [43], but

ADAM was more effective as we will see in the results section.

3.2 Data Acquisition

In this section we will describe the different environments in which each experiment
took place, what parameters were used to obtain the DAS recordings as well as differ-

ences and similarities between the datasets. On table 3.1 we can see the the technical
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parameters of the four different datasets, that describe the experiment as per their spatial

and temporal sampling, and the length of the fiber optic cable.

Number Gauge Channel Sampling
Dataset Name | Length (km) of Channels | Length (m) | Spacing (m) | Rate (Hz)
HCMR 13.21 688 19.2 19.2 166.66
NESTOR 26.21 1365 19.2 19.2 200
Iceland 13.82 1728 10 8 200
Santorini 44.54 5568 10 8 1000

Table 3.1. Different DAS datasets and their parameters.

For every dataset, we took some preprocessing steps in order to be consistent as every
dataset contains DAS recordings that were recorded under different circumstances. We
filter the data in a 1-10 Hz frequency band and downsample in time to 50 Hz. Depending
on the dataset, we select a subset of the channels that exhibits better SNR and is more
consistent, for the submarine datasets for example we make sure that the fiber optic cable
is already located at the sea floor level and not in the surface as that would introduce
noise from the surface waves. Then for each of the events we select, we extract the data
within a 41 second time window (2048 samples at 50 Hz) centered approximately around
the first arrival of the first wave. Finally, the data of each channel is normalised by its

standard deviation.

3.2.1 HCMR/NESTOR

The DAS data from HCMR and NESTOR datasets, were acquired on two adjacent dark
optical fibers, situated on the central Hellenic shear zone, near a triple junction: the
Kefalonia Transform Fault to the north-west, and the Hellenic Trench and Mediterranean
Ridge to the south-east [44], an area of great seismic activity. From 1st January of
2022 until the 24th of June 2022, 646 earthquakes took place in a 200 km radius from
Methoni, only counting the ones with magnitude 2 and above (source is the seismology

lab of university of Athens online catalogue).

These cables are intended for the HCMR (Hellenic Center for Marine Research) and
NESTOR (Neutrino Extended Submarine Telescope with Oceanographic Research [45])
projects. DAS data were acquired on April 18 and 19, 2019 on the HCMR cable and from
April 19 to 25 on the NESTOR cable. The HCMR and NESTOR cables span 13.2 and
26.2 km, respectively: from a common landing point, they follow the same path for the
first kilometer (at different conduits) inside the shallow Methoni Bay, and then diverge in
different directions toward the bottom of the East Ionian Sea, as can be seen on figure
3.3.
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3.2.2 Iceland
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Figure 3.3. Geographic location of the DAS cables HCMR and NESTOR. The inset shows
the location of the region of interest within Greece. Image adopted from [4].

Both cables recorded several local earthquakes during the measurement campaign,

some of which were located and catalogued from [46], as evident on table 3.2. These

Location
Cable name | Origin time (UTC) Magnitude (local) | (latitude, longitude,
depth [km)])
NESTOR 22/04/2019 19:26:06 | 3.3 37.4185, 20.6897, 11.0
23/04/2019 17:29:40 | 3.6 37.7753, 20.7658, 7.0
21/04/2019 22:11:47 | 2.0 36.8335, 22.0382, 2.0
23/04/2019 19:25:51 | 2.6 37.2528, 21.4593, 9.0
HCMR 18/04/2019 21:44:42 | 3.7 37.57, 20.66, 8.0
19/04/2019 03:30:19 | 2.6 37.1523, 20.6662, 1.0

Table 3.2. Catalogued events from the HCMR & NESTOR cables.

cables were interrogated using an old generation Febus A1-R DAS interrogator, developed
by Febus Optics. This single-pulse phase-based system produces longitudinal strain-rate
measurement. Raw data was processed using gauge length and spatial sampling of 19.2
m for both cables, equivalent to 688 and 1,365 channels of strain-rate equally spaced
along the HCMR and NESTOR cables, respectively. For our purpose, we selected 650
channels from HCMR and 880 from NESTOR. Strain-rate was computed at intervals of 6
ms (166.66 Hz frequency) for HCMR and 5 ms (200 Hz frequency) for NESTOR, producing
68 and 74 GB of data for HCMR and NESTOR, respectively.

3.2.2 Iceland

The Iceland dataset is different than the other datasets we consider in this work, as it

is not a submarine fiber optic cable. This experiment took place in a volcanic environment
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in Grimsvoétn, Iceland. Grimsvétn is Iceland’s most active volcano, with its most recent
eruption occurring in 2011. It is situated underneath the Vatnajékull ice cap, and our
DAS dataset was acquired by trenching a fiber-optic cable 50 cm into the snow cover. The

total length of the cable was 12 km, and its layout can be seen in figure 3.4.

Figure 3.4. Layout of the fiber-optic cable in Grimsvétn. (black line with numbers indicat-
ing distance in kilometers) deployed in the DAS-BummBumm experiment in spring 2021.
Locations of the research huts (GFUM) near one end of the cable and a GPS station at the
other end are also shown, as are the years and approximate locations of previous fissure

eruptions (orange and red). The site of Grimsvétn (red triangle) amid the Vatnajékull ice
sheet in Iceland is indicated in the inset. Image taken from this article.

A Silixa iDAS™ interrogation unit was running for one month from May to June
2021, generating approximately one terabyte of data. Raw data was processed using
gauge length of 10 m and spatial sampling of 8 m, equivalent to 1728 channels. For our
purpose, we selected a subset of 1000 channels from the first 1500 channels, depending
on the location each event took place. Strain-rate measurements were obtained with a
frequency of 200 Hz, producing approximately 1 TB of data in total. Due to the deep
trenching, the dataset has a relatively high signal-to-noise ratio. Physical signals were
easily visible within the data by looking at images.

The signals from the events we selected, represent events that may have been caused
by a wide range of phenomena, such as volcanic and geothermal activity, ice-quakes,
snow avalanches, and resonance of the sub-glacial lake and the overlying ice sheet. This
means they can’t be characterised by magnitude as they weren’t catalogued the way

normal earthquakes are. We hand-picked 6 events in total.

3.2.3 Santorini

Lastly, this dataset is another submarine fiber optic cable, from the island of Santorini
which is located in the southernmost part of Cyclades, in the Aegean Sea. Santorini is of
great seismic interest, as is volcanic in nature, with the last eruption being in 1950. The

caldera of Santorini lies in the center of the Christiana-Santorini-Kolumbo volcanic field,

m Diploma Thesis


https://eos.org/science-updates/sensing-icelands-most-active-volcano-with-a-buried-hair 

2

3.3 Synthetic Data Generation

which comprises the extinct Christiana Volcano, the Santorini Caldera, the polygenetic
submarine Kolumbo Volcano, as well as the Kolumbo Volcanic Chain. Just to get some
perspective of the seismic activity in the general vicinity of Santorini, from 1st January of
2022 until the 24th of June 2022, 1023 earthquakes took place in a 200 km radius from
the center of Santorini island, only counting the ones with magnitude 2 and above.

The fiber optic cable, which is of commercial telecommunication purposes, starts off
at Thira mainland, and after almost 10 kilometers enters the sea, which is evident in the
DAS recordings from the surface waves’ noise, and ends up in the mainland of Ios island,
after getting close to the Kolumbo submarine volcano. The path it takes in order to get
there is slightly curved with the radius curvature being large enough so that it can be
considered straight.

The same Silixa iDAS™ interrogation unit as in the Iceland dataset was used, it
was running for two months from November to December 2021, generating almost one
terabyte of data every day (due to the large sampling rate). Raw data was processed using
gauge length of 10 m and spatial sampling of 8 m, equivalent to 5568 channels, giving a
fiber optic cable length of 44.5 kilometers, one of the largest to our knowledge. Strain-rate
measurements were obtained with a sampling frequency of 1000 Hz.

For our purpose, we selected a subset of 1000 channels in total, out of the 5568,
starting from channel 1700 until 2700. This was because the cable enters the sea at
approximately channel 1100, and we had to make sure that it is located at the sea floor.
Another reason is that due to the great length of this fiber optic cable, the further away
the channel is from the IU, Rayleigh scatterers tend to accumulate, producing more and
more noise rendering the further away channels less useful.

The earthquake events that took place in the general area were catalogued by the
seismology lab of university of Athens online catalogue. During the 2 month period of
the experiment, lots of events took place, including an astounding magnitude of 6 event,
that took place 300 kilometers from Santorini that was also recorded. Due to the large
volume of events, we analyzed 8 hours of data and hand picked 14 events, information

about which can be seen on table 4.2.

3.3 Synthetic Data Generation

If we were to use our raw DAS recordings as inputs to our model, then the percentage of
recordings that is noise, would be much more significant than the portion of the recordings
that is actual events. This is a problem similar to class imbalance in supervised learning
problems. That means that the model will not be able to distinguish between noise and
events, and can potentially learn to output noise and suppress it, which is the opposite
of our learning objective.

In order to circumvent that problem and to gain a first order understanding of the
denoiser, we generate a synthetic dataset with “clean” waveforms corrupted by Gaussian
white noise with a controlled signal-to-noise ratio (SNR). The clean strain rate waveforms
are obtained from three-component broadband seismometer recordings of the Pinon Flats
Observatory Array (PFO, [47]), California, USA, of 82 individual earthquakes. These
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earthquakes are manually selected based on a visual evaluation of SNR and waveform
diversity.

Since DAS recordings measure strain-rate, which is essentially the difference of strain
of two points separated by the gauge length, both in distance and in time, we can calculate
the strain rate for two seismometers given their distance. The strain rate & recorded by

DAS at a location x can be expressed as:

E(x) = xig[u(“ %)‘ ”(x_ %)]

where x; is the gauge length and @t the particle velocity. To simulate DAS strain rate
recordings, as we mentioned we need to take two different stations. These are separated by
50 m, so we divide the difference of their respective waveform recordings by their distance.
Owing to the low noise floor of these shallow borehole seismometers, the resulting strain
rate waveforms exhibit an extremely high SNR.

As the different DAS recordings and the recordings from the seismometers are sampled
at different frequencies, we need all of them to be sampled in the frequency for our model to
achieve its full potential. For that reason, we agree to downsample all our DAS recordings
to 50 Hz in a frequency band of 1-10 Hz.

The PFO broadband stations are sampled at a 40 Hz frequency, so in order to simulate
a 1-10 Hz frequency band sampled at 50 Hz (i.e. a frequency range of 0.04-0.4 times the
Nyquist frequency), we filter the synthetic waveforms in a 0.8-8 Hz frequency band and
apply no resampling. All the waveforms are then scaled by their individual standard
deviations.

Up to this point, we have simulated one channel of DAS recordings. In order for the
synthetic dataset to work, we need 11 waveforms of recording of neighbouring channels,
as seen in figure 3.1. Also, different events have different magnitudes, meaning the waves
that are sensed from our fiber optic cables have different apparent speeds (velocities)
depending on the event characteristics. The velocity of the wave fronts define the time
delta that it takes for the event to reach two different channels that are separated by xy
meters.

In order to account for all that, during training of the model, we create a synthetic
sample by randomly choosing one “clean” waveform, among with a random apparent
wave speed v in the range of +0.2 — 10km - s™!. This will help the model better generalize
to events approaching with different apparent speeds. A total of 11 copies (Ngyp) of the
selected waveform are created, and each are offset in time in accordance with the moveout,

which is given by the following equation:

i-xg-f

18]

ANiZint( ),OSi< 11
AN; being the time offset in number of samples of the i-th copy, x4 the gauge-length, f the
sampling frequency (set at 50Hz) and v the apparent wave speed.

The waveforms are then cropped within a window of 2048 time samples, positioned

randomly around the arrival of the first wave. We selected a sampling rate of 50 Hz, as
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41 seconds of recording is enough to contain a whole earthquake event and also 2048
samples is a power of two, (2!'!), which is preferred in inputs of neural networks as they
are trained in GPUs (Graphics Processing Unit) which can take advantage of optimizations
related to efficiencies in working with powers of two.

Lastly, a SNR value is sampled from a log uniform over the values 0.01-10, and the
waveforms are re-scaled such that the maximum amplitude of the signal is 2 VSNR. These
scaled waveforms are then superimposed onto Gaussian white noise with unit variance,
filtered in a 1-10 Hz frequency band, and scaled by the total variance.

In order to avoid over-fitting in this limited dataset, and to help the model achieve
better generalization, we also do some trivial data augmentation. Data augmentation
in data analysis are techniques used to increase the amount of data by adding slightly
modified copies of already existing data (or newly created synthetic data from existing
data). The techniques we use to augment our data, are random polarity flips and time
reversals of the final processed sample. Polarity flips mean that we flip the waveform with
respect to the x-axis. Time reversal means that we reverse the time axis and feed the

waveform to the model starting from the end of the event.

3.4 Training Procedure

In order to improve the rate of convergence on the real world DAS datasets and to
help our model to better distinguish between noise and events and learn to not output
incoherent noise, we first train the model on the synthetic dataset. We split the dataset
80-20 in a training and a validation set, and use these separate sets to generate training
and validation synthetics as we describe in section 3.3. In the synthetic data generation
there are random procedures taking place, like the selection of apparent speeds, SNR as
well as the selection of waveforms. For this reason, we create a new set every epoch,
in order to mitigate overfitting. A batch size of 32 was selected. We trained for 2000
epochs where the validation set loss saturates. Training on the synthetic dataset took
just approximately 7 hours on a single Nvidia RTX 3070 (laptop) GPU. This model is then
saved, and used for the analysis of the synthetic dataset in section 4.2.

At this point, we are ready to re-train our neural network to the real world DAS dataset
we aim to denoise. As we mentioned earlier, both the Santorini and the Iceland datasets,
have a channel spacing that is a subset of the gauge length, causing data leakage in
between neighbouring channels. This data leakage essentially prohibits us from training
on these datasets. A way to circumvent this problem, is to select channels that are
not immediate neighbours. This solution wastes lots of channels and prohibits us from
leveraging the great spatial resolution of DAS, one of the benefits of the method.

We decided to train only on the HCMR and NESTOR datasets, and since the denoising
capabilities of the final model were satisfying, we decided to keep it this way. We load the
model that was trained in the synthetic dataset, and continue training on the 21 recorded
events on HCMR and 8 events on NESTOR (some of which were catalogued, available on
table 3.2). We manually kept out of training 4 and 2 events for validation respectively.

During training of the real-world DAS data, we generate a batch of samples from randomly
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selected events and central DAS channels. We then take 5 DAS channels on either side
of a central channel and randomly select one of them as a target channel, to be blanked
from the input and to be reconstructed by the model. We additionally perform polarity
flips and time reversals on the set of 11 waveforms to augment the dataset.

The model’s performance saturates after just 50 epochs, which take approximately
15 minutes in the same GPU. In order to get the J-invariant reconstructions of the DAS
data along the entire cable, we create 11 channel input samples centered around a target
channel (that is blanked), and by sliding that window from one channel to another we

reconstruct all of the channels.
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Results and Analysis

4.1 Ablation Study

With the term ablation study, we refer to the study in which the performance of an
Artificial Intelligence system is investigated by removing certain components, to under-
stand the contribution of the component to the overall system. In our case, we try several
values for certain hyperparameters of the system, to see how important they are to the
final outcome, and also to determine what set of hyperparameters we will use in our final
model, that serves the best final results.

For example, we would like to know the importance of factors such as: Learning Rate,
Number of Epochs, the number of waveforms that are inserted in the neural network with
every batch, the batch size and also different models and optimizers. Since our model
is already simple enough and can be trained in logical amounts of time, we will not be
removing additional layers and components of it, but rather replacing different types of
components, such as replacing normal convolution layers with anti aliasing ones, to see
if they do a good job in confining aliasing effects.

Experiment tracking was done with the Weights and Biases (wandb) [48] framework,
which makes it possible to define a grid of hyperparameters to draw values from, and
perform a sweep either in a random manner or by using Bayesian Hyperparameter Opti-
mization. The latter was used, as it is the most suitable option when the task includes
a large set of different combinations of hyperparameters. Bayesian optimization builds a
probabilistic model of the function mapping from hyperparameter values to the objective
evaluated on a validation set.

To gain a first order understanding of how each hyperparameter affects the validation
loss, we prepare and run a sweep for a wide range of values of the most important
hyperparameters of our model, for a total of 13 runs on 25% of the training and 25% of
the validation data sets, because if we were to use the whole dataset it would increase the
runtime massively.

The results on each run can be seen on figure 4.1, by following each line, it is possible
to see what combination of hyperparameters resulted in what value for the validation loss
and also how much time it took. As this is not an exactly helpful way to understand
how each parameter affects the validation loss, wandb also offers the ability to see the

importance and the correlation of each hyperparameter with respect to the validation loss,
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Figure 4.1. Results of the hyperparameter sweep

in a more aggregated way, as is evident on figure 4.2.

Correlation is the linear correlation between the hyperparameter and the chosen met-
ric (in this case current_val_loss). So a high correlation means that when the hyperpa-
rameter has a higher value, the metric also has higher values and vice versa. Green
values show positive correlation while red values show negative correlation. Correlation
is a great metric to look at but it can’t capture second order interactions between inputs
and it can get messy to compare inputs with wildly different ranges.

Therefore we also calculate an importance metric where we train a random forest with
the hyperparameters as inputs and the metric as the target output and report the feature
importance values for the random forest. The importance column shows you the degree

to which each hyperparameter was useful in predicting the chosen metric.

Parameter importance with respect to current_val_loss  ~

Config parameter Importance @ ¥ Correlation

modelvalue_AntiAliasingUNet I N
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Figure 4.2. Parameter importance and correlation with validation loss

In our case, it is evident that the most important parameter in the sweep, was the anti

aliasing UNet, which as we mentioned before is the same as the simple UNet, only with
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different CNN’s, replaced with anti aliasing ones from Adobe [5]. Apart from the different
model, the parameter N_sub, which is the number of waveforms (or different channels)
that are input in the model is the most important, which intuitively seems correct, as
for every event the model receives information from more neighbouring channels. As
this parameter also affects the batch input size, it should be fine tuned along with the
batch size, because if we select high values for both of the parameters, it will affect the
input/output of the data through the network.

Therefore, for our final model, we used the Anti Aliasing UNet, along with Adam opti-
mizer. For the rest of the hyperparameters, we took the results from the best run (from fig-
ure 4.1, the one with the lowest validation loss) as a baseline: N_sub = 30, learning_rate =
0.002, num_epochs = 200, batch_size = 16. Consequently, while experimenting we de-
cided to decrease the N_sub to 11, as it increased the image size dramatically, hence
increasing training and most importantly, inference time. To compensate for that, we
increased the batch size to 32. Experimenting with these values we found that the train-
ing and validation curves were really noisy, and also we could tell from the validation
metrics there was room for improvement, so we decided to decrease the learning rate to
5-10* and train for more epochs. We did a large run of 3000 epochs while keeping
checkpoints, and selected the best model at 2000 epochs, finally arriving at the final set
of hyperparameters, agreeing with [4].

Batch L i Hidd
N sub ,a ¢ Epochs earning Model waden Optimizer
Size Rate Layers
Anti Aliasi
11 32 | 2000 |5-107% |fnHAlasime) Adam
UNet

Table 4.1. Final Set of Hyperparameters of the model

The training and validation loss curves for the total run, can be seen at figure 4.3.
As is evident, throughout the training, the validation loss is higher than the training
loss, despite some statistically insignificant instances that are normal to arise due to the
randomness that takes place when generating the synthetic data, as mentioned in section
3.8.

4.2 Results on synthetic data

We start off with a qualitative assessment of our algorithm’s performance on synthetic
data. We start by taking an event from the test samples, and as these events exhibit a
really high SNR (Signal to Noise Ratio), we generate the input samples as described in
section 3.3, by taking a value of SNR so that SNR = {0.1, 1, 10} and an apparent wave
speed of 1.5 km/s. In the first column of figure 4.4, in the clean signal, the P- and S-
waves are clearly distinguishable from the background noise, with the S- wave exhibiting
a considerably higher amplitude than the P- wave.

We generate the input sample by adding a small amount of Gaussian white noise of

SNR = 10, filtered in a 1 — 10 Hz frequency band (panels b and i) and we can still clearly

Diploma Thesis m



Chapter 4. Results and Analysis

009 1

008 4

007 A

0.06 4

005 4

—— Training Loss
Validation Loss

1000

1500

2000

2500 3000

Figure 4.3. Training and Validation Loss Curves for training on synthetic data.
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Figure 4.4. Synthetic examples of model performance.

see the waveform features. When this mildly corrupted sample is fed to the model, the

reconstruction is nearly indistinguishable to the input and to the original input.

For the second input sample, we select a lower SNR = 1.

In this waveform, the P-

wave and a portion of the S-wave are vanished within the noise but the peak strains are
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4.2 Results on synthetic data

still visible. In such a scenario, it would be impossible for us to accurately pick the P-
and S- waves arrival times, which are important metrics as they allow us to estimate the
distance from the seismic source. After J-invariant filtering, the signal’s P-wave train is
lifted out of the noise level. The onset of the P- and S-waves becomes much more clear,
permitting a crude estimation of their arrival times. Moreover, details of the S-wave are

fairly well recovered (panels d and e).

Lastly, we select an extremely poor SNR value, SNR = 0.1. In this case, even the
S-wave portion of the waveform is nearly indistinguishable from the noise. Without ad-
ditional processing of the signal, it would be nearly impossible for an anomaly detection
algorithm (e.g. STA/LTA [11] or [49]) to detect an event with such poor SNR. After J-
invariant filtering, the S-wave train is recovered, albeit with a much lower amplitude
than the original signal. The P-wave can no longer be distinguished in a single waveform
(panel g), but from the reconstruction (panel 1) it is apparent that small amounts of the
P-wave energy are recovered. In spite of the imperfect reconstruction, the SNR of the

reconstructed signal is sufficient to identify this event with detection algorithms.
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Figure 4.5. Quantitative assessment of the model performance on synthetic data.

We continue with a quantitative assessment of the model performance by computing
the scaled variance of the residuals, defined as R = <(y - y’)2> / <y2>, with y being the
“clean” signal and y’ the reconstruction. We compute this quantity for a range of values of

SNR and slowness (reciprocal of wave velocity), in figure 4.5. The error bars are calculated
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from 300 samples generated from the same clean waveform. As desired, the model output
becomes more accurate when the SNR is high, which saturates towards the end of the
SNR range. Towards the lower end of the SNR range the scaled variance approaches
1, indicating that the model essentially produces zero-centred random noise with small
variance, so that: <(y - y’)2> ~ <y2>. This is a highly desired outcome: when provided
with purely random, incoherent noise, the model should output zero. In other words,
the prior learnt by the decoder of the auto-encoding network is zero, which prevents the
generation of non-existing signals driven by a dominant non-zero prior.

As detailed in 3.3, the time-offset of the waveform between neighbouring channels
is governed by the slowness. For low slowness values, the offset between neighbouring
waveforms is minimal, so that a reasonably accurate reconstruction can be generated
from simply copying a non-blanked waveform from the model input. This is obviously
undesired, and so we investigate this hypothesis by systematically varying the slowness
(and correspondingly the time-offset between channels). As is apparent from 4.5 (b), this
hypothesis can be safely discarded: the scaled residuals remain constant over a wide
range of slowness, varying from 0.1 to 3.3 s km™! (small to large time-offset, respectively).
However, we do find a small but systematic drop in scaled residuals at fixed intervals.
Further investigation reveals that these occur at integer multiples of 1/9.6 s km™!. The
time-offset between neighbouring channels, is given as AN = int(Lf/u), L being the gauge
length of 8m and f the sampling frequency of 50 Hz. For u < 9.6 m/s, the offset between
neighbouring channels is 0. For 960 < u < 1920 m/s, the offset is 1, etc. For channels
that are separated by i gauge lengths, these jumps in time-offset occur at integer multiples
of u = iLf. In other words, the method by which the synthetic samples are generated
causes a jagged, non-exact offset between channels due to integer rounding. Only when
the slowness is an integer multiple of 1/Lf = 1/960 s m™! is the offset between the
channels exactly as given by the theoretical move-out. ween the channels exactly as
given by the theoretical move-out. When this condition is satisfied, the offset between
close and far channels is fully consistent, and correspondingly the model performance
improves. This suggests that not only does the model refrain from simply copying the
input data, but that it also considers both far and close channels to assess the move-
out, which is then used to reproduce the correct time-offset of the reconstruction. In the
real-world DAS data the wavefield is not discretised (i.e. the arrival of waves at a given

channel is exact) and so this time-offset rounding does not occur.

4.3 Results on real Distributed Acoustic Sensing (DAS) data

As explained in section 3.4, after training on the synthetic dataset, we move on to
train our model on real DAS data, specifically on 21 events from HCMR and 8 events
from NESTOR, adapted from [4], (6 of which were located and catalogued, [46]), out of
which 8 and 2 events were manually selected for validation, respectively. The training
and validation loss (MSE) curves can be seen on 4.6. As expected, the validation loss
reflects the trend of the training loss, being a little higher in magnitude.

Since we are retraining the model, we keep the same values for the hyperparameters,
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Figure 4.6. Training and Validation loss curves for HCMR/NESTOR data.

but we train for only 50 epochs. We did not train the model further or separately for the
other datasets, as the contribution of training specifically for each dataset was negligible
to the results, and thus it did not outweigh the computational cost to do so. This is the
case, as the data, even so coming from different environments and with differences in
their configurations (gauge length, channel spacing and sampling rate) are of the same
nature, and so the reconstructions are satisfactory even without retraining. It does make
sense to retrain for each specific dataset, though, in order to capture small nuances each
data acquisition experiment has.

For each qualitative assessment of the denoising reconstructions we present, in order
go get a measure of the model’s performance without ground truth (as there is no ground
truth), we compute the local waveform coherence before and after J-invariant filtering and
assess the gain in coherence. We define the mean local waveform coherence CC around
the k-th DAS channel, as:

1 Xicyi * Xjeri
CCr=— Zmax fert 7 et —-2N-1

=-N \Ithl%H thl%ﬂ‘

where x, denotes the waveform at the n-th channel, * denotes cross-correlation, and
> x? denotes the sum over all time samples in x. The bin size N is set to 11, for all
reconstructions. The coherence gain is then defined as the local coherence computed
for the J-invariant reconstruction, divided by that of the input data. As such, coherence
gains above 1 indicate improved waveform coherence compared to the input data, which
is beneficial for coherence-based seismological analyses, such as template matching or

beamforming.

4.3.1 HCMR/NESTOR

We then continue with a qualitative assessment of the denoising results, by consid-

ering two events in the validation set of the HCMR data, and two in the validation set of
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NESTOR data, as can be seen on figures 4.7 and 4.8, respectively.

Input data Reconstruction Reconstruction (filtered)

Distance along cable [km]

Distance along cable [km]

0 10 20 30 40 0 10 20 30 40 0 10 20 30 40 0.0 25

Time [s] Time [s] Time [s] CC gain [-]

Figure 4.7. J-invariant filtering results of HCMR data.

Looking at the J-invariant reconstructions, they practically always exhibit (much)
higher waveform coherence. Along some cable segments this quantity is inflated due to
an absence of coherent signals in both the input data and the reconstruction, which is
particularly apparent in panel 4.7(h) between 2 and 4 km distance. Nonetheless along
other segments, such as between O and 2 km in panel 4.7(h) or around 15 km in panels
4.8(d) and (h), the local coherence of recorded earthquake signals have improved sub-
stantially (the vertical dotted line marks a gain of 1).

When considering the SNR of the DAS data as shown e.g. in panel 4.7 (a), we see
that there are segments of the cable that exhibit better SNR than others (e.g. at 0.5,
3.9, and 10.8 km along the HCMR cable). This along-cable variation in SNR may be due
to variations in environmental noise, cable-ground coupling degree, or orientation of the
cable with respect to the wave propagation direction [50].

At locations where the apparent SNR is high, we can attempt to make a wiggle-for-
wiggle comparison between the input data and the reconstructions on figure 4.9. When
doing so, we see that the model correctly attenuates the random noise in the first 25
s, and subsequently increases its amplitude to match the recorded signals. Overall the
reconstructions exhibit a lower maximum amplitude than the input data, which is as
expected (the model removes the contribution of the noise to the recorded data). The

phase of the large-amplitude arrivals seems to be matched fairly well, which is important
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Figure 4.8. J-invariant filtering results of NESTOR data.

for seismological methods that rely on phase information, such as beamforming. This
can be quantitatively expressed as the correlation coefficient computed for the waveforms
after 25 s, which is overall satisfactory (in the range of 0.66 to 0.89 as indicated in figure
4.9).

4.3.2 Iceland

We then proceed, with the results from the fiber optic cable in Grimsvétn, Iceland.
This dataset has the same sampling rate as the NESTOR fiber optic cable that we saw
earlier, so the difference is only in spatial sampling, which for this cable was set at 8
meters, while gauge length was set at 10 meters, as we mentioned before. Therefore, in
principle we should get satisfactory results, just by using the model that was trained on
the HCMR/NESTOR dataset, for inference, but we should pay attention to how well the
reconstructed signal matches the phase of the input signal as different channel spacing
parameters between the dataset we train and the one we perform inference on can cause
miss-matches in phase.

This dataset, coming from a 12 km fiber optic cable trenched at about 50 cm into
the snow cover, exhibited great SNR due to the deep trenching. Physical signals such
as hammer tests initially, and micro-seismic events later, are clearly visible by looking
at images. So it’s interesting to see how our pretrained model will denoise this “cleaner”

waveforms.
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Figure 4.9. Wiggle-for-wiggle comparison along the HCMR cable. The waveforms corre-
spond with panels a,b,c of 4.7.

The example signals, represent events that may have been caused by a wide range of
phenomena, such as volcanic and geothermal activity, ice-quakes, snow avalanches, and
resonance of the sub-glacial lake and the overlying ice sheet. This means they can’t be
characterised by magnitude as they weren’t catalogued the way normal earthquakes are.
We present 6 different events in total.

We start our qualitative assessment of the model’s denoising results in figure 4.10
with two small in magnitude, possibly local events, with the first event (panels a,b,c)
being larger in magnitude than the second (panels e.f,g). In the second event, the location
of said event is denoted with an arrow as it can be too small to notice (panels e & g).
Even though the background noise is smaller than in our other datasets, our model
reconstructs the data in a satisfying degree, with the events still clearly visible. For both
cases, the CC gain (panels d and h) is always higher than 1, as expected, showing us that
the local coherence of the recorded event signals have improved substantially.

When considering the SNR of the DAS data as shown, we see that there are segments
of the cable that exhibit better SNR than other (e.g. between O and the 1st km distance
along the cable). This variation may be due to the cable’s orientation with respect to the
wave propagation direction, as this is also the area in which the two events in figure 4.10
were recorded.

We then attempt to make a wiggle-for-wiggle comparison in the high SNR area (figure
4.11), showcasing three different channel regions of the optic fiber cable. With the back-
ground noise being smaller in magnitude, the model does a really good job suppressing
it, while successfully reconstructing the signal peaks of the event, proving us that this

learning algorithm has successfully learned the noise characteristics, even though we
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Figure 4.10. J-invariant filtering results of Iceland data.
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Figure 4.11. Wiggle-for-wiggle comparison along the Iceland cable. The waveforms corre-
spond with panels a,b,c of 4.10.
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made no assumptions regarding said characteristics. The Pearson correlation coherence
values are significantly lower than in submarine DAS data, the reason being that the
noise is of smaller magnitude, so the model outputs zero when provided with incoherent
noise which is a highly desired outcome (that was also validated in the synthetic exam-
ples results, when we examined the scaled variance of residuals R for a range of different
values of SNR, figure 4.5). Thus, it is normal to have lower coherence values between the

original signal and the reconstructed, as they are weaker. In order to examine how the

Input (channel: 121)

15 20 25 30 35

Reconstruction

15 20 25 30 35

Figure 4.12. Wiggle-for-wiggle comparison along the Iceland cable, on channel 121.

reconstructed signal matches the phase of the original one, on figure 4.12 we examine a
shorter period of time at a channel of interest, and by visual examination we conclude
that the phase is matched really well. This is also a great example of the great denoising
capabilities of our model, as it can reconstruct the signal of the coherent event even when
the biggest portion of it is corrupted by the background noise. We continue with two
higher magnitude events on figure 4.13. Again, the denoising results are satisfactory,
with the CC gain being above 1 along the fiber optic cable. As usual, we attempt to do a
wiggle-for-wiggle comparison in the area of interest, on figure 4.14. The reconstructions
on these channels showcase the excellent denoising capabilities of our model. Despite
them showing no coherence at all with the original signal, it is easily visible how well the
reconstruction matches the phase of the original signal. Again, on figure 4.15 we zero in
on a short time window of interest, this time on channel 520, to aid the reader to visually

compare the quality of the reconstruction versus the original signal.

Finally, we present another two relatively big events on figure 4.16, exhibiting high
CC gain values which is always above 1, except only a handful of channels out of the

1000 that are shown in the image. Similarly to the previous 4 events, the reconstructed
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Figure 4.13. J-invariant filtering results of Iceland data.
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Figure 4.14. Wiggle-for-wiggle comparison along the Iceland cable. The waveforms corre-
spond with panels a,b,c of 4.13.
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Input (channel: 520)
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Figure 4.15. Wiggle-for-wiggle comparison along the Iceland cable, on channel 520.

waveforms on figure 4.17 match the phase of the original waveforms without any flaws.
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Figure 4.16. J-invariant filtering results of Iceland data.
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Figure 4.17. Wiggle-for-wiggle comparison along the Iceland cable. The waveforms corre-
spond with panels a,b,c of 4.16.
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4.3.3 Santorini

We continue our analysis, by testing our model in another DAS dataset, from another
experiment in Greece, that took place in the island of Santorini. For this experiment, the
same Silixa interrogation unit as in the Iceland dataset was used, with parameters such
as gauge length and channel spacing remaining the same, at 10m and 8m respectively,
while the sampling rate was set at an impressive 1kHz, one of the highest sampling rates
in DAS experiments. As we also mentioned in section 3.2.3, this 44.5 kilometer cable is
being used for telecommunications.

For our analysis, we selected 14 events that happened in the 19th and the 20th
of October in 2021, that were catalogued from the seismology lab of the University of
Athens! Information regarding the magnitude, depth, distance from the start of the fiber

optic cable, date/time and location of the events are available on table 4.2.

Origin Time (GMT) Depth (km) | Magnitude | Figure Location

10/19 05:32:34.590 | 30.0 6.0 4.21 (Upper) | 147.0 km SE of Karpathos
10/19 12:32:34.490 | 8.0 2.5 4.21 (Lower) | 15.2 km NE of Thira
10/19 20:01:59.790 | 19.0 3.6 4.23 (Upper) | 52.1 km SSE of Thira
10/19 20:08:12.770 | 14.0 2.9 4.23 (Lower) | 52.4 km SSE of Thira
10/19 20:41:54.270 | 7.0 2.6 4.25 (Upper) | 54.3 km SSE of Thira
10/19 20:43:13.910 | 12.0 3.0 4.25 (Lower) | 55.2 km SSE of Thira
10/19 20:53:46.600 | 22.0 2.8 4.27 (Upper) | 54.9 km SSE of Thira
10/19 20:59:17.640 | 7.0 1.8 4.27 (Lower) | 28.1 km NNE of Thira
10/19 21:17:59.950 | 10.0 2.0 4.18 (Upper) | 47.2 km S of Thira
10/19 21:35:24.030 | 13.0 2.6 4.29(Upper) | 53.4 km S of Thira
10/19 21:47:09.760 | 7.0 3.3 4.29 (Lower) | 23.4 km SE of Iraklion
10/20 01:29:35.740 | 7.0 3.4 4.18 (Lower) | 24.4 km SE of Iraklion
10/20 02:44:05.280 | 8.0 4.3 4.31 (Upper) | 23.8 km SE of Iraklion
10/20 03:50:53.280 | 3.0 3.1 4.31 (Lower) | 23.9 km SE of Iraklion

Table 4.2. Information regarding the seismic events on Santorini DAS.

We start our qualitative analysis of the J-invariant reconstructions on figure 4.18. We
can clearly see that the quality of the reconstructions remains at a satisfactory degree,
while not like in the other datasets. We also see that the local waveform coherence gain,
computed as that of the reconstructed image over the original one, is only fluctuating
around the value of 1. This is a problem that we encountered in all of the events of
this dataset that seemed strange at first. The only logical explanation we can give about
the fact that we don’t have any coherence gain, is that in this dataset, the gauge length
is not equal to the channel spacing. This means, that interrogating unit averages the
measurements taken every 10 meters (gauge length) while in the data we have defined
that one channel is 8 meters away from the next and the previous one. This means,
that in this 2 meter difference, the channels are overlapping which results in information
leakage from on channel to the surrounding ones. That explains the fact that if we try

and visualize neighbouring channels, one can barely make a difference between the two

ILink available here.
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4.3.3 Santorini
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Figure 4.18. J-invariant filtering results of Santorini data.

waveforms. The fact that the gauge length is no equal to the channel spacing, is also true
for the Iceland dataset, but the alarming difference between the two datasets is that in
Iceland the initial sampling rate was set at 200 Hz, while in Santorini it was at 1 kHz, so
5 times more granular. This difference in sampling rate, might be an amplifying factor in
the data leakage problem.

This means, that if neighboring channels are really similar, by calculating the moving
coherence we expect to see that they are highly coherent with each other. In order for the
seismic events not to interfere with what we aim to achieve here, we select a 60 second
period where no events take place, so just the background noise, and we calculate the
moving coherence for the 1000 channels of interest, for Santorini, and also for Iceland
data for comparison. As is evident on figure 4.19, the Santorini data exhibit much higher
coherence in between channels than the Iceland data. Therefore, it is almost impossible
for our denoising algorithm to contribute to the coherence gain. A higher coherence
gain would mean that the channels of the reconstructed waveforms are nearly identical

between them.

The most probable cause for this higher coherence in between the DAS channels in the
Santorini dataset, is the fact that it is an underwater cable, and while the HCMR/NESTOR
datasets are also underwater cables, the circumstances can be different. Authors of [51]
showed that underwater DAS earthquake recordings are dominated by Scholte-waves

(surface waves that are propagated at an interface between a fluid and an elastic solid
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Figure 4.19. Moving coherence versus channels for Iceland and Santorini data.

medium, such as the cable between the sand and the water), indicating that acoustic and
seismic waves are converted and scattered at the ocean—solid-earth interface. Moreover,
interactions between the water-column and solid-earth generate several noise sources,
i.e., surface gravity waves and microseisms, which constitute coherent noise that could
affect earthquake monitoring with underwater DAS measurements. Therefore, this kind of
noise exhibits coherent characteristics, basically violating our J -invariance assumptions
that the noise does not exhibit coherent characteristics and is statistically independent.

In order to further demonstrate that our algorithm actually helps denoise the events
from the Santorini DAS data, we attempt to make a wiggle for wiggle comparison for the
higher event of figure 4.18. As is evident on figure 4.20, our J-invariant reconstructions
manage to suppress the background noise leading to the start of the event.

We move forward with another set of events. This time, of less denoising significance,
as one of the two events was a stunning magnitude 6 earthquake, that took place more
than 300 kilometers away from our cable. This means, that such a big event, causes high
amplitudes in the waveforms, that the background noise is a few orders of magnitude
lower than the peaks of the waveform, so it is barely visible. The second event on figure
4.21 is a magnitude 2.5 earthquake, but this took place only 15 kilometers North East
of Thira (Santorini), meaning that due to its close proximity to our DAS cable, it was
captured with similar characteristics as the M=6 event.

For both events, qualitatively we can see that there is a hint of background in the
input waveforms, that were removed in the reconstructions. Of course, one does not
need to perform denoising to see these events, but it is interesting to see how our model
behaves in a plethora of situations.

As usual, we continue with a wiggle-for-wiggle comparison, on figure 4.22. We notice

that the amplitudes are matched to a satisfying degree, also taking note that the algorithm
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Figure 4.20.

Wiggle-for-wiggle comparison along the Santorini cable.

correspond with panels a,b,c of 4.18.
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Chapter 4. Results and Analysis

was not trained to such massive events, and also that when removing the noise, the
contribution of the noise is also removed from the waveform peaks that were caused by
the event. Also, quantitatively, we can see that the correlation coefficients fall in the right
range.

We notice that in this dataset, since the cable was placed on the ocean floor, all of the

events captured were with high magnitude. Similarly, we present the reconstructions of
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Figure 4.22. Wiggle-for-wiggle comparison along the Santorini cable. The waveforms
correspond with panels a,b,c of 4.21.

the rest of the events.
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Figure 4.23. J-invariant filtering results of Santorini data.
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Figure 4.24. Wiggle-for-wiggle comparison along the Santorini cable. The waveforms
correspond with panels a,b,c of 4.23.
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Figure 4.25. J-invariant filtering results of Santorini data.
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Figure 4.26. Wiggle-for-wiggle comparison along the Santorini cable. The waveforms
correspond with panels a,b,c of 4.25.
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Figure 4.27. J-invariant filtering results of Santorini data.
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Figure 4.28. Wiggle-for-wiggle comparison along the Santorini cable. The waveforms
correspond with panels a,b,c of 4.27.
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Figure 4.29. J-invariant filtering results of Santorini data.
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Figure 4.30. Wiggle-for-wiggle comparison along the Santorini cable. The waveforms
correspond with panels a,b,c of 4.29.
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Figure 4.31. J-invariant filtering results of Santorini data.
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Figure 4.32. Wiggle-for-wiggle comparison along the Santorini cable.

correspond with panels a,b,c of 4.31.
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Chapter 4. Results and Analysis

4.4 Comparison with traditional filtering methods

Since our proposed filtering approach for DAS data is closely related to image denoising
and enhancement, we compare our method with two commonly used image processing
techniques, namely non-local means (NLM) [52] as implemented in scikit-image [53] and
block-matching 3D-transform shrinkage (BM3D) [54]. These two non-learning algorithms
also served as a benchmark for the study of noise2self [32].

In simple words, the NLM method is based on a simple principle: replacing the color
of a pixel with an average of the colors of similar pixels. But the most similar pixels to a
given pixel have no reason to be close at all. It is therefore licit to scan a vast portion of
the image in search of all the pixels that really resemble the pixel one wants to denoise.

BM3D is a denoising method introduced in 2015, that is based on the fact that an
image has a locally sparse representation in transform domain. This sparsity is enhanced
by grouping similar 2D image patches into 3D groups. Collaborative filtering is the name
of the BM3D grouping and filtering procedure. It is realized in four steps: 1) finding the
image patches similar to a given image patch and grouping them in a 3D block 2) 3D
linear transform of the 3D block; 3) shrinkage of the transform spectrum coefficients; 4)
inverse 3D transformation. This 3D filter therefore filters out simultaneously all 2D image
patches in the 3D block.

For this comparison, we select 3 events recorded by the three aforementioned datasets
we provided the results for, HCMR (4.7), Iceland (4.13) and Santorini (4.29), and their
respective comparisons on figures: 4.33, 4.36 and 4.34. We select each of these events,
and process the data with NLM and BM3D using a noise variance from the first 20 seconds
of data. We then compare the denoised data with our J-invariant reconstruction after
bandpass filtering. To be fair with the other methods’ reconstructions, we also bandpass
filter the outputs from NLM and BM3D.

For a more detailed visual comparison, we focus on a shallow segment of the cable
that recorded many fine-detailed features. While these low-amplitude details (e.g. in
figure 4.33) do not significantly contribute to other metrics like SNR or MSE loss, they are
critical for the detection of body wave arrivals. DAS is strongly sensitive to surface waves,
both owing to their horizontal inclination and slow phase velocity, and exhibits much less
sensitivity to body waves. As a result, P- and S-waves are recorded as comparatively low
amplitude features, and so the recovery and preservation of these is important.

This effect is less apparent on Iceland data (figure 4.36), as in that dataset the SNR is
significantly higher, and background noise is at low levels.

When comparing the performance of the various denoising methods, it is immediately
clear that our proposed method preserves fine-grained details with much higher fidelity
than the BM3D and particularly the NLM method. In terms of the performance on the
high-amplitude wave train, NLM and BM3D essentially copy the input without altering the
amplitudes, which is questionable given that these are affected by the same noise levels
as prior to the arrival of these waves. Moreover, our method processes the Santorini event
of figure 4.34 in 9.43 seconds, while for the rest of the methods it takes 13.95 seconds for
NLM and 89.55 seconds for BM3D, also in the time comparison plot in figure 4.35. These
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Figure 4.33. Comparison of our proposed method with two conventional image denoising
methods on HCMR data. Event Corresponds with 4.7.

speed gains, along with the enhanced precision of the method render our J-invariant

denoiser superior to traditional image denoising methods.
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Figure 4.34. Comparison of our proposed method with two conventional image denoising
methods on Santorini data. Event Corresponds with 4.29.
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Figure 4.36. Comparison of our proposed method with two conventional image denoising

methods on Iceland data. Event Corresponds with 4.13.
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Chapter E

Discussion

5.0.1 Reproducibility

The code that produced all the plots and the pretrained models that we used, are
widely available at this GitHub repository. While in some cases the pretrained model
provided in the GitHub repository will perform reasonably well out of the box, in practice,

retraining the model is recommended, particularly in the following scenarios:

e A new experiment was conducted (e.g. in a different location, or with different

interrogator settings like the gauge length or sampling rate).

e The conditions during one experiment strongly vary. This can be the case when
new noise sources are introduced (construction works on-land, microseismic noise,

etc.), or when the signal-to-noise ratio significantly changes.

e One particular event of interest, such as a major earthquake, occurs. In this case
the model can be trained in a single sample; instead of training on a large data
set and optimising the model parameters for a (potentially) wide data range, the
training is done on a very specific data range. Consequently, the model will try
to achieve the best denoising performance for this specific data set, at the cost of
generalisation. This practice was also followed in noise2self [32], where the authors

performed training in a single image at a time.

In order to achieve the levels of denoising we showed in the previous section, the data are
required to be in a specific format, that can be achieved by performing the preprocessing
steps we mentioned earlier. Specifically, the data are assumed to be Euclidean, meaning
that the spacing between each sample is constant in both space and time (constant gauge
length and time-sampling frequency).

The pretrained model was trained on a dataset that was bandpass filtered in a 1-10 Hz
pass band, and was sampled at 50 Hz with a gauge length (and channel spacing) of 19.2 m.
For data with a different gauge length, retraining of the model is recommended, though
not required, as we didn’t do any retraining in the Santorini and Iceland datasets, as
there the gauge length was not equal to channel spacing, thus it would not be successful.
However, retraining is not necessary if the ratio of the frequency pass band to the Nyquist

frequency remains fixed. To give an example, a pass band of 1-10 Hz sampled at 50 Hz
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is the same as a pass band of 5-50 Hz sampled at 250 Hz. A last requirement is that the

DAS data be approximately normalised before being passed onto the neural network.

5.0.2 Applications

The Distributed Acoustic Sensing method generally generates large volumes of data,
of the order of terabytes per fibre per day. To be exact, the Santorini dataset that has the
highest sampling rate and hence the largest file sizes, produces one 326.251 MegaByte
file every 30 seconds, meaning 940 GigaBytes per day.

With DAS being a data-driven approach, Deep Learning methods are ideally suited for
automated processing and analysis of DAS data. However, since DAS is still an emerging
technology, large labelled datasets are lacking, hence prohibiting any supervised learning
approach. In all three datasets we used in this work, all the events were selected by
hand either by visual examination of the images (e.g. Iceland), or by looking at specific
dates and times where we have information regarding events from earthquake monitoring
websites (e.g. Santorini). Because this solution is of course not scalable and cannot
be automated, the possible ways such a problem can be tackled is either by creating
labelled data, (e.g. with computer simulations [55]), or by applying an unsupervised or
self-supervised learning method.

The J-invariant filtering approach that we detailed in this study is entirely self-
supervised and, after pretraining on synthetic data, can be trained using only a small
dataset of recorded events, to capture the statistical properties of the specific experiment.
This opens up a plethora of application in seismology and DAS signal analysis. First and
foremost, it improves the performance of conventional earthquake detection algorithms
such as the commonly used STA/LTA method [11], or of newer ones such as [49] that
uses computer vision to detect events. Taking an extreme example, as we mentioned in
the results section on figure 4.4 (f and g), for an event whose biggest portion is corrupted
by noise it would be nearly impossible for a conventional algorithm such as those we just
mentioned to detect the earthquake signal that is completely obscured by noise. Particu-
larly for the analysis of microseismicity, the improved SNR after J-invariant filtering would
massively improve catalogue completeness, provide better earthquake location estimates,
and draw a more complete picture of the evolution of seismicity in time and space. Such
improved SNR could not be obtained by single-waveform frequency-based methods, since
the signal of interest and the background noise share a common frequency band.

A second application of the method pertains to waveform coherence based methods
like template matching [56] and beamforming [57]. In template matching a given time-
series is analysed for the occurrence of a previously recorded and identified signal (the
template). By cross-correlating the time-series with the template in a sliding time win-
dow, events similar to the template can be identified through a high correlation coefficient
above some predefined threshold. This approach has recently been applied successfully
to DAS data [58], detecting numerous small earthquakes induced by geothermal energy
extraction operations. Out of the 116 detections, 68 were identified within the level of

the background noise, demonstrating the sensitivity of the template matching technique.
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It is possible that by preprocessing the data with our proposed J-invariant filtering ap-
proach many more events could be identified, not only due to a higher SNR of the target
timeseries, but also due to a higher SNR of the template waveform. The improved SNR
of both cases would lower the threshold above which a detection is deemed significant.
Inherent to the template matching method, a detection automatically provides a rough
location estimate as well, helping to rapidly build (micro-)earthquake catalogues from
DAS experiments. All of the above also applies to the detection of volcanic or tectonic
tremor and very-low frequency earthquakes, two seismological features that often exist
at or below the ambient noise level, similar to the events we demonstrated on the Iceland
data, namely the micro event on figure 4.10.

Similar to template matching, seismic beamforming and backprojection relies on wave-
form coherence to assess the move-out of a seismic signal propagating across a seismome-
ter or DAS array (see e.g. [56], [57], [59]). The quality of these analyses depends on the
resolution with which the phase shift can be determined. This resolution may improve at
higher signal frequencies, which in turn suffer from stronger attenuation and waveform
decorrelation. There thus exists a trade-off between the beamforming/backprojection res-
olution and the coherence/SNR of the signal of interest, as a function of frequency. By
employing J-invariant filtering, coherent signals at higher frequencies can be amplified,

helping to shift the trade-off towards higher frequencies and to improve the resolution.

5.0.3 Limitations & Future Work

Aside from the numerous applications that may benefit from the proposed method,
we acknowledge certain limitations and point out potential extensions of the method to
guide future endeavours.

Firstly, the amplitudes of the earthquake signals are not always fully recovered. To
some extent this is expected, as the model attempts to remove the contribution of the
noise to the signal. However, for signals that are at or below the noise floor, the true
amplitude of the signal cannot be reliably estimated. This can be seen in most of the
wiggle-for-wiggle comparisons we performed in the previous section. The reason for this
is simple: whether a signal’s amplitude is 10 or 10000 times smaller than the noise level,
the resulting superposition of signal plus noise looks the same, i.e. the coherent signal
contributes negligibly to the overall signal. In this case of a very low SNR, it cannot
be inferred what the original signal amplitude was, other than that it is upper-bounded
by the noise level. Thus, one should exercise caution interpreting the amplitudes of J-
invariant reconstructions of low SNR signals. For high SNR signals this seems to be much
less of a problem, as evidenced by the low scaled residuals for high SNR samples on figure
4.5 (a), and also on the high quality reconstructions we have for the Iceland dataset that
exhibits high SNR in general, as in figure 4.17.

Next, the underlying principle of our method relies on spatio-temporal signal coher-
ence. Any parts of the signal that are incoherent will not be reconstructed and therefore
be filtered from the input. This is useful for incoherent noise sources, given that the

signals of interest are strongly coherent. However, it is common in (submarine) DAS
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to also observe strongly coherent nuisance sources like ocean gravity waves and related
phenomena. For many seismological applications these are considered part of the back-
ground noise, and are therefore not desired in the output. Our method does not address
the separation of multiple coherent signals. However, once incoherent noise has been
removed from the input, it may be easier to separate the remaining coherent signals by
other means, as usually they contain known characteristics. This is especially the case
with the Santorini dataset, as the noise there exhibits coherent characteristics.

Then, we applied our proposed method to a DAS array with constant spacing be-
tween the recording channels. Although the model makes no assumption regarding the
geometry of the array (it applies to both straight and curved cables provided that the
radius curvature is sufficiently large), it does implicitly require that the data are evenly
distributed along the trajectory of the cable. This limits the application of the method to
DAS arrays and, practically speaking, linear seismic arrays with constant inter-station
distance. Fortunately, this limitation can potentially be circumvented by treating the
array as a graph with the receiver station location as node attributes, or with station
distances as edge attributes, and performing the learning task on the graph [58], [60].

Last but not least, the biggest assumption we made while training the data, is that the
gauge length is equal to the channel spacing. While this is true for HCMR and NESTOR
data, it is not true for the Santorini and Iceland datasets. This essentially prohibited
us from training in these datasets as information from one channel is leaked to the
neighbouring ones. This problem can be circumvented, by not picking nearby channels
in the training dataset, hence limiting the amount of spatial information we have in the
data, which is one of the biggest assets of DAS. While experimenting, this gave good
reconstructions in the Iceland dataset, but it was not effective in the Santorini dataset,
mostly because of the coherent characteristics of noise in that experiment, as we saw
in figure 4.19, the neighbouring channels are highly correlated between them, even in
large distances, since the bin size (i.e. the amount of channels that the moving coherence
was calculated from) was set at 11. Also, a new metric to better quantify the quality
of the reconstruction is also needed, because as we saw in the Santorini data, the high
inter-channel coherence caused no CC gain uplift, despite the denoising results being
satisfactory, meaning that the results weren’t captivated in that metric, due to the noise
being highly coherent.

A great step towards making this model better, would be replacing the tried and tested
UNet architecture with a more modern one, such as Vision Transformers [61]. Recently,
vision transformers (ViTs) have appeared as a competitive alternative to CNNs, yielding
similar levels of performance; if not better. According to [35], regarding computer vision
applications, while CNNs perform better when trained from scratch, off the-shelf vision
transformers using default hyperparameters are on par with CNNs when pretrained on Im-
ageNet, and outperform their CNN counterparts when pretrained using self-supervision.
This essentially means that vision transformers have the capability to outperform CNN
architectures, but are a lot harder to train. This promising architecture when combined
with the large amounts of data DAS experiments produce, have the capability to overcome

the limitations we stated above.
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DAS Distributed Acoustic Sensing

BPF Band Pass Filter

MSE Mean Squared Error

HCMR Hellenic Center for Marine Research
NESTOR Neutrino Extended Submarine Telescope with Oceanographic Research
wandb Weights and Biases [48]

STA/LTA Short Term Average/Long Term Average
CNN Convolutional Neural Networks

ViT Vision Transformers

g Interrogator Unit

(OTDR) optical time-domain reflectometry
(OFDR) optical frequency-domain reflectometry
ML Machine Learning

DL Deep Learning

GPU Graphical Processing Unit
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