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Arnayopedeton 1 avtiypopt|, amodixeuon xou diavour| Tne tapoloog epyaciag, €€ olo-
AP0 1) TUARATOS AUTAG, VLot EUToEXS oxomd. Emtpénetan ) avatinwon, anodrixeu-
OT) %0 BLAYOUT] YLl GXOTO U1 XEEOOOKOTUXO, EXTIUOEUTIXAC 1) EPELYNTIXNS PUOTC, UTO
TNV TEoUTOVEST) VoL AVUPERETOL 1) TTNYT] TEOEAEUOTC Xol VoL DlaTneeltal To TapdY urvu-
po. EpwtApata Tou agopoly T yeHon NS ERYACLIC Yo XEEOOOKOTUNO OXOTO TRETEL
vor ameLHiVOVTOL TIEOC TOV GUYYRPE.

Ov andeic xon To GUUTERIOUATO TTOU TEQLEYOVTOL OE QUTO TO EYYEAUPO EXPEALOLY TOV
CLUYYPAPEN XalL OEV TEETEL VoL EpUNVELVEL OTL avTITPOomTEVOLY TS enlonueg V€oelg Tou
Edvixol Metodfou ITohuteyvelou.






Euyapiotieg

Ohoxhnpavovtag Tig onoudeg pou oto EMIIL, Yo Hdera va euyopiothow
Wwitepa Tov emPBAETOVTA XNy NTY LOU X. LTUOL Yl TNV EUTLOTOCVVY] TTOU
€0ele oTIC dLVATOTNTES Wou xan T ouvepyooio poag. Erniong, Yo Adera vo
guyaEloTHow Tov [dpyo PLhavdplavd Yol TNV GUECT) XL ETOXODOUNTIXT| CU-
vepyaota yog otny uhonoinon tne tapoloag dimhwpatixrc. Télog, éva peydho
EUYOPLOT® OTOV AOEAPS HOL, TOUG YOVEIC UoU xaL 68 GAOUG Toug PlAOUG HOU
Yoo TN 6 THELEY TOUC GE OAY) TN BLAPXELN TWV GTOUBKY OV,






ITepiAndn

To tehevtado ypdvia, 1 emotnuovixy Bioypagpia otov Prolateind xan xAL-
Vix6 Topéa auZdveton 0AoEva xou TEPIoo6TERD. AuTh 1) Taryelor avamTuET €yeEl
TEPLUTAELEL TOV EVIOTIOUO TANPOPOPLOY TOU EVOLAPEPOLY Toug epeuvnTéc. Emi
TOU TOROVTOC, UTHEY OLY OLAPOEN ETOTTEVOUEVI LOVTEAXL YIOL TNV OVEXTNOT) TTAN-
EOPOPLOY Ko TNV TACVOUNOT LUTEXMY EYYRAPWY, WOTOCO 1) Tayela EUPAvIon
VEOY VEUATOV Xl EVENUATWY GUYVE euntodilel TNV an6doct| Toug. H Bimhe-
MO oUTY Aoy OAElTOL UE TN OLEPELYNOT TOU CNUACIOAOYIXOU EUTAOUTIONOU
apyrtextovix®y Badidc udinong transformer ye oxomd tnv elpeon Twv oye-
TIXOV LATEXOY EYYRAPWY PE EVOL EQOTNUA YeHoTN Xat ETtlone TV Tavouno
AUTOV TOV £YYRAPwY. AZlohoyolue Tic ued6d0ug Uag o UTOGUVORX DEBOUEVWY
OHSUMED. Kot oto 500 TpoBAUata, 0 ONUACIOAOYIXOE EUTAOUTIOUOG ETUTUY-
yavetan pe T SNOMED CT, wa ovtohoyio xhivixfic uyetovopxhc tepldohdng,
X0 YENOWOTOOVUE xUElwe 500 BLAPOPETIXES TPOCEYYIoELS.

Y aUTH| TN OLMAWUATIXT, 0EYIXE, DLEPEUVOUUE TOV EUTAOUTIOUO TWYV EVOW-
HOTOOEWY XEWEVWY Tou BaciCovtal o yovtéha transformer e eVOOUATOOELG
ovtohoytoy, mou mapdyovton and 1o OWL2Vec* [11]. To OWL2Vec* eivau
éva mhaloto mou Satneel Tic Aeihoyiég TANPoQopleg ot Toug AoYoUg TE-
Aectég uiog ovtohoyioc. Ilepopatilopacte pe BlapORETIXEC TOPUUETPOUS TOU
OWL2Vec* xou BlopopeTinéc mpo-Blepyaoiec ToU GUVOLOL BEBOUEVLV ot TNG
OVTOAOYLOG JOG XOU UTOOEVUOUUE OTL TO OWL2Vec* dev unopel ent Tou ma-
EOVTOC VoL EQUPUOCTEL OE YeYdheg ovTohoyieg, onwg n SNOMED CT. Auté to
AmOBEWVOOUUE Oyt UOVO OTNY OVAXTNOT TANROPORLOY OAAY Xou OTNV TAEVOUT-
on xeWwévov. Xto uéhhov, n anédoorn tou OWL2Vec* avopéveton vo Behtioiet
UE UEYOAUTEREC OvTolOYiES.

[Mo v Tadvéunor, doxdloupe eniong por dAAn uédodo mou Baotlleto
oto guhtpdplopa. Evioylouue xdide xhdon xan xdie Eyypapo Ue €VVOLEG TNG
SNOMED CT xou, otn cuvéyewa, emBaAhoude QlATtoa 0Tr oUVOTHEEN EVVOLKDY
uetagl toug. H pédodog emtuyydvel xohr anédoon otny todvounon. Ele-
Tédloude auTH TNV TEOCEYYIOYN cuVBUAlovTde TV e to Yovtéda BERT xou
BEATUOVOLUE GNOVTIXG TNV AmddOGT| TOUC. §0C AmOTEAEGUA, ATOOENYVOUUE OTL
Utor e€EBIXEVUEVT OVTOAOY o UTOopEl var EQappocTel Ye emiTuyia yior TNV TPocop-
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HOYY| LOVTEAWY, Tou eV e€eldxedovTal O €vay TOEd, OE EVOY VEO TOUEN ol
VoL BEATIOOEL TNV amOB00T) TwV POVTEAWY eNECepyaoiog QUOHS YAOOGCUS.

A€Eeic xAsLOLd

BERT, SNOMED CT, OWL2Vec*, Ynuactohoyixde eumhovtiondc, Avéxtnon
mAneogopiag, Talvounor, Enelepyacia guownic yAdoocog

11






Abstract

In recent years, the scientific literature in the biomedical and clinical
domain is more and more increasing. This rapid growth has complicated the
identification of information of interest by researchers. Various supervised
models currently exist for the information retrieval and the classification of
medical documents, however the rapid emergence of new topics and findings
often hinders their performance. The thesis is concerned with investigating
the semantic enrichment of deep transformer architectures in order to find
the related medical documents with a user query and also to classify these
documents. We evaluate our methods on subsets of OHSUMED dataset. On
both tasks the semantic enrichment is achieved with SNOMED CT, a clinical
healthcare terminology, and we use mainly two different approaches.

In this thesis, firstly, we investigate the enrichment of transformer-based
embeddings with owl embeddings, produced by OWL2Vec* [11]. OWL2Vec*
is a framework that preserves the lexical information and the logical con-
structors of an ontology. We experiment with different settings of OWL2Vec*
and different pre-processes of our dataset and ontology and we prove that
OWL2Vec* is currently unable to be applied in large ontologies, like SNOMED
CT. We prove this not only on information retrieval but also on text classifi-
cation. In the future the performance of OWL2Vec* is expected to improve
with larger vocabularies.

For the classification task we, also, try another method based on filtering.
We enhance each class and each document with SNOMED CT concepts and
then impose filters on concept co-occurrence between them. The method
achieves good performance on classification. We examine this approach while
combining it with BERT models and improve significantly their performance.
As result, we prove that a specialized ontology, can successfully be applied to
adapt out-of-domain models to a new domain and improve the performance
of natural language processing models.
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Kegdhawo 1

Extetopevn EAAn VXN
HeptAngm

Avutd o AEPGANO TEQLAOUBAVEL Uit TEPLANTTIXNY TOPOUGLACT) TWV TEQLEYO-
UEVGY oUTHS TNG OIMAWUATIXAC epyaciog oTo EAANVLXAL.

1.1 Ewaywyn

To teheutaior ypdVLaL, 1) VX EQUPUOYTE HOVTEAWY UnyovixNg uddnorng
o€ dLdpopoug Touelc auddvetar ohoéva xal TeplocoTepo. o meplocdTEPY Ao
50 ypovia, oL ETOTHUOVES €YOLV ETXEVTEWUEL TNV aVATTUEY TN XAVOTNTOG
TWV NAEXTEOVIXDY UTOAOYLO TV YIoL TNV XATAvONnon Tne ovlpdmvng YAWMooo,
YPATTAC %ol TEOPORIXNG, TOU AVUPERETAL (G PUOLXT YAWooA. AuTo 1o Tedio
mou cuvodlel v hwocohoyia, v Emotiun Troloyotdv xar v Teyvnti
Nonuootvn ovoudleton EncZepyacio Puoinic I'dooac (NLP). O egapuoyéc
e emedepyaciog QUOXNC YADOCUS apopoly GUVATKS TNV avaxXTNoT Thneo-
poplog, TNV opadomolnon TAnpogopiag, TNV Pnyavixt| petdpeact, Ty Tepthndn
XEWEVOY, TNV AVAAUGCT) GUVOLCUTUATOY, TNV TOEVOUNOT X0l TNV AUTOUITOTOL -
UEVT avory VOELoT) opthiog.

YAuepa, To Badid veupwvind dixtua, 6w To wovtéha BERT, etvan eupéeg
OLOBEDOUEVA XL ATOTEAECUATIXG 0TO Tedlo TNg emedepyaciog QUOX S YAWMOTC.
Katavoolye, puoxd, 6t 1 cuUBoAt| Toug WLdTERD GTOV TOULN TNG LTEAC lvol
TOAD onuavTy apol 1 eneepyasio guowihic YAwooug Bonddel oty avdAuon
OTNUELOEWY Xl XEWEVLY, TOU Pploxovial 6 NAEXTEOVIXY| UOPYY|, oL TA O-
molor SlapopeTnd Vo Nty ampdotta yior PEAETN.  Eve o pédodor pmyovinic
eXUAINoNG OUWS BEATIOVOVTAUL CUVEY(C, Tol tortplxd Vépata ahhdlouy Yeryopo
xo 7o (610 ahhdlouy xou oL oyeTixol THpoL (smompovmég ONUOCLEVCELS, EX-
Véoewg, xhvinée Soxwpéc). Etot, av xar o Tumind ohvola Sedopévemv tapéyouv
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wa otodept| Bdom Yoo TV exntofdevor), T Bedtiwon xou Ty alloAdynon Véwy
ueV6OwY, BeV Umopoly va AdBouv umddn avaduoueva Yéuata, VEEC OVTOTNTEG
xa opoloylec.

O ot6y0¢ g dmAwuaTxrg epyaoiog eivar 0 ONUAGIONOYINOS EUTAOUTIONOS
TWYV TPOEXTOUOEUPEVGY VEUROVIXGDY DIXTOWY Yl TNV eNeepyacion QUOXC YADO-
O0C UE TN YPHON ERYUAEIY OVUTORAG TUOTG YVOONGC. DUYXEXQIIEVA ECTIALOUUE
OE OLAPOPETIXOUS TPOTOUS BEATILONG TWV EVOWUATMOOEWY (embeddings) twv
wovtéhwv BERT pe yvoon mou edyetan and tnv SNOMED CT. H SNOMED
CT anoterel Tnv mo oloxhnpwuévn opohoyio xAwixric uyelovouxic Teplidah-
dmne, mou oamotereltar and mave omd 350.000 évvoleg xou xUAOTTOUV HAIXE
EUPTUOLTA, CUUTTOUATO, OLYVWGCELS, OLadIXACieS, 0pYaviouols xot GAAES ouTto-
hoyleg, ovoieg, papuoxeuTind TEoldvTa, cuoxeuég xon Oetypota. To povtéra
BERT, ta omolo evowuatevoupe, eivon pia ooyEévela uPnioy emdocewy Teo-
EXTIUUOEVUEVWY YAWOOIXWY HOVIEAWY TOU TOEEYOUV ATOTEAECUOTA OLyUHG OE
éva eupl @dopo TpoBinudtey enclepyasioc e puoic YAwooac (NLP). H
Baowr| teyviny| xawvotoplo tou BERT etvor 1 eqopuoyy| tne ougidpouns exmna-
{devone twv Transformers otn wovtehonoinon yhwoooc. Me tn yefion mohha-
TAGY UNyYavioU®Y Tpocoyfic (Tohhamhf tpocoy), To povtého eivar oe Véon va
OLUMNEBEL €var UPUTEPO PACUN OYECEWY UETALD TwV Aé&ewy amd autd Tou Yo
ATy SUVOITO PE Evary WOVo Unyavioldd tpocoyfic. Emniéov, 1o BERT oto3dlel
TOMTAL GTEOUTA TEoGOoY NG, xoéva and To omola Asttoupyel oty €€odo
Tou oTpwUaTog Tou Yele . Méow authc Tne enavaiouPavouevne cbvieong
eVoLUATHoEwY AéZewy, 1o BERT eivar oe 9éon va oynuatioer mohd mholoteg
AVATOEAUO TAOELG XS PTAVEL oTor BardiTER GTEOUATA TOU HOVTEAOU.

EmixevipmwvopasTte otny avdxtnon TANeoQooidY xal oTNV To&lvOUNoT| XEl-
uévou. I Ty a€loAdynon yenoylomololue UTOGUVORA TOU GUVOAOU DEBOUEVLY
OHSUMED ¢ote vo Baduoroyficouue Tic uedodoug yog oe oOyxplon Ye dla-
popeTixd povtéha BERT. Apywd, xau yio Tic 600 epyaoieg, eumioutiCouye
TIC EVOOUUTMOOELS XEWEVLY TV YovTéAwY BERT ye evowuat®oelc ovioloyioy
¢ SNOMED CT. Ot evowuateoeic ovTohoyumy Yo xdle Yy popo mopdyovTal
yenowonowwvtac 1o OWL2Vec*, 1o onolo dratnpel tic Aehoyixéc mAnpogopieg
%o Toug hoyixolc TeheoTéc Wag ovioroyloc. Ilepopaniléyacte Ye dSopopeTi-
xé¢ puduloeic Tou OWL2Vec* xou OLUPOPETIXES TtPO-OLEpYasieg Tou cUVOAOU
OEDOUEVWY oL TNG OVTOAOYiaG oG Xal amOdEXVOOUUE OTL TO OWL2Vec* dev
umopel Vo e@apuooTel el Tou TapoVTOC OE PEYdA Ae€hdya, 6Twe ) SNOMED
CT. Xpnowonololye, eniong, auTtodv TOV GNUACIOAOYIXO EUTAOUTIOUO TWV EV-
CWUATOOEWY OTNY TAEVOUNTT] TV EYYRAPOY xou ETBEBALOVOUNE Xou TEAL TNV
unodeon oc.

Aoxwdloupe, enlong, oty tadvounon wa pédodo @uitpapiopatog. Arn-
uoupyoUUe éva pilteo ota €y ypapa ou Pacileton ot cuVOTaEEN PETAL) TwV
EVVOLOY TOU GYETILOVTOL PE TNV XAACT X0 TV 6pKY TV EYYEAPnY. T'ot Ty

23



€0pECT) TV EVVOLOY ToU oyeT({ovTal UE TNV XAACT EXUETUAAEUOUACTE TNV I-
epapyta evvoryy tng SNOMED CT. Ileopatilopacte ue dopopetind 3din
ot SNOMED CT xou dopopetind xatedphior oTor €yypaga. ATodeuviouue
oTL To povtera BERT og cuvduaoud e 0 QUATEARIoHO ETLITUY Y AVOLY XOAUTER
amod00T amd To APIATEAELO TAL LOVTERA. §2C UMOTEAEOUA, ATODENYVOUNE OTL Lol
eZedineuuévn ovtohoyia umopel vo eQopuocTel Ye emTuyia YioL TNV TEOCUQUO-
Y1) LOVTEAWY, TOL Bev e€eldxeovTal o€ Evay TOUEN, OE €VOV VEO TOUEN Xou VoL
BeATIOOEL TNV amod0CT TWV PHOVTEAWY EMECERYUOiag PUOKAS YADOGOS.

1.2  Avanogdotacn Puowxng I'Nwooag

IIpotol avageplolue oe xdmol povtéha enelepyaciog QUotxig YAGOoG,
elva GNUOYTIXG Vol avahOGOUPE TOV TEOTO UE TOV OTIOl0 OL UTOAOYIG TEG ETEER-
yalovTon T QUOIXY) YAOOGO. MTNY TEAYHATIXOTNTO Ol UTOAOYIOTES OVATOPL-
OTOUY TNV YAWGOU (G OLEVUOUAL.

Or avamopac T4oELS TS YAWMGOUS TOU BNULOUEYOUVTAL Y ETCULOTIOLOVTIC VEU-
EWVIXE BIXTUL VUPECOVTOL CUVATLC WG EVOWUNTWOELS (embeddings). H on-
HOCLONOYIXY| EVOWUATOOT UVAUPERETOL OE [LOL OELRS TEYVIXWY EXUAINONG arvormar-
pdotaong (1 exudinons yoEaxTNELO TIXMY) TOL XWAXOTOUY TN oNUActoloY
TV BEBOUEVWY, OTIWE OL 0xONOLDHES XAl TOL YEAUPYUUTO OE BLtVOCUATA, ETOL (YGTE
vo. umopolv va yenotonondoly and epyaociec mpoBhedne unyovinic wdinong
xou oTaTo TG avdAvong. Apyixd Yo avagpepdolue oto Vepéhia Tiow and Ty
AATUOAEVT) ONUAUCLOAOY XDV Y WEWY, EWOLXA YL TNV ONULOURY N TWV EVOWUATOOE-
WV NEEWV.

1.2.1 Evoowupatwoeig Aegewy

O oNuaclohoYIXol YOEoL XUTAGKEVALOVTOL AUTOPATA AVOADOVTIS TNV GU-
VOTopEn Twv AMEewv ot peydia xelpeva. AéZeic mou eugaviovton ot TopduoLa
ouupealoueva Telvouv va €youv mapouota onuacia. O evowuat®oels AEEwy
elvol oTNY TEAYHATIXOTNTO £VOC EWBIXOC TUTOC XATAVEUNUEVNC OVATORAC TUOTG
Aeewv.  Kotaoxeudlovton Ue veupmvixd dixtua, xuplng OLUdedOUEVLDY UETE
T0 2013. Ao and To TO YVOO T HOVIENNL EVOOUITOOEDY AEEEWY €lvol TO
Word2vec xon to GloVe.

To Word2vec avormtOydnxe apywd and wa oudda tne Google to 2013.
Mohig exmoudeutel, Evar TETOW0 LOVTEND UTOREL VoL VLY VEUGEL GUVMVUPES AEEELS
1 vae TpoTelvel Tpooieteg AECelC Yo o uepwer| tpodTacT. To Word2vec avtinpo-
owTEVEL x&VE EeYwElo T AEEN UE Evar BIdvuoUa, TO OTOlo ETAEYETOL TPOCEXTIXG.
€TOL OOTE WL ATAY) HotdNUTiXY| GUVEETNON VoL UTOBEXVUEL TO ETUTEDO GNUAGLO-
Aoync opoldTNTaS PETOED TV AEEEWV.
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To Word2vec BaciCetan ot évo amAd aAAd ATOTEAEGUATIXG VEUROVIXO BIXTUO
TOU EXTAOEVETAL UE GTOYO T HovTieronoinon yhwoooc. To Word2vec uropet
VoL YPNOUWOTOLEl OTIOLUBATOTE A6 TIG BUO XAAUCIKES UPYLTEXTOVIXES QUTOUNUTNS
AWOOTOINONG Yior EXPEUNOT UVATUEACTICEWY BLABOYIXWY GTOLYEIWY: GUVEY NG
Skip-gram xou ouveyfic Bag-of-Words (CBOW). To povtého CBOW ctoyelel
otV TEOPAedn TNg Teéyoucac AEENS yenowdomolnvtog To Tep3dAlov tne. To
wovtélo Skip-gram etvar nopduolo pe to poviého CBOW odld o otédyoc elvou
va tpofBhéer Tic Aéewg oTo mepBdhhov BedoUEVNS NG AéEnc-oToyoC, avti va
TeoPAéneL Ty (Bla TN AéEn-oTd)0.

To GloVe avantiydnxe oto Stanford to 2014. To povtéro eivon évag oh-
yopriuog udinong ywelc enlBAedmn yior T A BLEVUGHATIXGY AVATOEAUC TACEWY
yioo AEEeg. AUTO ETUTUYYAVETOL UE TNV aVTIOTOlyIom AEEEWV GE €Vl YO UE
vonuo 0mou 1 anéoTaoT HETUC) TwV Aélewv oyeTileTon Ue TN ONUACIONOYIXY
opototnTa.  H exnoldevon extekeiton oe cuyxevtpwtind xadohxd oTatioTind
ototyeior cuvOiTaEENe AEEewY amd éva xeluevo.

1.2.2 Evowpatwoelg pe Baon ta Lupgppaldueva

To TEOBATUA TWV TPOEXTAUSEVUEVLY EVOOUATOOEWY AEEEWY Elvon OTL UTO-
AoyiCouy Ui oty avamaedo TaoT Yo xdie AEEN ool 1 avamapdo TaoT ebvor
avedpTnTn and To MEPIEYOUEVO 0To onofo eugavileton N AEEN. Auto unopel va
EUTOBIOEL TNV VOTNTAL TV oL TNUdTwY NLP vo xatavoolv 1t onuaclolo-
yio evog xeyévou. Avtideta ol evowuoatooeig ye Bdon to oupgealdueva ebvor
OLUVOIXES ou 1) (Blar AEET UTopEl Var €)EL DLUPOPETINES EVOWUATWOELS EQY EUPO-
vileton oe dlagopeTind mAaloto. To povtéha autd AauBdvouy ohOXANEO TO XE-
fpevo (tn Mé&n-otdyo pali ye to mEPIEYOUEVO TNE) Xt TR oUV EEELBIXEUUEVES
EVOWUATOOEIS YOl UEHOVWUEVES AEEELC TIOU TPOCUPUOLoVTOL GTO TEPLEYOUEVO
TV XEWEVWY. AUTEC Ol EVOWUATMOOELS EVaL OTNY TEOYUATIXOTNTA Ol EGLTE-
PWES AATUOTACELS EVOC Poewe VEURPVIXOU BIXTUOU TO OTO{0 EXTALOEDETOL UE
avTXelueva Yhwoowng poviehonoinone. H exnaideuon 1wy cupppalopévey ev-
OWUATOOEWY TEAYHUATOTOLE(THL O 0TAOI0 TpoexTaldeuong, aveldpTnTa and TNy
x0pLa gpyaoto. To exToUdEUPEVO HOVTEND UTIOREL GTT) GUVEYELX VO OTULOVEYTIOEL
AVATAPAC TAOELS [E [Bdon Tar ouupealOUeva Yol OAEC TIC AEEELS OE €val DEDOUEVO
xetuevo. Avo tétola povtéha, elivon T RNN xou Transformer.

1.3 Movzéra NLP

‘Oneg mpoavagépoue, 800 UOVTERN TOU UTopoLY Vo xatayeddouy Tic e€ap-
THoELG YETAEY TV AEEEWY XU YENOYOTOOLVTAL Yo TNV ENEEERYUsio PUOXAC
yiwooog etvon T RNN xan Transformer. Toa RNN Sodétouy tny évvola tng
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«UviUNne» mou toug Bondd vor amodnxebouy TIC xUTACTAGELS 1| TIC TANPOPOples
TEONYOUUEVWY EIGOBMY Yo TN Onuioupyior TNg enduevng €660V TNS axOAOL-
Vlag. Ewwd o LSTM xow GRUs diad€touv unyaviopoi mou 6toyebouy 6tny
OVTYETOTION TOU TEOBAAUATOC TN poxpoTpdecung e€dpTnong.

Qot600, T RNN telvouv va ebvan apyd xon 1 ixavdTtntd Toug vor pdouv tig
woxponpoleouec eaptroelc eCoxohovlel va eivon teploplouévn. To 2017 éva
emonTELOUEVO ovTéro Badide uddnong, to omoio ovoudotnxe Transformer,
TOUPOVCLIC TNXE YIO TEWTT| PORE Xol YENOLHIOTOLEToL TAEOY OAO X TIEPLOCHTERD
yioe tpoPAfuota NLP, avtixadiotovtog tor povtéha RNN ye unyoaviopois npo-
coyfc. Autd TO YapUXTNEIO TIXO ETULTEETEL UEYORDTERT TopaAAnAoToliNoT amd Tol
RNN xou emopéve petdvel Toug ypovoug exnaldevons. Enlong npoodiopilel to
TEPLEYOUEVO IOV TIEOGOIBEL VONua o€ xdde AEEN TN TEOTAUONC. LTNY CUVEYELY,
avaAboupe Ty apyrtextovxr) Tou Transformer xodog xou to poviéda BERT,
BioBERT xa Longformer, nou eivan Baciopéva oto Transformer.

1.3.1 Transformer

To dixtuo Transformer anoteheiton amd Evay xwoLxoToNTH xaddS xou Evory
amoxwdwononth. O xwdixomointig xwdixomolel TNy axoloudia elcédou oe plo
EVOLIUEDT) OVOTUPAOTUOT]. 2TY) GUVEYELN, 1) AVATUEAOTACT] AUTY| TeOPodoTE(TL
OTOV ATOXWBIXOTONTH, 0 oTtolog Tapdyet Ty oxoroudia e€6dou. O unyoviouodg
attention emtpenel oto YoviEho og xde Briua Vo ETIXEVTPOVETUL OE EXEVO TO
U TG axohoutdiog €16d0L, 10 onoto Vewpel oNUAVTIXG Yid TOV UTOAOYLOUO
¢ e€6oou. Me dhha Aoyta, To povtéro podaivel va doxplvel TIC oyEoelg PETaLY
TV oLUBOALY TN axoloudiag ewo6dou. Xty mepintwon tou Transformer 1
cuvdptnon attention elvar yvwotr| wg scaled dot-product attention. I xdie
oOuBoho x; Tng axohouvdiog elcddou uTohoyilovton Tela SlaviouaTa: TO query
¢i, 70 key k; xou to value v;. O Q, K,V elvon ol mivoxeg Ue 6ha To queries,
keys, values avtioToyo eved dj, To péyedog twv davuoudtny key xou query.

Attention(Q, K, V) = soft (QKT)V (1.1)
cntion 5 s = SoItmax{ —— .
Vi

Y10 povtéro Transformer, To Swaviouata query, key xau value vroloyiCo-
VT TOMES QOEES UE BLapopeTog Tivaxeg TpofBoArc, ot omolot yadaivovtan
XUTE TNV EXTAUOEVOT) TOU WOVTENOL. 2T GUVEYELY, O Unyavioudg attention e-
patpuoleTon TORdAANAL Y10 XEVE GUVOAO BLOVUCHBTWY XAl TO TEAIXO ATOTENECHA
TEOXUTTEL and TNV ToEAUEST, TV EmPEPOUC anoTteAeoudtwy. H teyving auth
ovopdletor multi-head attention xat emTEENEL GTO HOVTENO VO EMIXEVTOOVETOL
TULTOYPOVAL OE TOMAS TuraTa TG oxohoudiog elG6d0oL.

O xwdixonointig anoteheiton and €€L mavouoldtuna eninedo TonoVeTnuéva
oe otoifa. Kdie eninedo anotehelton and 600 unoeninedo: tov unyavioud multi-
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head self-attention xa éva mAfpee cuvdedeuévo dixtuvo. O amoxwdixomonTig
omoteheiton xan owToC amd €81 enineda. To eninedo Tou amoxwdLxoTOINTY Elvor
OUOLOL e TOL ETEMEDA TOU XWOXOTOLNTY, ME T1) DLlopopd GTL TEQLEYOLY £V ETLTAEOY
unoeninedo, To omoio ulomolel Tov pnyaviops Tou multi-head attention petagd
NG TEEYOUCUS XATACTACTG TOU ATOXWOIXOTOUNTY) Xou TNG €€HB0U Tou TEAEUTA{OU
xwoxormointy. Enlone, o unyaviouog self-attention tpononoteiton, étol dote 1
€£000¢ TOU ATOXWOLXOTONTH Vo e€apTdToL UOVO amd TIC TEOTYOUUEVES E€600UC.
Autéd emtuyydveton Ye TN ypron pooxov. Emlong, emedh 1o woviého autod
0ev yenotuonolel avddpaon, N xwdwonoinon Véaone (positional encoding) etvou
OmOEOLTITN YLl VO XWOIXOTOLACEL TNV TAnpo@opia Tng Véong Tou xdlde cupféiou
¢ axorovdlog elcodoUL.

1.3.2 BERT

To BERT etvan éva povtého avamapdotaong YAOCCS TOU XUXAOPORNOE TO
2018 xou 1 apyrtextovixr Tou etvor Bactouévn ota Transformer. Tao mpoexmou-
ocupéva povtéha BERT €youv yenowonomiel anoteheoyatind oe dLdpopeg eo-
yaoleg emelepyaciog Quowhc Yhwooog. Ol avamapaoTdoelg .o660uL xou e€650U
TOU MOVTEAOU Efvall GUYXEXPWIEVES XoL €y0ouV UEYIoTo Ueyedoc 512 Braxpitixnd
(tokens). H elcoboc BERT umopel va elvon 1660 o Jepovwpévn tpdtacn 660
xau éva Levydpl mpotdoewy. To mpoTo dopttind xdle axohoudiog elvon mdvTa
éva eldxd doxprtind tadvounone ([CLS]) evd to teleutoio dtaxprtind xdie
npdtaong eivar éva eldixd daxprtixd ([SEP]). To BERT, enioneg, npocdétel
OTIC EVOWUUTWOELS TwV tokens eVOOUUTOOES TUNUATWY (OTE Vo EVIUEPWOEL
TO UOVTENO GE TOL TPOTUOT) TO toke aviAXeL xou EVOUUTOOELS V€ong woTe va
EVNUEPMOEL TO HOVTENO ToU oTnyv axoloudio avixel To token. I tnv mpo-
exnaidevorn tou povtéhou BERT yenowwornotflnxay 1 poviehonoinor udoxog
Yhodooog (Masked Language Model) xou n npdfBiedn endpevne npdtoone (Next
Sentence Prediction).

Movtelornoinoyn Mdoxag I'hyooag

Heoxewévou va exnadevtel 1o BERT, to 15% twv tokens eio6dou xa-
AOmTovtar Tuyaio yenotporownvtog éva eldnd token [MASK]. To yovtéro étol
exmondeETOL Vo TPOBAETEL owTd Tor tokens yenoonolwvTag dAa Tor dAha tokens
¢ axoroudlag. Qotéc0, 1 cpyaoia fine-tuning dev mpdxeitun o xopla Te-
elntwon vo 8et to token [MASK] otny elcod6 tou. ‘Etot, yuu va npocopudoet
10 povtéro, 1o 80% Twv TepiTTOoEwY, To tokens tou xohbntovtan xata 15%,
10% twv meptntdoeny, to tokens avuxadiotavton xotd 15% e tuyada tokens
xot T0 10% TV TEPITTOOEDY Pévouy v €xouy, dnhadh avéyytyta. To mhe-
OVEXTNUA AUTAS TNG OLadixactag etvar OTL 0 XwOXOTOINTAS OEV YVwWEilel Toleg
AeZewg Vo whndel va mpoPAédel xan moleg €youv avtixataoTadel and Tuyaleg
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AECELC, EMOPEVC avaryXdCETon Vo BLATNENOEL Lo AVOTIUEAC TUGT, XUTAVOUHC UE
Bdom o cupgealoueva yia xdle token elo6d0uL.

IIp6BAedm Endpevng IlpdTtaong

H mpofhedn tne emduevne mpdtoong elvar oMUavTIX Yo THY XATovonon tne
oyéone petoll 2 mpotdoewy. To BERT, hoimdv, elvon mpoexmoudeuuévo yio
Wt duadixry epyacio tedPAiedng enduevng medtaong. Ihio ouyxexpwéva, otay
emhey Yoy 2 mpotdoeic A xou B yio xdle mopdderypo npoexnaidevone, to 50%
oL YPévou N B elvon 1 mporypotins enduevy TedTacT mou oxolouvlel o A (ue
v etxéta IsNext) xou to dhho 50% twv popdv elvon o Tuyola TpdTooY and
10 odua (e v évoelln NotNext).

1.3.3 BioBERT

To BioBERT efvan pio topoddoryy) Tou poviéhou BERT xou eiov)ydn to 2019.
Ov gpeuvntéc mpoexmaldeucay to BERT oc [olatpud xelyeva, cuyxexpuévo
oe mepthideic Tou PubMed xan oo dpdpa mhrpoug xewwévou PubMed Central.
To mpoexmoudeupévo povtélo autod eivon TOA) onuovTxd Yo TNy enelepyaoia
NG PUOTG YAWOGCUE OTOV YWEO TNG LUTELXNS.

1.3.4 Longformer

To povtéha Transformer dev unopolyv vo enelepyacToLY PUEYEAES AXOAOU-
Vleg Moyw tng Aettoupyiog Tng avtonpocoyrc. Lo TNV avTpeTOTIoN auToU TOU
Teplopiopol, to Longformer oy dn pe Eva unyavioud mpocoyng mou xAiua-
HWVETAL YROUUUIXS UE TO Uixog TNE axoloudiag, xodio THVTUS TO EUXONO Yo TNV
enedepyaoia eyypdpwy Yhddwy tokens # TEpLIOCOTERWY.

1.4 Avonagdotaocn I'voong

H avamapdotaot yvoong etva o medio tng TeyvnThc Vonuoolvng Tou oye-
Tiletan UE TNV VOTOEAG TUOY) TANPOPOELOY YL TOV XOOUO UE WUdl HOR®T) TOU
evag unohoyloThg umopel va yenowonotfoet. H avanopdotaor yvoong evon-
MOTWVEL EVEYUOTO OO TN AOYIXH YL VO AUTOPATOTIOLAOEL Bidpopa (BT GUA-
AOYIOUOY.  XLTIC OVAUTOPUO TACELS NG YVOOTS TeptauBdvovton oL ovtoloyieg
X0 TOL YROUPAUATA YVOOTG. TNV TOE0UCH SITAWUATIXNY ACYOAOUUACTE UE TNV
AVOTOEAO TAUOT) OVTOROYLOV.

M ovtohoyla etvon éva Tumxd xodoplouévo AeEAOYLO Yior VO GUYXEXQL-
UEVO TOUEN EVOLUPEPOVTOS TIOU YENOWOTOLELTOL Yial TN CUANOYT| YVOOEWY Oy E-
Td e auTOV Tov (Teploplopévo) Topéa evilapépovtoc. H ovtoloyla, Aoy,
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TEPLYPAPEL TIC EVVOLEC OTOV TOPEN AUTOV XoMC XL TIC OYECELS UETAL) oUTMY
v evoldyv. H I'\dooa Ovtoloyiac Iotod (OWL) eivan pio amé tic Swaonudre-
PEC OLXOYEVEIEG YAWOOWY AVATARAC TAONEC YVWOONG Yio TN 0UVTALT OVIOAOYLOV.

H yprfion e€wtepmn®dy mnydy yvoong 6mwe oL ovIoAoYIES xal To YRophUo-
TO YVOOTNG UTopoly VoL yenowonotndoly ylol TN ToeaywYY| EVOWUATOOEWY
Yo TOUC OPOUC TOUG UE OTOYO TY| OMUACLOAOYIXT| EVIOYUOY EVOC HOVIEAOU
v Ty enedepyacio guoic YAnooos. Eotidloupe wiaitepa otov alyopriuo
OWL2Vec*, nou YENOWOTOLRUNKE GTNY TELRAUAUTIXT) UEAETT) TNG DITAWUATIXAG
gpyaoiog yYior TNV THEAYWOY T TWV EVOWHATOoEWY TN ovioloyiog SNOMED CT.

To OWL2Vec* avortiydnxe to 2021 pe oxond tny dnuiovpyic evéc akyo-
elduou mou Yo umopel var xwdonotel N onuactoloyio wag ovtoloyiogc OWL
hopPdvovtag umddn T Bopr) Tou YEAPNUATOS NG, TIC ASCLAOYIXEC TANEOPO-
olec xaddde xou Toug Aoyixolc tereotéc. To ouvohxd mhaioto tou OWL2Vec*
amoTeAeiTan xUping and 500 Bacd uéen, TNV oy WYY TANPOPORLKY amtd TNV O-
vtohoylo pe Ty maporywyr Tetey apyeinv (apyeio Soune, Aedihoyind apyeio xou
oUVBLAG TIXG) %o TNV EXTIUUBEUOT) TOU YAWOOXOU LOVTEAOU UE TIC TANROYOPLES
QUTEG PE OXOTO TNV TOEUY WYT) EVOWUATOOEWY TWY OVIOTHTWY TNG OVIOAOYioG.

Apynd, yiveton ) petatponr tng apywhc ovtohoyiog OWL oe éva ypdgnua
oe RDF popgh. To OWL2Vec* evowpotdver 500 oTpotnyxés yio Ty dtadixo-
olo auth. H mpodtn otpatnyid egapudlet tov yetaoynuatiopd OWL to RDF
Graph Mapping mou opiCetar and 1o W3C. H deltepn otpatrnynr| BaciCeton oe
xavoveg Teofolric mou mpotetvovton otov Ilivaxa 7.1, Xtn cuvéyeio dnuloue-
youvton T tpla Eyypaga. H dnuioupyio tou eyypdgpou dourg ctoyelel oTn
AmOTUTWON TOCO TNG BOUNG TOU YRUPHUATOS 00 Xl TWV AOYIXWY TEAECTOV
¢ oviohoyloug. Mio emhoy ebvar o utoloyloude Tuy WY TEPLTATWY Yior xGe
ovtotnTa-otdyo. Kdéle nepinatoc, mou eivon uio oxorouvdior IRI ovtothtwv, amo-
tehel mpoTaon oTo Eyypago doung. To OWL2Vec* emTEETEL ETlONG TN YPnoN
tou Weisfeiler Lehman kernel. T vao cuAAGBerL Toug Aoyuxolg teheotés, o
OWL2Vec* eZdryer dbha tor aidportor NG 0VToAOYING XU CUUTANPWVEL TIG TTEO-
Tdoelc Tou eyypdpou dounc. To Aedihoyind €yypoupo mepthaufBdvel TEOTAoEIC
Tou dnuoveyoLVTaL amd Tic tpotdoclc IRI ovtothtwy oTto éyypagpo doufic xan
TpoTdoElC Tou e&dyovTal amd Tol OYETUE UCLOUUTA AEELAOYIXOU Gy ONACUOU
oty ovtohoyio. To OWL2Vec*, eniong, eZdyet éva ouvduootind €yypapo o-
T6 TO €YYEUPO BOURC xot TOUG AeEIAOYIXOUS OYOAGUOUE TNG OVIOTNTIG, £TOL
Oote va dtnenlel 1 cuoyETion UETAE) TWY OVIOTATWY X TwV AEEEWY OTIC
Ae&ihoyixéc mhnpogoplec. Autéd umopel va mpociécel YopuBo ot cuoyéTion
UETAC) TV AEEEMVY XL VO ETNEEACEL AEVNTIX TIC EVOWUATMOOELS TV AEEEWV.
Y10 téhog, to OWL2Vec™ ouyywveler ta tplo €yypopa ot éva €yypapo xa,
0TI CUVEYELY, YENOWOTOLEL AUTO TO EYYEAUPO YO VO EXTILOEVCEL EVA UOVTENO
Word2vec. Mnopolue emiong vo exnondelGOUUE €x TWV TROTEQWY TO UOVTEAO
Word2vec ahhd autéd unopel va amodetydel Yopundec. Me to exnaudeuuévo po-
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vTého evowudtwone hewv, to OWL2Vec* unohoyiletl tig evowpatdoeic xde
IRI »on xdde Aé&ng.

1.5 Iletpapatixry Meiétn

TNV TELRAUUOTIXT UEAETY) TNG OLTAWUATIXNS AUTHS CLYXEIVOUNE TNV amddooT)
TWV TEOEXTAOELUEVWY HovTEAwY BERT pe tov onupactohoyixd eumhoutiond
Toug Ue TNV Yeron tne ovtoloyiog SNOMED CT. Eotudloupe tnv pehétn
woc ota povtéra BERT xou BioBERT. T'a tnv atohdyon yenoylomoloue éva
urocUvolo and T €yypagpa g OHSUMED xou cuyxexpuyéva tov titho xou
Vv neptindy| Touc. Erione, yenowonoolue 1o gpyoreio MetaMap wote va
avtiototylooupe T toatpixd xelpeva ye épouc tne SNOMED CT.

Apyind, EMXEVTPWVOUACTE OTO TROBANUN TG AVAXTNOTS TANpooplag o-
o e éyypoaga. Xenowonowmovue 1o OWL2Vec™ wote va eumhouticou-
UE TS EVOWPUT®OoE Twv Yoviéhwy BERT ue evoouoatooec tne ovtoloyiog
SNOMED CT. Iopdyoupe Tic EVOWUATWOOELS XAUE XEWEVOL XL XAe epeTN-
one Tpoo¥ETovTaC TIC EVowUaT®oel Toug and To BERT xaw anéd tov yéco 6po
TWV EVOWUATOOEWY TWV 0pWY TOUC ATd TO OWL2Vec*. Y ouvéyela, Todl-
VOUOUUE T1 GUVAQELN TWV EYYRAPWY Lo xordéva epndTnuo utoloyilovtag Ty
amOCTOCT HETUEY BUO BLAVUOHATIXWY AVATUQPAUC TACEWY VLol TNV OVAXTNOT EY-
Yedpwy mou oyetiCovton Ye to cpwtnuo. H andotaon petald tou dlaviouotog
XEWEVOL d; xou TOU EpwTHUATOC ¢; uTohoyileton Ye To cosine similarity.

d; - q;
relevance(d;, ¢;) = _ G (1.2)

il - [l
Hewpapatilouaote ye dlapopeTinég puiuloelc Tou OWL2Vec* xoddc xon
TPOTIOTIOLOELS TOU GUVOROU BEBOUEVWY oG, Ywpeilovtag Ty TeptAndrn Twy xet-
uéveyv ot pépr, xou g ovtoloyiog SNOMED CT, eiwodyovtog xou o xefueva
u€oo oTNV ovtoloyio WoTe Vo Ty oLy Ol EVOWUATHOOELS XAe XEWEVOU au-
Topota. o Ty alohdynom Tou GUGTALATOC HOC YENOWOTOWVUE TNV UETELXT
nDCG, nov opileton v k in {0,1,...,N}:

1 & IDCGY "L rel
nDCGy ==Y — k- for DCGY =relf? +> —L— (1.3
g DOGY ’ =t o

omov IDCG unodnhevel to woavixd xon uhnrotepo DCG xou o relgq) o-
VopépEToL 0TNY CUVEELR TO i AmOTENEGUTOC TTOU XUTATEoOETOL AVENOYOL PE
TO EPTNUOL G-
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Metd v extéreon 6Awv TV Teoudtoy BAétoupe 61t To OWL2Vec™ adu-
votel va amotunoel 6wotd Ty oviohoyla SNOMED CT xadoe ebvon piar pe-
&N ovtohoyia ue mohholg 6poug. To xahbtepa anoteréopota To Aopfdvouue
yweilovtag Ty mepiAndm Twv xeWwévewy e U€pn Xou ELOGYOVTAS T GTNV OVIO-
Moyl SNOMED CT. H Behtiworn duwe dev elvor 1600 UEYAUAT GUYXQELTIXG UE
Tar amhd povtého BERT.

Trv aduvopio auty tou OWL2Vec* tnv anodewviouye xou oto mpofBAn-
wo Tng Ttodvounone. Kou exel 1 enadénon twy EVOOUATOOEWY TOV HOVTEAWY
BERT e 1i¢ evowpatnoeg tng ovioroyiog SNOMED CT emdpd apvrnuixd
otV TaEVoUNon TV xewévey. 'V autod, anogoucilouye vo SnuLoLEYHCOUUE
éva dANo oo Tnua Tou Yo adlonotolue TNV tepapyia Twv evvolwy e SNOMED
CT. Yuyxexpwéva, dnuovpyolue pia pédodo QUATEUOIOUATOC TV XEWEVKVY.
Emxevtpwvopacte oe dVo xhdoec: Muooxeretnéc Acdéveieg xou Evboxpuvi-
xé¢ Ao¥éveiec. Avalntolue Toug 6poug mou oyeTiovtal Ue TIC EVVOLEC QUTES
oty SNOMED CT xadc¢ xon ta suvevuud toug. Eriong, avalntolue toug
YOVelC xot T ToUdLd TOUC, TOUC YOVEIC TV YOVEWMY %ot ToL TotdLd TWV ToUdLdY
xox. 'Etot, diepeuvolue dlapopetind Bdin tng ovtohoyiag. Me tig évvoleg mou
Beloxouye, @uitpdpouue To XelPEVS oG YENCULOTOLWVTAS OLUPORETLXA XATOQALYL
xou 0&LOAOYOUUE TO GO TS UAS YENOWOTOWWVTAS TNV uetewxy| fl-score.

AlmIOTOVOUNE OTL £V ATAG GLATEAPIGUO XATUPERVEL VoL TPOCEY YIOEL dpXETA
Vv anodoor tou povtéhou BERT. Xtn cuvéyeia cuvdudlouue to @uitedpioua
TOU TROUVAUPEQOUE UE EVA VELPWWIXO OixTLO Ue 1 xpupd eninedo. Xoav €lcodo
YENOUWOTOOUUE TIC EVOWUATOOES Tou poviéhou BERT. Awmotdvoupe 6Tt
T0 povtého BERT ouvbuaopévo pe to @uitpdplopa CEmepvd TNy an6éd00T Tou
amhol BioBERT, to omnolo eivon €vor e€elBixeuUévo WOVTERD Yol LUTEIXA XE(UEVOL.
'Etot, anodewvboupe 6Tt pla ovtohoyio umopel var eEEBIXEVOEL EVa YEVIXEUUEVO
MOVTENO WOTE VO PEREL XUNDTEQRU ATOTEAECUATOL.
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Chapter 2

Introduction

This chapter’s goal is to describe the motivation behind this work and
introduce readers to the actual problem. It also contains previous relevant
work, as well as a brief outline of the rest of the thesis and its contribution.

2.1 Motivation

Information retrieval was always a challenging task in natural language
processing, especially when that concerns the medical sector. Imagine a
researcher who needs to find information concerning a specific disease among
multiple documents. We understand that navigating existing and upcoming
literature with efficient and fast systems can not only make researcher’s life
easier but also lead to the improvement of medical research. Indeed, this need
is expressed on information retrieval and question answering task as well as
classification task.

Lately, the need to apply machine learning models in the biomedical natural
language processing field has been more and more increased. Indeed, deep
neural architectures such as BERT-based models have shown great potential in
information retrieval and classification, rendering them strong vanilla models.
However, while machine learning methods keep improving, the domain topics
change rapidly and so do the related textual resources (scientific publications,
reports, clinical trials). Thus, although standard datasets provide a solid basis
for training, improving and evaluating new methods, they cannot account for
emerging topics, new entities and terminology.

Knowledge bases, such as SNOMED CT, consists of a huge number of
medical terms and in fact the specific terminology is updated every six
months and so it includes each time more and more new entities. As a result,
we wanted to explore the potential of using such knowledge sources in a
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post-processing manner in order to enhance such pretrained models.

2.2 Related Work

While there is a range of work that relates to the work presented in
this thesis, the main line of research is the semantinc enrichment of natural
language processing models with the use of external knowledge sources. The
specific diploma thesis was mainly inspired by Dervakos et al. [15]. Dervakos
et al. proposed a filtering method in information retrieval task based on
concept hierarchy of SNOMED CT. In particular, they enhanced queries
and documents with SNOMED CT concepts, imposed filters on concept
co-occurence between them and in that way they enriched bert-based models.
This approach showed competitive performance when applied on medical
papers. Similarly, we wanted to investigate the semantic enrichment of these
models with owl embeddings and also extend this approach in another task.

Especially in textual classification significant performance boosts can be
obtained by using external knowledge sources to complement the textual
representations and provide more informative features. Ostendorf et al. [44]
proposed the enrichment of BERT models with knowledge graphs embeddings
which encode author information for the classification of books. Zhang et
al. [69] experimented with external knowledge graphs to enrich embedding
information in order to ultimately improve language understanding. They
used structural knowledge represented by Wikidata entities and their relation
to each other. Earlier, Wang et al. [61] proposed and evaluated an approach to
improve text classification with knowledge from Wikipedia. Based on a bag of
words approach, they derived a thesaurus of concepts from Wikipedia and used
it for document expansion. The resulting document representation improved
the performance of an SVM classifier for predicting text categories. Ritchie
et al [48] used owl embeddings from OWL2Vec* to drive the computation of
ontology entity clusters.

Focusing on the information retrieval task, several publications used
external knowledge sources to improve their performance. Agosti et al. [3]
considered the relation between text and queries and aimed to reduce the
semantic gap between queries and documents, by incorporating polysemy and
synonymy information during the training of neural networks.
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2.3 Thesis Contribution

In this thesis, we focus on different ways to enhance bert-based embeddings
with knowledge extracted from SNOMED CT. BERT (Bidirectional Encoder
Representations from Transformers) is a family of high performance pre-
trained language models which produce state-of-the-art results in a wide
variety of NLP tasks [16]. BERT’s key technical innovation is applying the
bidirectional training of Transformers [60] to language modelling. By using
multiple attention mechanisms (multi-head attention), the model is able
to capture a broader range of relationships between words than would be
possible with a single attention mechanism. Moreover, BERT stacks multiple
layers of attention, each of which operates on the output of the layer that
came before. Through this repeated composition of word embeddings, BERT
is able to form very rich representations as it gets to the deepest layers of
the model. As for the knowledge source we choose SNOMED CT, which is
the most comprehensive clinical healthcare terminology, consisting of more
than 350,000 concepts and covering clinical findings, symptoms, diagnoses,
procedures, body structures, organisms and other etiologies, substances,
pharmaceuticals, devices and specimens among others.

We concentrate on two different tasks of natural language processing:
information retrieval and text classification. For evaluation we use subsets
of OHSUMED dataset to assess the improvement our methods can achieve
compared to different BERT models, used as baselines. Firstly, for both
tasks, we enrich bert-based embeddings with owl embeddings from SNOMED
CT. The owl embeddings for each document are produced using the frame-
work OWL2Vec*, which preserves the lexical information and the logical
constructors of an ontology. More specifically, we search the terms of each
document in SNOMED CT and generate their embeddings with OWL2Vec*.
For information retrieval, given a query we retrieve its bert-based and owl
embeddings and we calculate the cosine similary of this vector representa-
tion between query and document. We experiment with different settings of
OWL2Vec* and different pre-processes of our dataset and ontology and we
prove that OWL2Vec* is currently unable to be applied in large vocabularies,
like SNOMED CT. We use, also, this semantic enrichment of embeddings on
text classification while using a neural network with 1 hidden layer to classify
our documents. Our assumptions for the inefficiency of OWL2Vec* for large
ontologies are again confirmed.

We then apply a filtering method on documents for the classification
task. We create a concept filter on documents which is based on concept
co-occurence between the concepts associated with the class and the terms of
the documents. For finding the concepts that are associated with the class
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we take advantage of the concept hierarchy of SNOMED CT. We experiment
with different depths on SNOMED CT and different thresholds on documents.
We prove that by removing the documents with no concept co-occurrence
with the class and by creating a neural network, as before, with 1 hidden
layer and the bert-based embeddings as input, we achieve better performance
than unfiltered bert-based models. As a result, we prove that a specialized
ontology, can successfully be applied to adapt out-of-domain models to a new
domain and improve the performance of natural language processing models.

2.4 Thesis Structure

The remaining of the thesis is structured as follows. In Chapter 3 we
make an introduction to artificial intelligence and natural language processing
(NLP) tasks. In Chapter 4 we present the background of deep neural networks,
which is helpful for completely understanding how the models that we use
in our experimental study work. We, also, present some fundamental neural
networks that are commonly used in NLP and the basic ideas behind them.
Within Chapter 5 we describe several methods for representing language
in computers and we emphasize on word embedding models. We continue
in Chapter 6 by introducing the Transformer Model and we focus on bert-
based models, on which our experiments are based. In the next chapter
(Chapter 7), we emphasize on knowledge representation and how external
knowledge sources such as ontologies and knowledge graphs can be used for
producing vector representations that can semantically enhance a NLP model.
Finally, in Chapter 8 we present the experimental results of our framework
and in Chapter 9 we make our concluding remarks.
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Chapter 3

Introduction to Artificial
Intelligence

In our days, especially during the last decade, the main focus is on
Artificial Intelligence, whose practical applications and current research topics
are increasing and expanding. It was founded as an academic discipline
in 1956, and in the years since has experienced several waves of optimism,
followed by disappointment and the loss of funding (known as an "AI winter").
In the first steps of Artificial Intelligence, its goal was to solve problems which
were challenging and intellectually hard for human beings, like complex
mathematical operations, with impressive speed and accuracy. What’s proven
really hard though, is to solve problems that are easy, like automatic, for
human brain, and that they can’t be formally described, such as recognizing
similar faces in images or spoken words [25].

In order for this kind of problems to be solved, machines need to learn from
experience and examples. The procedure of running algorithms, that improve
the ability of a computer to solve a specific problem through experience and
by the use of data is called Machine Learning.

For more than 50 years computer scientists focus on developing the ability
of computer programs to understand human language as it is spoken and
written, referred to as natural language. This subfield of Linguistics, Computer
Science and Artificial Intelligence is called Natural Language Processing
(NLP).

In the following sections we give a definition of Machine Learning algo-
rithms (Section 3.1), which can be approached by four different methods:
supervised learning (Section 3.1.1, unsupervised learning (Section 3.1.2), semi-
supervised learning (Section 3.1.3) and reinforcement learning (Section 3.1.4).
Furthermore we analyze Natural Language Processing and its applications
(Section 3.2).
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3.1 Machine Learning

Machine learning is the study of computer algorithms that can improve
automatically through experience and by the use of data. It is seen as a
subset of Artificial Intelligence. Machine learning algorithms build a model
based on sample data, known as training data, in order to make predictions or
decisions in new cases. They are used in a wide variety of applications, such
as in medicine, email filtering, speech recognition, and computer vision, where
it is difficult or unfeasible to develop conventional algorithms to perform the
needed tasks.

The discipline of Machine Learning employs various approaches to teach
computers to accomplish tasks where no fully satisfactory algorithm is avail-
able. Machine learning approaches are traditionally divided into three broad
categories, depending on the nature of the "signal" or "feedback" available to
the learning system.

3.1.1 Supervised Learning

Supervised learning algorithms build a mathematical model of a set of
data that contains both the inputs and the desired outputs. The data is
known as training data, and consists of a set of training examples. Each
training example has one or more inputs and the desired output, also known
as a supervisory signal. In the mathematical model, each training example is
represented by an array or vector, sometimes called a feature vector, and the
training data is represented by a matrix. Through iterative optimization of
an objective function, supervised learning algorithms learn a function that
can be used to predict the output associated with new inputs. An optimal
function will allow the algorithm to correctly determine the output for inputs
that were not a part of the training data. An algorithm that improves the
accuracy of its outputs or predictions over time is said to have learned to
perform that task.

Types of supervised learning algorithms include active learning, classifica-
tion and regression. Classification algorithms are used when the outputs are
restricted to a limited set of values, and regression algorithms are used when
the outputs may have any numerical value within a range. Similarity learning
is an area of supervised machine learning closely related to regression and
classification, but the goal is to learn from examples using a similarity function
that measures how similar or related two objects are. It has applications in
ranking, recommendation systems, visual identity tracking, face verification,
and speaker verification [63].
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3.1.2 Unsupervised Learning

Unsupervised learning, also known as unsupervised machine learning, uses
machine learning algorithms to analyze and cluster unlabeled datasets. These
algorithms discover hidden patterns or data groupings without the need for
human intervention.

Its ability to discover similarities and differences in information make it the
ideal solution for exploratory data analysis, cross-selling strategies, customer
segmentation, image and pattern recognition. It’s also used to reduce the
number of features in a model through the process of dimensionality reduction;
principal component analysis (PCA) and singular value decomposition (SVD)
are two common approaches for this [19].

3.1.3 Semi-supervised Learning

Semi-supervised learning is an approach to machine learning that combines
a small amount of labeled data with a large amount of unlabeled data during
training. Semi-supervised learning falls between unsupervised learning (with
no labeled training data) and supervised learning (with only labeled training
data).

Unlabeled data, when used in conjunction with a small amount of labeled
data, can produce considerable improvement in learning accuracy. The
acquisition of labeled data for a learning problem often requires a skilled
human agent or a physical experiment. The cost associated with the labeling
process thus may render large, fully labeled training sets infeasible, whereas
acquisition of unlabeled data is relatively inexpensive [62].

3.1.4 Reinforcement Learning

Reinforcement learning is a machine learning technique, whose goal is to
solve the problem of choosing the most suitable action to take in a given
environment, in order to maximize a specific reward. In contrast to traditional
supervised learning, reinforcement learning does not get desired labels of the
training inputs, but estimates the best outputs (actions), based on the reward
it yields. Often, the current action not only affects the immediate reward, but
the long-term reward as well. An important issue of reinforcement learning is
the trade-off between exploration, in which the system experiments with new
kinds of actions to check how profitable or harmful they are, and exploitation,
in which the system follows a more conservative approach of selecting already
known actions to achieve a high reward. The most efficient approach is to
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maintain a balance between the two strategies, because focusing on only one
of those will result in poor outcomes |7].

Reinforcement learning is mostly used to train computers to play games
and they can achieve really high scores compared to human performance.
Reinforcement learning remains an active area of machine learning research.

3.2 Natural Language Processing

Natural Language Processing has its roots in the 1950s. Already in
1950, Alan Turing published an article titled "Computing Machinery and
Intelligence" which proposed what is now called the Turing test as a criterion
of intelligence, though at the time that was not articulated as a problem
separate from artificial intelligence. The proposed test includes a task that
involves the automated interpretation and generation of natural language.

Nowadays, representation learning and deep neural network-style machine
learning methods became widespread in natural language processing. That
popularity was due partly to a flurry of results showing that such techniques
can achieve state-of-the-art results in many natural language tasks, e.g., in
language modeling and parsing. This is increasingly important in medicine
and healthcare, where NLP helps analyze notes and text in electronic health
records that would otherwise be inaccessible for study when seeking to improve
care.

In NLP, there are two main phases: data preprocessing and algorithm
development. Data preprocessing involves preparing and "cleaning" text data
for machines to be able to analyze it. It specifically includes methods such as
tokenization (the split of the text into smaller units) and stop word removal
(the removal of the most common words from the text). Once the data has
been preprocessed, an algorithm is developed to process it. There are many
different natural language processing algorithms, but two main types are
commonly used: rules-based systems which uses carefully designed linguistic
rules and machine learning-based system [64].

The following is a list of some of the most commonly researched tasks in
natural language processing.

e Information Retrieval: With the help of NLP, we can find the needed
piece among unstructured data. An information retrieval system indexes
a collection of documents, analyzes the user’s query, then compares
each document’s description with the query and presents the relevant
results.
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e Information grouping: Grouping, or text classification, is performed
via the text tags. The NLP model is trained to classify documents
according to specific attributes: subject, document type, time, au-
thor, language, etc. Text classification usually requires labeled data.
Information grouping is used for supervised machine learning, which
correspondingly triggers a multitude of use cases.

e Machine Translation: This typically involves translating one natural
language into another, preserving the meaning and producing fluent text
as a result. Different methods and approaches are used here: rule-based,
statistical and neural machine translation.

e Summarization: NLP algorithms can be used to create a shortened
version of an article, document, number of entries, etc., with main points
and key ideas included. There are two general approaches: abstractive
and extractive summarization. In the first case, the NLP model creates
an entirely new summary in terms of phrases and sentences used in
the analyzed text. In the second case, the model extracts phrases and
sentences from the existing text and groups them into a summary.

e Sentiment analysis: It’s a type of text classification where the NLP
algorithms determine the text’s positive, negative, or neutral connota-
tion. Use cases include analyzing customers’ feedback, detecting trends,
conducting market research, etc., via an analysis of tweets, posts, re-
views and other reactions. Sentiment analysis can encompass everything
from the release of a new game on the App Store to political speeches
and regulation changes.

e Named-Entity Recognition: NER is an entity extraction, identifica-
tion and categorization. It involves extracting names of locations, people
and things from the text and placing them under certain categories
— Person, Company, Time, Location, etc. The use cases may include
content classification for SEO, customer support, patient lab reports
analysis, academic research and others.

e Automated speech recognition (ASR): NLP techniques are actu-
ally designed for text but can also be applied to spoken input. ASR
transcribes oral data into a stream of words. Neural networks and
hidden Markov models are used to reduce speech recognition’s error
rate, however, it’s still far from perfect. The main challenge is the lack
of segmentation in oral documents. And while human listeners can
easily segment spoken input, the automatic speech recognizer provides
unannotated output.
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As a result, we understand that the value of using NLP techniques is
apparent, and the application areas for natural language processing are
numerous. But so are the challenges researchers are facing to make NLP
results resemble human output.
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Chapter 4

Deep Learning Background

During the last decades, the field of Machine Learning has brought forth
a variety of remarkable advancements in sophisticated learning algorithms
and efficient pre-processing techniques. One of these advancements was the
evolution of artificial neural networks (ANNs) towards increasingly deep
neural network architectures with improved learning capabilities summarized
as Deep Learning.

The idea is to employ Machine Learning to not only train the computer
to map the input feature vector to a desired output, but also to learn the
representation itself. Towards this end, Deep Learning can give the solution
to extracting high-level features from raw data by introducing representations
that are expressed in terms of other, simpler representations. So Deep Learning
enables the computer to build complex concepts out of simple ones. Deep
Learning is actually a subfield of Machine Learning inspired by the structure
and function of the human brain and the way humans think [32] [25].

During the 1960s, the interest in neural networks started with the devel-
opment of learning machines called perceptrons, that imitated the way brain
neurons work. However, as perceptrons could not guarantee successful results
in case of non-linearly separable data, the idea was then to employ multilayers
of perceptrons. This multilayer training is referred to as Deep Learning, and
its practical implementations are mostly associated with large data sets.

Deep Learning does not always provide the best possible solution; there are
numerous applications that are better handled by more traditional methods.
However, it has been proven extremely useful in applications that have been
challenging for other methods. In fact, it has offered the opportunity to solve
many problems in various domains and has been used in fields like natural
language processing and understanding [24].

In the following sections we begin with analyzing the function of a sin-
gle perceptron (Section 4.1), we then describe how they are combined to
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create multilayer neural networks and more specifically we focus on their
learning process (Section 4.2). Finally, we present Recurrent Neural Networks
(Section 4.3), which are commonly used in natural language processing.

4.1 The Perceptron

In 1958 the American psychologist Frank Rosenblatt, inspired by the
Hebbian theory of synaptic plasticity (i.e. the adaptation of brain neurons
during the learning process), came up with the perceptron.

Syrapse
Step function

Weighted
sum
Dencirite

Figure 4.1: (left) A Biological Neuron. (right) A Perceptron. Source: Neural
Networks: The perceptron (Fig. 1 in [10]).

The perceptron is a mathematical model of a biological neuron. While
in actual neurons the dendrite receives electrical signals from the axons of
other neurons, in the perceptron these electrical signals are represented as
numerical values.

At the synapses between the dendrite and axons, electrical signals are
modulated in various amounts. This is also modeled in the perceptron by
multiplying each input value x; by a value called the weight w;.

An actual neuron fires an output signal only when the total strength of
the input signals exceed a certain threshold. This threshold is called bias b.
The total strength of the input signals is modeled as the weighted sum of the
input values [10]. The weighted sum is expressed as follows:

w1x1+w2$2+...+wnxn+b:Zwixi+b:me+b (4.1)
i=1
At its simplest a step function is applied on the sum (4.1) to determine
whether the neuron will fire or not. This function was originally used by
Rosenblatt [10]. The output f of the neuron can be described by the following
equation:

fz) = (4.2)

1, ifwz+b>=0
0, fwz+b<0
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4.1.1 Perceptron Training Algorithm

It is obvious that the weighted sum calculated in the perceptron corre-
sponds to a linear boundary (hyperplane) in n-dimensional space:

w'z+b=0 (4.3)

This means that we can employ a single perceptron unit to solve a classi-
fication problem by learning this linear boundary between linearly separable
pattern classes.

An example of the Perceptron Training Algorithm, which according to
the Perceptron Convergence Theorem will surely converge to a solution (a
set of weights that define a hyperplane) after a finite number of steps, if the
pattern classes are linearly separable, is explained below. We first define some
variables:

e the learning rate r of the perceptron which is between 0 and 1 while
larger values make the weight changes more volatile.

e f(z) denotes the output from the perceptron for an input vector z.

o D= (xy,dy),..., (xs,ds) is the training set of s samples where z; is the
n-dimensional input vector and d; the desired output value of the perceptron
for that input.

e z;; is the value of the i, feature of the jy, training input vector.

e z;o=1

e w; is the iy, value in the weight vector, to be multiplied by the value of
the 7;, input feature.

So the steps in the algorithm are:

1 Initialize the weights. Weights may be initialized to 0 or to a small
random value.

2 For each example j in our training set D, perform the following steps
over the input x; and desired output d;:

a Calculate the actual output: y;(t) = flw(t) - z;] = flwo(t)x;o +
wl(t)xﬂ + ...+ wn(t)xm]

b Update the weights: w;(t + 1) = w;(t) + 7 - (dj — y;(t))w;,; for all
features 0 < i < n.

The concept behind this algorithm is that if a pattern is misclassified, we
are trying to shift the weight vector to a direction that increases the probability
of correct classification the next time the specific pattern is presented. That’s
also why if the classification of a pattern is correct, no change is applied to
the weight vector [65].
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4.2 Multilayer Feed-Forward Neural Networks
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Figure 4.2: Architecture of an MLP which is constituded by an input layer
with 10 neurons, two hidden layers with six and four neurons respectively
and an output layer with one neuron. Source: (Fig. 1 in [23]).

In 1996 Minsky and Papert showed that a single layer Feed-Forward
Neural Network (FFN) cannot solve problems in which the data is not linearly
separable, such as the XOR problem [42|. The solution is to add one or more
hidden layers to FNN. Per Universal Approximation Theorem, a FNN with
one hidden layer can represent any function, although in practice training such
a model is very difficult (if not impossible), hence, we usually add multiple
hidden layers to solve complex problems [13]. These are called the Multilayer
Feed-Forward Neural Networks.

In a multi-layer neural network, we have an input layer, an output layer,
and one or more hidden layers (between input and output layers). The input
layer has as many neurons as the dimension of the input data. The number
of neurons in the output layer depends on the type of the problem the neural
network is trying to solve. The more hidden layers that we have (and the
more neurons we have in each hidden layer), our neural network can estimate
more complex functions [5] [35].
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4.2.1 Activation Functions

An activation function is applied on the output and hidden layer to
determine whether the neuron will fire or not. However, the activation function
described in (4.2) is a hard thresholding function which is discontinuous at 0
and causes problems in mathematical computations. Thus, it cannot be used
in multi-layers networks. We can overcome this problem by using smoother
versions of the above function.

In all cases, let z denote the output of the perceptron before thresholding
and h the function employed to calculate the neuron’s final output.

The sigmoid function is used very frequently as the activation function
of artificial neurons. It can be used both at the output layer and hidden
layers of a multilayer network and it allows the network to model non-linear
relationships between input and output.

1
hz) = 14+e#

Hyperbolic tangent, similarly to Sigmoid function, is a soft step function.
But its range is between -1 and 1 (instead of 0 and 1).

(4.4)

e —e’”
h(z) =tanhz = — 4.5
(2) anh z pr— (4.5)
ReLU (Rectified Linear Unit) is an activation function popular in deep
neural networks. ReLLU keeps all the positive inputs unchanged and sets all

negative inputs to zero:

h(z) = max (0, z) (4.6)

The softmax function can convert a K dimension vector to another k
dimension vector. After applying softmax, each component will be in the
interval (0,1) and the sum of components will be 1.

e*

h(z) = ———
Ef:l e

(4.7)

4.2.2 Learning Process

Machine learning algorithms work on the basis of trying to learn from
experience and training examples by optimizing a cost function. In order to
train a neural network, there are four main steps that should be followed:

1 Forward Propagation: given an input, the model calculates an output.
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2 Backward Propagation: this step calculates the gradient of the output
and how each weight in the model affects it. This will then be used in
the optimizer step.

3 Loss Function: a cost function is defined in order to know the accuracy
of the model. It’s a metric that shows as how far is the model from the
correct label.

4 Optimization: tries to minimize the cost function using the gradient
calculated in the backward propagation step by adjusting the weights
of the model.

4.2.2.1 Backpropagation Algorithm

Neural network training relies on repeated application of the Backprop-
agation Algorithm to compute gradients of the loss with respect to model
parameters. These gradients are then used to update the parameters of the
model using the gradient-based optimization strategy. The Backpropagation
Algorithm consists of two phases: the forward and backward pass [59].

\
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Figure 4.3: Architecture of an MLP where the forward and the backward
pass is illustrated. Source: (Fig. 2 in [23]).
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In the forward pass, the input data gets propagated to the input layer,
goes through the hidden layer(s), then the network’s predictions from the
output layer are measured and finally the network error is calculated based
on the predictions the network made. The process of propagating the inputs
from the input layer to the output layer is called forward propagation. Once
the network error is calculated, then the forward propagation phase has ended,
and backward pass starts [23].

In the backward pass, the flow is reversed so that the error is propagated
from the output layer to the input layer after passing through the hidden
layer(s). The process of propagating the network error from the output layer
to the input layer is called backward propagation, or simple backpropagation.
The backpropagation algorithm is the set of steps used to update network
weights to reduce the network error [23].

Let consider a multilayer perceptron (MLP) with an input layer kg, fol-
lowed by L hidden layers hq, hs, ..., hp, followed by an output layer O. Except
of the input layer, each layer is described by a set of parameters, the weights
and biases, as by = {W, b}, for all [ = 1,..., L. The final output layer is
also governed by the weight and bias parameters O = {W,,b,}. We use the
element-wise activation function ¢ in our model for each hidden layer [59].

The forward propagation phase:
In forward propagation pass there are 4 main steps:

1 Compute the output of the first hidden layer as a function of the input
x:

hy = o(Wx+b) (4.8)

2 For each hidden layer, compute the output of that layer as a function
of the output of the previous layer as:

hi=¢(W/]h_1+b), VI=2,.,L (4.9)
3 Finally, compute the output of the neural network as:
o=W/}hy +0, (4.10)

4 Compute the loss of the model as the error of the predicted output o
compared to the desired output y as l(o,y).

The backward propagation phase:
After the forward pass is complete, the backward pass starts:
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1 Compute gradient of loss with respect to the output and store it for use

in steps 2 and 3. :
9l(0,y)

do

2 Compute gradients of the loss with respect to the parameters of the
output layer.

View) = (4.11)

l(o,y) a T l(o y) 4.12
do
l(oy) Twl(oy) 41
W = () (4.13)

3 Compute gradient of the output of the outermost hidden layer H; with
respect to the loss and store it for use in step 4 and 5.

1(0,y) do

hr, = (8hL) vl(Oy (414)

4 Compute gradients of the loss with respect to the parameters of the
outermost hidden layer H.

ohy,

loy) __ Twl(oy)
4.15
vWL (aWL) th ( )
1ow) _ (ORL T i)
vay = (_(%L) thy (4.16)

5 Let | = L — 1. Compute and store gradients of outputs and parameters
of that layer using gradients of layer [ + 1 as follows.

o ah o
V%z & - (a—’l:l_l)Tv%zfi)a Vi = 17 7L —1 (417)
oh o
V! = Gy Vi V=1, L-1 0 (418)
R T
Vég Y) (abll)Tvl( y)’ Y] = 1’ e L—1 (419)

6 If [ =1, terminate. Else, set [ =1 — 1. Go back to step 5.
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4.2.2.2 Loss Function

The cost function is also called the loss function and is task-dependent.
It has the aim of objectively measuring how much the network’s predicted
output is different than the expected output. We will now go through some
basic loss functions, that are widely used in machine learning. Loss func-
tions can be classified into two major categories depending upon the type
of learning task we are dealing with, Regression losses and Classification losses.

Regression Loss Functions
Regression predictive modeling is the task of approximating a mapping
function from input variables to a continuous output variable.

e Squared Error Loss: Squared Error Loss is the squared difference
between the actual value y and the predicted o.

l(0,y) = (y — 0)® (4.20)

e Absolute Error Loss: Absolute Error Loss is the absolute value of the
difference between the actual y and the predicted value o.

l(o,y) = |y — o (4.21)

Classification Loss Functions
Classification predictive modeling is the task of approximating a mapping
function from input variables to discrete output variables.

e Cross Entropy Loss: Cross Entropy Loss increases as the predicted
probability diverges from the actual label.

l(0,y) = —(ylog(o) + (1 —y)log(1 — 0)) (4.22)

e Hinge Loss: Hinge Loss not only penalizes the wrong predictions but
also the right predictions that are not confident.

l(0,y) = max(0,1 —y *0) (4.23)

4.2.2.3 Optimization

Optimization is the process of choosing the most suitable model parameters
in order to minimize the loss function, which is scalar. This problem of
minimizing a loss function [(a) with respect to a parameter vector a can
be solved by a gradient descent procedure. The idea behind this iterative
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method is to use gradient information from the loss function, in order to
update the parameter vector by comprising a small step in the direction of
negative gradient. In general a(k+1) is calculated from a(k) by the equation:

alk+1)=a(k) —rk)Vi(a(k)) (4.24)

where 1 is a positive scale factor, called learning rate, which sets the step
size, and as a consequence how "steep" the actual update is. The goal is this
sequence of parameter vectors to finally converge to a solution minimizing
[(a). Thus, the number of updates (iterations) needed are problem-dependent.
Another interesting issue about gradient descent methods in machine learning,
is that the choice of the loss function [ is based on the training set, so
each step requires the use of the whole data set in order to calculate VI.
Techniques that use the whole data set at each iteration are called batch
methods. Gradient descent optimization algorithms are numerous (Adaline,
Adamax, Adam, RMSprop etc), each one inserting a small variation to the
classical approach. One of the most widely used is Adam (Adaptive Moment
Estimation), which updates the weights using estimations of the first two
moments of past gradients (mean and standard deviation).

4.3 Recurrent Neural Networks

A Recurrent Neural Network (RNN) is a special type of an artificial neural
network adapted to work for time series data or data that involves sequences.
RNNs were based on David Rumelhart’s work in 1986. These deep learning
algorithms are commonly used for ordinal or temporal problems, such as
language translation, natural language processing, speech recognition, and
image captioning. They are incorporated into popular applications such as
Siri, voice search, and Google Translate [20].

RNNs have the concept of ‘memory’ that helps them store the states or
information of previous inputs to generate the next output of the sequence
and so the output of RNNs depend on the prior elements within the sequence.
Another distinguishing characteristic of Recurrent Networks is that they
share parameters across each layer of the network. While Feed-forward
Networks have different weights across each node, RNNs share the same
weight parameter within each layer of the network. These weights are still
adjusted in the processes of backpropagation and gradient descent to facilitate
reinforcement learning [20)].

An RNN’s self-connections cause neuron activities (the RNN’s state) to
reverberate as time passes. In machine learning we typically discretize the
state changes, computing them using the activities at the previous discrete
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Recurrent Neural Network Feed-Forward Neural Network

Figure 4.4: Recurrent Neural Network vs Feed-Forward Neural Network
Source: A Guide to RNN: Understanding Recurrent Neural Networks and
LSTM Networks (Fig. 2 in [17]).

time step and the synaptic weights. This is known as "unrolling" the network
[38].

We present a simplified model of RNN without bias parameters, whose
activation function in the hidden layer uses the identity mapping (¢(x) = z).
For time step t, let the single example input and the label be , € R? and
y;, respectively [68]. The hidden state h;, € R" and the output o, € RY are
computed as:

ht = thﬂlt + Whhht—l (425)

Oy = thht (426)

where Wy, € R"*4 W, € R"" and W, € R?" are the weight param-
eters.

We denote by [(oy,y;) the loss at time step t. Our objective function, the
loss over T time steps from the beginning of the sequence is thus:

T

L= 2 lony) (4.27

t=1
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4.3.1 Backpropagation Through Time (BPTT)

Recurrent Neural Networks leverage Backpropagation Through Time
(BPTT) algorithm which is slightly different from traditional backpropagation
as it is specific to sequence data. The pronciples of BPTT are the same
as traditional backpropagation, where the model trains itself by calculating
errors from its output layer to its input layer.

X, h, ——s 0, L Y,
X, h, —/— o, Y,
X, h | oO—» 0, VA
f
h, Wﬂ

Figure 4.5: Computational graph showing dependencies for an RNN model
with 3 time steps. Boxes represent variables (not shaded) or parameters
(shaded) and circles represent operators. Source: Backpropagation Through
Time (Fig. 2 in [68]).

The goal of BPTT is to compute the partial derivatives of the error with
respect to the synaptic weights, known as the gradients. The dependencies
among model variables and parameters during computation of the RNN are
shown in Figure 4.5. In order to calculate and store the gradients in turn the
arrows can be traversed in the opposite direction [68]. To flexibly express
the multiplication of matrices, vectors and scalars of different shapes in the
chain rule, we use the prod operator to multiply its arguments after the
necessary operations, such as transposition and swapping input positions,
have been carried out. For vectors, this is straightforward: it is simply matrix-
matrix multiplication. For higher dimensional tensors, we use the appropriate
counterpart. The operator prod hides all the notation overhead.

First of all, differentiating the objective function with respect to the model
output at any time step t is fairly straightforward:

8L 8l(ot, yt)

— =—7-—€cR? 4.28

0oy T - 0oy ( )
The gradient of the objective function with respect to the parameter W,

in the output layer is 0L/OW ;. The objective function L depends on Wy,
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via 01, ..., or. Using the chain rule L/OW , is calculated as follows:

L« OL 9o,
W med(@ot W, Z 8ot (4.29)

At the final time step T the objective function L depends on the hidden
state hp only via or. Therefore, the gradient L/0hy € R" using the chain
rule is described as:

=prod(5—, 5. —) = R

(9hT do or 3hT 4 (90T

It gets trickier for any time step ¢t < T, where the objective function L
depends on h; via hys;q and o;. According to the chain rule, the gradient of

the hidden state OL/0h; € R" at any time step t < T can be recurrently
computed as:

(4.30)

oL OL  Ohu

9Y o ( ) oL 80,5
oh, V' Oh,. oh

do,’ 3ht) hhaht—H - qha_ot
(4.31)
For analysis, expanding the recurrent computation for any time step
1 <t < T gives

rod(—

oL roieer OL
a—ht—Z(W W W, Sor (4.32)

Finally, the objective function L depends on model parameters W, and
W, in the hidden layer via hidden states hq, ..., hy. To compute gradients

with respect to such parameters OL/OW, € R and OL/OW ,, € R,
we apply the chain rule that gives:

L« OL  Oh, = OL
- Ao Ty N 2T 4.
OW 1 ;pm Ghy oW, 2 O, (4.33)
oL d oL  Oh, )
_ Iy N 92 4.34
W ;pmd(aht’ oW ) = 2 o, M (4.34)

BPTT can be computationally expensive as the number of timesteps
increases. If input sequences are comprised of thousands of timesteps, then
this will be the number of derivatives required for a single update weight
update. Through this process, RNNs tend to run into two problems, known
as exploding gradients and vanishing gradients. These issues are defined by
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the size of the gradient, which is the slope of the loss function along the
error curve. When the gradient is too small, it continues to become smaller,
updating the weight parameters until they become insignificant. When that
occurs, the algorithm is no longer learning. Exploding gradients occur when
the gradient is too large, creating an unstable model. In this case, the model
weights will grow too large, and they will eventually be represented as NaN
[20].

4.3.2 Types of RNNs

There are different types of recurrent neural networks with varying archi-
tectures. While feed-forward neural networks map one input to one output,
RNNs can map one to many, many to many (translation) and many to one
(classifying voice) [17].

one to one one to many many to one many to many many to many

] MM OO0 OO0

1 t ﬁ ﬁ t ﬁ ﬁ t ttt
Figure 4.6: Different Types of RNN Source: The Unreasonable Effectiveness
of Recurrent Neural Networks (Fig. 2 in [36]).

4.3.3 Different RNN Architectures

There are different variations of RNNs that are being applied practically
in machine learning problems.

4.3.3.1 Long Short-Term Memory (LSTM)

This is a popular RNN architecture, which was introduced by Sepp
Hochreiter and Juergen Schmidhuber in 1997 as a solution to vanishing
gradient problem. The main work aims to address the problem of long-term
dependencies. That is, if the previous state that is influencing the current
prediction is not in the recent past, the RNN model may not be able to
accurately predict the current state. As an example, if we wanted to predict
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the italicized words in following, “Alice is allergic to nuts. She can’t eat
peanut butter.”, the context of a nut allergy can help us anticipate that the
food that cannot be eaten contains nuts. However, if that context was a few
sentences prior, then it would make it difficult, or even impossible, for the
RNN to connect the information [30].

To remedy this, LSTMs have “cells” in the hidden layers of the neural
network, which have three gates—an input gate, an output gate, and a forget
gate. These gates control the flow of information which is needed to predict
the output in the network. For example, if gender pronouns, such as “she”,
was repeated multiple times in prior sentences, that may be excluded from
the cell state [30].

4.3.3.2 Gated Recurrent Units (GRUs)

This RNN variant is similar the LSTMs as it also works to address the
short-term memory problem of RNN models. It was first introduced in 2014
by Kyunghyun Cho et al. Instead of using a “cell state” regulate information,
it uses hidden states, and instead of three gates, it has two—a reset gate and
an update gate. Similar to the gates within LSTMs, the reset and update
gates control how much and which information to retain [12].

4.3.3.3 Bidirectional Recurrent Neural Networks (BRNN)

BRNN was invented in 1997 by Schuster and Paliwal so as to increase the
amount of input information available to the network. While unidirectional
RNNs can only drawn from previous inputs to make predictions about the
current state, bidirectional RNNs pull in future data to improve the accuracy
of it. The principle of BRNN is to split the neurons of a regular RNN into

FORWARD
STATES
-1 L

BACEWARL
STATES

Figure 4.7: General structure of the bidirectional recurrent neural network

(BRNN) shown unfolded in time for three time steps. Source: Bidirectional

Recurrent Neural Networks (Fig. 1 in [51]).
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two directions, one for positive time direction (forward states), and another
for negative time direction (backward states). Outputs from forward states
are not connected to inputs of backward states, and vice versa. This leads
to the general structure that can be seen in Figure 4.7, where it is unfolded
over three time steps. Note that without the backward states, this structure
simplifies to a regular unidirectional forward RNN, as shown in Fig. 1. If
the forward states are taken out, a regular RNN with a reversed time axis
results. With both time directions taken care of in the same network, input
information in the past and the future of the currently evaluated time frame
can directly be used to minimize the objective function without the need for
delays to include future information, as for the regular unidirectional RNN
discussed above [51].

The BRNN can principally be trained with the same algorithms as a
regular unidirectional RNN because there are no interactions between the
two types of state neurons and, therefore, can be unfolded into a general
feed-forward network. However, if, for example, any form of back-propagation
through time (BPTT) is used, the forward and backward pass procedure is
slightly more complicated because the update of state and output neurons
can no longer be done one at a time. For forward pass, forward states
and backward states are passed first, then output neurons are passed. For
backward pass, output neurons are passed first, then forward states and
backward states are passed next. After forward and backward passes are
done, the weights are updated [51].

4.3.3.4 Sequence to Sequence Model

A Sequence to Sequence (Seq2Seq) model consists of two Recurrent Neural
Networks. The most common architecture used to build Seq2Seq models is
Encoder-Decoder architecture. The encoder and decoder work simultaneously
either using the same parameter or different ones. Both encoder and the
decoder are LSTM models (or sometimes GRU models) [58].

Encoder reads the input sequence and summarizes the information in
something called the internal state vectors or context vector (in case of LSTM
these are called the hidden state and cell state vectors). The outputs of the
encoder are discarded and only the internal states are preserved [2].

The decoder is an LSTM whose initial states are initialized to the final
states of the Encoder LSTM, i.e. the context vector of the encoder’s final cell
is input to the first cell of the decoder network. Using these initial states,
the decoder starts generating the output sequence, and these outputs are
also taken into consideration for future outputs. This context vector aims
to encapsulate the information for all input elements in order to help the
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decoder make accurate predictions [2].

ENCODER DECODER
| am good
<GO>
( Embedding )
how are you ?
L IL I I | L JL L J
time step 1 2 3 4 5 [} 7

Figure 4.8: Representation of the architecture a Sequence to Sequence Model
in a specific example. Source: Types of Neural Networks and Definition of

Neural Network(Fig. 12 in [58]).

This model, on contrary to the actual RNN, is particularly applicable in
those cases where the length of the input data is equal to the length of the
output data. While they possess similar benefits and limitations of the RNN,
these models are usually applied mainly in chatbots, machine translations,

and question answering systems [58].
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Chapter 5

Vector Representation of Language

Before referring to others models for Natural Language Processing, it
is important to analyze how computers process natural language. Natural
language is one of the most complex tools used by humans for a wide range
of reasons, for instance to communicate with others, to express thoughts,
feelings, and ideas, to ask questions, or to give instructions. Therefore, it is
crucial for computers to possess the ability to use the same tool in order to
effectively interact with humans. In fact, computers represent language as
vectors.

In the following sections we discuss several methods for creating such a
vector representation of language and the theory behind them.

5.1 One-hot Representation

The simplest form of word representation is one-hot encoding, which
established the basis of word vector space models. Assume we have 100 words
in a vocabulary and we would like to encode them as one-hot representations.
First, we associate an index (between 1 to 100) to each word. Then, each
word is represented as a 100-dimension array-like representation, in which all
the dimensions are zero except for the one corresponding to its index, which
is set to one.

However, simple one hot vectors are not a very useful input to most
natural language processing tasks, because they are embedded in a vector
space that does not contain any extra meaning information about the words
being represented. Each word is assigned a different representation and
there is no notion of “similarity” between them. For example, using this
representation, it is not possible to encode the conceptual similarity between
“noon” and “midday”. Even worse, the two similar looking words such “desk”
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and “desks” (which would have similar string-based representations) are
assigned completely different one-hot vectors. Moreover, the dimensionality
of one-hot representations grows with the number of words in the vocabulary.
In a typical vocabulary, we should expect hundreds of thousands of words.
Representing each word using one-hot representation is definitely too storage-
intensive and would make the processing difficult [46].

5.2 Vector Space Models

The Vector Space Model (VSM), first proposed by Salton et al. [49],
provides a more flexible solution to the limitations of one-hot representation.
In this model, objects are represented as vectors in an imaginary multi-
dimensional continuous space. In NLP, the space is usually referred to as
the semantic space and the representation of the objects is called distributed
representation. Objects can be words, documents, sentences, concepts, or
entities, or any other semantic carrying item between which we can define a
notion of similarity [46].

The representations that are generated using neural networks are com-
monly referred to as embedding, particularly due to their property of being
dense and low dimensional. We can call these representations semantic em-
beddings. Semantic embedding refers to a series of representation learning
(or feature learning) techniques that encode the semantics of data such as se-
quences and graphs into vectors, such that they can be utilized by downstream
machine learning prediction and statistical analysis tasks.

Sequence feature learning models such as Feed-Forward Neural Networks
and Recurrent Neural Networks, that were described in the previous chapter
(Chapter 3), are widely used for semantic embedding [11]. In this section,
we will talk about the foundations behind constructing semantic spaces,
particularly for words.

5.2.1 Word Embeddings

Semantic spaces are constructed automatically by analyzing word co-
occurrences in large text corpora. Words that occur in similar contexts tend
to have similar meanings. This link between similarity in how words are
distributed and similarity in what they mean is called the distributional
hypothesis. The hypothesis was first formulated in the 1950s by linguists Joos
[33], Harris [29] and Firth [22], who noticed that words which are synonyms
(like oculist and eye-doctor) tended to occur in the same environment (e.g.,
near words like eye or examined) with the amount of meaning difference
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between two words “corresponding roughly to the amount of difference in
their environments” [14].

Word embeddings are in fact a special type of distributed word representa-
tion that are constructed by leveraging neural networks, mainly popularised
after 2013, with the introduction of Word2vec. Word embeddings are usually
classified as predictive models because they are computed through language
modeling objectives, such as predicting the next or a missing word [46].

5.2.2 Predictive Models

In the last decade, together with the growth of deep learning, embeddings
have dominated the field and predictive models have replaced the conventional
count-based models. Two of the most popular word embedding models are
Word2vec and GloVe.

5.2.2.1 Word2vec

Word2vec is a well known group of sequence feature learning techniques
for learning word embeddings from a large corpus, and was initially developed
by a team at Google in 2013 [41]. Once trained, such a model can detect
synonymous words or suggest additional words for a partial sentence. As the
name implies, Word2vec represents each distinct word with a particular list of
numbers called a vector. The vectors are chosen carefully such that a simple
mathematical function indicates the level of semantic similarity between the
words represented by those vectors.

Word2vec is based on a simple but efficient feedforward neural architec-
ture which is trained with language modeling objective. Word2vec can be
configured to use either of two classic auto-encoding architectures for learning
representations of sequential items: continuous Skip-gram and continuous
Bag-of-Words (CBOW).

The CBOW model aims at predicting the current word using its surround-
ing context. The Skip-gram model is similar to the CBOW model but in this
case the goal is to predict the words in the surrounding context given the
target word, rather than predicting the target word itself. A simplification of
the general architecture of the CBOW and Skip-gram models of Word2vec is
represented in Figure 5.1. The architecture consists of input, projection (hid-
den) and output layers. The input layer has the size of the word vocabulary
and encodes the context as a combination of one-hot vector representations of
surrounding words of a given target word. The output layer has the same size
as the input layer and contains a one-hot vector of the target word during
the training phase [41].
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Figure 5.1: Learning architecture of the CBOW and Skip-gram models of
Word2vec Source: Efficient Estimation of Word Representations in Vector
Space (Fig. 1 in [41]).

5.2.2.2 GloVe

GloVe is developed as an open-source project at Stanford and was first
launched in 2014. GloVe is a model for distributed word representation. The
model is an unsupervised learning algorithm for obtaining vector representa-
tions for words. This is achieved by mapping words into a meaningful space
where the distance between words is related to semantic similarity. Training
is performed on aggregated global word-word co-occurrence statistics from a
corpus [45].

5.2.3 Similarity Metrics

In order to quantify the similarity between two embeddings, we need to
present some similarity metrics. The two most popular metrics for calculating
similarity are Fuclidean Distance and Cosine Similarity. We consider two
vectors u and v of dimension n.

e Fuclidean Distance

(5.1)

where u; and v; are components of vectors « and v respectively.
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e Cosine Similarity

sim(u,v) = —— Y — 2zt Uil (5.2)

ullivl Y Ry v

where u; and v; are components of vectors u and v respectively.

The resulting similarity ranges from -1 meaning exactly opposite, to
1 meaning exactly the same, with 0 indicating orthogonality or decor-
relation, while in-between values indicate intermediate similarity or
dissimilarity.

5.2.4 Contextualized Embeddings

The problem of the pretrained word embeddings, such as Word2vec and
GloVe, is that they compute a single static representation for each word.
The representation is fixed and independent from the context in which the
word appears. Therefore, the static representation of words can substantially
hamper the ability of NLP systems to understand the semantics of the input
text.

Unlike static word embeddings, contextualized embeddings are represen-
tations of words in context. These embeddings are dynamic and the same
word can be assigned different embeddings if it appears in different contexts.
Instead of receiving words as distinct units and providing independent word
embeddings for each, contextualized models receive the whole text span (the
target word along with its context) and provide specialized embeddings for
individual words which are adjusted to their context.

These context-sensitive embeddings are in fact the internal states of a deep
neural network which is trained with language modeling objectives either in an
unsupervised manner or on a supervised task. The training of contextualized
embeddings is carried out at a pretraining stage, independently from the main
task, on a large unlabeled (or differently labeled) text corpus. The trained
model can then generate contextualised representations for all the words in
the given text.

RNNs, which were represented in the previous chapter (Section 4.3),
and mostly LSTM constitute a good contextualized representation model.
However, most of the recent literature on contextualized embeddings is based
on a novel model called Transformer. Today, Transformers are dominantly
exceeding the performance levels of conventional recurrent models on most
NLP tasks that involve sequence encoding. So, it is important to provide a
brief overview of Transformer on Chapter 6.
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Chapter 6
The Transformer Model

As we described on Chapter 4, a popular approach for language modeling
is RNNs as they capture dependencies between words well, especially when
using modules such as LSTM. However, RNNs tend to be slow and their ability
to learn long-term dependencies is still limited due to vanishing gradients.

In 2017 a supervised deep learning model, which was called Transformer,
was first introduced by a team at Google Brain and is increasingly the model
of choice for NLP problems, replacing RNN models, such as LSTM and GRUs
with added attention mechanisms. This feature allows for more parallelization
than RNNs and therefore reduces training times. The original Transformer
network was trained on translation tasks. Sentences were translated to
German from English and to French from English [60].

Like RNNs, Transformers are designed to handle sequential input data,
such as natural language, for tasks such as translation and text summarization.
However, unlike RNNs, Transformers do not necessarily process the data in
order. Rather, the attention mechanism provides context for any position
in the input sequence. For example, if the input data is a natural language
sentence, the Transformer does not need to process the beginning of the
sentence before the end. Rather, it identifies the context that confers meaning
to each word in the sentence [66].

The Transformer is the first transduction model relying entirely on self-
attention to compute representation of its input and output without using
sequence-aligned RNNs or convolution, highlighting the fact that attention
mechanisms alone can match the performance of RNNs with attention. Over
time, the Transformer architecture has become an effective and efficient
replacement to RNN-based models in a variety of domains involving sequential
data such as natural language processing, speech, and video-related tasks.
It is a precursor to some of the most popular natural language processing
models such as BERT and GPT [66].
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In the following sections we describe Transformer’s Model Architecture
(Section 6.1) and then we introduce BERT model (Section 6.2) and four
other Transformer models (Section 6.3), such as RoOBERTa (Section 6.3.1),
DistilBERT (Section 6.3.2), Longformer (Section 6.3.3) and BioBERT (Sec-
tion 6.3.4).

6.1 Model Architecture

The Transformer network consists of an encoding as well as a decoding
component. The encoder maps an input sequence of symbol representations
(21, 2, ..., ;) to a sequence of continuous representations z = (21, 29, ..., 2,)-
Given z, the decoder then generates an output sequence (1, ..., ¥, ) of symbols
one element at a time. At each step the model is auto-regressive [26], con-
suming the previously generated symbols as additional input when generating
the next. The Transformer follows this overall architecture using stacked
self-attention and point-wise, fully connected layers for both the encoder and
decoder [60].

6.1.1 Encoder - Decoder

The encoder is a feed forward network consisting of a stack of N = 6
identical layers, each composed of two sub-layers. The first sub-layer is an
attention layer known as the multi-head self-attention layer. The second
sub-layer is a position-wise feed forward network (FFN) layer. Each sub-layer
has residual connections around it, followed by layer-normalization [60].

The multi-head self-attention layer is composed of several parallel layers
known as self-attention layers. The self-attention mechanism relates input
tokens and their positions within the same input sequence. Such parallel
stacking of several self-attention layers achieves more expressiveness as opposed
to a single attention formulation. The particular form of attention used in
the Transformer is known as the scaled dot-product attention [60].

The decoder is also composed of a stack of N = 6 identical layers. In
addition to the two sub-layers in each encoder layer, the decoder inserts a
third sub-layer, which performs multi-head attention over the output of the
encoder stack. Similar to the encoder, there are residual connections around
each of the sub-layers, followed by layer normalization [60].

The decoder also uses restrictions to ensure that the prediction for a
particular position in the sequence depends only on the previous elements of
the sequence and not the subsequent ones. This is achieved by offsetting the
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Figure 6.1: The Transformer Model Architecture. Source: Attention Is All
You Need (Fig. 1 in [60]).

output embeddings by one position and by masking the self-attention in the
decoder to prevent it from using knowledge of subsequent positions [60].

6.1.2 Attention

An attention function can be described as mapping a query and a set of
key-value pairs to an output, where the query, keys, values, and output are
all vectors. The output is computed as a weighted sum of the values, where
the weight assigned to each value is computed by a compatibility function of
the query with the corresponding key [60].

6.1.2.1 Scaled Dot-Product Attention

In the case of the Transformer, the specialized attention function is known
as scaled dot-product attention, which is a scaled version of the dot-product
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attention. The only difference with the dot-product attention is the division
by the scaling factor v/dj, where dj, is the dimension of the keys. The input
consists of queries and keys of dimension dj, and values of dimension d,.
The dot products of the query with all keys are each divided by \/(dk) and
then a softmax function is applied in order to obtain the weights on the
values. In practice, the attention function is computed on a set of queries
simultaneously, packed together into a matrix ). The keys and values are
also packed together into matrices K and V' [60]. The matrix of output is
computed as:

T

Vdy
The scaling term prohibits the dot product from being affected by keys

of large dimensions, which may lead the softmax functions into regions of
extremely small gradients.

Attention(Q, K, V') = softmax(

)% (6.1)

Scaled Dot-Product Attention Multi-Head Attention
MatMul
Concat

Scaled Dot-Product h
Attention

fam Pam P
Linear Linear Linear

V K Q

Figure 6.2: (left) Scaled Dot-Product Attention. (right) Multi-Head Attention
consists of several attention layers running in parallel. Source: Attention Is
All You Need (Fig. 2 in [60]).

6.1.2.2 Multi-Head Attention

Instead of performing a single attention function, attention from multiple
perspectives may allow the model to jointly utilize information from different
representation subspaces at different positions. A multi-head attention block
runs several attention functions in parallel on linear projections of the same
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queries, keys, and values. It then concatenates the results and further projects
them to arrive at a single output, just like regular attention would [60].

For creating a single head, each of the inputs is projected by multiplying
with a parameter matrix. The formulation for the hy, head is just the attention
function applied to the hy, linear projections of the queries, keys and values.
With all heads computed in parallel, they are first concatenated and then
multiplied with a multi-head output parameter matrix W to arrive at the
multi-head formulation. The Transformer uses 8 heads in the multi-head
attention [60].

MultiHead(Q, K, V) = Concat(heads, ..., head,) W (6.2)
where head; — Attention(QWZ2, KWK vIvY)

6.1.2.3 Self Attention

Self-attention is a mechanism which allows the model to relate different
positions in the input sequence to each other. For example, this enables the
network to understand what the word “he” refers to in the tokenized sentence
“my dad baked a cake because he was happy”. The multi-head attention is
used in three different ways in the Transformer [60]. In "encoder-decoder
attention" layers, the queries come from the previous decoder layer, and the
memory keys and values come from the output of the encoder. This allows
every position in the decoder to attend over all positions in the input sequence
[60]. The encoder contains self-attention layers. In a self-attention layer all
of the keys, values and queries come from the same place, in this case, the
output of the previous layer in the encoder. Each position in the encoder can
attend to all positions in the previous layer of the encoder [60]. The decoder
also has several identical layers and there is a multi-head attention block
between adjoining layers. Unlike the encoder, the decoder is prohibited from
looking at subsequent positions of the output. It can only utilize queries, keys
and values from the previous positions. Therefore, the self-attention in the
case of the decoder is known as a masked multi-head attention. The masking
merely hides information of subsequent positions from visibility to a decoder
position. With this mask in place, for decoder self-attention, the inputs are
sourced in the same way as that of encoder self-attention [60].

6.1.3 Position-Wise Feed-Forward Network

Each of the layers in our encoder and decoder contains a fully connected
feed-forward network, which is applied to each position separately and identi-
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cally. This consists of two linear transformations with a ReLLU activation in
between [60].

Let W5, W, by, by be the weights and biases of the first (hidden) and
second (output) level FEN and z the input. The output of FFN is:

FFN(ZL‘) = maX(O, SCWl -+ bl)WQ -+ bQ (63>

While the linear transformations are the same across different positions,
they use different parameters from layer to layer. Another way of describing
this is as two convolutions with kernel size 1.

6.1.4 Positional Encoding

Since the model contains no recurrence and no convolution, in order for
the model to make use of the order of the sequence, "positional encodings"
are added to the input embeddings at the bottoms of the encoder and decoder
stacks. The positional encodings have the same dimension d,,,q,; as the
embeddings, so that the two can be summed. In the original Transformer, for
position pos and dimension ¢ of the input embedding, the positional encoding
PE is computed as [60]:

PEpos, 2i) = sin(pos/10000%/dmodet ) (6.4)

6.2 Bi-Directional Encoder Representation From
Transformers (BERT)

BERT (Bidirectional Encoder Representations from Transformers) is a
language representation language model released in 2018 by researchers at
Google Al Language. BERT is designed to pre-train deep bidirectional
representations from unlabeled text by jointly conditioning on both left and
right context in all layers. As a result, the pre-trained BERT model can be
fine-tuned with just one additional output layer to create state-of-the-art
models for a wide range of tasks, such as question answering and language
inference, without substantial task-specific architecture modifications [16].

6.2.1 Input and Output Representations

The input to the lowest layer in the BERT network is able to unambigu-
ously represent both a single sentence and a pair of sentences in one token
sequence. A “sentence” can be an arbitrary span of contiguous text, rather
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than an actual linguistic sentence while a “sequence” refers to the input token
sequence to BERT, which may be a single sentence or two sentences packed
together. WordPiece embeddings, which includes a 30000 token vocabulary,
is used to create tokens. The max sequence length is 512 tokens [16].
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Figure 6.3: BERT input representation. The input embeddings are the sum
of the token embeddings, the segmentation embeddings and the position
embeddings. Source: BERT: Pre-training of Deep Bidirectional Transformers
for Language Understanding (Fig. 2 in [16]).

The first token of every sequence is always a special classification token
(|CLS]) while the last token of each sentence is a special token (SEP). Similar
to the Transformer, BERT adds to the token segment embeddings to inform
the model of which sentence in a sentence pair the token belongs and posi-
tional embeddings to inform the model of where in the sequence the token
belongs. To summarize, each input embedding consists of the summation of
a token embedding, a positional embedding and a segment embedding [16].
A visualization of this construction can be seen in Figure 6.3.

6.2.2 Pre-training BERT

The BERT network is trained using two different unsupervised pre-training
tasks, which enable the bidirectional representation of each token and enable
the model to understand the relationship between two sentences. The pre-
training procedure largely follows the existing literature on language model
pre-training and for the pre-training corpus the BooksCorpus and English
Wikipedia are used [16].

6.2.2.1 Masked Language Model (MLM)

BERT uses a masked language procedure to enable bidirectional represen-
tations. This allows the model to condition on both the forward as well as the
backward context. In order to train a deep bidirectional representation, 15%
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of the input tokens are masked at random using a special [MASK] token and
then these masked tokens are predicted. This procedure is called “Masked
LM?”, but it is often referred as “Cloze task” [57]. In this case, the final hidden
vectors corresponding to the mask tokens are fed into an output softmax over
the vocabulary, As loss function, cross-entropy is used [16].

Since the [MASK] token does not appear during fine-tuning, a downside is
that a mismatch between pre-training and fine-tuning is created. To mitigate
this, the tokens randomly chosen to be masked are not always masked. 80% of
the time, the randomly chosen token is replaced by [MASK] token, 10% of the
time the token is replaced by a randomly chosen token from the vocabulary
and the rest of the time the token remains unchanged. Using this procedure,
the encoder does not know which token it has to predict, forcing the model
to keep a representation of each token which depends on the surrounding
context [16].

Assuming the unlabeled sentence is "my dog is hairy" and during the
random masking procedure the 4-th token is chose (which corresponding to
hairy), the masking procedure can be further illustrated by:

e 80% of the time: Replace the word with the [MASK] token, e.g., my
dog is hairy — my dog is [MASK].

e 10% of the time: Replace the word with a random word, e.g., my
dog is hairy — my dog is apple.

e 10% of the time:: Keep the word unchanged, e.g., my dog is hairy
— my dog is hairy. The purpose of this is to bias the representation
towards the actual observed word.

The advantage of this procedure is that the Transformer encoder does not
know which words it will be asked to predict or which have been replaced by
random words, so it is forced to keep a distributional contextual representation
of every input token. Additionally, because random replacement only occurs
for 1.5% of all tokens (i.e., 10% of 15%), this does not seem to harm the
model’s language understanding capability [16].

6.2.2.2 Next Sentence Prediction (NSP)

Next sentence prediction is important for tasks that are based on under-
standing the relationship between two sentences, such as question answering.
In order to train a model that understands sentence relationships, BERT is
pre-trained for a binarized next sentence prediction task. More specifically,
when choosing the sentences A and B for each pre-training example, 50% of
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the time B is the actual next sentence that follows A (labeled as IsNext) and
50% of the time it is a random sentence from the corpus (labeled as NotNext)
[16].

6.2.3 Mean Pooling Operation

The token embeddings outputted by BERT can be used to create a single
vector encoding, sentence embeddings. To produce a vector like this the mean
pooling operation is used where the individual token embeddings excluding the
non-real tokens (|[CLS| and [SEP]) are averaged. Max pooling operation, also,
exists in which the maximum of the token embeddings is taken. Since BERT
consists of multiple stacked Transformer encoders, the token embeddings can
be excluded from any layer. The output embedding length is 768 [16].

6.2.4 Fine-tuning BERT

BERT can also be fine-tuned for a multitude of tasks. In the fine-tuning
training, most hyper-parameters stay the same as in BERT training, and
the BERT team gives specific guidance on the hyper-parameters that require
tuning. The BERT team has used this technique to achieve state-of-the-art
results on a wide variety of challenging natural language tasks [16].

6.3 Other Transformer Models

Google’s BERT and recent transformer-based methods have taken the
NLP landscape by a storm, outperforming the state-of-the-art on several tasks.
Over time many new models have been inspired by the BERT architecture
but are trained in different languages or optimized on domain-specific data
sets. There is continuous progress happening and many optimized versions
are introduced often [34|. In this section, some of the off-the-shelf pre-trained
models of BERT are presented.

6.3.1 RoBERTa

Known as a ‘Robustly Optimized BERT Pretraining Approach’ RoBERTa
is a BERT variant developed to enhance the training phase. RoBERTa
was developed by training the BERT model longer, on larger data of longer
sequences and large mini-batches. Facebook researchers, who introduced

RoBERTa, obtained substantially improved results with some modifications
of BERT hyperparameters [40)].
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6.3.2 DistilBERT

DistilBERT learns a distilled (approximate) version of BERT, retaining
97% performance but using only half the number of parameters. Specifically,
it does not has token-type embeddings, pooler and retains only half of the
layers from Google’s BERT. DistilBERT uses a technique called distillation,
which approximates the Google’s BERT, i.e. the large neural network by a
smaller one. The idea is that once a large neural network has been trained,
its full output distributions can be approximated using a smaller network.
This is in some sense similar to posterior approximation. One of the key
optimization functions used for posterior approximation in Bayesian Statistics
is Kulback Leiber divergence and has naturally been used here as well [50].

6.3.3 Longformer

Transformer-based models are unable to process long sequences due to
their self-attention operation, which scales quadratically with the sequence
length. To address this limitation, the Longformer was introduced with an
attention mechanism that scales linearly with sequence length, making it easy
to process documents of thousands of tokens or longer. Longformer’s attention
mechanism is a drop-in replacement for the standard self-attention and
combines a local windowed attention with a task motivated global attention
6].

6.3.4 BioBERT
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Figure 6.4: Overview of the pre-training BioBERT. Source: BioBERT: a
pre-trained biomedical language representation model for biomedical text
mining (Fig. 1 in [37].

Nowadays, biomedical text mining is becoming increasingly important as
the number of biomedical documents rapidly grows. With the progress in
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NLP. Extracting valuable information from biomedical literature has gained
popularity among researchers, and deep learning has boosted the development
of effective biomedical text mining models. However, biomedical domain texts
contain a considerable number of domain-specific proper nouns and terms,
which are understood mostly by biomedical researchers. As a result, NLP
models designed for general purpose language understanding often obtains
poor performance in biomedical text mining tasks.

BioBERT, which stands for Bidirectional Encoder Representations from
Transformers for Biomedical Mining, is a variation of BERT model and it was
introduced in 2019 by a research team from Korea University and Clova Al
Researchers pre-trained BERT on biomedical corpora, specifically on PubMed
abstracts (PubMed) and PubMed Central full-text articles (PMC). By having
a pre-trained model that encompasses both general and biomedical domain
corpora, developers and practitioners could now encapsulate biomedical terms
that would have been incredibly difficult for a general language model to
comprehend [37].
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Chapter 7

Knowledge Representation

Knowledge representation and reasoning is the field of artificial intelligence
(AI) dedicated to represent information about the world in a form that a
computer system can use. It actually incorporates findings from psychology
about how humans solve problems and represent knowledge in order to
design formalisms that will make complex systems easier to design and build,
especially expert systems. Knowledge representation and reasoning also
incorporates findings from logic to automate various kinds of reasoning, such
as the application of rules or the relations of sets and subsets. The knowledge
representation formalisms include ontologies and knowledge graphs.

Ontology was defined in 1993 by Gruber and in 1997 this definition was
adjusted more appropriately by Borst. In 1998, Studer and others adjusted
the two definitions in the following definition proposal: "An ontology is a
formal, explicit specification of a shared conceptualization" [28]. Several
authors have refined the definitions over time to indicate, more clearly, that
an ontology is a formally-defined vocabulary for a particular domain of interest
used to capture knowledge about that (restricted) domain of interest. So, an
ontology describes the concepts in the domain and also the relationships that
hold between those concepts [9].

There are a number of such languages for ontologies, both proprietary and
standards-based. The Web Ontology Language (OWL) is one of the most
famous family of knowledge representation languages for authoring ontologies.
The OWL languages are characterized by formal semantics. They are built
upon the World Wide Web Consortium’s (W3C) standard for objects called
the Resource Description Framework (RDF).

There are three variants of OWL with different levels of expressiveness.
OWL DL (description logic) is one of them and is designed to provide the
maximum expressiveness possible while retaining computational completeness,
decidability and the availability of practical reasoning algorithms. OWL DL
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includes all OWL language constructs, but they can be used only under
certain restrictions. Complex concepts and roles can be composed using
DL constructors such as conjunction, disjunction, existential restriction and
universal restrictions. An OWL ontology comprises a TBox T" and an ABox
A. The TBox is a set of axioms such as General Concept Inclusion (GCI)
axioms, Role Inclusion (RI) axioms and Inverse Role axioms. The ABox is
a set of assertions such as concept assertions, role assertions and individual
equality and inequality assertions.

In OWL, the aforementioned concept, role and individual are modeled
as class, object property and instance, respectively. There are, also, data
properties and annotation properties. We refer to classes, properties and
instances as entities. Object property models the relationship between two
instances, a data property models the relationship between an instance and a
literal value (number or text) and an annotation property is used to represent a
(non-logical) relationship between an entity and an annotation (e.g., comment
or label). Each entity is uniquely represented by an Internationalized Resource
Identifier (IRI). In OWL, complex concepts, complex roles, axioms and role
assertions can be serialised as (sets of) RDF triples, each of which is a tuple
composed of a subject, a predicate and an object. In addition to axioms
and assertions with formal logic-based semantics, an ontology often contains
metadata information in the form of annotation axioms. These annotations
can also be represented by RDF triples using annotation properties [11].

One the other hand, the definitions of knowledge graphs (KG) vary and
there is research which suggests that a knowledge graph is no different than an
ontology [21]. The term was popularized by the Google’s Knowledge Graph
in 2012. In fact, KG refers to structured knowledge resources which are often
expressed as a set of RDF triples. Many KGs only contain instances and
facts which are equivalent to an OWL ontology ABox. Some other KGs are
also enhanced with a schema which is equivalent to the TBox of an OWL
ontology. Thus, a KG can often be understood as an ontology [11].

The use of external knowledge sources such as ontologies and knowledge
graphs can be used in order to produce embeddings for their terms with
the aim of semantically enhancing a natural language processing (NLP)
model. In the following sections we describe Graph Embeddings (Section 7.1)
and Ontology Embeddings (Section 7.2) and some algorithms that produce
them. We particularly focus on the ontology embedding algorithm OWL2Vec*
(Section 7.2.1), which has been used at the experimental study of this diploma
thesis.
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7.1 Graph Embeddings

Semantic embeddings, that were described on Chapter 3, have also been
extended to KGs composed of role assertions. The entities and relations
(object properties) are represented in a vector space while retaining their
relative relationships (semantics).

One technique for learning KG representations is computing the embed-
dings iteratively adjusting the vectors using an optimization algorithm to
minimize the overall loss across all the triples. Algorithms based on this
technique include translation based model such as TransE [8] and TransR
[39]. Another technique is to first explore the neighborhoods of entities and
relations in the graph, and then learn the embeddings using a word embedding
model. One representative algorithm based on this technique is node2vec
[27], which extracts random graph walks and creates skip-gram or CBOW
models as the corpus for training. Another is Deep Graph Kernels [67]|, which
uses graph kernels such as Weisfeiler-Lehman (WL) sub-graph kernels as the
corpus. However, both embedding algorithms were originally developed for
undirected graphs, and thus may have limited performance when directly
applied to KGs. RDF2Vec [47] addresses this issue by extending the idea
of the above two algorithms to directed labeled RDF graphs and has been
shown to learn effective embeddings for large scale KGs.

7.2 Ontology Embeddings

In recent years, the use of machine learning prediction and statistical
analysis with ontologies is receiving wider attention and as a result many
ontology embedding algorithms have been developed. The objective of OWL
ontology embedding is to represent each OWL named entity (class, instance
or property) by a vector, such that the inter-entity relationships indicated by
the above information are kept in the vector space, and the performance of
the downstream tasks, where the input vectors can be understood as learned
features, is maximized.

Onto2Vec [53] and OPA2Vec [54] are two ontology embedding algorithms
using a model of either the skip-gram architecture or the CBOW architecture.
Onto2Vec uses the axioms of an ontology as the corpus for training, while
OPA2Vec complements the corpus of Onto2Vec with the lexical information
provided by, e.g., rdfs:comment. Both methods treat each axiom as a
sentence, which means that they cannot explore the correlation between
axioms. This makes it hard to fully explore the graph structure and the
logical relation between axioms, and may also lead to the problem of corpus
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shortage for small to medium scale ontologies.

OWL2Vec* is another method for generating ontology embeddings, which
deals with the above issues of OPA2Vec and Onto2Vec. It actually com-
plements their axiom corpus with a corpus generated by walking over RDF
graphs that are transformed from the OWL ontology with its graph struc-
ture and logical constructors considered. Furthemore, OWL2Vec* creates
embeddings for not only the ontology entities as the previous KG/ontology em-
bedding methods but also for the words in the lexical information. OWL2Vec*
embedding targets OWL ontologies, which are based on the SROIQ DL [11].

7.2.1 OWL2Vec*

In 2021 Jiaoyan Chen, Pan Hu, Ernesto Jimenez-Ruiz, Ole Magnus Holter,
Denvar Antonyrajah and Tan Horrocks proposed a random walk and word
embedding based ontology embedding method named OWL2Vec* [11], which
encodes the semantics of an OWL ontology by taking into account its graph
structure, lexical information and logical constructors. This team first applied
this framework in three different real world datasets and showed OWL2Vec*
benefits from these three different aspects of an ontology in class membership
prediction and class subsumption prediction tasks.
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Figure 7.1: The Overall Framework of OWL2Vec*. Source: OWL2Vec*:
embedding of OWL ontologies (Fig. 2 in [11]).

The overall framework of OWL2Vec* mainly consists of two core steps:
(i) corpus extraction from the ontology, and (ii) language model training
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Axiom of condition 1 Axiom of triple(s) of condition 2 Projected triple(s)

ACOr.D D=B|BU..UB,|BN..MNB, (A,r,B) or
or
Or.DCA
Ir.T C A (domain) T C ¥r.B (range) (A,r,B;) foriel,..,n
ALC Ir{b} B(b)
rco’ (A, 7', B) has been projected
r=r (B, 7', A) has been projected
sj0..0o5,Cr (A, s1,C1)...{Cy, Sn, B) have been projected
BC A — (B, rdf s:subClassOf, A)
(A, rdf s:subClassOf~, B)
A(a) — (a, rdf type, A)
(A, rdf type™, a)
r(a,b) — (a,r,b)

Table 7.1: Projection rules used in the second strategy to generate an RDF graph.
C is one of: >,<,=,3,V, A, B, B; and C; are atomic concepts (classes), s;,r and r’/
are roles (object properties), r~ is the inverse of a relation 7, a and b are individuals
(instances), T is the top concept (defined by owl:Thing)

with the corpus and entity embedding. The corpus includes a structure
document, a lexical document, and a document combining the structure and
the lexical information. The former two aim at exploring the ontology’s graph
structure, logical constructors and lexical information, while the third aims
at preserving the correlation between entities (URIs) and their lexical labels
(words). Briefly, given an input ontology O and the target entities £ of O for
embedding, OWL2Vec* outputs a vector for each entity e in F, denoted as
e € R4, where d is the (configurable) embedding dimension.

OWL2Vec* focuses on OWL ontologies instead of typical KGs, with the
goal of preserving the semantics not only of the graph structure, but also of
the lexical information and the logical constructors. It is worth point out that
the graph of an ontology, which includes hierarchical categorization structure,
differs from the multi-relation graph composed of role (relation) assertions of
a typical KG. Furthermore, there are currently no existing KG embedding
methods that jointly explore the ontology’s lexical information and logical
constructors.

From OWL ontology to RDF graph

In order to turn the original OWL ontology O into a graph G in RDF
form, OWL2Vec* incorporates two strategies. The first strategy implements
the transformation according to the OWL to RDF Graph Mapping defined
by the W3C 1. Some simple axioms such as membership and subsumption

"https://www.w3.org/TR/owl2-mapping-to-rdf/
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axioms for atomic entities, data and annotation properties associated to
atomic entities and relational assertions between atomic instances can be
directly transformed into RDF triples by introducing some built-in properties
or using the bespoke properties in the axioms. Axioms involving complex
class expressions need to be transformed into multiple triples and often rely
on blank nodes.

The second strategy is based on the projection rules proposed in Table 7.1
[55] [31]. Every RDF triple (X,r,Y) in the projection (the third column)
is justified by one or more axioms in the ontology (the first and the second
columns). As in the first strategy, a simple relational assertion between two
atomic entities (the last row in Table 7.1), or a simple data or annotation
property associated to an atomic entity, is directly transformed into one
single triple while those complex logical constructors (the first six rows in
Table 1), unlike the first strategy, are approximated. This strategy avoids the
use of blank nodes in the RDF graph which may act as noise towards the
correlation between entities when the embeddings are learned; but, the exact
logical relationships are not kept in the resulting RDF graph. Moreover, the
projection of membership and subsumption axioms (the seventh and eighth
rows in Table 7.1) has two settings. In the first setting, the two involved
atomic entities are transformed into one triple with the predicate of rdf :type or
rdf s:subClassO f. In the second setting, in addition to the above triple, one
more triple which uses the inverse of rdf:type or rdf s:subClassO f is added.
This enables a bidirectional walk between two entities with a subsumption or
membership relationship on the transformed RDF graph, and would impact
the corpus and the embeddings.

Both strategies can incorporate an OWL reasoner to compute the TBox
classification and ABox realization before O is transformed into an RDF
graph G. Such reasoning grounds the axioms of logical constructors and leads
to explicit representation of some hidden knowledge [11].

Structure Document

The creation of the structure document aims at capturing both the graph
structure and the logical constructors of the ontology. One option is computing
random walks for each target entity in £ with the RDF graph G. Each walk,
which is a sequence of entity IRIs, acts as a sentence of the structure document.
In order to implement the random walk algorithm, we first transform the
RDF graph G into a directed single relation graph G’. More specifically, for
each RDF triple (X, r,Y) in G, the subject X, the object Y and the relation
r are transformed into three vertices, two edges are added from the vertex of
X to the vertex of r and from the vertex of r to the vertex of Y respectively.
Given one starting vertex, we fairly and randomly select the next vertex
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from all its connected vertices, and iterate this "step" operation for a specific
number of times to perform "walking".

OWL2Vec* also allows the usage of the Weisfeiler Lehman (WL) kernel
[52] which encodes the structure of a sub-graph into a unique identity and thus
enables the representation and incorporation of the sub-graph in a walk. For
one vertex in the transformed single relation graph G’, there is an associated
sub-graph (neighbourhood) starting from this vertex. This sub-graph’s WL
kernel (identity) is called as this vertex’s WL kernel. In the implementation,
the original random walks are first extracted. For each random walk, the IRIs
of the starting vertex and the vertices that are obtained from the relations
are kept, but the IRIs of the none-starting vertices that are obtained from
the subjects or objects with their WL kernels are replaced.

To capture the logical constructors, OWL2Vec* extracts all the axioms
of the ontology and complements the sentences of the structure document.
In the implementation, each ontology axiom is transformed into a sequence
following the OWL Manchester Syntax , where the original built-in terms
such as "subClassOf" and "some" are kept [11].

Lexical Document

The lexical document includes two kinds of word sentences. The first kind
is generated from the entity IRI sentences in the structure document, while
the second is extracted from the relevant lexical annotation axioms in the
ontology. For the first kind, given an entity IRI sentence, each of its entities
is replaced by its English label defined by rdfs : label. Note that the label
is parsed and transformed into lowercase tokens, and those tokens with no
letter characters are filtered out, before it replaces the entity IRI.

The second kind of word sentences are extracted from the textual annota-
tions. They include two kinds: annotations by bespoke annotation properties
such as obo: I AO 0000115 (de finition), obo:I AO 0010000 (hasazxiomlabel)
and oboInOwl:hasSynonym, and annotations by built-in annotation prop-
erties such as rdfs:comment and rdf s:seeAlso. In the current OWL2Vec*
implementation, we consider all the annotation properties of an ontology
except for rdf s:label. The annotations by rdf s:label are ignored in generating
word sentences of the second kind because they are already considered in the
word sentences of the first kind [11].

Combined Document

OWL2Vec*, also, extracts a combined document from the structure docu-
ment and the entity annotations, so as to preserve the correlation between
entities (IRIs) and words in the lexical information. On the one hand this
would benefit the embeddings of the IRIs with the semantics of words. On the
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other hand, the association with IRIs would incorporate some semantics of
the graph structure into the words’ embeddings. This may also add noise to
the correlation between words and negatively impact the words’ embeddings.

Two strategies are dealing with each IRI sentence in the structure docu-
ment. The first strategy is to randomly select an entity in an IRI sentence,
keep the IRI of this entity, and replace the other entities of this sentence by
their lowercase word tokens extracted from their labels or IRI names as in
the creation of the lexical document. The other strategy is traversing all the
entities in a IRI sentence. For each entity, it generates a combined sentence
by keeping the IRI of this entity, and replacing the others by their lowercase
word tokens as in the random strategy. Thus for one IRI sentence, it generates
m combined sentences where m is the number of entities of the IRI sentence
[11].

Embeddings

After the generation of these three documents, OWL2Vec* merges the
structure document, the lexical document and the combined document as one
document, and then uses this document to train a Word2vec model with the
skip-gram architecture. The hyper-parameter of the minimum count of words
is set to 1 such that each word or entity (IRI) is encoded as long as it appears
in the documents at least once. We can also pre-train the Word2vec model by
a large and general corpus but this may be noisy and play a negative role in
a domain specific task. OWL2Vec* is compatible with other word embedding
or sequence feature learning methods, too.

With the trained word embedding model, OWL2Vec* calculates the em-
bedding of each IRI (V;,;) and each word (Vierqa). The vectors can be used
independently or can be concatenated and represent the embeddings of each
entity. The embedding size is set before the training.
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Chapter 8

Experimental study

In this chapter, we compare the performance of pretrained bert-based
models with their semantic enrichment with the use of knowledge representa-
tion tools for two natural language processing tasks: information retrieval and
text classification on medical papers. Firstly, we investigate the enrichment
of these models with owl embeddings produced by the framework OWL2Vec*
[11], which was described in Section 7.2.1, on the information retrieval task.
Unfortunately, we prove that OWL2Vec* is unable to represent correctly the
terms of SNOMED CT ontology, a terminology of medical terms, because it
consists of a large number of concepts. We prove this, also, on the classifica-
tion task. As a result, we decide to examine the enrichment of bert-based
models with a concept filter, depending on terms in SNOMED CT, which in
fact achieves better performance than simple bert-based models.

In the following sections we first describe the experimental settings for the
evaluation of the methods in both tasks (Section 8.1), and then we present
the results obtained (Section 8.2).

8.1 Experimental Settings

In this section, we provide the details about our experimental settings to
make all the experiments reproducible.

8.1.1 Data Description

While it is easy to measure the performance of algorithms for classification
problems, it is often hard to measure the performance of information retrieval
systems. The main difficulty is finding an appropriate test dataset with a
large number of documents and queries.
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max #documents in OHSUMED 1 2 3 4 5 6 >6 Total
queries 01 1 0 0 0 61 63

Table 8.1: Query - document set size for Information Retrieval in OHSUMED
dataset

For evaluation in both tasks we use subsets of the OHSUMED dataset to
assess the improvement our method can achieve for document retrieval and
classification compared to two different BERT models, used as baselines. The
OHSUMED test collection is a subset of the MEDLINE database, the online
medical information database, consisting of titles and/or abstracts of 270
medical journals over a five-year period (1987-1991). The available fields are
the title, abstract, MeSH indexing terms, author, source and publication type
but we use only the title and the abstract for both tasks. In the following
sections we analyze the subsets of OHSUMED that were used in each task.

8.1.1.1 Information Retrieval

To evaluate the contribution of OWL2Vec* to Biomedical Information
Retrieval System, we use a subset of the OHSUMED test collection as it
was used for the TREC-9 Filtering Track. The test collection consists of
327,113 documents and it was built as part of a study assessing the use
of MEDLINE by physicians in a clinical setting. Novice physicians using
MEDLINE generated 106 queries. Only a subset of these queries was used in
the TREC-9 Filtering Track. For the evaluation step we use a subset of 63
of the original query set developed by Hersh et al. for their IR experiments,
each query was replicated by four searchers, two physicians experienced in
searching and two medical librarians. The results were assessed for relevance
by a different group of physicians, using a three-point scale: definitely, possibly
or not relevant. In Table 8.1 we present a more detailed breakdown of query-
document sets. As we discuss in the results, two queries are related with a low
number of documents and this can have a negative impact on performance.

8.1.1.2 Classification

For the classification task we use a smaller OHSUMED test collection
which consists of 30,590 documents. We refer to this subset of OHSUMED
dataset as OHSUMED-CL. Each document belongs to one or more of the
23 categories. In Table 8.2 we present how many documents belong to each
class. We can see that the dataset is unbalanced, which affects negatively our
system. We mainly focus on two classes: Musculoskeletal Diseases (C05) and
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Code Name #documents

Co1 Bacterial Infections and Mycoses 2343
C02 Virus Diseases 1032
Co3 Parasitic Diseases 393
Co4 Neoplasms 5607
C05 Musculoskeletal Diseases 1500
C06 Digestive System Diseases 2691
Cco7 Stomatognathic Disease 473
Co8 Respiratory Tract Diseases 2329
C09 Otorhinolaryngologic Diseases 659
C10 Nervous System Diseases 3504
C11 Eye Diseases 924
C12 Urologic and Male Genital Diseases 2316
C13 Female Genital Diseases and Pregnancy Complications 1462
Cl14 Cardiovascular Diseases 5323
C15 Hemic and Lymphatic Diseases 1141
C16 Neonatal Diseases and Abnormalities 977
C17 Skin and Connective Tissue Diseases 1446
C18 Nutritional and Metabolic Diseases 1678
C19 Endocrine Diseases 714
C20 Immunologic Diseases 2754
C21 Disorders of Environmental Origin 2706
C22 Animal Diseases 454
C23 Pathological Conditions, Signs and Symptoms 8597

Table 8.2: Number of documents at each class (code of class, name of class, number
of documents) for Classification
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Endocrine Diseases (C19). The first class consists of 1500 documents while
the second 714.

8.1.1.3 SNOMED CT

Parents

% = Musculoskelstal finding (finding)

> = Painfinding at anatomical site (finding)

@ Musculoskeletal pain (finding)
SCTID: 279069000

Finding site — Structure of musculoskeletal system

279068000 | Musculoskeletal pain (finding) |

en Musculoskeletal pain (finding)

en Musculoskeletal pain
en Rneumalic pain

Children (16)

= Anterior shin splints (disorder)

= Bone pain (finding)
Gervical segmental dysfunction (finding)

= Chronic musculoskeletal pain (finding)
Greater trachanteric pain syndrome (disorder)

= liotibial band friction syndrome of right knee (disorder)

= Joint pain (finding)

= Muscle pain (finding)

= Musculoskeletal chest pain (finding)
Myofascial pain (finding)

= Pain on movement of cervical spine (finding)

= Pain on movement of lumbar spine (finding)

= Posterior shin spiints (disorder)

= Sacrocoxalgia (finding)

YLl vyl vy ved

Segmental dysfunction (finding)
= Tenalgia (finding)

4

Figure 8.1: Example of the concept "Musculoskeletal pain (finding)" in SNOMED
CT. The concept has 2 parents (Is-A relationship), 16 children, 1 attribute relation-
ship (Finding site) and 3 synonyms. Source: SNOMED CT Browser (Fig. in [1]) .

SNOMED CT! (International Edition) [18] is an international terminology,
a collection of medical terms, and their synonyms, descriptions, etc., with an
underlying description logic formal model. It consists of more than 350,000
concepts and covering clinical findings, symptoms, diagnoses, procedures,
body structures, organisms and other etiologies, substances, pharmaceuticals,
devices and specimens among others. Developed by SNOMED International,
a not-for-profit organisation based in the UK, it contains clinical knowledge
that can complement textual information, and help us process new documents.
Its core components include concepts, descriptions, and relationships.

Healthcare professionals in recording information can use different clinical
terms that mean the same clinical ‘thought’. SNOMED CT supports this
by allowing more than one clinical term (description) for the same clinical
‘thought’ (concept). The concept is the basic building block in SNOMED
CT and each concept has a unique ID (Code). In SNOMED CT there are,
also, two commonly used description types, Fully Specified Name (FSN)

"https://www.snomed.org/snomed-ct/five-step-briefing
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and Synonym (S). The FSN is the unique, unambiguous description of a
concept while synonyms allow for different concepts to be used that have
the same clinical meaning. Concepts are also associated with other concepts
using relationships. These relationships are used to define and model in
a logical manner the concepts. There are two types of relationships that
exist in SNOMED CT, the ‘Is-A relationship’ and the attribute relationship.
The ‘Is-A relationship’ which relates a concept to more general concept(s)
is often known as the parent-child relationship. Each active child concept
has at least one parent concept in its hierarchy but can have more than
one. Concepts can also be further defined using an attribute relationship.
Attribute relationships are an association between two concepts that specifies
a defining characteristic of one of the concepts (the source of the relationship).
Each attribute relationship has a name (the type of relationship) and a value
(the destination of the relationship), all of which are concepts in their own
right.

hd SNOMED CT Concept (SMOMED RT+CTV3)
Body structure (body structure)

Clinical finding (finding)

Environment or geographical location (environment / location)
Event (event)

Observable entity {observable entity)
Organism (organism)

Pharmaceutical / biologic product (product)
Physical force (physical force)

Physical object (physical object)

Procedure (procedure)

Qualifier value {qualifier value)

Record artifact (record artifact)

Situation with explicit context (situation)
SMNOMED CT Model Component (metadata)
Social context (social concept)

Special concept (special concept)
Specimen (specimen)

Staging and scales (staging scale)

WOW W W WY Y Y WY WY Y Y W WY Y Y Y WY Y

Substance (substance)

Figure 8.2: SNOMED CT Hierarchy. Source: SNOMED CT Browser (Fig. in [1]) .
SNOMED CT concepts are organised into 19 distinct hierarchies, each of

which cover different aspects of healthcare. Concepts are organized from the
general to the more detailed. This allows detailed clinical data to be recorded
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and later accessed or aggregated at a more general level [43].

8.1.2 Data Preprocessing

We understand that preprocessing is necessary for both tasks. One of
the challenges in terms of transferring the SNOMED-CT concepts to raw
text, is to be able to identify the relevant terms in text. For this purpose,
we employ the MetaMap tool [4], which maps biomedical text to the UMLS
metathesaurus. Upon identifying the text spans that correspond to UMLS
concepts, we use a mapping between UMLS and SNOMED concepts in order
to incorporate the SNOMED knowledge. As a result, for each document apart
from the abstract and the title we have the annotated terms from SNOMED
CT.

In the information retrieval task, we, also, make experiments by splitting
the abstract of each document of the OHSUMED dataset. More particularly,
we split the abstract every two sentences and each subtext eventually contains
the title and two sentences of the abstract. For example, the document with
id "91005637" consists of the title "Gastrointestinal tuberculosis. Report of
four cases." and the abstract "Gastrointestinal tuberculosis is a rare disease
in the United States. Correct identification is often delayed because it is
not considered early on in the differential diagnosis. Four patients with
gastrointestinal tuberculosis and the symptoms, diagnosis, complications, and
treatment of the disease are discussed. Gastrointestinal tuberculosis should
be considered in Asian immigrant patients who present with symptoms and
signs of inflammatory bowel disease.". After splitting, the document consists
of two subtexts. The title belongs to both subtexts. As a result, the first
subtext consists of the title, the first and the second sentence "Gastrointestinal
tuberculosis. Report of four cases. Gastrointestinal tuberculosis is a rare
disease in the United States. Correct identification is often delayed because it
is not considered early on in the differential diagnosis." and the second subtext
consists of the title, the third and the fourth sentence "Gastrointestinal tuber-
culosis. Report of four cases. Four patients with gastrointestinal tuberculosis
and the symptoms, diagnosis, complications, and treatment of the disease
are discussed. Gastrointestinal tuberculosis should be considered in Asian
immigrant patients who present with symptoms and signs of inflammatory
bowel disease.". This split improves the performance of our system as we will
discuss later. We henceforth refer to this form of the dataset as OHSUMED-S
dataset while the OHSUMED dataset, which contains the abstracts without
split, is referred as OHSUMED dataset. No splitting to the queries dataset is
applied.

Furthermore, for the information retrieval task in some experiments we
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decide to enhance the SNOMED CT ontology with the documents themselves.
Firstly, we create a new ontology, which contains the SNOMED CT terminol-
ogy, new concepts with the id of each document, two data properties of each
document, which contain its abstract and its title, and one object property,
which actually connects each document with its annotated terms of SNOMED
CT. We refer to this ontology as SNOMED CT-D. We also create a similar
ontology with OHSUMED-S dataset. We refer to this ontology as SNOMED
CT-DS and it contains the SNOMED CT terminology, new concepts with
the id of each document and the id of each subtext of each document, one
data property with the title of each document, one object property, which
connects each document with its subtexts, one data property with the text
of each subtext and one object property which connects each subtext of the
document with its annotated terms of SNOMED CT.

8.1.3 Platform

We run our experiments on the SPOCK server of NTUA which has an
Intel Xeon E5-2620 v4 CPU running at 2.10 GHz with 62 GB of RAM.

8.1.4 Implementation

We implement both tasks in Python. To load and modify SNOMED CT
ontology, we use OWLready2 package. For searching and navigating the
SNOMED CT hierarchy we use PyMedTermino2 module. We build and train
all the following models in TensorFlow.

8.1.4.1 Transformer’s Models Embeddings

We opt for two BERT embeddings trained on different domains, with
demonstrated high performance in downstream classification tasks. Specifi-
cally we choose the original BERT model (Section 6.2), trained on Wikipedia
and BookCorpus, hence fine-tuned for the generic domain and BioBERT
(Section 6.3.4) trained on Pubmed papers, hence fine-tuned on the biomedical
domain. We, also, use Longformer (Section 6.3.3), a transformer model pre-
trained on long documents. For generating the embeddings of these models,
we use the base models from HuggingFace’s transformers: bert-base-uncased,
biobert-v1.1 and longformer-base-4096 model respectively. To form a single
vector representation for each document, we produce a mean pooling operation
to the output vector of the models. In this way, we produce the embeddings
for each document using their title and their abstract, if it exists (OHSUMED

89



dataset). We, also, generate the embeddings for the documents based on the
splitting (OHSUMED-S dataset).

8.1.4.2 OWL Embeddings

To produce the embeddings of SNOMED CT, we use OWL2Vec*, a state-
of the art system that creates embeddings from both the entities and the
lexical information that appears in an ontology. We have, already, described
how OWL2Vec* works in Section 7.2.1.

The algorithm accepts an ontology as input and produces embeddings as
output. As we have analyzed previously, we have three different ontologies and
by extension three different inputs of OWL2Vec* (SNOMED CT, SNOMED
CT-D, SNOMED CT-DS). The algorithm first generates random walks over
the ontology to extract structural, lexical, and semantic information in order
to create a corpus of IRI and word sequences. As our ontology is very large,
the option of Weisfeiler Lehman sub-tree kernel makes OWL2Vec* very slow
and demands a lot of memory. As a result, we decide to choose random walks
with 3 as walking depth, which is the length of the walk.

For the corpus that is fed to the word embedding model we use two different
document settings of OWL2Vec*. The first is the Structure Document, D,. It
is composed of IRI sequences captured from the walks as well as the axioms, or
relationships, between the classes within the ontology. The second document
configuration is the Lexical Document, D, ;, which replaces the IRIs of the
structural document with the entity labels.

The corpus is then fed to the word embedding model Word2vec to create
IRI and word (token) vector representations, V;,; and V4. For the embedding
model, three dimensions are tested (80, 100, 200) if no pre-training is adopted,
and otherwise set to be consistent with the pre-trained model. For training
the Word2vec without pre-training the window size is set to 5, the minimum
count of words is set to 1; the number of epochs is set to 10. The Word2vec
pre-training (with a dimension of 100) uses the latest English Wikipedia
article dump and for fine-tuning this model the number of epochs is set to
100.

8.1.4.3 Information Retrieval

The goal is to compare the performance of the three different transformer’s
models with their enhancement with OWL2Vec*. Depending on the test
collection (OHSUMED and OHSUMED-S) and the ontology that is used as
input in OWL2Vec* (SNOMED CT, SNOMED CT-D, SNOMED-CT-DS),

the experiments in the information retrieval task are organized as follows.
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Figure 8.3: Summary of First System Architecture (IR).

(i) In the first group of experiments we first produce the transformer’s
models embeddings of each document of the OHSUMED dataset as
described in Section 8.1.4.1. We then generate the owl embeddings
of SNOMED CT from OWL2Vec* using different settings on each
experiment (embedding size, document settings). In some experiments
we use the IRI vector representation V;.;, in others the word vector
representations V.. and in some others we concatenate these two
vectors Viyiwora for generating the owl embeddings of each document.
More particularly, we create the owl embeddings for each document by
taking the mean of the owl embeddings of the annotated terms of each
document, which have been mapped to SNOMED CT after ignoring the
terms that appear in all documents more than 30,000 times and all the
stop words. The final embeddings of each document is a vector which
contains both vector embeddings by concatenating the embeddings of
a transformer-based model (BERT or BioBERT or Longformer) and
the owl embeddings of this document. In a similar way we produce
the embeddings of each query (both transformer-based embeddings and
owl embeddings). We then rank the documents’ relevance for each
query by calculating the distance between two vector representations
(embeddings) in order to retrieve documents relevant to the query. We
use cosine similarity for the distance estimation, so if we assume that
d; is the document vector and ¢; is the query vector then the relevance
score is calculated as:
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(iii)

relevance(d;, ¢;) = _dingy (8.1)

lldill - llg;ll
In that way, for each query we have calculated its cosine similarity
distance with every document.

In the second group of experiments the difference is that apart from
generating the embeddings of each document of OHSUMED dataset,
we also produce both transformer-based embeddings and owl embed-
dings after splitting the abstracts of the documents as described in
Section 8.1.2 (OHSUMED-S). In this way, for every subtext of the
document we produce its transformer-based embeddings and its owl
embeddings from the annotated terms that appear in this subtext. For
each subtext of the document, we concatenate the respective embeddings
(transformer-based and owl). As a result, to each document correspond
the embeddings of all the splits of the abstract of the document and
the embeddings of the whole abstract of the document. We refer to
this set of embeddings as S. If the number of sentences in the abstract
of a document is ngs and the symbol // refers to the division which
rounds down the answer and returns a whole number, the number of
vectors (embeddings) corresponding to this document is ngy//2 + 1 if
ns is even and ng//2 + 2 if ng is odd. The embeddings of each query
are produced in the same way as previously. For ranking a document’s
relevance for each query we calculate the cosine similarity between the
query’s vector representation and all the embeddings vectors of the
document (embeddings from the splits and from the whole document).
For each pair of document-query the maximum cosine similarity of these
distances is the distance between the document and the query.

In the third group of experiments, we produce the transformer’s models
embeddings of each document of the OHSUMED dataset as described in
Section 8.1.4.1 but the owl embeddings of each document are calculated
differently. More specifically, as input in OWL2Vec* we use SNOMED-D
and so we take the owl embeddings of each document by searching their
Viri- The final embeddings of each document is similarly a vector which
contains both vector embeddings by concatenating the embeddings of
a transformer-based model and the owl embeddings of this document.
The queries embeddings are generated as previously and the ranking
of the documents’ relevance for each query is calculated as in the first
experiments.
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(iv) In the fourth group of experiments, we combine the approaches of the
second and the third group of experiments. As input in OWL2Vec*
we use SNOMED-DS and so we take the owl embeddings of each
document and their splits by searching their V;,.;. The transformer-
based embeddings are produced as descibed in the second group of
experiments. The final embeddings of each subtext is the concatenation
of the respective embeddings. The rest of the process is the same as in
the second group of experiments.
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Figure 8.4: Summary of Second System Architecture (IR).

8.1.4.4 Classification

For the classification task, as we have already described, we use OHUSMED-
CL dataset. The goal is to compare the performance of bert-based models
with their enhancement with SNOMED CT. The dataset is split into 15%
training set and 85% test set. All the following models consist of three layers:
one input layer with relu as activation function, one hidden layer with 200
units with ReLLU as activation function and one output layer with sigmoid as
activation function. The layers are densely connected, or fully connected. We
use as optimizer adam optimizer and as loss function binary cross-entropy
loss. For training the models, the number of epochs is set to 2. In fact we
investigate 3 different systems.

(i) Firstly, we test if OWL2Vec™ enhances the bert-based models on the
multilabel classification. We compare the performance of plain bert-
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Figure 8.5: Summary of System Architecture (Classification).

based models with their enhancement with owl embeddings. We first
build a neural network with 768 units in the input layer and 23 units in
the output layer and only the bert-based embeddings of each document
are fed into the network. Then, we enhance the bert-based embeddings
with owl embeddings. The embeddings for each document are generated
by concatenating its bert-based embeddings and owl embeddings. The
owl embeddings are produced like the owl embeddings in the first group
of experiments with an embedding size 100 of word vector representations
and by using the Dy; document. The embeddings with a total size 868
(768+4-100) are fed into a neural network with 868 units in the input
layer and 23 in the output layer. The output indicates to which classes
belong each document.

Then, we test another system and we focus on two classes: Musculoskele-
tal Diseases (C05) and Endocrine Diseases (C19). On both classes we
apply a concept filter on the documents. For each class we search the
terms of SNOMED CT that include the words "musculoskeletal" and
"endocrine" respectively. We choose to search for these words instead
of searching "musculoskeletal disease" and "endocrine disease" as we
observe that these choices limit a lot the terms of SNOMED CT and
mainly focus on terms associated with the medical history of each dis-
ease. After finding the related concepts, we find their synonyms by
using the MetaMap tool as described in Section 8.1.2. We navigate
the SNOMED CT hierarchy to identify the parents, children and de-
scendants of these concepts. We try different depths in SNOMED CT
hierarchy. We refer to these two sets of concepts as C'L; where j = 1, 2.
We apply this concept filter on documents in the following way: for
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(iii)

every document that all its term ¢ € C'D; such that ¢ ¢ C'L; we suppose
that the document does not belong to the specific class. Otherwise, we
suppose that the document belongs to the class. We, also, investigate
the use of different thresholds on the value of the concept filter to filter
the initial set of documents. In Table 8.3 we report an explanation
of the different depths and thresholds of the concept filter that were
investigated for the class C05. The depths and the thresholds for C19
are similar. As a result, we compare the performance of plain bert-based
models with the performance of the concept filter.

Furthermore, we investigate the use of this concept filter with bert-
based models. In fact, we compare the performance of plain bert-based
models with their enhancement with the concept filter. We build a
neural network with 768 units in the input layer and 1 unit in the
output layer. Only the bert-based embeddings of each document are
fed into the network. As the dataset is imbalanced, we also use a
bias in the output layer, calculated as log (pos/neg) where pos is the
number of documents that belong to the class and neg the number of
documents that do not belong to the class. The output indicates if
the document belongs to the class or not. For every document that is
tested whether it belongs or not to the class, we first apply to it the
concept filter. If all its term ¢ € C'D; such that ¢ ¢ C'L;, the document
does not belong to the class. Otherwise, the model predicts if the
document belongs to the class. Because our dataset is imbalanced and
the number of documents belonging to the class is small, we apply the
concept filter before splitting the dataset into train and test set. The
remaining set is split into train and test set and its set is fed into the
model. For calculating the performance of the whole system, we take
into account the predictions of the model for the test set and the set
with the documents that have not passed the concept filter which are
considered not to belong to the specific class.

8.1.5 Metrics

8.1.5.1 Information Retrieval

In the information retrieval task we base our evaluation on the normalised
discounted cumulative gain (nDCG) metric, used to assess the model’s ranking
of relevant papers pertaining to a set of queries (). It is defined for position

ke{0,1,..,N}:
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Depths and Thresholds Explanation
Depth 0 terms and synonyms of "musculoskeletal"
Depth 1 parents and children of Depth 0
Depth 1 & Ancestors children and ancestors of Depth 0
Depth 2 parents and children of Depth 1
Depth 2 & Ancestors children and ancestors of Depth 1
Threshold 1 at least 1 term of concept filter in the document
Threshold 2 at least 2 terms of concept filter in the document
Threshold 3 at least 3 terms of concept filter in the document

Table 8.3: Explanation of Depths and Thresholds for Concept Filter in class
"Musculoskeletal Diseases"

JD(JG (a)
nDCG for DCG = 'r’el —l—

rel
10g2 )

(8.2)

where IDCG denotes the ideal and highest possible DCG and relgq) refers
to the relevance of the i** result ranked according to query g.

8.1.5.2 Classification

In the classification task we base our evaluation on fl-score but we also
calculate the precision and the recall metrics. For the binary classification
(ii) and (iii) we calculate these metrics for each class separately while for the
multilabel classification (i) the metrics are computed separately for each label
and then these label-wise metrics are aggregated. The Precision, Recall and
F'1-Score Metrics are described in the following equations:

Precision = Ly (8.3)
tp+ Jp
tp
Recall = (8.4)
+ fa
Precision -
F1Score — 9 - recision - Recall (8.5)

Precision + Recall
where tp the number of outcomes where the system correctly predicts that
the documents belong to the class, tn the number of outcomes where the
system correctly predicts that the documents do not belong to the class,
fp the number of outcomes where the system incorrectly predicts that the
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Transformer Models | Plain | OWL2Vec*
BERT 0.114 0.073
BioBERT 0.137 0.11
Longformer 0.008 0.013

Table 8.4: nDCG scores (k = 5) of Transformer models before (Plain) and after
their enhancement with OWL2Vec* (Ds;, embedding _size : 100, Viyord).

documents belong to the class and fn the number of outcomes where the
system incorrectly predicts that the documents do not belong to the class.

8.2 Experimental Results

In this section, we present our experimental results. We first compare the
approaches mentioned in the information retrieval task (Section 8.2.1) and
then in the classification task (Section 8.2.2).

8.2.1 Information Retrieval

We first compare the results between the transformer’s-based models and
their enhancement with the owl embeddings produced by OWL2Vec* as
described at (i) in Section 8.1.4.3. In Table 8.4 we report the experimental
results of BERT, BioBERT and Longformer models in comparison with their
results after concatenating their embeddings with the owl embeddings of
OWL2Vec*. For producing these owl embeddings we choose the document
setting Ds;, 100 for embedding size and the word vector representations
(Viwora)- As we expected BioBERT is better than BERT and Longformer as
BioBERT is trained on medical papers. However, OWL2Vec* when combined
with BERT and BioBERT worsens the results. Longformer seems not to have
good results on both cases but its results have a slight improvement when
combined with OWL2Vec*. We then experiment with the embedding size of
OWL2Vec*. In Table 8.5 we report the results of Biobert with OWL2Vec*
for the embedding sizes 80, 100 and 200. We can see that the nDCG score,
when the embedding size is 80, is the best one and the worst is when the
embedding size is 200. We also experiment with the document settings and
vector representations of owl embeddings. We set an embedding size of 80.
In Table 8.6 and in Figure 8.6 we compare BERT and BioBERT models with
their combination of OWL2Vec* for different settings. We can see that we
achieve the best scores when we use the iri vector representations V;,; of owl
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Embedding Size | BioBERT & OWL2Vec*
80 0.126
100 0.11
200 0.091

Table 8.5: nDCG scores (k = 5) of BioBERT after its enhancement with OWL2Vec*
for different embedding sizes (Ds 1, Viyord)-

Settings BERT & OWL2Vec* | BioBERT & OWL2Vec*
Dy + Vi 0.113 0.146
Dgi+ Vii 0.114 0.145
Dsy + Viora 0.112 0.126
Dy + Viriword 0.092 0.094

Table 8.6: nDCG scores (kK = 5) of BERT and BioBERT after their en-
hancement with OWL2Vec* using different document and embedding settings
(embedding size : 80).

embeddings and in fact OWL2Vec* improves slightly but not satisfactorily
the bert-based models. The use of the concatenation V;; ,orq Worsens both
scores.

Furthermore, we compare the results between the approaches described at
(i) and at (ii) in Section 8.1.4.3. In Table 8.7 we present the nDCG scores
of BERT and BioBERT with or without their enhancement with OWL2Vec*
using these two methods and two different embedding sizes. In OWL2Vec*
we have used D;; and V,,,q. We can see that splitting the documents in fact
improves all models, especially BioBERT. It is, also, worth noting that the
BERT model with splitting almost reaches the scores of BioBERT without
splitting. In all cases, OWL2Vec* still does not improve the scores of bert-
based models.

In Table 8.8 we compare the results between the approaches described at
(iii) and at (iv) in Section 8.1.4.3. We represent the nDCG scores of BERT and
BioBERT with or without their enhancement with OWL2Vec* using these two
methods. In OWL2Vec* we have used D;; and V;,; for the documents’ vector
representations and V.4 for the queries’ vector representations. We can
conclude that by inserting the documents in SNOMED CT and then producing
their owl embeddings, the nDCG scores for both BERT and BioBERT are
slightly improved. Their splitting improves even more the models. We, also,
report some other experiments with the approach (iv). In Table 8.9 we report
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Comparison of Document Settings of OWL2Vec* with SNOMED CT

" mm Structure Document, V_iri
B Structure and Lexical Document, V_iri
BN Structure and Lexical Document, V_word
s Structure and Lexical Document, V_iri,word
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nDCG Score (k
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Figure 8.6: Results of the models BERT and BioBERT with OWL2Vec* using
OHSUMED and SNOMED CT for different document and embedding settings
(embedding size : 80)

the experiments with BioBERT and OWL2Vec* for two different embedding
sizes (80, 100) while in Table 8.10 the experiments with BERT and BioBERT
with pre-trained OWL2Vec*. We can see that the best embedding size is 100
while the scores of the pre-trained OWL2Vec* are worse. As a result we show
that pre-trained can be noisy as explained in Section 7.2.1. In Table 8.11
and in Figure 8.7 we compare different settings of OWL2Vec* in the (iv)
method. The vector representations V,,,.q and V;,; refer to the representations
of queries and V,,,.q seem to represent them more appropriately. In Table 8.12
we compare the nDCG scores of BioBERT and BioBERT with OWL2Vec*
(Viwora for queries, 100 embedding size, Dy;) for different values of k. In
Figure 8.8 we present the best results of all approaches.

From the experimental results we can conclude that the best documents
and embeddings settings of OWL2Vec* for the information retrieval of medical
papers with the use of SNOMED CT are the following: the use of Dy,
embedding size of 80 for SNOMED CT and 100 for SNOMED CT with the
documents, iri vector representations V;,; for both queries and documents
when we use SNOMED CT and word vector representations V,,..q4 for queries
when we use SNOMED CT-D and SNOMED-DS. Splitting the abstracts
into subtexts improves all the results, a method that was also proved that it
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Model Without Split (i) | With Split (ii)
BERT Plain 0.114 0.13
BERT & OWL2Vec* (80) 0.112 0.131
BERT & OWL2Vec* (100) 0.073 0.129
BioBERT Plain 0.137 0.194
BioBERT & OWL2Vec* (80) 0.126 0.182
BioBERT & OWL2Vec* (100) 0.11 0.168

Table 8.7: nDCG scores (k = 5) of BERT and BioBERT before and after their
enhancement with OWL2Vec* using the two different datasets OHSUMED and

OHSUMED-S (Dy , embedding _sizes : 80,100, Viyorq).

Model Without Split (iii) | With Split (iv)
BERT Plain 0.114 0.13
BERT & OWL2Vec* (100) 0.124 0.141
BioBERT Plain 0.137 0.194
BioBERT & OWL2Vec* (100) 0.142 0.206

Table 8.8: nDCG scores (k = 5) of BERT and BioBERT before and after their
enhancement with OWL2Vec* using the two different ontologies SNOMED CT-D

and SNOMED CT-DS (Dj;, embedding _size : 100).

BioBERT & OWL2Vec* | nDCG Score

Embedding Size 80 0.198

Embedding Size 100 0.206

Table 8.9: nDCG scores (k = 5) of BioBERT after its enhancement with OWL2Vec*
using the ontology SNOMED CT-DS for two different embedding sizes (Dj ).

Model nDCG Score
BERT & pre-trained OWL2Vec* 0.126
BioBERT & pre-trained OWL2Vec* 0.147

Table 8.10: nDCG scores (k = 5) of BERT and BioBERT after their enhancement
with OWL2Vec* using the ontology SNOMED CT-DS (Ds ).
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Settings | BERT & OWL2Vec* | BioBERT & OWL2Vec*
Dy + Vi 0.115 0.119
Dy + Vip; 0.116 0.132

Ds,l + Vword 0.141 0.206

Table 8.11: nDCG scores (k = 5) of BERT and BioBERT after their enhancement
with OWL2Vec* using the ontology SNOMED CT-DS using different document
and embedding settings (embedding size : 100).

Comparison of Document Settings of OWL2Vec* with SNOMED CT-DS

BN Structure Document, V_iri
0.20 - mem Structure and Lexical Document, V_iri
B Structure and Lexical Document, V_word

:5]

0.10 -

nDCG Score (k

005 -

0.00 -

BERT BioBERT

Figure 8.7: Results of the models BERT and BioBERT with OWL2Vec* using
SNOMED CT-DS for different document and embedding settings (embedding _size :
100)

improves the performance of models in text classification of other domains [56].
More specifically, Chi Sun et al. proposed that there are parts of a text that
involves more insignificant information, for example the middle of the text.
By using SNOMED CT-DS we have achieved slightly better performance
with OWL2Vec* in comparison with plain bert-based models. In general,
it seems that OWL2Vec* does not enhance the performance of bert-based
models in this task. In fact, OWL2Vec* has been tested with medium (e.g.
an events ontology) and small (e.g. pizza ontology) size ontologies and has
shown good performance. However, it seems unable to perform well in larger
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k BioBERT | BioBERT & OWL2Vec*
5 0.194 0.206
10 0.164 0.173
20 0.149 0.154
50 0.154 0.158
100 0.174 0.181
1000 0.279 0.283

Table 8.12: nDCG scores for different values of k of BioBERT before and
after its enhancement with OWL2Vec* using the ontology SNOMED CT-DS
(D1, embedding _size : 100).

vocabularies, like SNOMED CT which has more than 350,000 concepts, and
render correctly their lexical information and logical constructors. Ritchie
et al. [48] expects that OWL2Vec* performance in OWL2Vec* will improve
with larger ontologies in the future. It is important to mention that the
low number of related documents per query significantly impacts the nDCG
scores. We expect that we would see considerably higher scores for datasets
with a larger number of related documents per query.

Best Results of Models

mmm Simple Model - OHSUMED

0.20 - mmm Simple Model - OHSUMED DS
mm OWL2Vec* - OHSUMED - SNOMED CT
mmm OWL2Vec* - OHSUMED-S - SNOMED CT
mmm OWL2Vec* - OHSUMED - SNOMED CT-D
B OWL2Vec* - OHSUMED-S - SNOMED CT-DS

015~

=5)

010 -

nDCG Score (k

0.05 -

0.00 -

BERT BioBERT

Figure 8.8: Best results of the models in information retrieval for different
versions of dataset and ontology.

8.2.2 Classification

We decide to use OWL2Vec* in a different task, multilabel text classifi-
cation as described in Section 8.1.4.4 (i), in order to prove that OWL2Vec*
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Figure 8.9: Comparison of fl-scores of BERT, BioBERT and concept filter for two
classes.

cannot be applied well in SNOMED CT. The performance of bert-based
models is not indeed improved with their enhancement with OWL2Vec*. As
a result, we try a different approach in the binary classification task for two
classes with the use of a concept filter described at (ii) and (iii).

Firstly, we focus on the system (ii) which does not require a machine
learning model. We just apply a concept filter on the documents without
training a model. We use different depths while searching the parents and the
children of a term in SNOMED CT and different thresholds in the concept
filter as explained in Table 8.3. In Figure 8.9 we report the fl-scores of BERT,
BioBERT and the concept filter for both classes for depth 2 and threshold 2.
We can see that just by applying a concept filter in the dataset, our system
achieves fl-scores that are close to fl-scores of BERT model. In fact, the
fl-scores of the concept filter on the C19 class surpass those of BERT model.

We then continue with system (iii) which requires the use of a bert-based
model, its training for 2 epochs and the use of the concept filter. We compare
the bert-based models BERT and BioBERT with their enhancement with the
concept filter for different thresholds and depths.

Regarding the class "Musculoskeletal Diseases" in Figure 8.10 and Fig-
ure 8.11 we can see that BERT with the use of some depths and thresholds
of concept filter even surpasses simple BioBERT model. More specifically,
the concept filter with Depth 1 & Ancestors - Threshold 1 and Depth 2 -
Thresholds 2 and 3 in combination with BERT achieves better performance
than BioBERT. We can also see that the scores of concept filter in combi-
nation with BioBERT model outperform the scores of simple BioBERT in
many cases. Furthermore we notice that for small depths with the increase of
threshold the fl-score of the system is reduced as there are less terms that are
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Figure 8.10: Comparison of fl-scores of simple BERT, BioBERT with their
enhancement with the concept filter for "Musculoskeletal Diseases" Class.

found in SNOMED CT and as a result there are not many documents that
pass the filtering and so many papers that belong to the class, are considered
not to be. Respectively, filtering with Depth 2 & Ancestors seems to be
worse than filtering with Depth 2 as many terms that belong to ancestors are
included in many documents.

As regards the second class "Endocrine Diseases" we can see in Figure 8.12
and in Figure 8.13 that all of our systems outperform BERT model. Moreover,
the concept filter with Depth 1 - Threshold 3 in combination with BERT
achieves better performance than BioBERT. It is worth noting that concepts
related with "endocrine" term are a lot more than those related with "muscu-
loskeletal". That’s why we achieve the best performance with a small depth
and a big threshold. The concept filter with Depth 1 - Threshold 3 has also
good scores with BioBERT but we also notice that even a concept filter with
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Figure 8.11: Comparison of fl-scores of simple BERT, BioBERT with their
enhancement with the concept Filter for specific thresholds and various depths
("Musculoskeletal Diseases" Class).
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Figure 8.12: Comparison of fl-scores of simple BERT, BioBERT with their
enhancement with the concept filter for "Endocrine Diseases" Class.

Depth 0 and Threshold 1 can outperform BioBERT.

We understand that the use of a concept filter with bert-based models
can help them achieve better results at text classification task. In fact, we
consider that with a more balanced dataset our system can accomplish better
performance.
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Figure 8.13: Comparison of fl-scores of simple BERT, BioBERT with their
enhancement with the concept Filter for specific thresholds and various depths
("Endocrine Diseases" Class).
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Chapter 9

Conclusion and Future Work

In this thesis, we explored options for improving unsupervised information
retrieval on emerging queries and supervised classification in the biomedical
domain. We investigated the use of SNOMED CT to improve the initial results
of bert-based models. We first investigated the framework OWL2Vec* for
both information retrieval and classification task but we found that currently
the framework cannot be implemented efficiently for large ontologies, such as
SNOMED CT. However, the performance is expected to improve with larger
vocabularies in the future. In the classification task we also proposed a simple
co-occurrence filtering method which accomplishes a very good performance
in comparison with bert-based models. Indeed, we found that BERT-based
results filtered using SNOMED CT surpass the performance of unfiltered
BioBERT results.

The aforementioned outcomes provide solid basis for further experimenta-
tion into better exploitation of knowledge graphs and concept hierarchies as
a means of boosting IR and Classification on new topics in an unsupervised
manner. More importantly, these observations demonstrate that a specialized
ontology, can successfully be applied to adapt out-of-domain models to a new
domain. In the future, as for OWL2Vec* the framework would efficiently
produce owl embeddings that express correctly the lexical information and
logical constructors of a large ontology. Owl embeddings can significantly
boost the performance of pretrained neural networks on natural language
processing tasks. As for the concept filter, the exploration in more detail
of the SNOMED CT hierarchy would enhance further the pretrained mod-
els. The position of a concept in the hierarchy, the size and the type of its
neighbors would potentially allow us to identify further connections among
classes and documents. The use of this filtering method can also be applied
on other domains, such as the financial sector, with other specialized external
knowledge sources.
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