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#### Abstract

In this thesis, we study classes of counting problems the decision version of which is easy. The complexity class \#P, introduced by Valiant [149], contains the counting versions of NP problems. We focus on \#PE [122], the class of \#P functions the decision version of which is in P. In fact, we are mostly interested in a subclass of \#PE, namely TotP [102], which contains essentially all self-reducible \#PE functions. TotP has also an interesting simple syntactic characterization: a function belongs to TotP if it counts the number of all paths of an NPTM. Notably, TotP is a robust class; it has nice closure properties and natural complete problems under parsimonious reductions, i.e. reductions that preserve the number of solutions. We study the class TotP from different angles:


1. We discuss the first complete problems for TotP under parsimonious reductions that were first presented in [22, 13]. In particular, the problem Size-of-Subtree has been introduced by Knuth as the problem of estimating the size of a backtracking procedure's tree [105] and has been studied from many perspectives.
2. Efficient and exact counting is very rare, so the main research interest in the area of counting complexity is to classify counting problems with respect to their approximability and design approximation algorithms for those that can be approximated. In this quest, properties of problems in TotP are important. We examine the relationship of TotP to the class of approximable counting problems, namely FPRAS. Some of the relevant results presented here, have appeared in [22, 24].
3. To deal with the previous question, we needed to define classes with counting problems the decision version of which is in RP. We examine one such problem, namely \#Exact Matchings, with respect to its exact and approximate computation. \#Exact MatchINGS is a generalization of counting perfect matchings in graphs that contain both black and red edges.
4. Then we turn our attention to logical characterizations of classes of counting problems. We build upon previous work in the area of descriptive complexity of counting problems. We give logical characterizations of two robust subclasses of TotP and determine their relationship with the class FPRAS [24]. Most importantly, we provide a logical characterization of TotP, which was an open question in the area of descriptive complexity [15]. To
express self-reducibility, we add recursion on functions over second-order variables to the logic QSO introduced in [15], which, we believe, is of independent interest.
5. We investigate the power of counting the total number of paths of an NPTM by introducing classes of decision problems defined by properties of TotP functions. These classes can be seen as tot-counterparts of traditional classes. We explore the relationship among the newly introduced classes and their '\#P-definable' analogs. We also build upon a result by Curticapean [52] and we examine complete problems for some of these classes that are defined as variants of the problem of counting perfect matchings in a graph.
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## Chapter 1

## Introduction

A counting problem is a function that maps an instance of a decision problem to the number of solutions that the problem has on input this particular instance. For example \#Sat is a function that maps an input formula to the number of its satisfying assignments. The class of functions, for which the corresponding decision problem is in the class NP, is the class \#P, introduced in Valiant's seminal paper [149]. Equivalently, functions in \#P count accepting paths of nondeterministic polynomial time Turing machines (NPTMs).

Interestingly, various problems from different scientific fields can be expressed as counting ones.

1. Computing the partition function, in statistical physics [81, 90, 91, 115]. For example, the partition function of the hardcore model is a generalization of the problem of counting independent sets in a graph [155].
2. Computing the volume of a convex body, in computational geometry [58].
3. Computing the permanent, in linear algebra [149].
4. Determining the probability that a given network becomes disconnected due to edge failures, in network design [97].
5. Computing the social cost of a given mixed Nash equilibrium, in selfish games in algorithmic game theory [69].
6. There are optimization problems that require counting solutions to some corresponding decision problem [129, 117].

When we consider counting, non-trivial facts hold. For example, both the NP-complete problem CNF and the polynomial-time solvable problem DNF have counting versions that are \#P-complete under Turing reductions. Although no counting problem with an NP-complete decision version can be efficiently approximated unless RP $=$ NP [59], among counting problems with a decision version in P there are some that have a polynomial-time randomized approximation algorithm (e.g. \#DNF [98]) and others that cannot be approximated efficiently unless $R P=N P(e . g . \# \operatorname{IS}[57])$.

Since very few counting problems can be exactly computed in polynomial time (e.g. counting spanning trees [107, chapter 6]), the interest of the community has turned to the complexity of approximating them. In this quest, the class \#PE [122] of problems in \#P with a decision version in P is of great significance, since counting problems that admit a fully polynomial-time randomized approximation scheme (fpras) can be found only among those with an easy decision version (i.e. in BPP). In this thesis, we focus on a subclass of \#PE, namely TotP [102]. Notably, almost all known counting problems that admit an fpras belong to TotP.

TotP is the class of functions that count the total number of paths of NPTMs. In fact, a function in TotP is defined to be equal to the number of computation paths of an NPTM minus one, so that functions in TotP can take zero values as well. Except for this simple structural characterization, it was shown in [123] that TotP has a noteworthy property that can be considered as an alternative definition: it is the class of all self-reducible problems with a decision version in $P$, which is also closed under parsimonious reductions.

TotP is a robust class, where we consider robustness as defined by the authors of [15]; a class is considered to be robust if either it is closed under addition, multiplication, and subtraction by one or it has natural complete problems. In particular, TotP satisfies both these requirements as we discuss later on.

Finally, TotP can also be characterized via interval size functions [84, 27]; it is the class of interval size functions which are defined on some P -definable total p-order $A$ via polynomialtime computable boundary functions, where in addition the lexicographically nearest function for $A, \mathrm{LN}_{A}$, is efficiently computable.

We are going to present results about TotP from the viewpoint of structural and descriptive complexity. The reader can find a guided tour to this thesis in Section 1.5.

### 1.1 The complexity class \#P

The standard model of computation under which we study counting complexity is the nondeterministic Turing machine. In particular, we focus on polynomial-time complexity, thus the model of interest is the nondeterministic polynomial-time Turing machine (NPTM). We assume a fixed alphabet, conventionally $\Sigma=\{0,1\}$, in which we encode both problem instances and solutions. The symbol $\Sigma^{*}$ denotes the set of all finite strings over the alphabet $\Sigma$. The length of a string $x$ is denoted by $|x|$. For an NPTM $M$, there is some polynomial $p$ such that for any $x \in \Sigma^{*}$, all computation paths of $M$ on input $x$ have length at most $p(|x|)$. An NPTM $M$ is in standard form if for any $x$, each path of $M(x)$ is encoded by a string of length exactly $p(|x|)$. We say that $M$ is in normal form if it is in standard form and, in addition, for any $x$ there are exactly $2^{p(|x|)}$ computation paths in $M(x)$.

A relation $R \in \Sigma^{*} \times \Sigma^{*}$ can be interpreted as assigning to each problem instance $x \in \Sigma^{*}$, a set of solutions $\left\{y \in \Sigma^{*} \mid R(x, y)\right\}$. For example, consider the relation $R_{P M}$ which associates with each undirected graph $G$, the set of perfect matchings of $G$.

$$
\begin{aligned}
& R_{P M}=\left\{(x, y) \mid x \in \Sigma^{*} \text { is an encoding of a graph } G\right. \text { and } \\
& \left.\qquad y \in \Sigma^{*} \text { is an encoding of a perfect matching of } G\right\}
\end{aligned}
$$

A number of naturally defined problems are related to each relation of the above form. We are interested in the existence, counting, and uniform generation problems.

- Existence: Is there a $y \in \Sigma^{*}$, such that $R(x, y)$ ?
- Counting: How many $y$ are there such that $R(x, y)$ ?
- Uniform generation: Generate uniformly at random a $y \in \Sigma^{*}$ that satisfies $R(x, y)$.

Definition 1.1. A language $L$ belongs to NP if there is a polynomial-time decidable relation $R$ and a polynomial $p$ such that $x \in L \Leftrightarrow \exists y[|y|=p(|x|)$ and $R(x, y)]$.

Equivalently, $L \in \mathrm{NP}$ if there is an NPTM $M$ such that

$$
x \in L \Leftrightarrow M(x) \text { has an accepting computation path. }
$$

Definition 1.2 ([149]). A function $f: \Sigma^{*} \rightarrow \mathbb{N}$ belongs to \#P if there exists a polynomial-time decidable relation $R$ and a polynomial $p$ such that for every $x \in \Sigma^{*}$,

$$
f(x)=\mid\left\{y \in \Sigma^{*}| | y \mid=p(|x|) \text { and } R(x, y)\right\} \mid .
$$

Equivalently, $\# \mathrm{P}=\left\{\operatorname{acc}_{M}: \Sigma^{*} \rightarrow \mathbb{N} \mid M\right.$ is an NPTM $\}$, where $\operatorname{acc}_{M}(x)=\#$ (accepting computation paths of $M$ on input $x)$.

The decision version of a function $f \in \# \mathrm{P}$ is the following problem: 'Given $x$, is $f(x)$ non-zero?'. Equivalently, 'Given $x$, is there a $y$, such that $R(x, y)$ ?', or 'Given $x$, is there at least one accepting path of $M$ on input $x$ ?', where $M$ is the NPTM corresponding to $f$. For each function $f \in \# \mathrm{P}$ an associated language $L_{f}=\left\{x \in \Sigma^{*} \mid f(x)>0\right\}$ can be defined. Clearly, $L_{f} \in \mathrm{NP}$.

### 1.1.1 The property of self-reducibility

Self-reducibility is an important property that has been extensively studied since Trakhtenbrot first introduced the notion of autoreducibility in 1970 [145]. Interesting approaches to this property can be found in [83], where one can see self-reducibility as a technique, and in [7], in which the authors prove that a strong self-reducibility property can amplify lower-bound results. Regarding counting solutions of a problem, self-reducibility implies that almost uniform sampling from the set of solutions is equivalent to approximate counting them [94]. The definition of selfreducibility used by Jerrum et al. in [94] is due to Schnorr [134]. Although there are problems which are not self-reducible unless $\mathrm{P}=\mathrm{NP}$, such as counting $k$-colourings, $k \geq 4$, in planar graphs [101], most problems satisfy this property. So self-reducibility can be seen as being the rule and not the exception.

We first give the definition of self-reducibility for a relation.
Definition 1.3 ([134, 94]). A relation $R \in \Sigma^{*} \times \Sigma^{*}$ is self-reducible if the following hold.

1. There is a polynomial $p$ such that $R(x, y) \Rightarrow|y|=p(|x|)$.
2. There are polynomial-time computable functions $\psi \in \Sigma^{*} \times \Sigma^{*} \rightarrow \Sigma^{*}$ and $\sigma: \Sigma^{*} \rightarrow \mathbb{N}$ such that for every $x \in \Sigma^{*}$
(a) $\sigma(x)=\mathcal{O}(\log |x|)$,
(b) $p(|x|)>0 \Rightarrow \sigma(x)>0$,
(c) $|\psi(x, w)| \leq|x|$ for every $w \in \Sigma^{*}$ with $|w|=\sigma(x)$, and
(d) $R\left(x, y_{1} \ldots y_{n}\right) \Leftrightarrow R\left(\psi\left(x, y_{1} \ldots y_{\sigma(x)}\right), y_{\sigma(x)+1} \ldots y_{n}\right)$ for every $y_{1} \ldots y_{n} \in \Sigma^{*}$.

Intuitively, the solution set associated with a given instance of a problem can be expressed in terms of the solutions sets of a number of smaller instances of the same problem. Polynomial
$p$ gives the length of the solutions to instances. Given an instance $x$ and initial segment $w$ of length $\sigma(x)$ of any solution to $x, \psi(x, w)$ is an instance $x^{\prime}$, such that $w$ concatenated with any solution to $x^{\prime}$ forms a solution to $x$.

Next we define a version of self-reducibility for counting functions. This kind of selfreducibility first appeared in [123] and then was generalized in [25]. Informally, a function is self-reducible if its value on an instance can be recursively computed by evaluating the same function on a polynomial number of smaller instances. By generalizing, we allow recursive computations on, not necessarily, smaller instances.

Definition 1.4 ([123, 25]). A function $f: \Sigma^{*} \rightarrow \mathbb{N}$ is called poly-time self-reducible if for all $x \in \Sigma^{*}$
(a) $f$ can be processed recursively by reducing $x$ to a polynomial number of instances $h(x, i)$, where $h$ is polynomial-time computable and $0 \leq i \leq r(|x|)$ for some polynomial $r$. Formally, for every $x \in \Sigma^{*}$,

$$
f(x)=t(x)+\sum_{i=0}^{r(|x|)} g(x, i) f(h(x, i))
$$

(b) The recursion terminates after at most polynomial depth. Formally, the depth of the recursion is $q(|x|)$, for some polynomial $q$ and for every $x \in \Sigma^{*}$ and $\vec{j} \in\left\{0, \ldots, r(|x|)^{q(|x|)}\right.$,

$$
f(\tilde{h}(x, \vec{j})) \text { can be computed in polynomial time, }
$$

where $\tilde{h}$ is the extension of $h$ such that $\tilde{h}(x, \varepsilon)=x$ and $\tilde{h}\left(x, j_{1} \ldots j_{k}\right)=h\left(\tilde{h}\left(x, j_{1} \ldots j_{k-1}\right), j_{k}\right)$.
(c) Every instance invoked in the recursion is of polynomial size in $|x|$. Formally, there is a polynomial $p$, such that for every $x \in \Sigma^{*}, k \leq q(|x|)$, and $\vec{j} \in\{0, \ldots, r(p(|x|))\}^{k}$ it holds that $|\tilde{h}(x, \vec{j})| \in \mathcal{O}(p(|x|))$.

Note that if the instances $h(x, i)$ are of smaller size than $x$, that is $|h(x, i)|<|x|$ for every $x$ and $i, 0 \leq i \leq r(|x|)$, then requirement (b) holds trivially. Moreover, (c) requires that all instances that $f$ will be computed on, must be of polynomial length in $|x|$, which also holds if $h$ is of decreasing length.

We prove below that self-reducibility of a relation is a more general property than the poly-time self-reducibility of the corresponding function.

Proposition 1.1. Let $R: \Sigma^{*} \times \Sigma^{*}$ be a relation and $f: \Sigma^{*} \rightarrow \mathbb{N}$ be the function that for every $x \in \Sigma^{*}, f(x)=\left|\left\{y \in \Sigma^{*} \mid R(x, y)\right\}\right|$. If $R$ is self-reducible, then $f$ is poly-time self-reducible.

Proof. The value of $f$ on an instance $x$ can be expressed in the following way.

$$
f(x)=|\{y \mid R(x, y)\}|=\sum_{w \in \Sigma^{\sigma(x)}}\left|\left\{y^{\prime} \mid R\left(\psi(x, w), y^{\prime}\right)\right\}\right|=\sum_{w \in \Sigma^{\sigma(x)}} f(\psi(x, w))
$$

where $\psi$ and $\sigma$ are as in Definition 1.3. So poly-time self-reducibility for $f$ is satisfied, since $\left|\Sigma^{\sigma(x)}\right|$ is polynomial in $|x|$ and $\psi$ is polynomial-time computable, that also returns instances of smaller length.

The inverse fact is not necessarily true. That is, if a function $f$, associated with a relation $R$ as above, is poly-time reducible, then $R$ is not necessarily self-reducible. First, $h(x, i)$ may be of greater length than $x$ in Definition 1.4, whereas $\psi(w, x)$ of Definition 1.3, are always instances of smaller length than $x$. Second, even if we restrict ourselves to functions $h$ such that $|h(x, i)| \leq|x|$, it may be the case that requirements of Definition 1.3 are not satisfied. However, as far as we know, there is no problem that has a poly-time self-reducible counting function and not a self-reducible relation.

### 1.1.2 Fpaus and fpras for counting problems

The probabilitic Turing machine (PTM) is the usual basis for defining randomized complexity classes and randomized algorithms. A probabilistic Turing machine $T$ is a Turing machine equipped with special coin-tossing states. Each coin-tossing state $q$ has two possible successor states $q_{h}$ and $q_{t}$; when $T$ enters state $q$, it moves on to state $q_{h}$ with probability $\frac{1}{2}$ and to state $q_{t}$ with probability $\frac{1}{2}$.

For two probability distributions $\pi$ and $\pi^{\prime}$ on a countable set $\Omega$, define the total variation distance between $\pi$ and $\pi^{\prime}$ to be

$$
\left\|\pi-\pi^{\prime}\right\|_{T V}=\frac{1}{2} \sum_{\omega \in \Omega}\left|\pi(\omega)-\pi^{\prime}(\omega)\right|=\max _{A \subseteq \Omega}\left|\pi(A)-\pi^{\prime}(A)\right| .
$$

A sampling problem is specified by a relation $R \subseteq \Sigma^{*} \times \Sigma^{*}$ which includes pairs ( $x, y$ ) of problem instances $x$ and solutions $y$. An almost uniform sampler for a solution set $R$ is a randomized algorithm that takes as input an instance $x$ of the problem and a sampling tolerance $\delta$ and outputs a solution $Y$ (a random variable of the coin tosses made by the algorithm) such that $R(x, Y)$, and the variation distance between the distribution of $Y$ and the uniform distribution on the set $\{y \mid R(x, y)\}$ is at most $\delta$. If $\{y \mid R(x, y)\}=\emptyset$, we allow the almost uniform sampler to output a special symbol $\perp$. An almost uniform sampler is fully polynomial, denoted by fpaus, if it runs in time polynomial in $|x|$ and $\log \left(\delta^{-1}\right)$.

Definition 1.5. A randomized approximation scheme for a counting problem $f: \Sigma^{*} \rightarrow \mathbb{N}$ is a randomized algorithm that takes as input an instance $x \in \Sigma^{*}$, an (accuracy) error tolerance $\varepsilon>0$, and a (probability) error tolerance $\delta>0$ and outputs a value $\widehat{f(x)} \in \mathbb{N}$, such that for every $x$,

$$
\operatorname{Pr}[(1-\varepsilon) f(x) \leq \widehat{f(x)} \leq(1+\varepsilon) f(x)] \geq 1-\delta
$$

We speak of a fully polynomial randomized approximation scheme, denoted by fpras, if the algorithm runs in time bounded by a polynomial in $|x|, \varepsilon^{-1}$, and $\log \left(\delta^{-1}\right)$.

Remark 1.1. If we remove randomness from an fpras, then we obtain a deterministic fully polynomial-time approximation scheme, denoted by fptas. So, an fpras outputs a ( $1 \pm \varepsilon$ )approximation with probability 1.

For any self-reducible $f \in \# \mathrm{P}$ the following facts are true.

1. $f$ admits an fpras if and only if $f$ admits an fpaus [94].
2. Any polynomial-time approximation algorithm that provides a polynomial multiplicative approximation error can be boosted to achieve the quality of approximation demanded by an fpras [137].

So, unlike optimization problems that exhibit an hierarchy of possible degrees of approximation, there is one notion of approximation algorithm for counting problems, namely fpras.

We are going to call the counting problems that admit an fpras, approximable (and so inapproximable are the counting problems that do not admit an fpras).

We define the class FPRAS to be the class of all \#P problems that are approximable. All the problems in FPRAS are AP-interreducible to each other and also the class is closed under AP reductions.

Definition 1.6 ([59, 24]). A function $f$ belongs to FPRAS if $f \in \# \mathrm{P}$ and there exists an fpras for $f$.
\#DNF (or any other counting problem that admits an fpras) can be considered as a representative of this class. We can alternatively define FPRAS to consist of all \#P problems that are AP-interreducible with \#DNF.

### 1.1.3 Reductions between counting functions

Reductions between counting functions have been introduced in the literature in a similar manner to the Turing/Cook and Karp/many-one reductions between languages. These reductions do not need to be limited to counting functions and in fact, they have been defined and used more generally. In this thesis we are going to need the following five types of reductions; below $f, g \in \# \mathrm{P}$ and FP is the class of functions computable in polynomial time.

Definition 1.7 ([149]). Poly-time Turing reductions. $f$ reduces to $g$ under poly-time Turing reductions, denoted by $f \leq_{\mathrm{T}}^{\mathrm{p}} g$, if $f \in \mathrm{FP}^{g}$.

Definition 1.8 ([108]). Poly-time 1-Turing reductions. $f$ reduces to $g$ under poly-time 1 -Turing reductions, denoted by $f \leq_{1-\mathrm{T}}^{\mathrm{p}} g$, if $f \in \mathrm{FP}^{g[1]}$.

Definition 1.9 ([136]). Parsimonious reductions. $f$ reduces to $g$ under poly-time parsimonious reductions, denoted by $f \leq_{\text {pars }}^{\mathrm{p}} g$, if there is a function $h \in \mathrm{FP}$, such that for every $x \in \Sigma^{*}$, it holds that $f(x)=g(h(x))$.

Definition 1.10 ([132]). Product reductions. $f$ reduces to $g$ under product reductions, denoted by $f \leq_{\mathrm{pr}}^{\mathrm{p}} g$, if there are $h_{1}, h_{2} \in \mathrm{FP}$ such that for every $x \in \Sigma^{*}$ it holds that $f(x)=g\left(h_{1}(x)\right) \cdot h_{2}(x)$.

Definition 1.11 ([59]). Approximation preserving (AP) reductions. $f$ reduces to $g$ under approximation preserving reductions, denoted by $f \leq_{\mathrm{AP}} g$, if there is a probabilistic oracle Turing machine $M$ that takes as input an instance $x$ of $f$ and $0<\varepsilon<1$ and satisfies the following three conditions:

1. every oracle call made by $M$ is of the form $(w, \delta)$, where $w$ is an instance of $g$, and $0<\delta<1$ is an error bound satisfying $\delta^{-1} \leq \operatorname{poly}\left(|x|, \varepsilon^{-1}\right)$,
2. $M$ meets the specification for being a randomized approximation scheme for $f$ whenever the oracle meets the specification for being a randomized approximation scheme for $g$, and
3. the run-time of $M$ is polynomial in $|x|$ and $\varepsilon^{-1}$.

We also use the following notation.
(a) If $f \leq_{\text {AP }} g$ (resp. $f \leq_{\mathrm{T}}^{\mathrm{p}} g, f \leq_{1-\mathrm{T}}^{\mathrm{p}} g, f \leq_{\text {pars }}^{\mathrm{p}} g, f \leq_{\mathrm{pr}}^{\mathrm{p}} g$ ) and $g \leq_{\text {AP }} f$ (resp. $g \leq_{\mathrm{T}}^{\mathrm{p}} f, g \leq_{1-\mathrm{T}}^{\mathrm{p}} f$, $g \leq \leq_{\text {pars }}^{\mathrm{p}} f, g \leq_{\mathrm{pr}}^{\mathrm{p}} f$ ), then we say that $f$ and $g$ are AP-interreducible (resp. Turing-equivalent, 1-Turing-equivalent, parsimonious-equivalent, product-equivalent), and we write $f \equiv_{\mathrm{AP}} g$ (resp. $f \equiv_{\mathrm{T}}^{\mathrm{p}} g, f \equiv_{1-\mathrm{T}}^{\mathrm{p}} g, f \equiv_{\mathrm{p}}^{\mathrm{p}}{ }^{\mathrm{p}} g, f \equiv_{\mathrm{pr}}^{\mathrm{p}} g$ ).
(b) For a class of functions $F$, we denote by $\operatorname{Closure}_{\leq}(F)$ the closure of $F$ under $\leq$, where $\leq \in\left\{\leq_{T}^{\mathrm{p}}, \leq_{1-\mathrm{T}}^{\mathrm{p}}, \leq_{\mathrm{pars}}^{\mathrm{p}}, \leq_{\mathrm{pr}}^{\mathrm{p}}, \leq_{\mathrm{AP}}\right\}$.

Remark 1.2. Poly-time Turing reductions between functions were introduced by Valiant [149] and are also called Cook in [123], since they can be seen as the analog of Cook reductions between sets. Valiant [149] proved that every \#P function can be solved in polynomial time using an oracle call to the problem of computing the permanent of a $(0,1)$-matrix. Zankó [158] formalized polynomial-time many-one reductions, which is the precise type of reductions under which computing the permanent of a $(0,1)$-matrix is $\# \mathrm{P}$-complete; polynomial-time many-one reductions are weaker than parsimonious reductions, since there is an additional poly-time computable function $\phi$ and $f(x)=\phi(g(h(x)))$ and they are stronger than poly-time 1-Turing reductions which allow access to the initial instance $x$ during the polynomial-time computation, that is $f(x)=\phi(x, g(h(x)))$. Poly-time 1-Turing reductions were introduced as metric reductions by Krentel in [108], where they were used between optimization problems.

Parsimonious reductions were defined in [136] between counting problems; here we provide a more general definition of parsimonious reductions between functions. In [123] parsimonious reductions are called Karp (or poly-time many-one) as they can be considered as the analog of Karp (or poly-time many-one) reductions between sets. Also earlier, Vollmer [153] uses the term polynomial-time functionally many-one reductions for parsimonious ones.

Here we are going to use the terms given in Definitions 1.7-1.11. In specific, when we refer to poly-time Turing (resp. poly-time 1-Turing) reductions, we just write Turing (resp. 1-Turing) reductions.

Parsimonious reductions are product reductions, where $h_{2}(x)=1$ for every $x$. Product reductions are Turing reductions where only one oracle call is needed. The same holds for parsimonious reductions, where in addition, the answer of the oracle cannot be changed. Parsimonious and product reductions are trivially AP reductions, whereas Turing reductions and AP ones are not comparable to each other. An AP reduction from $f$ to $g$ means that an fpras for $g$ yields an fpras for $f$. If an fpras for $f$ is not possible, then an AP reduction from $f$ to $g$ means that $g$ admits no fpras either.

Remark 1.3. Notably, parsimonious reductions are provably stronger than poly-time many-one reductions as defined by Zankó in [158], and as a consequence, they are stronger than 1-Turing reductions. Faliszewski and Hemaspaandra have shown in [65] that the Shapley-Shubik power index is \#P-complete under poly-time many-one reductions, but cannot be \#P-complete under
parsimonious reductions.

### 1.2 Decision versus Counting

## Counting solutions using an oracle to deciding whether a solution exists, and conversely

Counting using an oracle to decision classes: Can we solve a counting problem by having an oracle to some decision problem? We provide two theorems that answer this question when 'solve' is replaced by 'approximate using either an fpras or an fptas' and the oracle calls are made to the class $N P$ and $\Sigma_{2}^{p}=N P^{N P}$, respectively.

Theorem 1.2 (Valiant-Vazirani bisection technique [151]). For any $f \in \# \mathrm{P}$, there exists a probabilistic TM $M$ equipped with an NP-oracle, which for every input $(x, \varepsilon, \delta) \in \Sigma^{*} \times \mathbb{R}^{+} \times \mathbb{R}^{+}$ produces an output $M(x, \varepsilon, \delta)$ such that

$$
\operatorname{Pr}(M(x, \varepsilon, \delta) \text { approximates } f(x) \text { within ratio }(1+\varepsilon)) \geq(1-\delta) \text {. }
$$

Moreover, the running time of $M$ is bounded by a polynomial in $|x|, 1 / \varepsilon$, and $\log (1 / \delta)$.
Theorem 1.3 (Stockmeyer's Theorem [140]). For any $f \in \# \mathbf{P}$, there exists a deterministic TM $M$ equipped with a $\Sigma_{2}^{\mathrm{p}}$-oracle, which for every input $(x, \varepsilon) \in \Sigma^{*} \times \mathbb{R}^{+}$produces an output $M(x, \varepsilon)$ such that

$$
M(x, \varepsilon) \text { approximates } f(x) \text { within ratio }(1+\varepsilon) \text {. }
$$

Moreover, the running time of $M$ is bounded by a polynomial in $|x|$ and $1 / \varepsilon$.

Both the Valiant-Vazirani bisection technique and Stockmeyer's Theorem can also be found in [94].

Solving decision problems using an oracle to counting: Which decision problems can be efficiently solved using an oracle to counting? Toda's Theorem states that the whole polynomial hierarchy can be solved in polynomial time using only one oracle call to the class \#P.

Theorem 1.4 (Toda's Theorem [144]). $\mathrm{PH} \subseteq \mathrm{P}^{\# P[1]}$.

The previous three theorems justify the next comment by Dyer et al. [59]: "Informally, from a complexity theoretic perspective, approximate counting is much easier than exact counting. The former lies just above NP, whereas the latter lies above the entire polynomial hierarchy."

## NP-completeness versus \#P-completeness

\#P-completeness $\stackrel{?}{\Rightarrow}$ NP-completeness

1. Under Turing reductions: Is the decision version of a \#P-complete problem under Turing reductions, NP-complete? The answer is not always. Table 1.1 includes different combinations of hard-easy counting and hard-easy decision versions.

| Problem | Decision version | Counting version |
| :---: | :---: | :---: |
| SAT | NP-complete | \#P-complete under parsimonious [16, Theorem 17.10] |
| 3 -Coloring | NP-complete | \#P-complete <br> under parsimonious $\qquad$ |
| 2-Coloring | P | FP [61] |
| DNF | P | \#P-complete under Turing |
| Bipartite Perfect <br> Matching | P | \#P-complete <br> under Turing [149] |
| Monotone Sat | trivial | \#P-complete <br> under Turing [146] |
| Independent Set | trivial | \#P-complete <br> under Turing [146] |

Table 1.1: The complexity status of some decision problems and their counting versions.

Some remarks on Table 1.1. The problem of counting 2 colorings of a graph, namely \#2Col, can be shown to lie in FP using the dichotomy result of [61]. Alternatively, note that $\# 2$ CoL admits the following simple efficient algorithm: if the input graph is not bipartite, then there is no 2 coloring of the graph. Otherwise, every connected component of the graph can be colored using 2 colors in exactly two different ways. So, the number of 2 colorings of the input graph is equal to $2^{k}$, where $k$ is the number of connected components of the graph. The problem \#DNF is \#P-complete under Turing reductions since for any CNF formula $\phi$, it holds that $\# \operatorname{SAT}(\phi)=2^{n}-\# \operatorname{DNF}(\neg \phi)$, where $n$ is the number of variables of $\phi$.
2. Under AP reductions: The same question with respect to AP reductions has also a negative answer. A counterexample is the problem \#IS of counting the independent sets of all sizes in a graph, which is hard under AP-reductions [59], but its decision version is trivial, since in any non-empty graph there is always an independent set of size 1.
3. Under parsimonious reductions: However, the same question with respect to parsimonious reductions has a positive answer: Every \#P-complete problem under parsimonious reductions has an NP-complete decision version. For example, consider \#Sat. For any $\# \mathrm{~A} \in \# \mathrm{P}$, there is a parsimonious reduction from $\# \mathrm{~A}$ to $\# \mathrm{SAT}$, which is also a reduction from the decision version of $A$ to SAT.

## NP-completeness $\stackrel{?}{\Rightarrow}$ \#P-completeness

1. Under Turing reductions: Is the counting version of an NP-complete problem, \#P-complete under Turing reductions? The positive answer to this question still remains a conjecture.

Conjecture 1.1 ([59]). Every NP-complete problem has a \#P-complete counting version under Turing reductions.

This question was also examined in [67] as follows. Recall that a problem in NP is defined by a polynomial-time decidable relation $R$ (as in Definition 1.1), which is not necessarily unique. In [67] every such relation is called a witnessing relation (or a witnessing scheme) and can define a counting version of the problem which belongs in \#P (see Definition 1.2). A natural question arises: Do all NP-complete problems have (only) \#P-complete counting versions? As the following theorem states, the answer to this question is negative with respect to 1 -Turing reductions and under some structural conditions. For a definition of the class FewP [8], we refer the reader to Table 4.1 in Chapter 4.

Theorem 1.5. ([67, Theorem 3.11]).
(a) If there is an NP-complete set $L$ that with respect to some witnessing relation $R_{L}$ is not \#P-complete under 1 -Turing reductions, then $\mathrm{P} \neq \mathrm{P} \# \mathrm{P}$.
(b) If $\mathrm{P} \neq \mathrm{P} \# \mathrm{P}$ and $\mathrm{NP}=\mathrm{FewP}$, then each NP -complete set has some witnessing scheme with respect to which it fails to be \#P-complete under 1-Turing reductions.
2. Under AP reductions: In this case we have the following theorem.

Theorem 1.6 ([59]). Every NP-complete problem has a \#P-complete counting version under AP reductions.
3. Under parsimonious reductions: It has been proven that there is an NP-complete problem that its counting version is not \#P-complete under parsimonious reductions unless $\mathrm{P}=$ NP [43]. This problem is $k$-Edge Coloring in $k$-regular graphs, where $k \geq 3$.

## Approximability of a counting problem versus having an easy decision version

$f \in$ FPRAS $\stackrel{?}{\Rightarrow} f$ has an easy decision version

1. $\underline{f \in \mathrm{FPRAS} \Rightarrow L_{f} \in \mathrm{BPP}: \text { The decision version of any counting problem in FPRAS is a }}$ problem in BPP [75].

Proposition 1.2. If $f \in \mathrm{FPRAS}$, then $L_{f} \in \mathrm{BPP}$.

Proof. By Defintion 1.5, if we can have an (1 $\pm \varepsilon)$-approximation of $f(x)$ with bounded probability error, then we can determine whether $f(x)>0$ with two-sided bounded probability error.
2. If an NP-complete problem has a counting version that admits an fpras, then RP $=N P$ [59]:

We also refer the reader to Theorem 3.1 of Chapter 3 for a proof of this fact.
$f$ has an easy decision version $\stackrel{?}{\Rightarrow} f \in$ FPRAS: Not always. The negative answer here is under the condition that $R P \neq N P$. Table 1.2 includes two counterexamples, namely $\#$ IS and $\# 2 S A T$.

Some remarks on Table 1.2. For a proof of the fact that \#SAT does not have an fpras unless $R P=N P$ the reader can also see the proof of Theorem 3.1. The problem $\# \mathrm{IS}$ is a well-studied counting problem as it is a special case of the problem of computing the partition function of the hardcore model in statistical physics. The result of [57] was later improved by Sly [138] and Galanis et al. [73]. Inapproximability of $\# 2$ Sat under the assumption RP $\neq$ NP is a consequence of the following simple reduction from $\#$ IS to $\# 2$ SAT: consider a variable $x_{v}$ for every vertex $v$ of the input graph to $\#$ IS and write a conjunction of clauses, where a clause $\left(\neg x_{v} \vee \neg x_{u}\right)$ is added to the conjunction, for every edge $(v, u)$ of the graph.

Furthermore it is conjectured that specific counting problems the decision version of which is in P , have no fpras; the class $\# \mathrm{RH} \Pi_{1}$ [59] contains problems AP-interreducible with \#BIS, that is the problem of counting independent sets in a bipartite graph, which it is widely believed not to be approximable. In fact, \#BIS is considered to be of intermediate complexity, i.e. neither approximable nor as hard as \#SAT, and it emerges in several approximation trichotomy results

| Problem | Decision <br> version | Exact <br> complexity | Approximability <br> status |
| :---: | :---: | :---: | :---: |
| \#SAT | NP-complete | \#P-complete <br> (under parsimonious) | no fpras unless <br> RP $=$ NP [59] |
| \#IS | P | \#P-complete <br> (under Turing) | no fpras unless <br> $R P=$ NP [57] |
| \#2SAT | P | \#P-complete <br> (under Turing) | no fpras unless <br> RP $=$ NP |
| \#DNF | P | \#P-complete <br> (under Turing) | fpras [98] |
| \#NFA | NL | \#P-complete <br> (under Turing) | fpras [14] |

Table 1.2: The exact and approximability status of some counting problems.
for classes of counting problems - see for example [60, 74]. The definition of the class $\# \mathrm{RH} \Pi_{1}$ is given Definition 5.1 of Chapter 5.

### 1.3 The complexity class TotP

### 1.3.1 Definition of TotP: counting all paths of an NPTM

The class that contains all the functions in \#P with a decision version in P is \#PE (\#PEASY). Recall that given $f \in \# \mathrm{P}, L_{f}=\left\{x \in \Sigma^{*} \mid f(x)>0\right\}$ is defined to be the decision version of $f$. Definition 1.12 ([122]). $\# \mathrm{PE}=\left\{f: \Sigma^{*} \rightarrow \mathbb{N} \mid f \in \# \mathrm{P}\right.$ and $\left.L_{f} \in \mathrm{P}\right\}$.

The complexity class TotP is a subclass of \#P that is defined as the class of functions that count the total number of computation paths of NPTMs.

Definition 1.13 ([102]). $\operatorname{TotP}=\left\{\operatorname{tot}_{M}: \Sigma^{*} \rightarrow \mathbb{N} \mid M\right.$ is an NPTM $\}$, where $\operatorname{tot}_{M}(x)=\#$ (all computation paths of $M$ on input $x)-1$.

Remark 1.4. Let $M$ denote an NPTM and $T_{M(x)}$ denote its computation tree on input $x$. W.l.o.g. we can assume that, for any $x, T_{M(x)}$ is binary, i.e. every vertex of $T_{M(x)}$ has at most two children. In other words, at any time the computation of $M$ on $x$ is either deterministic or a nondeterministic choice is made between exactly two branches. That is because, if there are $m>2$ nondeterministic choices for some state-symbol combination, we can modify $M$ by adding $m-2$ new states so that the modified Turing machine (1) simulates the computation of $M$ on $x$, (2) makes only nondeterministic choices between two branches, and (3) has the same total number of paths as $M$.

Therefore, the computation of any machine $M$ on input $x$ can be seen as a binary tree $T_{M(x)}$, where a branching is created in the computation tree whenever $M$ has to select between two choices. Then,

$$
\operatorname{tot}_{M}(x)=\#(\text { all paths of } M \text { on input } x)-1=\#\left(\text { all branchings of } T_{M(x)}\right) .
$$

Sometimes we abuse notation by writing $\operatorname{tot}_{M}(x)=\#($ all branchings of $M$ on input $x)$.

Since an NPTM has at least one computation path, the ' -1 ' in the definition allows TotP to capture functions that take zero value on some inputs. In [80] the function $\operatorname{total}_{M}(x)$ is introduced to denote the total number of $M$ on input $x$ without subtracting 1 . Note that the functions defined via total $_{M}$ instead of tot $_{M}$ are contained in TotP: given a function $f$, such that for some NPTM $M$ and every $x \in \Sigma^{*}, f(x)=\operatorname{total}_{M}(x)=\#($ all paths of $M$ on input $x)$, an NPTM $M^{\prime}$ can be easily constructed such that $\operatorname{total}_{M^{\prime}}(x)=\operatorname{total}_{M}(x)+1$, for every $x$. Then, it holds that tot $_{M^{\prime}} \equiv$ total $_{M}$ and so $f \in \operatorname{TotP}$.

The following subsection reveals how the choice of $t^{t} t_{M}$ allows many natural counting problems to lie in TotP. At the beginning of Subsection 4.1 we refer to interesting decision classes defined in [80] via the function total $_{M}$.

### 1.3.2 Properties of TotP problems: self-reducibility and easy decision

The following theorem summarizes the relationship among classes defined so far. Here, FP denotes the class of natural-valued functions that are computable in polynomial time.

Theorem 1.7 ([123]). (a) $\mathrm{FP} \subseteq \mathrm{TotP} \subseteq \# \mathrm{PE} \subseteq \# \mathrm{P}$. The inclusions are proper unless $\mathrm{P}=\mathrm{NP}$.
(b) $\mathrm{FP}^{\operatorname{TotP}[1]}=\mathrm{FP}^{\# \mathrm{PE}[1]}=\mathrm{FP}^{\# \mathrm{P}[1]}$.
(c) TotP is the closure under parsimonious reductions of self-reducible \#PE functions.

Theorem 1.7(a) and (b) state that the classes TotP, \#PE, and \#P are 1-Turing-equivalent, but they are not parsimonious-equivalent unless $P=N P$.

Theorem 1.7(c) gives an alternative characterization of problems in TotP. As a result, TotP is a very large class with problems from many different scientific fields, which share the two aforementioned simple properties of being self-reducible and having an easy decision version. At the same time, by having a simple syntactic characterization, TotP unifies all these problems and makes their class amenable to having complete problems.

We elaborate on the two different characterizations of TotP with an example.

Example 1.1. Consider the problem \#BIPERFMATCH of counting perfect matchings in a bipartite graph. Its decision version is the problem of determining whether there is a perfect matching in a bipartite graph and it is in P . \#BiPerfMatch is also self-reducible since the number of perfect matchings in $G$ equals the number of perfect matchings containing some edge e plus the number of perfect matchings not containing edge e. Computing the two latter numbers is equivalent to counting perfect matchings in two subgraphs of $G$, namely $G_{0}$ and $G_{1}$, respectively. $G_{0}$ results from $G$ by removing e together with its endpoints, whereas $G_{1}$ results from $G$ by removing only e (without removing its endpoints).

Let $G$ be an input bipartite graph and $e_{1}, \ldots, e_{m}$ be an enumeration list of its edges. Consider an NPTM $M$ that, at its first step, determines whether there is a perfect matching in $G$. If the answer is no, it halts. Otherwise, it generates a dummy path and starts a recursive computation as follows. It checks whether there is a perfect matching containing the first edge appearing in the enumeration list, namely $e_{1}$, and whether there is one not containing $e_{1}$.

- If the answer is yes for both cases, $M$ chooses nondeterministically to add $e_{1}$ to the perfect matching or not and proceeds recursively with $G_{0}$ and $G_{1}$, respectively. It also removes from the enumeration list all edges removed from $G$.
- If the answer is yes for exactly one case, $M$ deterministically proceeds recursively with the corresponding subgraph, i.e. either $G_{0}$ or $G_{1}$, and it also removes from the enumeration list all edges removed from $G$. In the case of $G$ consisting of just two vertices $u, v$ and the edge $e=(u, v), M$ halts.

Since $M$ removes at least one edge at each step, the depth of the recursion is polynomial in the size of G. Finally, notice that every sequence of nondeterministic choices corresponds to a perfect matching and so the definition of TotP is satisfied; the number of perfect matchings of


Figure 1.1: NPTM $M$ for which it holds that $\operatorname{tot}_{M}(\widehat{G})=\# \operatorname{BIPERFMATCH}(G)$, where $\widehat{G}$ is the binary encoding of the bipartite graph $G$ depicted on the top of the figure.
$G$ equals the number of all paths minus one. The computation of $M$ on input a bipartite graph with seven edges is depicted in Figure 5.3.

Using similar arguments, we can prove the following proposition.
Proposition 1.3. The following problems belong to TotP.
(a) \#DNF (counting satisfying assignments of a DNF formula),
(b) \#2SAT (counting satisfying assignments of a 2SAT formula),
(c) \#HornSat (counting satisfying assignments of a CNF formula, every clause of which contains at most one positive literal),
(d) \#MonSat (counting satisfying assignments of a CNF formula, every clause of which contains only positive literals),
(e) \#BiPerfMatch (counting perfect matchings in a bipartite graph)
(f) \#PerfMatch (counting perfect matchings in a general graph),
(g) \#IS (counting independent sets of any size in a graph).

Proposition 1.4. If a problem in TotP has a polynomial number of solutions then its solutions can be enumerated in polynomial time.

Proof. For every problem in TotP the computation tree of an NPTM can be constructed like in Example 1.1. If the number of solutions is bounded by a polynomial in the input size, then this construction is a polynomial-time enumeration of the problem's solutions.

Proposition 1.4 is also a corollary of [133, Lemma 4.10] which states that any self-reducible relation with an easy existence version has a polynomial delay enumeration algorithm.

### 1.3.3 Characterization of TotP as a class of interval size functions

Interval size functions were introduced by Hemaspaandra et al. [84]. The study of this kind of functions started with the observation that most counting classes obscure factors like orders on solution sets. Interestingly, counting classes can be characterized as classes of functions the values of which are equal to the size of an interval defined by some order. For example, \#P is the class of interval size functions of P -decidable partial p-orders.

A binary relation over $\Sigma^{*}$ is a partial order if it is reflexive, antisymmetric, and transitive. A partial order $A$ is a total order if for any $x, y \in \Sigma^{*}$, it holds that $(x, y) \in A$ or $(y, x) \in A$. We say that an order $A$ is P -decidable if $A \in \mathrm{P}$ and that it is a p-order if there exists a bounding polynomial $p$ such that for all $(x, y) \in A$ it holds that $|x| \leq p(|y|)$. We denote by $(x, y)_{A}$ the open interval $(x, y)_{A}=\left\{z \in \Sigma^{*} \mid x<_{A} z<_{A} y\right\}$ and we also use $[x, y]_{A},[x, y)_{A}$ and $(x, y]_{A}$ for the closed, right-open and left-open intervals respectively. For any interval $I$, we denote by $\|I\|=\left|\left\{z \in \Sigma^{*} \mid z \in I\right\}\right|$ the size of $I$.

Definition 1.14. A function $f: \Sigma^{*} \rightarrow \mathbb{N}$ is called an interval size function on an order $A$ if there exist boundary functions $b, t: \Sigma^{*} \rightarrow \Sigma^{*}$ such that for all $x \in \Sigma^{*}, f(x)=\left\|(b(x), t(x))_{A}\right\|$.

Proposition 1.5. For any function $f$, the following are equivalent:

1. $f \in \# \mathrm{P}$.
2. there exist a partial p-order $A \in \mathrm{P}$ and functions $b, t \in \mathrm{FP}$ such that, for all $x \in \Sigma^{*}$, $f(x)=\left\|(b(x), t(x))_{A}\right\|$.
3. there exist a total p-order $A \in \mathrm{P}$ and functions $b, t \in \mathrm{FP}$ such that, for all $x \in \Sigma^{*}$, $b(x) \leq_{A} t(x)$ and $f(x)=\left\|(b(x), t(x))_{A}\right\|$.

For an order $A$ we write $x \prec_{A} y$ to abbreviate $\left(x<_{A} y \wedge \neg \exists z\left(x<_{A} z<_{A} y\right)\right)$. We say that $x$ is a predecessor of $y$, or $y$ is a successor of $x$. If $A_{\prec}=\left\{(x, y) \mid x \prec_{A} y\right\}$ is in P , we say that $A$ has efficient adjacency checks.

Definition 1.15. $\mathrm{IF}_{\mathrm{p}}^{\prec}$ is the class of interval size functions defined on P -definable partial orders with efficient adjacency checks via polynomial-time computable boundary functions.

Proposition 1.6. $\mathrm{IF}_{\mathrm{p}}^{\prec}=\# \mathrm{PE}$.

Bampas et al. [27] added various other feasibility constraints to interval size functions defined on P-decidable p-orders. In particular, if we add a polynomial-time computable lexicographically nearest function, then we obtain the class TotP.

Definition 1.16 ([27]). $\mathrm{LN}_{A}: \Sigma^{*} \times \Sigma^{*} \times \Sigma^{*} \rightarrow \Sigma^{*}$ is the lexicographically nearest function for A: $\mathrm{LN}_{A}(x, y, z)$ is the string $w \in[x, y]_{A}$ such that $w$ is closest to $z$ in the lexicographic order (breaking ties arbitrarily). If $[x, y]_{A}$ is empty, then $\mathrm{LN}_{A}(x, y, z)$ is undefined for any $z$.

Definition 1.17. $\mathrm{IF}_{\mathrm{t}}^{\mathrm{LN}}$ is the class of interval size functions defined on some polynomial-time decidable total p-order A via polynomial-time computable boundary functions where in addition $\mathrm{LN}_{A} \in \mathrm{FP}$.

Proposition 1.7 ([27]). $\mathrm{IF}_{\mathrm{t}}^{\mathrm{LN}}=\operatorname{Tot} \mathrm{P}$.

### 1.3.4 TotP is robust

The class TotP is also a robust class in the sense that it has natural complete problems (which will be shown in Chapter 2) and it is closed under addition, multiplication, and subtraction by one, as shown below. This notion of robustness was suggested by Arenas et al. [15].

Proposition 1.8. TotP is closed under addition, multiplication, and subtraction by one.

Proof. We are going to show that if $f, g \in \operatorname{TotP}$, then $h_{1}=f+g, h_{2}=f \cdot g$, and $h_{3}=f \dot{-} 1$ also belong to TotP. Specifically, $h_{3}: \Sigma^{*} \rightarrow \mathbb{N}$ is defined by

$$
h_{3}(x)= \begin{cases}f(x)-1, & \text { if } f(x) \neq 0 \\ f(x), & \text { if } f(x)=0\end{cases}
$$

Let $M_{f}, M_{g}$ be NPTM such that for every $x \in \Sigma^{*}, f(x)=\operatorname{tot}_{M_{f}}(x)=\#$ (paths of $M_{f}$ on $x)-1$ and $g(x)=\operatorname{tot}_{M_{g}}(x)=\#\left(\right.$ paths of $M_{g}$ on $\left.x\right)-1$. We are going to construct $M_{1}, M_{2}$, and $M_{3}$ such that $h_{i}(x)=\operatorname{tot}_{M_{i}}(x)=\#\left(\right.$ paths of $M_{i}$ on $\left.x\right)-1$, for $i \in\{1,2,3\}$.

- Subtraction by one: $M_{3}$ on $x$ simulates $M_{f}$ on $x$ with a few modifications as follows. If $M_{f}$ has only one path, then $M_{3}$ does exactly what $M_{f}$ does. If $M_{f}$ makes at least one
nondeterministic choice, $M_{3}$ copies the behavior of $M_{f}$, but while simulating the leftmost path, before making a nondeterministic choice, it checks whether one of the choices leads to a deterministic computation. The first time $M_{3}$ detects such a choice, it eliminates the path corresponding to the deterministic computation and continues the simulation of $M_{f}$. Notice that $M_{3}$ can recognize the leftmost path since computation paths can be lexicographically ordered. In this case, $M_{3}$ has one path less than $M_{f}$. In both cases, it holds that $h_{3}(x)=\operatorname{tot}_{M_{3}}(x)=\operatorname{tot}_{M_{f}}(x) \dot{-} 1=f(x) \dot{-} 1$.
- Addition: If one of the machines, let's say $M_{f}$, has one computation path on input $x$, then $f(x)=0$. So, on input $x, M_{1}$ checks whether either $M_{f}$ or $M_{g}$ has exactly one path and if this the case, it simulates the other one, i.e. $M_{g}$ or $M_{f}$, respectively. Otherwise, on input $x, M_{1}$ simulates $M_{3}$ and $M_{g}$ nondeterministically, i.e. in two different branches. Since \#(paths of $M_{3}$ on $\left.x\right)=h_{3}(x)+1=f(x)$ and \#(paths of $M_{g}$ on $\left.x\right)=g(x)+1$, we have that $\#\left(\right.$ paths of $M_{1}$ on $\left.x\right)=\#\left(\right.$ paths of $M_{3}$ on $\left.x\right)+\#\left(\right.$ paths of $M_{g}$ on $\left.x\right)=f(x)+$ $g(x)+1$. This implies that $\operatorname{tot}_{M_{1}}(x)=f(x)+g(x)=h_{1}(x)$.
- Multiplication: If one of the machines, let's say $M_{f}$, has one computation path on input $x$, then $f(x)=0$. So, on $x, M_{2}$ checks whether at least one of $M_{f}$ and $M_{g}$ has exactly one path and if this is true, it generates one path and halts. Otherwise, consider the function $h_{4}: \Sigma^{*} \rightarrow \mathbb{N}$ such that $h_{4}(x)=g(x) \dot{-} 1$ for every $x \in \Sigma^{*}$ and the NPTM $M_{4}$ such that $h_{4}(x)=\operatorname{tot}_{M_{4}}(x)$. On input $x, M_{2}$ generates two branches. The first branch is a dummy path. On the second branch, $M_{2}$ simulates $M_{3}$ and $M_{4}$ sequentially. So, $\#\left(\right.$ paths of $M_{2}$ on $\left.x\right)=\#\left(\right.$ paths of $M_{3}$ on $\left.x\right) \cdot \#\left(\right.$ paths of $M_{4}$ on $\left.x\right)+1=f(x) \cdot g(x)+1=$ $h_{2}(x)$.

For the classes \#P and \#PE, the following facts are known.
Proposition 1.9. (a) ([121]). \#P is not closed under subtraction by one unless $\mathrm{SPP} \subseteq$ NP.
(b) ([123]). \#PE is not closed under subtraction by one unless $\mathrm{P}=\mathrm{NP}$.

### 1.3.5 Closure of TotP under different kinds of reductions

Below we prove a proposition about the closure of TotP under different kinds of reductions that have been defined in Subsection 1.1.3.

Proposition 1.10. (a) TotP is closed under parsimonious reductions.
(b) TotP is closed under product reductions.
(c) TotP is not closed under Turing reductions unless $\mathrm{P}=\mathrm{NP}$.
(d) TotP is not closed under approximation preserving reductions unless $\mathrm{P}=\mathrm{RP}$.

Proof. (a) This is true by Theorem 1.7(c).
(b) Let $f \in \operatorname{TotP}$ and $g \leq_{\mathrm{pr}}^{\mathrm{p}} f$. Then for every $x \in \Sigma^{*}$, it holds that $g(x)=f\left(h_{1}(x)\right) \cdot h_{2}(x)$ for some $h_{1}, h_{2} \in \mathrm{FP}$. The functions $f \circ h_{1}$ and $h_{2}$ are both in TotP. So, $g \in \operatorname{TotP}$, since TotP is closed under multiplication.
(c) If TotP is closed under Turing reductions, then $\# \mathrm{SAT} \in \operatorname{TotP}$, since $\# \mathrm{SAT} \leq_{\mathrm{T}}^{\mathrm{p}}$ Permanent and Permanent $\in$ TotP. This would imply that $P=N P$.
(d) TotP contains problems that are approximable, such as \#DNF. Every problem in FPRAS can be trivially reduced to $\#$ DNF under aporoximation preserving reductions. So if TotP is closed under approximation preserving reduction, then FPRAS $\subseteq$ TotP, which in turn implies that $\mathrm{P}=\mathrm{RP}$. The last implication is proven in Corollary 3.5 of Chapter 3 .

### 1.4 Descriptive complexity of \#P

In the area of descriptive complexity, we are interested in determining the type of logic that is needed to express the problems in a complexity class. In specific, to capture counting problems, the following two approaches are relevant to our work [132, 15]. We include some notation, facts, and theorems to introduce the reader to previous useful results.

A relational vocabulary $\sigma=\left\{\mathcal{R}_{1}^{a_{1}}, \ldots, \mathcal{R}_{k}^{a_{k}}\right\}$ is a finite set of relation symbols. Each relation symbol $\mathcal{R}_{i}$ has a positive integer $a_{i}$ as its designated arity.

Definition 1.18. A structure $\mathcal{A}=\left\langle A, R_{1}, \ldots, R_{k}\right\rangle$ over $\sigma$ consists of a set $A$, called the universe of $\mathcal{A}$ and relations $R_{1}, \ldots, R_{k}$ of arities $a_{1}, . ., a_{k}$ on $A$, which are interpretations of the corresponding relational symbols.

A finite ordered structure is a structure with a finite universe and an extra relation $\leq$, which is interpreted as a total order on the elements of the universe.

In what follows, we shall not make a notational difference between the relations $\mathcal{R}_{i}$ and their interpretations $R_{i}$ and denote both by $R_{i}$.

For example, a graph is represented as a finite structure using the vocabulary $\sigma_{G}=E^{2}$ corresponding to the edge relation. A boolean formula $\phi$ in conjunctive normal form with at most three literals per clause, called a 3CNF formula, can be encoded as a finite structure using
the vocabulary $\sigma_{3 C N F}=\left\{C_{0}^{3}, C_{1}^{3}, C_{2}^{3}, C_{3}^{3}\right\}$, where $C_{i}\left(x_{1}, x_{2}, x_{3}\right)$ iff $\neg x_{1} \vee \ldots \vee \neg x_{i} \vee x_{i+1} \vee \ldots \vee x_{3}$ appears as a clause in $\phi$.

We consider that a counting function takes as input a finite ordered structure. The value of the function on some input is the number of feasible solutions to the counting problem corresponding to this function.

Given a relational vocabulary $\sigma$, the set of First-Order logic formulas (FO formulas) over $\sigma$ is given by the following grammar.

$$
\phi:=x=y|R(\vec{x})| \neg \phi|\phi \vee \phi| \exists x \phi \mid \top
$$

where $x, y$ are first-order variables, $R \in \sigma, \vec{x}$ is a tuple of first-order variables, $T$ represents a tautology.

The logical symbols of Second-Order logic (SO) include all the logical symbols of FO and also an infinite set of second-order variables, denoted by uppercase letters $X, Y, Z, \ldots$ Each second-order variable $X$ has an arity, denoted by $\operatorname{arity}(X)$. The set of $\mathbf{S O}$ formulas over $\sigma$ is given by:

$$
\phi:=x=y|R(\vec{x})| X(\vec{y})|\neg \phi| \phi \vee \phi|\exists x \phi| \exists X \phi \mid \top
$$

where $x, y$ are first-order variables, $R \in \sigma, X$ is a second-order variable, $\vec{x}, \vec{y}$ are tuples of first-order variables, and $\top$ represents a tautology.

In addition, we are going to use the boolean connectives $\wedge, \rightarrow$, the quantifier $\forall$, and the symbol $\perp$ that represents the negation of a tautology.

### 1.4.1 $\quad \# \mathrm{P}=\# \mathrm{FO}$

Definition 1.19. Let $\sigma$ be a vocabulary containing the relation symbol $\leq$. Let $f$ be a counting function with structures $\mathcal{A}$ over $\sigma$ as instances. Let $\vec{x}=\left(x_{1}, \ldots, x_{v}\right), \vec{X}=\left(X_{1}, \ldots, X_{r}\right)$, , $r, v \geq 0$, and $r+v>0$, be sequences of first-order and second-order variable symbols, respectively. We say that $f \in \#$ FO if there exists a first-order formula $\phi(\vec{x}, \vec{X})$ with relation symbols from $\sigma \cup \vec{X}$ and free first-order variables from $\vec{x}$, such that,

$$
f(\mathcal{A})=|\{\langle\vec{X}, \vec{x}\rangle \mid \mathcal{A} \models \phi(\vec{x}, \vec{X})\}| .
$$

Classes $\# \Pi_{n}, \# \Sigma_{n}, n \geq 0$, are defined as in the above definition, when $\boldsymbol{\Pi}_{\mathbf{n}}, \boldsymbol{\Sigma}_{\mathbf{n}}$ formulas are used, respectively, instead of arbitrary first-order formulas. For every $n, \boldsymbol{\Sigma}_{\mathbf{n}}\left(\right.$ resp. $\left.\boldsymbol{\Pi}_{\mathbf{n}}\right)$ formulas
is the set of $\mathbf{F O}$ formulas of the form $\exists \vec{x}_{1} \forall \vec{x}_{2 \ldots \exists} \vec{x}_{n-1} \forall \vec{x}_{n} \psi$ (resp. $\forall \vec{x}_{1} \exists \vec{x}_{2 \ldots \exists} \exists \vec{x}_{n} \psi$ ) if $n$ is even, or $\exists \vec{x}_{1} \forall \vec{x}_{2} \ldots \forall \vec{x}_{n} \psi$ (resp. $\forall \vec{x}_{1} \exists \vec{x}_{2} \ldots \forall \vec{x}_{n} \psi$ ) if $n$ is odd.

For example, the problem of counting satisfying assignments of a 3CNF formula is in \#FO, since

$$
\begin{aligned}
\# 3 \operatorname{SAT}(\mathcal{A})=\mid\left\{\langle T\rangle \mid \mathcal{A} \models \forall x_{1} \forall x_{2} \forall x_{3}\left(C_{0}\left(x_{1}, x_{2}, x_{3}\right)\right.\right. & \rightarrow T\left(x_{1}\right) \vee T\left(x_{2}\right) \vee T\left(X_{3}\right) \wedge \\
C_{1}\left(x_{1}, x_{2}, x_{3}\right) & \rightarrow \neg T\left(x_{1}\right) \vee T\left(x_{2}\right) \vee T\left(X_{3}\right) \wedge \\
C_{2}\left(x_{1}, x_{2}, x_{3}\right) & \rightarrow \neg T\left(x_{1}\right) \vee \neg T\left(x_{2}\right) \vee T\left(X_{3}\right) \wedge \\
C_{3}\left(x_{1}, x_{2}, x_{3}\right) & \left.\rightarrow \neg T\left(x_{1}\right) \vee \neg T\left(x_{2}\right) \vee \neg T\left(X_{3}\right)\right)
\end{aligned}
$$

where $\mathcal{A}$ is a structure over $\sigma_{3 C N F}$. In specific, $\# 3$ SAT $\in \# \Pi_{1}$.

The class \#P coincides with \#FO and in fact, with $\# \Pi_{2}$. By considering \#FO and its subclasses, the following hierarchy is formed below \#P.

Theorem 1.8 ([132]). (a) $\# \mathrm{P}=\# \mathrm{FO}=\# \Pi_{2}=\# \Pi_{\mathrm{n}}=\# \Sigma_{\mathrm{n}}$ over finite ordered structures. (b) $\# \Sigma_{0}=\# \Pi_{0} \subsetneq \# \Sigma_{1} \subsetneq \# \Pi_{1} \subsetneq \# \Sigma_{2} \subsetneq \# \Pi_{2}=\# P$.

### 1.4.2 $\# P=\Sigma Q S O(F O)$

Given a vocabulary $\sigma$, the set of Quantitative Second-Order logic (QSO) formulas over $\sigma$ are obtained by also using quantitative quantifiers-addition quantifier $\Sigma$ and multiplication quantifier $\Pi$-over first- and second-order variables. QSO formulas are defined as follows.

$$
\begin{equation*}
\alpha:=\phi|s|(\alpha+\alpha)|(\alpha \cdot \alpha)| \Sigma x . \alpha|\Pi x . \alpha| \Sigma X . \alpha \mid \Pi X . \alpha \tag{1.1}
\end{equation*}
$$

where $\phi$ is an $\mathbf{S O}$ formula over $\sigma, s \in \mathbb{N}, x$ is a first-order variable, and $X$ is a second-order variable.

Let $\mathcal{A}$ be a structure over a vocabulary $\sigma, v$ be a first-order assignment for $\mathcal{A}$, and $V$ be a second-order assignment for $\mathcal{A}$. Then the evaluation of a QSO formula $\alpha$ over $(\mathcal{A}, V, v)$ is defined as a function $[[\alpha]]$ that on input $(\mathcal{A}, V, v)$ returns a number in $\mathbb{N}$. The function $[[\alpha]]$ is recursively defined in Table 1.3. A QSO formula $\alpha$ is said to be a sentence if it does not have any free variable, that is every variable in $\alpha$ is under the scope of a usual or a quantitative quantifier. Notice that if $\alpha$ is a QSO sentence over $\sigma$, then for every structure $\mathcal{A}$, first-order assignments $v_{1}, v_{2}$ for $\mathcal{A}$ and second-order assignments $V_{1}, V_{2}$ for $\mathcal{A}$, it holds that $[[\alpha]]\left(\mathcal{A}, v_{1}, V_{1}\right)=[[\alpha]]\left(\mathcal{A}, v_{2}, V_{2}\right)$. Thus, in such a case we use the term $[[\alpha]](\mathcal{A})$ to denote $[[\alpha]](\mathcal{A}, v, V)$ for some arbitrary firstorder assignment $v$ and some arbitrary second-order assignment $V$ for $\mathcal{A}$.

$$
\left.\begin{array}{c}
{[[\phi]](\mathcal{A}, v, V)=\left\{\begin{array}{l}
1, \text { if } \mathcal{A} \models \phi \\
0, \text { otherwise }
\end{array}\right.} \\
{[[s]](\mathcal{A}, v, V)=s}
\end{array}\right] \begin{array}{r}
{\left[\left[\alpha_{1}+\alpha_{2}\right]\right](\mathcal{A}, v, V)=\left[\left[\alpha_{1}\right]\right](\mathcal{A}, v, V)+\left[\left[\alpha_{2}\right]\right](\mathcal{A}, v, V)} \\
\left.[[\Sigma x . \alpha]](\mathcal{A}, v, V)=\sum_{a \in A}[[\alpha]](\mathcal{A}, v, V)=\left[\left[\alpha_{1}\right]\right](\mathcal{A}, v, V) \cdot\left[\left[a / \alpha_{2}\right]\right](\mathcal{A}, v, V), V\right) \\
{[[\Pi x . \alpha]](\mathcal{A}, v, V)=\prod_{a \in A}[[\alpha]](\mathcal{A}, v[a / x], V)} \\
{[[\Sigma X . \alpha]](\mathcal{A}, v, V)=\sum_{B \subseteq A^{\text {arity }}(X)}[[\alpha]](\mathcal{A}, v, V[B / X])} \\
{[[\Pi X . \alpha]](\mathcal{A}, v, V)=\prod_{B \subseteq A^{\text {arity }}(X)}[[\alpha]](\mathcal{A}, v, V[B / X])}
\end{array}
$$

## Table 1.3: The semantics of QSO formulas.

For example, the problem of counting cliques in a graph $\mathcal{G}$ can be expressed as $\left[\left[\alpha_{\text {clique }}\right]\right](\mathcal{G})$, where $\alpha_{\text {clique }}=\Sigma X . \forall x \forall y(X(x) \wedge X(y) \wedge x \neq y) \rightarrow E(x, y)$.

The syntax of QSO formulas is divided in two levels: the first level is composed by SO formulas over $\sigma$ and the second level is made by quantitative operators of addition and multiplication. By parameterizing one or both of these levels, we define different sets of formulas and different counting classes. We denote $\mathbf{\Sigma} \mathbf{Q S O}$ the fragment of QSO formulas where first- and second-order products are not allowed. $\mathbf{\Sigma Q S O}(\mathbf{F O})$ is the set of $\boldsymbol{\Sigma Q S O}$ formulas obtained by restricting $\phi$ in (1.1) to be an $\mathbf{F O}$ formula. In general, $\boldsymbol{\Sigma} \mathbf{Q S O}(\mathbf{L})$ formulas are $\boldsymbol{\Sigma} \mathbf{Q S O}$ formulas obtained by restricting $\phi$ in (1.1) to be in $\mathbf{L}$.

Definition 1.20. We say that $f \in \Sigma$ QSO(FO) if there exists a $\mathbf{\Sigma Q S O}(\mathbf{F O})$ formula $\alpha$ such that $[[\alpha]](\mathcal{A})=f(\mathcal{A})$, for every ordered finite structure $\mathcal{A}$ over $\sigma$.

Remark 1.5. $\mathbf{\Sigma Q S O}(\mathbf{F O})$ denotes a set of logical formulas, whereas $\Sigma$ QSO(FO) denotes a class of functions. For every logic $\mathbf{L}$, we can define a corresponding class of functions as above and denote it by L .

Theorem 1.9 ([15]). \#P = $\mathrm{ZQSO}(\mathrm{FO})$ over finite ordered structures.

Definition 1.21. (a) A formula $\alpha$ in $\mathbf{\Sigma} \mathbf{Q S O}(\mathbf{L})$ is in $\mathbf{L}$-prenex normal form $(\mathbf{L}-P N F)$ if $\alpha$ is of the form $\Sigma \vec{X} \cdot \Sigma \vec{x} \cdot \phi(\vec{X}, \vec{x})$, where $\vec{X}$ and $\vec{x}$ are sequences of second- and first-order variables, repsectively, and $\phi(\vec{X}, \vec{x})$ is in $\mathbf{L}$.
(b) A formula $\alpha$ in $\mathbf{\Sigma} \mathbf{Q S O}(\mathbf{L})$ is in $\mathbf{L}$-sum normal form ( $\mathbf{L}$-SNF) if $\alpha$ is of the form $\sum_{i=1}^{n} \alpha_{i}$, where each $\alpha_{i}$ is in $\mathbf{L}-P N F$.

Proposition 1.11. ([15, Proposition 5.1]). Every formula in $\mathbf{\Sigma Q S O}(\mathbf{L})$ can be written in L-SNF.

Corollary 1.1. Every formula in \#P can be written in FO-SNF.

### 1.5 A guided tour to this thesis

Many of the results presented in Chapters 2 and 3 are from Eleni Bakali's PhD thesis [22]. However, they are presented here since they are tightly connected to further results and discussion developed within these two chapters. They are also necessary to follow several results and arguments presented later on in the context of this thesis.

Chapter 2 is about the first TotP-complete problems under parsimonious reductions. The first natural TotP-complete problem, denoted by \#Tree-Monotone-Circuit-Sat, is the problem of counting the number of satisfying assignments for a circuit that is monotone under a specific partial order on the set of all assignments $\{0,1\}^{n}$. As a corollary, the problem of counting the satisfying assignments for monotone circuits, where the monotonicity is defined by a partial order which is part of the input, is hard with respect to both exact and approximate computation.

Among others, a particularly interesting problem, which is called Size-of-Subtree, turns out to be TotP-complete. It was first introduced by Knuth [105] as the problem of estimating the size of a backtracking tree, that is the tree produced by a backtracking procedure. Although this problem has been studied under various perspectives (see Section 2.3 for the related references), its worst case complexity had remained open. This was partially due to the fact that, unlike most problems in counting complexity, it does not relate to logical formulas or to common graph theory problems, and cannot even be expressed as a constraint satisfaction problem. TotP-completeness of Size-of-Subtree under parsimonious reductions settled its complexity status.

Combining TotP-completeness of Size-of-Subtree with an algorithm of Knuth [105] for
the problem, it can be shown that any problem in TotP admits a polynomial-time randomized approximation algorithm the error of which depends on the imbalance of the Turing machine's computation tree that corresponds to the problem. We also provide exponential-time hardness results for the problem Size-of-SubTree under variants of the exponential-time hypothesis (ETH) which were first presented in [13]. In particular, we show that under \#ETH there is no deterministic algorithm that solves Size-of-SubTree in subexponential time and under the randomized version of ETH, rETH, there is no randomized algorithm that approximates SIZE-OF-SUBTREE within a $\left(1 \pm \frac{1}{4}\right)$-multiplicative factor in subexponential time.

Finally, we discuss TotP-completeness of a satisfiability problem, denoted by \#Clustered-Monotone-Sat. An instance of \#Clustered-Monotone-Sat exhibits interesting properties that allow navigation among its solutions and enumeration of them with only a polynomial delay from a solution to the next one. Since this problem is AP-interreducible with \#Sat, approximating \#SAT in polynomial time is equivalent to approximating it on instances for which efficient navigation among solutions is possible. This supplements the current knowledge regarding the hardness of \#SAT, where the scattering of solutions of a typical CNF formula and the consequent lack of navigability between them is, often provably, considered as the reason of failure of many algorithms for the problem. Thus any further research regarding the unconditional (im)possibility of approximating \#SAT can be restricted to instances for which an efficient algorithm for navigation between solutions exists.

In Chapter 3 the relationship between the class TotP and FPRAS is examined. Most problems proven so far to admit an fpras belong to TotP, so a reasonable question is whether FPRAS $\subseteq$ TotP. Of course, problems in FPRAS have a decision version in BPP, so if $P \neq B P P$ this is probably not the case. Therefore, a more realistic goal is to determine assumptions under which the conjecture FPRAS $\subseteq$ TotP might be true. The world can be considered as depicted in Figure 1.2, where \#BPP denotes the class of problems in \#P with a decision version in BPP.

This picture was refined in [22] by proving that (a) FPRAS $\nsubseteq$ TotP unless $P=R P$, which means that proving $F P R A S \subseteq \operatorname{TotP}$ would be at least as hard as proving $P=R P$ and (b) TotP $\nsubseteq$ FPRAS if and only if $R P \neq N P$. This not only indicates that there are problems in TotP which do not admit an fpras, it also shows that TotP versus FPRAS is essentially an equivalent formulation of the RP versus NP


Figure 1.2: Relation of FPRAS to counting classes below \#P. problem.

Furthermore, FPRAS lies between two classes that can be seen as counting versions of RP and BPP. Moreover, the class FPRAS' defined here as the subclass of FPRAS with zero error probability when the function value is zero, lies between two classes, namely $\# R P_{1}$ and $\# R P_{2}$, which can both be seen as counting versions of RP.

Both $\# R P_{1}$ and $\# R P_{2}$ seem to be interesting since they contain some natural counting problems the decision versions of which are in RP, but have not been shown to lie in P. However, the two classes do not coincide unless RP $=N P$. It was shown in [22] that $\# R P_{1} \subseteq$ FPRAS which implies that \#NonZErosForPIT and \#CompositenessWitnesses, two counting problems defined here, have an fpras.

Chapters 2 and 3 also contain Notes Sections-Sections 2.6 and 3.4, respectively-in which we outline where the relevant results were first presented.

In Chapter 4 we introduce classes defined by properties of functions that count the total number of computation paths. They can be seen as tot-counterparts of classes defined via functions that count the number of accepting paths or via gap functions [66]. At first, we were interested in the class that gives information about the least significant bit of a TotP function, namely $\oplus_{\text {tot }} P$. According to Toda's astonishing result, $\oplus P, P P$, and \#P are, in a sense, at least as expressive as the polynomial hierarchy. This also holds for the class TotP, since $P^{\operatorname{Tot} P}=P^{\# P}$. Here we explore the power of the tot-definable class $\oplus_{\text {tot }} P$, which turns out to be exactly equal to the class $\oplus P$. In an analogous manner, we define the classes $G a p a t P, U_{\text {tot }} P, \operatorname{Few}_{\text {tot }} P, \operatorname{Mod}_{\text {ktot }} P$, $S P_{\text {tot }} P, W P_{\text {tot }} P, C_{=t o t} P$, and $P_{\text {tot }} P$. We compare them with their analogs, definable by either \#P or GapP functions. We show that each one of them coincides with its counterpart (definable by either a \#P or a GapP function), except for $U_{\text {tot }} P$ and $\mathrm{Few}_{\text {tot }} P$, which are both equal to the class P .

Moreover, building upon a result by Curticapean [52] that $\mathrm{C}_{=} \mathrm{P}$ has a complete problem definable by the TotP function \#PerfMatch, we show that WPP and PP have also complete problems definable by \#PERFMATch. This, together with [52], can be seen as an alternative proof of the fact that the classes $C_{=\text {tot }} P, W P_{\text {tot }} P$, and $P_{\text {tot }} P$ coincide with $C_{=} P, W P P$, and $P P$, respectively.

Finally, we examine the complexity of the promise problem DiffPERFMATCH=g, which is essentially the problem of determining whether the number of perfect matchings of two graphs is either zero or equal to a given value. This problem is WPP-complete and also SPP-hard. First, we give a lower bound for this problem under the randomized exponential-time hypothesis
(rETH). Second, due to the hardness of DiffPerfMatch $_{=g}$ for SPP, a positive result for \#PerfMatch would have consequences for any problem in SPP. A seminal problem in the class is GraphIsomorphism [106, 17, 19], a well-known intermediate NP problem, the exact complexity of which is still a major open question in computational complexity.

In Chapter 5 we focus on logical characterizations of robust subclasses of TotP. We build upon previous work in descriptive complexity of counting problems [132, 15]. Arenas et al. [15] raised the question of defining classes in terms of descriptive complexity that capture either TotP or robust subclasses of TotP, as one of the most important open questions in the area. A robust class of counting problems needs either to have a natural complete problem or to be closed under addition, multiplication, and subtraction by one [15]. In specific, TotP satisfies both the above properties. Note that \#P and \#PE are not closed under subtraction by one (under assumptions about NP) [121, 123].

In particular, we define two subclasses of TotP, namely $\Sigma$ QSO $\left(\Sigma_{2}-2 S A T\right)$ and $\# \Pi_{2}$-1VAR, via logical characterizations; we show robustness of both classes by providing natural complete problems for them. Namely, we prove that the problem \#DisJ2SAT of computing the number of satisfying assignments to disjunctions of 2SAT formulas is complete for $\Sigma$ QSO ( $\Sigma_{2}-2$ SAT $)$ under parsimonious reductions. This reveals that problems hard for $\Sigma$ QSO $\left(\Sigma_{2}-2 S A T\right)$ under parsimonious reductions cannot admit an fpras unless $R P=N P$. We also prove that \#MonSAT is complete for $\# \Pi_{2}-1$ VAR under product reductions. Our result is the first completeness result for \#MonSat under reductions stronger than Turing. Notably, the complexity of \#MonSat has been investigated in [84, 27] and it is still open whether it is complete for TotP, or for a subclass of TotP under reductions for which the class is downwards closed. Although, $\# \Pi_{2}$-1VAR is not known to be downwards closed under product reductions, our result is a step towards understanding the exact complexity of \#MonSat. This first part of Chapter 5 was presented in [24].

In the second and last part of Chapter 5 we define the $\operatorname{logic} \mathbf{R} \boldsymbol{\Sigma} \mathbf{Q}_{\text {SOE }}$ and prove that it captures TotP. Arenas et al. defined recursion on the quantitative level. They extended QSO with function symbols over first-order variables and defined a notion of least fixed point over functions, which allows counting. Analogously to the decision classes FO(LFP) and FO(TC) that capture $P$ and NL, respectively, they defined two classes, namely RQFO(FO) and TQFO(FO), that capture FP and \#L, respectively [15]. They also mentioned that if a specific operator defined using recursion, namely the path operator, included free second order variables, it would probably give alternative ways to capture FPSPACE, or even \#P.

Here we introduce function symbols defined on second order variables and a polynomially bounded partial fixed point operator over functions along the lines of [112]. We believe that this is of independent interest and could help to capture superclasses of \#P. Then, we pose restrictions to our language, since the resulting logic is more expressive than needed.

In Chapter 6 we examine two problems that belong to $\# R P_{2}$, i.e. the class of problems in \#P that have a decision version in RP. Both these problems, namely \#Exact Matchings and \#Blue-Red Matchings, are generalizations of counting perfect matchings in a graph. To start with, we focus on \#Exact Matchings, the problem of counting perfect matchings with exactly $k$ red edges in a graph that has both black and red edges. We give a hardness result for the problem with respect to parameterized complexity: \#Exact Matchings is \#W[1]-hard.

Computing \#Exact Matchings in $K_{3,3}$-free graphs has already been resolved by Mulmuley et al. who described an NC algorithm for it [119]. We show that \#Exact Matchings can also be computed in polynomial time when it is restricted to $K_{5}$-free graphs. Then we turn our attention to \#Exact Matchings in bipartite graphs. We have not concluded yet whether this problem has an fpras or it is inapproximable.

Motivated by a technique developed recently by Anari et al. [6], which was used to show that counting $k$-matchings in planar graphs has an fpras, we study matching polynomials generated by different matching problems: counting perfect matchings / all matchings / $k$-matchings / exact matchings. The technique of [6] connects the mixing time of a Markov chain defined on the set of matchings with the zero-free region of the generating polynomial of the problem. So we are interested in regions of the complex plane in which polynomials related to \#ExACT Matchings have no roots.

We consider this last chapter a starting point for dealing with the complexity of \#ExACT Matchings in bipartite graphs.

Every chapter includes a Discussion of results Section. Chapter 7 contains open questions.

### 1.6 Notes

A survey on classes of counting problems the decision version of which is easy - either in the class P or in RP-can be found in [23], which contains an overview of the work on such classes under different viewpoints: Turing machine based definitions, decsriptive complexity, approximability of them, their characterizations as classes of interval size functions, and so on.

## Chapter 2

## TotP-complete problems

Many counting problems are known to be \#P-complete under Turing reductions. The seminal result of Valiant [149] states that computing the permanent of a matrix with entries in $\{0,1\}$, which is equivalent to counting perfect matchings in bipartite graphs, is such a problem. Since then, many other problems that are hard for \#P under Turing reductions have been determined. Especially, many dichotomy theorems for several counting classes have been proven [50, 40, 41, 43]. A dichotomy theorem for a class of counting problems states necessary and sufficient conditions under which a problem is either in FP or \#P-hard under Turing reductions.

As we already mentioned, TotP and \#P are equivalent under Turing reductions. Among the known \#P-hard problems under Turing reductions, the ones that belong to TotP, are also TotPcomplete under this kind of reductions. Some examples are \#DNF, \#MonSat, \#BiPerfMatch (or Permanent), \#IS, and \#2Sat. In fact, under Turing reductions, \#P is even equivalent to SpanL, a subclass of TotP defined in [9], every problem of which admits an fpras [14]. These observations support the fact that Turing reductions blur structural differences between counting classes [103].

On the contrary, parsimonious reductions can distinguish counting complexity classes inside \#P. For one reason, by preserving the number of solutions, they also preserve the existence of a solution. Second, by being AP reductions, they also preserve approximability of counting problems; if a class with approximable problems was proven to be parsimonious-equivalent with \#P, then all the problems in \#P would be approximable, which in turn would imply RP = NP (see Theorem 3.1). Third, classes with a Turing machine-based definition, like \#P and TotP, are closed under parsimonious reductions.

The above properties and observations justify the urge to study completeness under par-
simonious reductions. A first problem that is complete for TotP under such reductions is, of course, the generic one:

Definition 2.1. (The generic TotP-complete problem) $f_{g e n}$.
Input: $\left(M, x, 1^{t}\right)$, where $M$ is a (binary) $T M, x \in\{0,1\}^{*}$, and $t \in \mathbb{N}$.
Output: $f_{\text {gen }}\left(M, x, 1^{t}\right):=($ the total number of computation paths of $M$ on input $x$, of length at most $t$ ) - 1 .

In this chapter we discuss the first natural - in the sense that no Turing machine is provided as input to their instances-TotP-complete problems under parsimonious reductions. The following results can be found in $[25,13]$ and in Eleni Bakali's PhD thesis [22]. We have included a Notes Section (Section 2.6) which describes in detail where each result first appeared.

### 2.1 The problem \#Tree-Monotone-Circuit-Sat

The first problem that was shown to be TotP-complete under parsimonious reductions is \#Tree-Monotone-Circuit-Sat. We provide the definitions of the tree partial order and the problem \#Tree-Monotone-Circuit-Sat and the proofs of its TotP-hardness and its membership to TotP. The result can then be extended to monotone circuits with respect to other partial orders.

A tree is called (a) binary if every vertex has at most two children, (b) full binary if every vertex has either zero or two children, (c) complete binary if every level of it, except possibly the last one, is completely filled and all vertices in the last level are as far left as possible, (d) perfect binary if it is full binary and complete, i.e. all interior vertices have two children and all leaves have the same depth.

Definition 2.2. We define the tree partial order, denoted $b y \leq_{\text {tree }}$, on $\mathbb{N}$ as the reflexive, transitive, and antisymmetric binary relation, such that if $y=2 x+1$ or $y=2 x+2$ then $x \leq_{\text {tree }} y$.

The tree partial order can be represented graphically on the plane by drawing a node for each natural number and connecting the node of a number with the nodes of its immediate successors. The resulting graph is the tree depicted in Figure 2.1 (note that labeling of the edges in this figure is not related to the partial order defined above), denoted by $T_{\mathbb{N}}$. The root of the tree is labeled with 0 , its children are labeled with 1 and 2 , and so on. Note that $x \leq_{\text {tree }} y$ if and only if $y$ is some descendant of $x$ on $T_{\mathbb{N}}$. So, by enumerating the nodes of the


Figure 2.1: The infinite perfect binary tree $T_{\mathbb{N}}$.
infinite binary tree by the left to right 'breadth first search' (BFS) enumeration, we obtain a representation of the tree partial order.

Let $d_{T_{\mathbb{N}}}(u, v)$ denote the length of the path connecting $u$ and $v$ in $T_{\mathbb{N}}$. We keep $T_{\mathbb{N}}$ in mind in order to define some useful mappings.

Definition 2.3. The following functions are defined :

1. path : $\mathbb{N} \rightarrow\{0,1\}^{*}$. It maps $n$ to the binary string that describes the path that starts from the root of $T_{\mathbb{N}}$ and ends at the vertex with label $n$. For example, path $(3)=00$, path $(9)=010$, path $(0)=\varepsilon$, where $\varepsilon$ is the empty string.
2. num : $\{0,1\}^{*} \rightarrow \mathbb{N}$. It is is defined as the inverse mapping of path.
3. $\operatorname{bin}_{\mathrm{k}}:\left\{0,1, \ldots, 2^{k}-1\right\} \rightarrow\{0,1\}^{k}$. It maps a vertex $n \in\left\{0,1, \ldots, 2^{k}-1\right\}$ of $T_{\mathbb{N}}$ to its binary representation padded with leading zeroes, so as to have length $k$. For example, $\operatorname{bin}_{6}(3)=000011, \operatorname{bin}_{4}(9)=1001$, and $\operatorname{bin}_{3}(9)$ is not defined.

In addition, $\operatorname{bin}_{\mathrm{k}}^{-1}$ is the inverse of $\mathrm{bin}_{\mathrm{k}}$. For simplicity, we slightly abuse notation and use bin and bin ${ }^{-1}$, when the length of the binary representation is clear from the context. For a vertex $u$ of $T_{\mathbb{N}}$, path $(u)$ is the concatenation of labels of edges connecting 0 with $u$ as shown in Figure 2.1.

The functions path, num, $\operatorname{bin}_{k}$, and $\operatorname{bin}_{k}^{-1}$ are polynomial-time computable. This can be seen clearly by their equivalent definitions below.

Proposition 2.1. (a) Let, for a binary string $s$, number $(s)$ be its value in $\mathbb{N}$.

$$
\operatorname{num}(s)=\operatorname{number}(1 ; s)-1
$$

where ; denotes string concatenation.
(b) The function path can be computed recursively:

- $\operatorname{path}(0)=\varepsilon$
- $\operatorname{path}(k)=\operatorname{path}\left(\left\lceil\frac{k}{2}\right\rceil-1\right) ; \overline{\operatorname{parity}}(k)$
where $\overline{\operatorname{parity}}(k)=\left\{\begin{array}{ll}1 & , \text { if } k \text { even } \\ 0 & , \text { if } k \text { odd }\end{array}\right.$ and ; denotes string concatenation.
Definition 2.4. If we restrict $\leq_{\text {tree }}$ on $\left\{0,1, \ldots, 2^{k}-1\right\}$ and apply $\operatorname{bin}_{\mathrm{k}}$, we obtain a partial order on $\{0,1\}^{k}$, which, abusing notation, we also denote by $\leq_{\text {tree }}$.
$T_{k}$ denotes the binary tree representing $\leq_{\text {tree }}$ on $\{0,1\}^{k}$.

For example the complete binary tree $T_{3}$ depicted in Figure 2.2 represents the order $\leq_{\text {tree }}$ on $\{0,1\}^{3}$.

Now the problem \#Tree-Monotone-CircuitSAT can be defined as follows.

Let $C_{n}$ denote a Boolean circuit (see [16, p. 107] for a formal definition) with $n$ input gates and let $C_{n}(z)$


Figure 2.2: The complete binary tree $T_{3}$. be the output of $C_{n}$ on input $z \in\{0,1\}^{n}$.

Definition 2.5. We call a Boolean circuit $C_{n}$ non-increasing with respect to $\leq_{\text {tree }}$ if for every $x, y \in\{0,1\}^{n}, x \leq_{\text {tree }} y$ implies that $C_{n}(x) \geq C_{n}(y)$.

Definition 2.6. \#Tree-Monotone-Circuit-SAt, abbreviated to \#TMC.
Input: A Boolean circuit $C_{n}$, non-increasing with respect to $\leq_{\text {tree }}$.
Output: \#TMC $\left(C_{n}\right):=\left|\left\{y \in\{0,1\}^{n}: C_{n}(y)=1\right\}\right|$, i.e. the number of satisfying assignments for $C_{n}$.

### 2.1.1 TotP-hardness of \#Tree-Monotone-Circuit-Sat

As we discussed in Remark 1.4, for any NPTM $M$ and input $x$, we have that

$$
\operatorname{tot}_{M}(x)=\#(\text { all paths of } M \text { on input } x)-1=\#\left(\text { branchings of } T_{M(x)}\right)
$$

where $T_{M(x)}$ denoted the binary computation tree of $M$.
The sequence of nondeterministic choices of a computation of $M$ can be represented as a binary string $y$ (a left branching corresponds to ' 0 ' and a right branching to ' 1 '). When we write $M(x, y)$ we refer to the output of the Turing machine $M$ on input $x$ and nondeterministic choices
$y$. Specifically, $M(x, y)=1$ if $M$ accepts $x$ with nondeterministic choices $y$ and $M(x, y)=0$ otherwise.
\#TMC was shown to be TotP-hard by reducing the computation of any function $h \in \operatorname{TotP}$ to \#TMC. The key idea is the following. By definition, there is an NPTM $M$ such that for any input $x, h(x)=$ tot $_{M}(x)$. Let $T_{M(x)}$ denote the corresponding computation tree. Consider extending $T_{M(x)}$ to a perfect binary tree $S_{M(x)}$ with the same height, so that all leaves of the original $T_{M(x)}$ tree and all their descendants are labeled as 'halting'. Therefore $h(x)=$ $\#\left(\right.$ branching vertices of $\left.T_{M(x)}\right)=\#\left(\right.$ non-'halting' vertices of $\left.S_{M(x)}\right)$.

Given an $h \in \operatorname{TotP}$ and an input $x$, we can construct a circuit $C$, non-increasing with respect to $\leq_{t r e e}$, such that the number of accepting inputs of $C$ equals $h(x)$. To do that, we use a bijection between inputs of $C$ and paths from the root to vertices of $S_{M(x)}$. $C$ accepts an input if and only if the corresponding path ends at a non-'halting' vertex of $S_{M(x)}$, which in turn corresponds to a branching vertex of $T_{M(x)}$.

Theorem 2.1. For any $h \in$ TotP, it holds that $h \leq_{\text {pars }}^{\mathrm{p}} \# \mathrm{TMC}$.

Proof. Let $h \in$ TotP, and let $M$ be the corresponding NPTM with computation binary tree $T_{M(x)}$. Recall that for every input $x, h(x)=\operatorname{tot}_{M}(x)=\#\left(\right.$ branchings of $\left.T_{M(x)}\right)$. Let $p$ be a polynomial bounding the running time of $M$, thus the height of $T_{M(x)}$ is at most $p(|x|)$.

We construct an NPTM $M^{\prime}$ such that for every instance $x$ of $h$ :
(i) $T_{M^{\prime}(x)}$ is a perfect binary tree of height $p(|x|)+1$.
(ii) $\#\left(\right.$ accepting paths of $\left.M^{\prime}(x)\right)=\#\left(\right.$ branchings of $\left.T_{M(x)}\right)$.
(iii) For $y_{1}, y_{2} \in\{0,1\}^{p(|x|)+1}$, if $y_{1} \leq_{\text {tree }} y_{2}$, then $M^{\prime}\left(x, y_{1}\right) \geq M^{\prime}\left(x, y_{2}\right)$.

In order to describe $M^{\prime}$ we make use of the functions path and bin defined in Definition 2.3.
The operation of $M^{\prime}$ on input $x$ proceeds as follows:

1. Guess a binary string $y$ of length $p(|x|)+1$. Let $n_{y}=\operatorname{bin}^{-1}(y)$.
2. Compute $z=\operatorname{path}\left(n_{y}\right)$.
3. Simulate $M$ on input $x$ and nondeterministic choices $z$.

- If the simulation reaches a halting state of $M$ (possibly using only a prefix of $z$ ), then output 0 .
- If the simulation uses all bits of $z$ without reaching a halting state of $M$, output 1 .

We show that the aforementioned properties (i), (ii), and (iii) hold.
(i) The computation tree of $M^{\prime}$ is a perfect binary tree of height $p(|x|)+1$, since the only nondeterministic choices are made in Step 1 (Step 3 is deterministic).
(ii) The number of accepting paths of $M^{\prime}$ equals the number of branchings of $M$, since $M^{\prime}$ outputs 1 if and only if $z$ corresponds to a computation path of $M$ ending at a branching; recall that bin and path are bijective.
(iii) To prove the third property, it suffices to show that for all $y_{1}, y_{2}$ such that $y_{1} \leq{ }_{\text {tree }} y_{2}$ if $M^{\prime}\left(x, y_{1}\right)=0$ then $M^{\prime}\left(x, y_{2}\right)=0$. If $y_{1} \leq_{\text {tree }} y_{2}$, then $z_{1}=\operatorname{path}\left(\operatorname{bin}^{-1}\left(y_{1}\right)\right)$ is a prefix of $z_{2}=\operatorname{path}\left(\operatorname{bin}^{-1}\left(y_{2}\right)\right)$. This means that whenever $M^{\prime}$ simulates $M$ with nondeterministic choices determined by $z_{2}$, it first passes through the same states as when it simulates $M$ with nondeterministic choices determined by $z_{1}$. So, $M^{\prime}\left(x, y_{1}\right)=0$ means that the simulation of $M$ reaches a halting state using (some of) the bits of $z_{1}$. Thus the remaining bits of $z_{2}$ are ignored and 0 is returned, therefore $M^{\prime}\left(x, y_{2}\right)=0$.

In order to complete the proof, we have to construct for each input $x$ of $h$ a circuit $C_{n}^{x}$ with $n=p(|x|)+1$ input gates, that simulates the computation of $M^{\prime}$ on input $x$, i.e. for all $y \in\{0,1\}^{n}, C_{n}^{x}(y)=M^{\prime}(x, y)$.

It is well known that a construction of a circuit that simulates a Turing machine can be done in polynomial time (see e.g. [124, pp. 171-172]) and the size of the circuit is quadratic to the running time of the Turing machine.
$C_{n}^{x}$ is non-increasing w.r.t. $\leq_{\text {tree }}$ since $M^{\prime}$ has this property (due to (iii)). Thus, we have that $\left|\left\{y \in\{0,1\}^{n}: C_{n}^{x}(y)=1\right\}\right|=\# a c c_{M^{\prime}}(x)=\operatorname{tot}_{M}(x)$, i.e. $\# \operatorname{TMC}\left(C_{n}^{x}\right)=h(x)$ so the reduction is parsimonious.

### 2.1.2 Membership of \#Tree-Monotone-Circuit-Sat in TotP

To show that \#Tree-Monotone-Circuit-Sat belongs to TotP, an NPTM can be constructed such that for every non-increasing circuit w.r.t. $\leq_{\text {tree }}$, the number of branchings of its computation tree is equal to the satisfying assignments of the circuit.

Theorem 2.2. $\#$ TMC $\in$ TotP.

Proof. We are going to construct an NPTM $M$ such that for every monotone circuit $C_{n}$ :

$$
\# \operatorname{TMC}\left(C_{n}\right)=\#\left(\text { branchings of } T_{M\left(C_{n}\right)}\right) .
$$

Since $C_{n}$ is non-increasing with respect to $\leq_{\text {tree }}, M$ can be constructed as follows.

1. $M$ starts with checking whether the assignment corresponding to 0 is unsatisfying, so it first checks whether $C_{n}\left(0^{n}\right)=0$. If this is the case, it halts. Otherwise, $M$ chooses nondeterministically one of the successors of $0^{n}$ with respect to $\leq_{\text {tree }}$, i.e. either $0^{n-1} 1$ corresponding to the natural number 1 or $0^{n-2} 10$ corresponding to 2 and proceeds recursively with this one.
2. If $M$ reaches an assignment $y \in\{0,1\}^{n}$ which corresponds to a leaf of $T_{n}$, then in the case of $C_{n}(y)=0, M$ again halts. Otherwise, it makes a nondeterministic choice between two different computation paths. At each path, $M$ just halts without doing anything else.

Note that the depth of the computation of $M$ is polynomial in $n$ and every binary branching of its computation tree corresponds to a satisfying assignment of $C_{n}$.

Note that \#TMC is a promise problem, since it is not known how to check efficiently whether a circuit is non-increasing w.r.t. $\leq_{\text {tree }}$. To resolve this issue, we can simply extend the function \#TMC on non-valid inputs, i.e. circuits that are not monotone w.r.t. $\leq_{\text {tree }}$, to be equal to $\operatorname{tot}_{M}(x)$, where $M$ is the NPTM which emerges from the membership of \#TMC in TotP (on valid inputs).

### 2.1.3 Extension to monotone circuits with respect to other partial orders

The particular choice of the functions path and num, and the directly related partial order $\leq_{\text {tree }}$, is not the only possible one to yield a TotP-complete problem. It suffices to encode strings of bounded but possibly different length, corresponding to paths of the NPTM of a TotP function, as strings of equal length, corresponding to inputs to the final circuit. That is, we need a family of bijections $\left\{E_{k}\right\}_{k \in \mathbb{N}}$, where $E_{k}: \bigcup_{i=0}^{k-1}\{0,1\}^{i} \cup\left\{0^{k}\right\} \rightarrow\{0,1\}^{k}$. Each such encoding implies a partial order $\leq_{k}^{*}$ on $\{0,1\}^{k}$ for every $k$.

Fix such a family $\left\{E_{k}\right\}_{k \in \mathbb{N}}$ and let \#A be the problem of counting the number of accepting inputs of a circuit monotone w.r.t. $\leq_{m}^{*}$, where $m$ corresponds to the number of input gates of the circuit. \#A can be proven to be TotP-complete by modifying the proofs of this section, provided that $\left\{E_{k}\right\}_{k \in \mathbb{N}}$ has the following properties.

- To show that \#A is TotP-hard we need $E_{m}^{-1}$ to be easily computable, so that the reduction takes polynomial time. The reduction is parsimonious since $E_{m}$ is bijective. For example, simple padding would be a simpler solution, but inadequate, since it is not 1-1.
- To show that $\# \mathrm{~A}$ is in TotP, it must be easy to find the minimum element in $\{0,1\}^{m}$ with respect to $\leq_{m}^{*}$, i.e. to calculate $E_{m}(\varepsilon)$, where $\varepsilon$ is the empty string. Furthermore, for every $x \in\{0,1\}^{m}$, it must be easy to compute the set of its immediate successors w.r.t. $\leq_{m}^{*}$. We note that if $E_{m}^{-1}$ is easily computable, then these properties become equivalent to $E_{m}$ being easily computable.

In conclusion, the proofs given above work if we choose an encoding that is an easily computable and easily invertible bijection. Although an encoding which is simple and natural was chosen (in the sense that it does not involve elaborate error correcting codes e.t.c., it is just a BFS enumeration in binary representation), we stress that for every encoding with the aforementioned properties, such as the binary representation of the depth-first-search enumeration, the corresponding problem is also TotP-complete.

This fact serves as a starting point for someone who needs to prove TotP-completeness for some other family of circuits (e.g. for monotone circuits under the standard notion of monotonicity). To that end it would not be necessary to design a reduction from scratch. It would suffice to design a - probably elaborate - encoding of the nodes of a tree (such as an error correcting code) with the aforementioned desired properties.

### 2.1.4 The case of the partial order being part of the input

In mathematics a monotone function is a function between two ordered sets that preserves or reverses the order of its domain. A circuit, as a function from $\{0,1\}^{n}$ to $\{0,1\}$, can be or not be monotone if we equip $\{0,1\}^{n}$ with some partial order. For example, in computer science literature ([16, Chapter 14.3]), the standard notion of a monotone circuit is defined with respect to the partial order induced by the edges of the boolean hypercube: a $y \in\{0,1\}^{n}$ is an immediate successor of $x \in\{0,1\}^{n}$ if $y$ is obtained by flipping a bit of $x$ from 0 to 1 and a circuit is monotone with respect to this partial order if its output does not decrease when we change the value of an input gate from 0 to 1 .

We saw that for some specific partial orders, counting satisfying assignments to the corresponding monotone circuits is TotP-hard. This has an immediate consequence on the hardness of an analog of \#TMC, where a partial order is given as part of the input.

Corollary 2.1. On input a natural number $n \in \mathbb{N}$, a partial order $p$ on $\{0,1\}^{n}$, and a circuit $C$ with $n$ input gates, which is monotone with respect to $p$, the problem of counting the number of satisfying assignments of $C$ is \#P-complete under both Turing and AP reductions.

Proof. Since \#Tree-Monotone-Circuit-Sat is TotP-complete under parsimonious reductions, it is also \#P-complete under Turing and AP reductions. Then, the result is obtained by generalization.

Note that for an arbitrary partial order, the problem might not belong to TotP, but it is easy to see that it always belongs to \#P, hence the conclusion.

Beware that the above corollary does not imply that the problem is hard for each specific partial order, since the partial order is considered as part of the input. Theoretically speaking there may exist some partial orders for which the corresponding problem admits either an exact efficient algorithm, or an fpras.

### 2.2 Problems related to partially ordered sets

In this section, we are interested in problems of computing the size of a subset of a partially ordered set satisfying some additional properties.

An upper-set of a partially ordered set $(U, \leq)$ is a subset of $U$ which is upwards closed. An uper-set of $(U, \leq)$ is called principal if it is the smallest upper set containing a particular element of $U$. Lower sets are defined similarly as downwards closed subsets of $U$.

Computing the size of the maximum lower set of $\left(\{0,1\}^{n}, \leq_{\text {tree }}\right)$, all elements of which are accepted by a given circuit $C_{n}$, is TotP-complete under parsimonious reductions. This implies that computing the size of the maximum lower set of an arbitrary given partially ordered set, all elements of which share an arbitrary given property $P$, is TotP-hard under parsimonious reductions. It also implies that computing the size of a principal upper set is TotP-hard under parsimonious reductions, thus also \#P-hard under both Turing and AP reductions.

Definition 2.7. Let $(U, \leq)$ be a partially ordered set.
(a) A subset $V \subseteq U$ is called a lower set if for all $y, x \in U,(y \in V$ and $x<y) \Rightarrow x \in V$.
(b) A subset $V \subseteq U$ is called an upper set if for all $y, x \in U,(y \in V$ and $x>y) \Rightarrow x \in V$.
(c) The smallest upper (resp. lower) set containing $x \in U$ is called principal and it is denoted
$b y \uparrow x(r e s p . \downarrow x)$.

Definition 2.8. Let $C_{n}$ be a circuit with $n$ input gates. We will call a subset $V$ of $\{0,1\}^{n}$ $C_{n}$-accepting if for all $x \in V, C_{n}(x)=1$.

Definition 2.9. MAX-LOWER-SET-SIZE.
Input: $A$ circuit $C_{n}$ with $n$ input gates.
Output: The size of the maximum $C_{n}$-accepting lower set w.r.t. $\leq_{\text {tree }}$.

Theorem 2.3. The problem Max-Lower-Set-Size is TotP-complete under parsimonious reductions.

Since every boolean circuit can be considered to compute a property, i.e. a predicate $P$ : $\{0,1\}^{n} \rightarrow\{0,1\}$, where $P(x)=1$ iff $x$ has the property $P$, we get the following corollary.

Corollary 2.2. Let $(U, \leq)$ be a partially ordered set and $P$ a property (equivalently a predicate $P: U \rightarrow\{0,1\})$. The problem of computing the size of the maximum lower set of $U$, all elements of which share property $P$, is TotP-hard.

Corollary 2.3. Let $(U, \leq)$ be a partially ordered set and an element $x \in U$. The problem of computing the size of the principal upper set $\uparrow x$ is TotP-hard.

Proof. Take an instance $C_{n}$ for Max-Lower-Set-Size. We set $U=\{0,1\}^{n}, x=0^{n}$, and we construct a partial order $\leq_{p}$ on $\{0,1\}^{n}$ such that $\uparrow 0^{n}$ equals to the maximum $C_{n}$-accepting lower set w.r.t. $\leq_{\text {tree }}$.

We define $\leq_{p}$ to be the reflexive, transitive, and antisymmetric binary relation such that $x \leq_{p} y$ iff $\left[(y=2 x+1\right.$ or $y=2 x+2)$ and $\left.C_{n}(x)=C_{n}(y)\right]$.

The result is immediate if we compare the above partial order with the tree partial order in Definition 2.2; observe that we get $\leq_{p}$ if we break every chain of subsequent elements in $\left(\{0,1\}^{n}, \leq_{\text {tree }}\right)$ at the points where $x \leq_{\text {tree }} y$ and $C_{n}(x) \neq C_{n}(y)$.

### 2.3 The problem Size-of-Subtree

The problem Size-of-SubTree was initially introduced by Knuth as the problem of estimating the size of a backtracking procedure's tree [105]. There is a number of papers that study this problem from many perspectives and algorithms which succeed in many special cases and practical instances. Knuth provided a probabilistic algorithm practically useful, but with an
exponential error in the worst case. Modifications and extensions of Knuth's algorithm have been presented and experimentally tested in [130, 47, 104]. However, they exhibit no significant improvement on worst case instances. There are also many heuristics and experimental results for the problem restricted to special backtracking algorithms, or special instances to them, see e.g. [36] and references therein. Surprisingly there exist fpras for random models of the problem [71, 147]. Also quantum algorithms for the problem have been studied [10]. Stockmeyer provided unconditional lower bounds for the problem under a model of computation which is not equivalent to the Turing machine, namely a variant of the (non-uniform) decision tree model [140]. Stockmeyer's result implies (unconditionally) that a family of algorithms based on a certain type of sampling methods cannot yield an fpras for the problem.

Size-of-SubTree is the estimation of the size of a tree given in succinct representation. We consider the input tree $S$ to be a subtree of the complete binary tree $T_{k}$ of height $k$, containing the root of $T_{k}$, or some other given vertex of $T_{k}$.

By succinct representation, we mean that the description of the tree is not polynomial to its size, but rather to its height. For example, a truth table $A_{S}: V\left(T_{k}\right) \rightarrow\{0,1\}$ that implements the indicator function of $S$, where $A_{S}(u)=1$ if and only if vertex $u$ of $T_{k}$ belongs to $S$, could also be an instance to the above problem. But it would not be interesting since the size of that tree could be trivially computed in linear time with respect to the size of the input. The interesting cases are those where the indicator function $A_{S}$ is implemented succinctly, e.g. by a circuit of size polynomial to the number of input gates, i.e. polynomial in $|u|$ where $u$ is a vertex of $T_{k}$. Another example of such a succinct representation is by giving as input a backtracking procedure that generates this tree. The latter case was in fact the origin of this problem [105]. The related complexity theory question is whether we can estimate the size of such a tree without traversing it exhaustively.

Clearly, the circuit that emerges from our main reduction in Theorem 2.1 constitutes a succinct representation of the tree containing the branching vertices of the computation tree of any problem in TotP on any input. So it turns out that the problem is TotP-complete under parsimonious reductions. This resolves its worst case complexity, since it implies that it is \#P-complete under both Turing and AP reductions.

Definition 2.10. Size-of-Subtree, abbreviated to $f_{s s}$.
Input: A polynomially computable predicate $A: T_{k} \rightarrow\{0,1\}$ and a vertex $u$ of $T_{k}$.
Output: The size of the maximum subtree $S \subseteq A^{-1}(1)$ with root $u$.


Figure 2.3: An instance of Size-of-Subtree. It holds that $u=000, k=3$, predicate $A$ takes the value 1 on the gray vertices, and the output of the problem is equal to 5 .

Note that height $k$ can be implied by $|u|$. Equivalently, the number $k$ could be given as part of the input. An instance of Size-of-Subtree is given in Figure 2.3.

Theorem 2.4. $f_{s s}$ is TotP-complete.

Proof. (a) TotP-hardness: Let $g \in \operatorname{TotP}$ and let $x$ be some input for $g$. We will map $x$ to an input for $f_{\text {ss }}$. Since $g \in$ TotP, there exists an NPTM $M_{g}$ that runs in time $q(n)$ for some polynomial $q$, s.t. \#(branchings of $\left.T_{M_{g}(x)}\right)=g(x)$. We construct a deterministic polynomialtime $\mathrm{TM} M_{g ; x}^{\prime}$ s.t. $M_{g ; x}^{\prime}(y)=1$ iff the nondeterministic string $y$ represents a computation path of $M_{g}$ on input $x$ that stops at a branching. The input to $f_{s s}$ is $z=\left(M_{g ; x}^{\prime}, 0^{q(|x|)}\right)$. So $f_{s s}(z)=\#\left(\right.$ branchings of $\left.T_{M_{g}(x)}\right)=g(x)$. The details of the reduction are inherited from the proof of Theorem 2.1, thus omitted.
(b) TotP-membership: $f_{s s}$ has an easy decision because for every input $y=(A, u), f_{s s}(y)=$ 0 iff $A(u)=0$.

Also $f_{s s}$ is self-reducible. Let $v_{1}, v_{2}$ be the children of $u$. It holds that if $A(u)=1$, then

$$
f_{s s}(A, u)=f_{s s}\left(A, v_{1}\right)+f_{s s}\left(A, v_{2}\right)+1
$$

otherwise $f_{s s}(A, u)=0$.
The reduction terminates after at most $n=|u|$ steps and the size of the sub-instances is polynomially related to the size of the initial instance, so the conditions of self-reducibility are satisfied.

### 2.3.1 Hard instances of Size-of-Subtree

As was already mentioned, Size-OF-SUBTREE is easy for many practical instances and for some random models of it. On the other hand there are instances for which Size-of-Subtree is hard to approximate; in other words, it cannot be efficiently approximated unless RP $=N P$.

Definition 2.11. Let $n_{1}, n_{2}, n \in \mathbb{N}$ be such that $n_{1}+n_{2}=n$. We call $\left(n_{1}, n_{2}\right)$-tree a binary tree of height at most $n$ that consists of a perfect binary tree of height $n_{1}$, from at most one leaf of which hangs another perfect binary tree of height $n_{2}$.

Theorem 2.5. The problem Size-OF-Subtree restricted to ( $n / 2, n / 2$ )-trees, cannot be approximated in polynomial time within a multiplicative factor $\left(1 \pm \frac{1}{4}\right)$, unless $\mathrm{RP}=\mathrm{NP}$.

Proof. We show that Size-of-Subtree on ( $n / 2, n / 2$ )-trees is inapproximable by reducing USAT - the satisfiability problem restricted to formulas that have at most one satisfying assignmentto it.

Consider the standard NPTM $M$ for SAT: the respective computation tree on input $\phi$ is a perfect binary tree of height $n$. Each leaf corresponds to a truth assignment to the $n$ variables and to the output ' 1 ' if and only if the assignment is satisfying for $\phi$. We define another NPTM $M^{\prime}$ that simulates $M$ and halts whenever $M$ returns ' 0 ', else $M^{\prime}$ makes another set of $n$ nondeterministic choices and halts.

Unsatisfiable formulas correspond to a perfect binary tree of height $n$ (case 1), while formulas with one satisfying assignment correspond to a tree of height $2 n$ consisting of a perfect binary tree of height $n$ from one leaf of which hangs another perfect binary tree of height $n$ (case 2).

If we could approximate the size of any $(n / 2, n / 2)$-tree, for any $n$, within a multiplicative factor ( $1 \pm \frac{1}{4}$ ), then we could distinguish between cases 1 and 2 , and thus we could distinguish between satisfiable and unsatisfiable formulas of USAT. By the Valiant-Vazirani Theorem [151], which probabilistically reduces Sat to USat, we get the conclusion.

### 2.3.2 On the exponential-time complexity of Size-of-Subtree

TotP-completeness of Size-of-Subtree implies exponential-time hardness results for the problem. The lower bounds shown below are relative to variants of the exponential-time hypothesis (ETH) [89], which states that 3SAT- the satifiability problem on 3CNF formulas-cannot be
solved in subexponential time. In particular, the variants we need here are the randomized version rETH, introduced in [45], and the counting version \#ETH introduced in [56]. Let $n$ denote the number of variables of the input formula. The three aforementioned variants of the exponential time hypothesis are as stated below.

ETH: There is no deterministic algorithm that can decide 3SAT in time $\exp (o(n))$.
rETH: There is no randomized algorithm that can decide 3SAT in time $\exp (o(n))$, with error probability at most $1 / 3$.
\#ETH: There is no deterministic algorithm that can compute exactly \#SAT in time $\exp (o(n))$.

Note that the hypothesis rETH is stronger than ETH, which in turn is stronger than \#ETH, in the sense that $\mathrm{rETH} \Rightarrow \mathrm{ETH} \Rightarrow \# \mathrm{ETH}$. The weaker an assumption is, the stronger a hardness result is. On the other hand, stronger assumptions sometimes yield tighter lower bounds.

For Size-of-Subtree let $N$ be the height of the perfect binary tree, subtree of which is the input tree.

## Theorem 2.6.

(a) Under rETH there is no randomized algorithm that computes SIZE-OF-SUBTREE exactly in time $\exp (o(N))$.
(b) Under \#ETH there is no deterministic algorithm that computes SiZE-OF-SUBTREE exactly in time $\exp (o(N / \log N))$.
(c) Under rETH there is no randomized algorithm that approximates Size-of-SubTree within $\left(1 \pm \frac{1}{4}\right)$-multiplicative factor in time $\exp (o(N))$.

Proof. (a) Under rETH there is no randomized algorithm that computes \#2SAT exactly in time $\exp (o(m))$, where $m$ is the number of clauses of the imput formula $\phi$ [56].

Consider the following NPTM $M$ for \#2SAT. First keep a list $l$ that indicates whether variable $i$ has been considered. At the beginning set $l(v) \leftarrow$ 'not considered', for every variable $v$. Halt if all variables are set to 'considered'.

Begin with the first clause. If the first variable $v_{1}^{1}$ of that clause is not yet considered, check if $\phi$ is satisfiable with $v_{1}^{1}$ set either to true or false. If both hold, choose nondeterministically to set $v_{1}^{1}$ to one of these two values. Else, set it to the unique satisfying value, or halt if neither
holds. Then set $l\left(v_{1}^{1}\right) \leftarrow$ 'considered' and set $\phi \leftarrow\left(\phi\right.$ with $v_{1}^{1}$ fixed to the chosen value). Proceed with the second variable of the first clause, if it is not considered so far (and the computation has not halted yet). Repeat the same procedure for the rest of the clauses, until a halting state is reached.
$M$ yields a computation tree that branches at most twice for each clause, thus it has height at most $2 m$. Add a dummy path to $M$ (on instances with at least one solution) and the original definition of TotP is satisfied; the number of branchings of $M$ 's computation tree equals $\# 2 \operatorname{SAT}(\phi)$.

If Size-of-Subtree could be computed by a randomized algorithm in time $\exp (o(N))$, then by the above reduction the same would hold for $\# 2$ SAT, which contradicts rETH.
(b) Under \#ETH there is no deterministic algorithm that computes the PERMANENT exactly in time $\exp (o(m / \log n))$, where $n$ is the size of the input matrix $A_{n \times n}$, and $m$ is the number of non-zero elements in $A_{n \times n}$ [56]. Equivalently, there is no such algorithm for the exact computation of \#BiPERFMATCH on input a bipartite graph with $n$ vertices in each side and $m$ edges.

Consider the NPTM $M$ for \#BiPerfMatch of Example 1.1. $M$ has a computation tree that branches at most once for each edge, thus it has height at most $m$.
W.l.o.g. we assume that $n \leq m$, otherwise a perfect matching trivially does not exist. Thus if Size-of-Subtree could be computed in time $\exp (o(N / \log N))$, then by the above reduction \#PERFMATCH could be computed in time $\exp (o(m / \log n))$, which contradicts \#ETH.
(c) Under rETH there is no randomized algorithm that decides 3USAT, i.e. the satisfiability problem restricted to $\mathbf{3 C N F}$ formulas that have at most one satisfying assignment, in time $\exp (o(n))$, where $n$ is the number of variables of the input formula [45].

Using the reduction of Theorem 2.5 a formula with $n$ variables is reducible to a tree of height $2 n$. Thus, similarly to the proof of Theorem 2.5 , if we could probabilistically approximate SiZe-of-SubTree within $\left(1 \pm \frac{1}{4}\right)$-multiplicative factor in time $\exp (o(N))$, we could also probabilistically decide 3USAT in time $\exp (o(n))$, which contradicts rETH.

In Theorem 2.6, although (c) implies (a), the proof of (a) shows also that a subexponential solution to Size-of-SubTree yields a subexponential solution to \#2SAT, which is not implied by (c).

A more recent result by Curticapean [54] implies a tighter lower bound for Size-of-

Subtree under \#ETH, than the one of Theorem 2.6(b).

Theorem 2.7. Under \#ETH there is no deterministic algorithm that computes SizE-OF-SUBTREE exactly in time $\exp (o(N))$.

Proof. Under \#ETH there is no deterministic algorithm that computes \#BiPERFMATCh exactly in time $\exp (o(n))$ on graphs with $n$ vertices and $\mathcal{O}(n)$ edges [54].

Consider the NPTM $M$ for \#BiPerfMatch of Example 1.1 of height $\mathcal{O}(n)$ as in the above proof. If Size-of-SubTree could be computed in time $\exp (o(N))$, then \#BiPerfMatch could be computed in time $\exp (o(n))$, which contradicts \#ETH.

In fact by similar fine-grained reductions between Size-of-SubTree and other problems in TotP, we can obtain the following results.

Theorem 2.8. If Size-of-Subtree can be probabilistically computed in time $\exp (o(N))$, then Permanent, \#IS, and \#2SAT can be probabilistically computed in time $\exp (o(m))$, where $m$ is the number of non-zero entries of the input matrix, the number of edges of the input graph, and the number of clauses of the input formula, respectively.

Proof. The proof is analogous to those of Theorem 2.6(a) and (b).

### 2.3.3 Implications on the approximability of TotP

## A negative result

First, the following negative result about TotP is a corollary of Theorem 2.6(c).

Corollary 2.4. Under rETH, TotP $\nsubseteq$ FPRAS.

Proof. By Theorem 2.6(c), under rETH there is no subexponential randomized algorithm that approximates Size-of-SUBTREE within $\left(1 \pm \frac{1}{4}\right)$-multiplicative approximation factor. So, under rETH there is no fpras for Size-of-Subtree.

## A positive result

Second, we obtain a simple efficient randomized algorithm for TotP, which is an algorithm described by Knuth in [105].

It is known that for every problem in \#P there is a trivial polynomial-time randomized approximation algorithm, such that the expected value of its output equals the exact number of solutions, but its error is exponential in the worst case ([77, chapter 6.2.2]). For any function in \#P with corresponding NPTM $M$, this algorithm chooses a polynomial-size sample of computation paths of $M$ uniformly at random and outputs the number of accepting paths in the sample over the size of the sample, multiplied by the number of all paths.

For the problem Size-of-SubTree there is another algorithm due to Knuth [105], no better in worst case. However, we have some additional information in the case of an exponential error. Given an input tree, the variance of this algorithm depends on the level of imbalance of the tree. A tree is considered to be perfectly balanced if all its vertices of the same depth have the same degree. In fact, the algorithm works for any finite tree, not necessarily binary. It chooses a random path of the tree, counts the number of vertices and children of the vertices along this path, and estimates the size of the tree to be equal to the size of the perfectly balanced tree that contains such a path.

The following theorem is a consequence of Theorem 2 of [105] and the TotP-completeness of Size-of-SubTree.

Theorem 2.9. For any $f \in$ TotP and every input $x$, there is a polynomial-time randomized approximation algorithm that the expected value of its output equals $f(x)$. The variance of the output of this algorithm is given by

$$
\operatorname{Var}(D)=\sum_{v \in S} \frac{1}{d_{0}^{v} d_{1}^{v} \ldots d_{m-1}^{v}}\left(\left|S_{v_{1}}\right|-\left|S_{v_{2}}\right|\right)^{2},
$$

where $S$ is the computation tree of the NPTM corresponding to $f, m$ is the depth of vertex $v$ in $S, d_{i}^{v}, 0 \leq i \leq m-1$, is the number of children of the $i^{t h}$ vertex in the path from the root to $v$, and $S_{v_{i}}, i=1,2$, is the subtree of $S$ rooted at the $i^{\text {th }}$ child of $v$, denoted $v_{i}$. If vertex $v$ has either 0 or 1 child, then its contribution to the above sum is 0 .

Proof. The result comes from applying equation (13) of [105] and by simplifying terms. We used the facts that the probability of $v$ to be encountered is $1 /\left(d_{0}^{v} d_{1}^{v} \ldots d_{m-1}^{v}\right)$ and that the tree $S$ is binary, so every vertex has either 0,1 or 2 children.

Note that the variance of the above algorithm depends on the amount of imbalance in $S$. For example, if $S$ was perfectly balanced, then the variance would be 0 . On the other hand, if $S$ consisted of the root, a single path of height $n-1$ on the left, and a full complete binary tree of height $n-1$ on the right, then the variance would be exponentially large.

### 2.4 The problem \#Clustered-Monotone-Sat

When \#Tree-Monotone-Circuit-Sat is reduced to \#Sat, the resulting formula has some interesting properties, that unlike an instance of \#SAT in general, allow us to navigate among solutions and enumerate them one by one with only a polynomial delay from one solution to another. The problem of counting satisfying assignments of such formulas is called \#Clustered-Monotone-Sat and it is a TotP-complete problem under parsimonious reductions. As a result, \#Sat is AP-interreducible with \#Clustered-Monotone-Sat.

This means that approximating the number of satisfying assignments of any CNF formula reduces to approximating the number of satisfying assignments of a formula for which navigation between solutions is feasible and conversely. So, regarding the approximability of \#SAT, it suffices to either give an fpras for \#Clustered-Monotone-Sat, or to prove unconditional inapproximability that holds for clustered-monotone formulas as well (and, in fact, that holds even when an algorithm for finding or counting solutions of certain prefix, or for navigating between solutions, is provided along with the input formula). Moreover, the already known conditional hardness of \#SAT extends to the case of \#Clustered-Monotone-Sat as well. Both these problems do not admit an fpras unless RP $=$ NP (see Theorem 3.1).

This is also relevant to the fact that approximate counting for self-reducible problems is equivalent to uniform sampling from the set of solutions and sampling is usually accomplished by Markov chains on the set of solutions, for which navigability is an essential property [92]. From the study of random SAT certain phase transition phenomena have been discovered [46, 118, 109] and rigorously proven [1, 2]. Specifically when we consider typical random CNF formulas of density $a$ (where $a=$ (\#clauses) $(\#$ variables) ), as we increase the density, we observe the following phenomena. First of all, the number of solutions gradually decreases. Secondly, there is a critical value $a_{1}$ such that a random formula is satisfiable with high probability for $a<a_{1}$ and unsatisfiable for $a>a_{1}[46,118,2]$. There is also another critical value $a_{2}$ such that for $a>a_{2}$ the solution space of a typical formula shutters to a large number of clusters of fixed variables $[109,1]$, so that (a) it is hard to find even one solution to the formula and (b) given any cluster of solutions it is hard to find a different one.

Those results indicate which the hard instances of SAT are. It has also been proven that this shuttering phenomenon is the reason of failure of the already known algorithms for SAT (and \#SAT) that are based on Markov chains, because this shuttering translates to ergodicity breaking [4], since the state space of the corresponding Markov chains is not connected. TotP-
completeness of \#Clustered-Monotone-Sat implies that \#Sat remains hard even when navigation among solutions is possible, i.e. when ergodicity holds.

Definition 2.12. 1. For a 3CNF formula $\phi$ and $k \in \mathbb{N}$ we define $f_{\phi}^{k}:\{0,1\}^{k} \rightarrow \mathbb{N}$ such that $f_{\phi}^{k}(a)=\#\left(\right.$ satisfying assignments of $\phi$ with prefix a) for $a \in\{0,1\}^{k}$.
2. A 3CNF formula $\phi$ with $n$ variables is called $k$-clustered-monotone for some $k \leq n$, if for every $a, b \in\{0,1\}^{k}$ such that $a \leq_{\text {tree }} b, f_{\phi}^{k}(a)=0$ implies $f_{\phi}^{k}(b)=0$.

Definition 2.13. \#Clustered-Monotone-Sat, abbreviated to \#CMS.
Input: $y=(\phi, k, M)$, where $\phi$ is $k$-clustered monotone and $M$ is the description of a function such that $M \in \mathrm{FP}$ and $M(a, \phi)=f_{\phi}^{k}(a)$.
Output: $\# \operatorname{CMS}(y):=\#($ satisfying assingnments of $\phi)$.

Theorem 2.10. \#CMS is TotP-complete.

Proof. (a) TotP-hardness. We reduce \#TMC to \#CMS.
Let $C_{k}$ be a Boolean circuit, non-increasing w.r.t. $\leq_{t r e e}$, which has $k$ input gates, one output gate, and $m$ more (inner) gates. We will map $C_{k}$ to an input $y$ of \#CMS.

In the well known reduction of Circuit-SAT to 3SAT that can be found at [16, p. 111], a formula $\phi$ on $n=k+m+1$ variables is constructed, so that each variable corresponds to a gate of $C_{k}$ and

$$
\#(\text { satisfying assignments for } \phi)=\#\left(\text { satisfying assignments for } C_{k}\right)
$$

We can construct $\phi$ in such a way that its first $k$ variables $x_{1}, \ldots, x_{k}$ correspond to the $k$ input gates of $C_{k}$. For every $x_{i}, i \in k+1, \ldots, n$, we construct (at most four) clauses that force $x_{i}$ to be set to the same value as the output of the corresponding gate of $C_{k}$ on input $\left(x_{1}, \ldots, x_{k}\right)$.

We next describe an algorithm which given a formula $\phi$ constructed in the above way and an assignment $a \in\{0,1\}^{k}$ to the first $k$ variables of $\phi$, decides whether there is any satisfying assignment of $\phi$ with $a$ as prefix. If such an assignment exists then it will be unique since each one of the variables $x_{k+1}, \ldots, x_{k+m+1}$ will have to be equal to the output of the corresponding gate of $C_{k}$ on input $a$. Thus this algorithm computes $f_{\phi}^{k}$ in polynomial time.

The algorithm essentially simulates the original circuit $C_{k}$. It begins knowing the assigned values of $x_{1}, \ldots, x_{k}$ and it computes the values corresponding to the output and the inner gates of $C_{k}$. While there are variables which have not been assigned a truth value yet, it loops through them. If such a variable $x_{i}$ corresponds to a gate $g_{i}$ of $C_{k}$ that its inputs correspond to variables
that have already been assigned some value by the algorithm, then the output of $g_{i}$ is assigned to $x_{i}$. It is guaranteed by the construction of $\phi$ that such a variable $x_{i}$ always exists. Finally, when values have been assigned to all variables, the algorithm outputs whether $\phi$ is satisfied by that assignment. If an arbitrary formula $\phi$ that does not correspond to a circuit is given as input to the algorithm, the algorithm will always terminate and output either FALSE or TRUE. For an exact description see Algorithm 1.

```
Algorithm 1
    procedure \(\mathrm{A}\left(\left(a_{1}, \ldots, a_{k}\right), \phi\right) \quad \triangleright \phi\) has \(n\) variables
        for \(i \leftarrow 1, k\) do \(\quad \triangleright\) The first \(k\) variables of \(\phi\) correspond
            \(x_{i} \leftarrow a_{i} \quad \triangleright\) to the input gates of \(C_{k}\)
        end for
        for \(i \leftarrow k+1, n\) do \(\quad \triangleright\) The rest of the variables correspond
            \(x_{i} \leftarrow\) UNDEFINED \(\quad \triangleright\) to the rest of the gates of \(C_{k}\)
        end for
        count \(\leftarrow k \quad \triangleright \#\) (variables of \(\phi\) we have computed so far)
        while count \(<n\) do
            prevcount \(\leftarrow\) count
            for each \(i \in\{k+1, \ldots, n\}\) and each clause \(c\) that occurs in \(\phi\) do
            if \(x_{i}=\) UNDEFINED and ( \(x_{i}\) appears exactly once in \(c\) ) and
            (no variable set to UNDEFINED appears in \(c\) except for \(x_{i}\) ) and
            (the disjunction of literals of \(c\) that do not contain \(x_{i}\) is FALSE ) then
                if \(c\) contains the literal \(x_{i}\) then
                    \(x_{i} \leftarrow\) TRUE
                else
                        \(x_{i} \leftarrow\) FALSE
                end if
                count \(\leftarrow\) count +1
            end if
            end for
            if count \(=\) prevcount then
                    return FALSE \(\quad \triangleright \phi\) has not been constructed by our reduction
            end if
        end while
        return \(\phi\left(x_{1}, \ldots, x_{n}\right)\)
    end procedure
```

The running time of Algorithm 1 is polynomial in the size of the input. Let $M$ be the
description of a TM that implements this algorithm. We map $C_{k}$ to the input $y=(\phi, k, M)$ for \#CMS.
(b) TotP-membership: Let $y=(\phi, k, A)$ be an input to \#CMS. We describe an NPTM with $\# \mathrm{CMS}(y)+1$ leaves, thus showing that the problem lies in TotP.

The description of the NPTM is as follows. If $A\left(0^{k}, \phi\right)=0$ then HALT, else choose nondeterministically one of the following: $1 . \operatorname{HALT}, 2 . \operatorname{EXPLORE}\left(0^{k}\right)$.

The nondeterministic process $\operatorname{EXPLORE}(a)$ for $a \in\{0,1\}^{k}$ is defined as follows:

1. Let $S$ be the set of children of $a$ with respect to $\leq_{\text {tree }}$. For every $b \in S$, simulate $A(b, \phi)$. Let $S^{\prime}=\{b \in S \mid A(b, \phi)>0\}$. Let $\rho=\left|S^{\prime}\right| \in\{0,1,2\}$.
2. Make a branching with $A(a, \phi)+\rho$ branches. For each one of the first $A(a, \phi)$ branches, HALT. Each one of the rest corresponds to some $b \in S^{\prime}$. Run $\operatorname{EXPLORE}(b)$ for the corresponding $b$.

Since any TotP-complete problem under parsimonious reductions is also \#P-complete under AP reductions, we have the following corollary, with all its implications mentioned in the beginning of this section.

Corollary 2.5. \#Sat is AP-interreducible with \#Clustered-Monotone-Sat.

This can be generalized to the following. \#SAT is AP-interreducible with the problem of counting satisfying assignments of a CNF formula for which an algorithm that allows efficient navigation between satisfying assignments exists. By efficient we mean that (a) it is easy to find one solution and (b) the graph that connects two solutions whenever the navigation algorithm can go from the one to the other in polynomial time, is strongly connected and of polynomial width.

### 2.5 Discussion of results

First and foremost, determining the first TotP-complete problems under parsimonious reductions gave some representative problems of TotP, namely the problems \#Tree-Monotone-Circuit-Sat, Max-Lower-Set-Size, Size-of-Subtree, and \#Clustered-MonotoneSAT.

The TotP-complete problem Size-of-SubTREE can express a well-known computational problem, first introduced by Knuth and studied for years by researchers as discussed in Section 2.3. This result has two bright sides. First, the complexity of this well-studied problem was refined. Second, a simple efficient randomized algorithm was obtained for all problems in TotP. Last but not least, the reductions from several (not only counting) problems to Size-ofSubtree established exponential-time lower bounds results for this problem in Subsection 2.3.2. One of there results states that under the randomized ETH, there is no subexponential randomized algorithm that approximates SIzE-OF-SUBTREE within ( $1 \pm \frac{1}{4}$ )-multiplicative factor. We can also infer the following weaker result from the previous statement: If there is no subexponential randomized algorithm for SAT, then TotP $\nsubseteq$ FPRAS, which is also weaker than the result of Corollary 3.1 (shown later on, in Chapter 3 ): If $N P \neq R P$, then $\operatorname{TotP} \nsubseteq$ FPRAS.

Also as discussed in Section 2.4, TotP-completeness of a special case of \#SAT, namely \#Clustered-Monotone-Sat, has as a result that \#Sat $\equiv$ ap \#Clustered-Monotone-Sat. Other special cases of \#SAT, namely \#2SAT and \#MonSAT, are known to be AP-interreducible with \#Sat as well. But AP-interreducibility of \#Sat to \#Clustered-Monotone-Sat has its own value, since it implies that designing an fpras for the problem of counting the number of satisfying assignments of an arbitrary CNF formula reduces to designing such an algorithm for the same problem on a CNF formula for which navigation between solutions is feasible and conversely. Thus, regarding the approximability of \#SAT, it suffices to either give an fpras for \#Clustered-Monotone-Sat or prove unconditional inapproximability that holds for clustered-monotone formulas as well.

### 2.6 Notes

The first TotP-complete problems under parsimonious reductions were first presented in [25] and in Eleni Bakali's PhD thesis [22]. An extended version of these results was recently published [13].

Most results of this chapter were presented in [22]. The results of Subsections 2.1.4 and 2.3.2 first appeared in [13]. Theorem 2.7, which states a stronger lower bound for Size-of-Subtree under \#ETH (compared to Theorem 2.6(b)), was first proven here, in Subsection 2.3.2.

For algorithmic results on TotP-complete problems we refer the reader to [20] and [21], where an additive approximation algorithm for TotP problems and Markov chains for sampling among solutions to TotP-complete problems are given and discussed, respectively.

## Chapter 3

## Relationship between TotP and the class of approximable counting problems

The subject of this chapter is related to the following meta-question: If we can distinguish efficiently between $f(x)=0$ and $f(x) \neq 0$, can we also achieve an efficient approximation of $f(x)$ ? And what about the converse: does an efficient approximation of a counting function imply that we can decide efficiently whether the function is non-zero?

As discussed in Chapter 1, if the counting version of an NP-complete decision problem has an fpras, then RP $=$ NP [59]. In Proposition 1.2 was shown that a problem that admits an fpras, has a decision version in BPP. Remarkably, most approximable problems have a decision version in P and are also self-reducible, so they belong to TotP. Hence, a first worthwhile question to answer is whether FPRAS $\subseteq$ TotP holds. This is answered by Corollary 3.5. For the converse inclusion TotP $\subseteq$ FPRAS, we know that TotP contains problems that are inapproximable unless RP $=N P$, such as \#IS [57]. Corollary 3.1 states that TotP $\subseteq$ FPRAS is in fact, equivalent to $R P=N P$.

Most of this chapter's results were shown in Eleni Bakali's PhD thesis [22]. Our presentation follows [24]. In the Discussion of results and Notes Sections of the current chapter-Sections 3.3 and 3.4, respectively - we refer the reader to the works where these results were first presented.

### 3.1 On \#P versus FPRAS

We start with the relationship between \#P and FPRAS, the class of approximable \#P problems (see Definition 1.6). A corollary of Stockmeyer's Theorem (Theorem 1.3) is that RP $=$ NP
implies the existence of an fpras for every function in \#P. Inversely, if any function in \#P has an fpras, then $N P \subseteq B P P$, which in turn implies that $R P=N P$. These observations are summarized in the following theorem.

Theorem 3.1. $\# P \subseteq$ FPRAS if and only if $R P=N P$.

Proof. If $\# P \subseteq$ FPRAS, then $N P \subseteq B P P$ by Proposition 1.2 and so SAT $\in$ BPP. Since SAT is selfreducible, if it can be solved by a probabilistic Turing machine with bounded probability error, then it can be solved by a probabilistic Turing machine with no false positives, by computing a satisfying assignment [124, problem 11.5.18].

Assume that $\mathrm{RP}=\mathrm{NP}$ holds. By Theorem 1.3, for any function $f \in \# \mathrm{P}$, there exists a polynomial-time (in $|x|$ and in $1 / \varepsilon$ ) algorithm which, using a $\Sigma_{2}^{\mathrm{p}}$ oracle, approximates $f$ within ratio $(1 \pm \varepsilon)$. Since $R P=N P$ is true, it holds that $\Sigma_{2}^{p}=R^{R P} \subseteq B P P$ [157]. Finally it is not hard to verify that the aforementioned deterministic polynomial-time algorithm with access to a BPP oracle, can be replaced by an fpras, that simulates the oracle calls itself.

Remark 3.1. Note that the second part of the proof of Theorem 3.1 can be obtained using the Valiant-Vazirani bisection technique (Theorem 1.2) instead of Stockmeyer's Theorem. Using a similar proof, Dyer et al. showed that \#IS is AP-interreducible to \#SAT even when it is restricted to graphs with maximum degree 25 [59, Theorem 4].

### 3.2 On TotP versus FPRAS

First, note that TotP contains almost all counting problems known to have an fpras, such as \#DNF [98], \#BiPerfMatch [93], and \#NFA [14]. However it also contains problems that are inapproximable unless RP $=$ NP. For example, \#MonSAT [114] and \#IS [59] belong to TotP. Of course, it includes all problems that are AP-interreducible with \#BIS, the problem of counting independent sets in bipartite graphs, which we believe that they form an intermediate class with respect to approximability, i.e. neither they have an fpras nor they are AP-interreducible with \#SAT [59].

So it comes natural that an analog of Theorem 3.1 holds for TotP as well. To state the theorem, we first define an ancillary class, namely the class FPRAS'.

Definition 3.1. $f \in$ FPRAS' $^{\prime}$ if $f \in$ FPRAS and there exists an fpras for $f$, as defined in Definition 1.5, which also outputs $\widehat{f(x)}=0$ with probability 1 in the case of $f(x)=0$.

Proposition 3.1. If $f \in \mathrm{FPRAS}^{\prime}$, then $L_{f} \in \mathrm{RP}$.

Proof. By Proposition 1.2 there is a BPP algorithm for $L_{f}$. By the definition of FPRAS' and the fact that $f \in \mathrm{FPRAS}^{\prime}$, the BPP algorithm for $L_{f}$ can be modified so it has a zero error in the case of 'no' instances. So $L_{f} \in \mathrm{RP}$.

### 3.2.1 (Non)inclusion of TotP in FPRAS

The following result is, in part, a corollary of Theorem 3.1. It also states that if an fpras exists for a TotP problem, then it can be modified so that, for every $x \in \Sigma^{*}$, such that $f(x)=0$, it outputs the correct value with probability 1 .

Corollary 3.1. TotP $\subseteq$ FPRAS if and only if $\operatorname{TotP} \subseteq$ FPRAS $^{\prime}$ if and only if $\mathrm{RP}=\mathrm{NP}$.

Proof. The proof of RP $=\mathrm{NP} \Longrightarrow$ TotP $\subseteq$ FPRAS is completely analogous to that of $\mathrm{RP}=$ $N P \Longrightarrow \# P \subseteq$ FPRAS (see Theorem 3.1).

If $\operatorname{TotP} \subseteq$ FPRAS, then $\#$ IS has an fpras, which implies that $R P=N P[57]$.
Now we prove that $\operatorname{Tot} P \subseteq$ FPRAS iff $\operatorname{TotP} \subseteq$ FPRAS'. Suppose that $\operatorname{TotP} \subseteq$ FPRAS and let $f \in \operatorname{TotP}$. Then $f \in$ FPRAS. We can modify the fpras for $f$ so that it outputs $\widehat{f(x)}=0$ with probability 1 if $f(x)=0$. We can do this since $f(x)=0$ can be determined in polynomial time. So, $f \in \mathrm{FPRAS}^{\prime}$. The other direction is trivial, since $\mathrm{FPRAS}^{\prime} \subseteq$ FPRAS.

Corollary 3.2. \#P $\subseteq$ FPRAS if and only if $\operatorname{TotP} \subseteq$ FPRAS.

Proof. By Proposition 3.1 and Corollary 3.1.

### 3.2.2 Classes of counting problems the decision version of which is in RP

The classes introduced in this subsection, which contain counting problems the decision version of which is in RP, were used in the study of the opposite inclusion, i.e. whether FPRAS is a subset of TotP.

If for a problem in $\# P$, the corresponding counting machine has an RP behavior, i.e. either the majority of the paths are accepting or all paths are rejecting, then the decision version of the problem is in RP. The first class considered below, namely $\# R P_{1}$, contains such problems. However, this seems to be a quite restrictive requirement. Therefore, a second class, which is called $\# R P_{2}$ is defined next.

Definition 3.2. Let $M$ be an NPTM in normal form. We denote by $p_{M}$ the polynomial, such that on any input $x \in \Sigma^{*}, M$ makes $p_{M}(|x|)$ nondeterministic choices.
$\mathcal{M R}=\left\{M \mid M\right.$ is an NPTM in normal form and for all $x \in \Sigma^{*}$ either $^{\operatorname{acc}}{ }_{M}(x)=0$ or $\left.\operatorname{acc}_{M}(x)>\frac{1}{2} \cdot 2^{p_{M}(|x|)}\right\}$.

Definition 3.3. $\# \mathrm{RP}_{1}=\left\{f \in \# \mathrm{P} \mid\right.$ there exists an $M \in \mathcal{M} \mathcal{R}$ such that for all $x \in \Sigma^{*}$, $\left.f(x)=a c c_{M}(x)\right\}$.

Definition 3.4. $\# \mathrm{RP}_{2}=\left\{f \in \# \mathrm{P} \mid L_{f} \in \mathrm{RP}\right\}$.

Note that \# $\mathrm{RP}_{1}$, although restrictive, contains a counting version of one of the most representative problems in RP , for which no deterministic efficient algorithms are known.

Consider the polynomial identity testing problem, denoted by PIT: Given a polynomial $p\left(x_{1}, \ldots, x_{n}\right)$ over some field $\mathbb{F}$, decide whether $p$ is not identically zero. ${ }^{1}$ This algebraic problem captures many interesting and natural computational problems, such as testing equality of two bitstrings in a distributed setting and bipartite perfect matching. Determining the computational complexity of polynomial identity testing is considered one of the most important open problems in the mathematical field of Algebraic Computing Complexity. A probabilistic solution to it is based on the following lemma.

Lemma 3.1 (Schwartz-Zippel Lemma). Let $p\left(x_{1}, \ldots, x_{n}\right)$ be a polynomial of degree $d$ over a field $\mathbb{F}$. Assume that $p$ is not identically zero. Let $S \subseteq \mathbb{F}$ be any finite set. Then, if we pick $y_{1}, \ldots, y_{n}$ independently and uniformly from $S$,

$$
\operatorname{Pr}\left[p\left(y_{1}, \ldots, y_{n}\right)=0\right] \leq \frac{d}{|S|}
$$

Assume that $d<|\mathbb{F}|$. A well-known randomized polynomial time algorithm for PIT, picks $y_{1}, \ldots, y_{n}$ uniformly and independently from $\mathbb{F}$ (if $\mathbb{F}$ is infinite, from a suitably large finite subset of $\mathbb{F}$ ). If $p\left(y_{1}, \ldots, y_{n}\right) \neq 0$, the algorithm announces that $p$ is not identically zero. In this case, the algorithm never makes an error. Otherwise, if $p\left(y_{1}, \ldots, y_{n}\right)=0$, the algorithm announces that $p$ is identically zero. In this case the Schwartz-Zippel lemma guarantees that the probability of error is at most $d /|\mathbb{F}|<1$. So, PIT $\in$ RP. Interestingly, if PIT has a deterministic polynomial time algorithm then we would obtain new circuit lower bounds for the class NEXP [95], which would be a remarkable consequence in complexity theory.

[^0]We define here a counting version of PIT. For a field $\mathbb{F}$, we denote by $\mathbb{F}_{3 d}$ a set of $3 d$ elements of $\mathbb{F}$, which can be chosen deterministically by a Turing machine.

Definition 3.5. \#NonZerosForPIT.
Input: A polynomial $p\left(x_{1}, \ldots, x_{n}\right)$ of degree $d$ over a field $\mathbb{F}$, such that $|\mathbb{F}| \geq 3 d$.
Output: The number of points $\left(y_{1}, \ldots, y_{n}\right) \in \mathbb{F}_{3 d}^{n}$ for which $p\left(y_{1}, . ., y_{n}\right) \neq 0$.

Another problem in $\# R P_{1}$ is the problem of counting the number of compositeness witnesses as defined by the Miller-Rabin primality test, on input an integer $n>2: n$ is written as $2^{s} \cdot d+1$, where $s, d \in \mathbb{N}^{+}$and $d$ is odd. An integer $0<a<n$ is called a witness for the compositeness of $n$ if (a) or (b) holds: (a) $a^{n-1} \not \equiv 1(\bmod n)$,
(b) $a^{n-1} \equiv 1(\bmod n)$ is true and both the following congruence relations hold:
$a^{d} \not \equiv 1(\bmod n)$ and $a^{2^{r} \cdot d} \not \equiv-1(\bmod n)$, for all $0 \leq r<s$.

## Definition 3.6. \#CompositenessWitnesses.

Input: An integer $n>2$.
Output: The number of integers $a \in \mathbb{Z}_{n}^{*}$ that are witnesses for the compositeness of $n$.

A prime number has no such witnesses, whereas for a composite number $n$, at least half of the integers in $\mathbb{Z}_{n}^{*}$ are Miller-Rabin witnesses. Hence there exists an NPTM $M \in \mathcal{M} \mathcal{R}$ that has as many accepting paths as the number of witnesses. Note that in this case the decision problem is in P : given a natural number $n$, it can be decided whether it is a prime number in deterministic polynomial time by the AKS algorithm [3].
$\# \mathrm{RP}_{2}$ contains natural counting problems as well. For example, two problems in $\# R P_{2}$ are \#Exact Matchings and \#Blue-Red Matchings, which are counting versions of Exact Matching [125] and Blue-Red Matching [120], respectively.

Definition 3.7. \#Exact Matchings.
Input: A graph $G=(V, E)$, a subset $E^{\prime} \subseteq E$ and an integer $k$.
Output: The number of perfect matchings of $G$ that contain exactly $k$ edges in $E^{\prime}$.
Definition 3.8. \#Blue-Red Matchings.
Input: $A$ graph $G=\left(V, E_{\text {red }} \cup E_{\text {blue }}\right)$ and two integers $w$ and $B$.
Output: The number of matchings of size at least $B$ with at most $w$ edges in $E_{b l u e}$ (blue edges) and at most $w$ edges in $E_{\text {red }}$ (red edges).

Both Exact Matching and Blue-Red Matching belong to RP (in fact in RNC) as shown in [119, 120], respectively; however, it has remained open so far whether they can be solved
in deterministic polynomial time. Therefore, it is also open whether \#Exact Matchings and \#Blue-Red Matchings belong to TotP.

Proposition 3.2. (a) \#NonZerosForPIT and \#CompositenessWitnesses belong to \#RP ${ }_{1}$. (b) \#Exact Matchings and \#Blue-Red Matchings belong to \#RP ${ }_{2}$.

### 3.2.3 Unconditional inclusions



Figure 3.1: Unconditional inclusions.


Figure 3.2: Conditional inclusions. The following notation is used: $A \rightarrow B$ denotes $A \subseteq B, A \dashv B$ denotes $A \nsubseteq B$, and $A \mapsto B$ denotes $A \subsetneq B$.

This subsection is about unconditional inclusions among the aforementioned classes. Subsection 3.2.4 explores possible inclusions under either the condition $P \neq R P \neq N P$ or $P=R P \neq$ NP.

The results are summarized in Figures 3.1 and 3.2.

Theorem 3.2. (a) $\mathrm{FP} \subseteq \# \mathrm{RP}_{1} \subseteq \# \mathrm{RP}_{2} \subseteq \# \mathrm{P}$.
(b) $\operatorname{Tot} \mathrm{P} \subseteq \# \mathrm{PE} \subseteq \# \mathrm{RP}_{2}$.

Proof. (a) Let $f \in \mathrm{FP}$. We will show that $f \in \# \mathrm{RP}_{1}$ by constructing an NPTM $M \in \mathcal{M} \mathcal{R}$ such that on input $x, \operatorname{acc}_{M}(x)=f(x)$. On input $x \in \Sigma^{*}, M$ computes $f(x)$ and then it computes $i \in \mathbb{N}$ such that $f(x) \in\left(2^{i-1}, 2^{i}\right]$. $M$ makes $i$ nondeterministic choices $b_{1}, b_{2}, \ldots, b_{i}$. Each sequence $b=\left(b_{1}, \ldots, b_{i}\right) \in\{0,1\}^{i}$ determines a path. In particular, $0^{i}$ is the first path and $b=1^{i}$ is the $2^{i}$-th path. $M$ returns yes on every path that is between the first and the $f(x)$-th path. So $\operatorname{acc}_{M}=f(x)$ and since $f(x)>2^{i-1}, M \in \mathcal{M} \mathcal{R}$.

The other inclusions of both (a) and (b) are immediate from the definitions of the classes.

For the class $\# R P_{1}$ we have a guarantee that the number of accepting paths is polynomial with respect to the total number of paths. In fact, their ratio is bounded by a constant. In these cases there is an fpras for approximating the number of accepting paths using the Monte Carlo method. The following lemma is the heart of the Monte Carlo method.

Lemma 3.2 (Unbiased estimator). Let $A \subseteq B$ be two finite sets and let $p=\frac{|A|}{|B|}$. Assume we take $m$ samples from $B$ uniformly at random and let a be the number of them that belong to $A$. Then $\hat{p}=\frac{a}{m}$ is an unbiased estimator of $p$ and if $m=\operatorname{poly}\left(p^{-1}, \varepsilon^{-2}, \log \left(\delta^{-1}\right)\right)$, then we have that

$$
\operatorname{Pr}[(1-\varepsilon) p \leq \hat{p} \leq(1+\varepsilon) p] \geq 1-\delta
$$

Theorem 3.3. $\# \mathrm{RP}_{1} \subseteq \mathrm{FPRAS}^{\prime} \subseteq \# \mathrm{RP}_{2}$.

Proof. For the first inclusion, let $f \in \# \mathrm{RP}_{1}$. Then there exists an $M_{f} \in \mathcal{M} \mathcal{R}$ such that for all $x, \operatorname{acc}_{M_{f}}(x)=f(x)$. Let $q(|x|)$ be the number of nondeterministic choices of $M_{f}$ and $p=\frac{f(x)}{2^{q(|x|)}}$. For any $\varepsilon>0$ and $0<\delta<1$, we can compute an estimate $\hat{p}$ of $p$, by choosing $m=\operatorname{poly}\left(p^{-1}, \varepsilon^{-1}, \log \left(\delta^{-1}\right)\right)$ paths uniformly at random. Then we compute $\widehat{f(x)}=\hat{p} \cdot 2^{q(|x|)}$. By Lemma 3.2 we have that

$$
\operatorname{Pr}[(1-\varepsilon) f(x) \leq \widehat{f(x)} \leq(1+\varepsilon) f(x)] \geq 1-\delta
$$

If $f(x) \neq 0$, then $p>\frac{1}{2}$, so $m=\operatorname{poly}\left(\varepsilon^{-1}, \log \left(\delta^{-1}\right)\right)$ and so we obtain an fpras for $f$. If $f(x)=0$ then $\widehat{f(x)}=0$, hence $f \in$ FPRAS $^{\prime}$.

The second inclusion is a straightforward corollary of Proposition 3.1.

Corollary 3.3. $\# \mathrm{RP}_{1} \subseteq \mathrm{FPRAS}^{\prime} \subseteq \mathrm{FPRAS} \subseteq \# B P P$.

Theorems 3.2 and 3.3 together with Theorem 1.7 are summarized in Figure 3.1.
Corollary 3.4. \#NonZerosForPIT and \#CompositenessWitnesses belong to FPRAS.

Proof. It is immediate from Proposition 3.2 and Theorem 3.3.

### 3.2.4 Conditional inclusions (possible worlds) and consequences of FPRAS $\subseteq \operatorname{TotP}$

Further relationships between the aforementioned classes can be determined with respect to $P$ versus RP versus NP, so that two possible worlds inside \#P emerge. All relationships proven below are demonstrated in Figure 3.2.

Corollary 3.5. If $\mathrm{FPRAS} \subseteq$ TotP then $\mathrm{P}=\mathrm{RP}$.

Proof. If FPRAS $\subseteq \operatorname{TotP}$, then $\# \mathrm{RP}_{1} \subseteq \operatorname{TotP}$ and then for all $f \in \# \mathrm{RP}_{1}, L_{f} \in \mathrm{P}$. So if $A \in \mathrm{RP}$ via $M \in \mathcal{M R}$ then $\# a c c_{M} \in \# \mathrm{RP}_{1}$ and thus $A=L_{\# a c c_{M}} \in \mathrm{P}$. Thus $\mathrm{P}=\mathrm{RP}$.

Corollary 3.6. If $\# R P_{1}=\# R P_{2}$ then $R P=N P$.

Proof. By Theorem 3.3, if $\# \mathrm{RP}_{1}=\# \mathrm{RP}_{2}$, then both are equal to FPRAS'. This would imply that $\mathrm{Tot} \mathrm{P} \subseteq \mathrm{FPRAS}^{\prime} \subseteq \mathrm{FPRAS}$, since $\operatorname{TotP} \subseteq \# \mathrm{RP}_{2}$ by Theorem 3.2(b). Therefore, $\mathrm{RP}=\mathrm{NP}$ by Corollary 3.1.

Theorem 3.4. The inclusions depicted in Figure 3.2 hold under the corresponding assumptions on top of each subfigure.

Proof. First note that intersections between any of the aforementioned classes are non-empty, because FP is a subclass of all of them. For the rest of the inclusions, we have the following.

- In the case of $P=R P \neq N P$.
- By definitions, $\# P \subseteq \# R P_{2} \Leftrightarrow R P=N P$. Therefore, $R P \neq N P \Rightarrow \# P \nsubseteq \# R P_{2}$.
- By Theorem 1.7, the inclusions FP $\subseteq$ TotP $\subseteq \# P E \subseteq \# P$ are proper unless $P=N P$. Therefore, $\mathrm{P} \neq \mathrm{NP} \Rightarrow \mathrm{FP} \subsetneq \operatorname{TotP} \subsetneq \# P E \subsetneq \# P$.
- By Corollary 3.1, TotP $\subseteq$ FPRAS $\Rightarrow R P=N P$. Therefore, RP $\neq N P \Rightarrow \operatorname{TotP} \nsubseteq$ FPRAS.
- By Corollary 3.1, TotP $\subseteq \mathrm{FPRAS}^{\prime} \Rightarrow \mathrm{RP}=\mathrm{NP}$. Therefore, RP $\neq \mathrm{NP} \Rightarrow \operatorname{TotP} \nsubseteq$ FPRAS'.
- By Corollary 3.1 and Theorem 3.3, $\# \mathrm{RP}_{2} \subseteq \mathrm{FPRAS} \Rightarrow \mathrm{TotP} \subseteq \mathrm{FPRAS} \Rightarrow \mathrm{RP}=\mathrm{NP}$. Therefore, $\mathrm{RP} \neq \mathrm{NP} \Rightarrow \# \mathrm{RP}_{2} \nsubseteq$ FPRAS.
- By Theorem 3.3 and Corollary 3.1, $\# R P_{2} \subseteq$ FPRAS $^{\prime} \Rightarrow$ TotP $\subseteq$ FPRAS $^{\prime} \Rightarrow R P=N P$. Therefore, $\mathrm{RP} \neq \mathrm{NP} \Rightarrow \# \mathrm{RP}_{2} \nsubseteq \mathrm{FPRAS}^{\prime}$.
- By Corollary 3.6, $\# R P_{2}=\# R P_{1} \Rightarrow R P=N P$. Therefore, RP $\neq N P \Rightarrow \# R P_{2} \nsubseteq$ $\# R P_{1}$.
- By Theorem 3.1, $\# P \subseteq$ FPRAS $\Leftrightarrow R P=N P$. Therefore, $R P \neq N P \Rightarrow \# P \nsubseteq$ FPRAS.
- By Theorem 1.7 and Corollary 3.1, \#PE $\subseteq$ FPRAS $\Rightarrow$ TotP $\subseteq$ FPRAS $\Rightarrow$ RP $=N P$. Therefore, $\mathrm{RP} \neq \mathrm{NP} \Rightarrow \# \mathrm{PE} \nsubseteq$ FPRAS.
- By Theorem 3.3 and the previous result, \#PE $\subseteq \not \mathrm{RP}_{1} \Rightarrow \# \mathrm{PE} \subseteq \mathrm{FPRAS} \Rightarrow \mathrm{RP}=$ $N P$. Therefore, $R P \neq N P \Rightarrow \# P E \nsubseteq \# R P_{1}$.
- By Theorem 1.7 and Corollary 3.1, \#PE $\subseteq \mathrm{FPRAS}^{\prime} \Rightarrow \operatorname{TotP} \subseteq \mathrm{FPRAS}^{\prime} \Rightarrow \mathrm{RP}=\mathrm{NP}$. Therefore, $R P \neq N P \Rightarrow \# P E \not \subset$ FPRAS $^{\prime}$.
- By Corollary 3.1 and Theorem 3.3, TotP $\subseteq \# \mathrm{RP}_{1} \Rightarrow \operatorname{TotP} \subseteq \mathrm{FPRAS} \Rightarrow \mathrm{RP}=\mathrm{NP}$. Therefore, $R P \neq N P \Rightarrow \operatorname{TotP} \nsubseteq \# R P_{1}$.
- In the case of $P \neq R P \neq N P$.

In addition to all the above results we have also the following ones.

- By definitions, $\# R P_{2} \subseteq \# P E \Leftrightarrow P=R P$. Therefore, $P \neq R P \Rightarrow \# R P_{2} \nsubseteq \# P E$.
- As in the proof of Corollary 3.5 we can show that $\# R P_{1} \subseteq \# P E \Rightarrow P=R P$ holds. Therefore, $\mathrm{P} \neq \mathrm{RP} \Rightarrow \# \mathrm{RP}_{1} \nsubseteq \# P \mathrm{E}$.
- By Theorem 3.3 and the previous result, $F P R A S \subseteq \# P E \Rightarrow \# R P_{1} \subseteq \# P E \Rightarrow P=R P$. Therefore, $\mathrm{P} \neq \mathrm{RP} \Rightarrow \mathrm{FPRAS} \nsubseteq \# P E$.
- Similarly, $\mathrm{FPRAS}^{\prime} \subseteq \# P E \Rightarrow \# R P_{1} \subseteq \# P E \Rightarrow P=R P$. Therefore, $P \neq R P \Rightarrow$ FPRAS' $\nsubseteq \# P E$.
- Similarly, $\# \mathrm{RP}_{1} \subseteq$ TotP $\Rightarrow \mathrm{P}=\mathrm{RP}$. Therefore, $\mathrm{P} \neq \mathrm{RP} \Rightarrow \# \mathrm{RP}_{1} \nsubseteq$ TotP.
- By Theorem 1.7 and the previous result, $\# R P_{1} \subseteq F P \Rightarrow \# R P_{1} \subseteq T o t P \Rightarrow P=R P$. Therefore, $\mathrm{P} \neq \mathrm{RP} \Rightarrow \# \mathrm{RP}_{1} \nsubseteq \mathrm{FP}$.
- By Corollary 3.5, $\mathrm{FPRAS} \subseteq \operatorname{Tot} P \Rightarrow \mathrm{P}=\mathrm{RP}$. Therefore, $\mathrm{P} \neq \mathrm{RP} \Rightarrow \mathrm{FPRAS} \nsubseteq$ TotP.
- Similarly, FPRAS' $\subseteq \operatorname{Tot} P \Rightarrow P=R P$. Therefore, $P \neq R P \Rightarrow F P R A S^{\prime} \nsubseteq \operatorname{Tot} P$.


### 3.3 Discussion of results

One direction of $\# P \subseteq F P R A S$ iff $R P=N P$, namely $\# P \subseteq F P R A S \Rightarrow R P=N P$, is well-known among researchers in the area of counting complexity. The inverse direction, i.e. that $\mathrm{RP}=\mathrm{NP}$ implies \#P $\subseteq$ FPRAS, has a proof that is based on arguments similar to those used in the proof of [59, Theorem 4] and it was first stated as a theorem in [22]. This result was also extended to the class TotP in the same work. Thus it holds that TotP $\subseteq$ FPRAS iff RP $=$ NP (stated as Corollary 3.1 here).

To prove that $\mathrm{FPRAS} \subseteq \operatorname{TotP}$ implies $\mathrm{P}=\mathrm{RP}$, the fact that $\# \mathrm{RP}_{1} \subseteq$ FPRAS was used, i.e. if the accepting paths are more than half of all paths, we can approximate them using the Monte

Carlo method (or an unbiased estimator). Then, the inclusion $\# R P_{1} \subseteq \operatorname{TotP}$ would mean that $R P \subseteq P$.

The class \#RP ${ }_{1}$ contains a counting version of the PIT (Polynomial Identity Testing) problem, which we define here and we denote by \#NonZerosForPit. Given an $n$-variable polynomial $p$ over a field $\mathbb{F}$, \#NonZerosForPIT is the problem of counting the non-zeros of $p$ in a finite and sufficiently large subset of $\mathbb{F}^{n}$. As a result, \#NonZerosForPIT has an fpras. To the extent of our knowledge, this is the only counting problem that admits an fpras, and has a decision version which is in RP, but it is not known whether it belongs to $P$.

Finally, the definition of $\# \mathrm{RP}_{2}$, the class of all \#P functions with a decision version in RP turned our attention to two graph problems that are generalizations of counting matchings in graphs. In Chapter 6 we examine the problem \#Exact Matchings in restricted classes of graphs with respect to its exact and approximate computation. This is the problem of counting the number of perfect matchings with exactly $k$ red edges in a graph with both black and red edges.

### 3.4 Notes

The question about the relationship of TotP to FPRAS was first posed and studied in Eleni Bakali's PhD thesis [22], where most propositions and theorems of this chapter can be found. Bakali also gave a more complete picture of the conditional relationships examined in Subsection 3.2.4, i.e. she considered four different possible worlds, the ones we explored here along with two additional worlds that emerge under the assumptions $P \neq R P=N P$ and $P=R P=N P$.

The class FPRAS' and the problems \#NonZerosForPIT, \#CompositenessWitnesses, \#Exact Matchings, and \#Blue-Red Matchings were first defined and studied in [24]. Here we provided formal definitions of these four problems.

## Chapter 4

## On the power of counting the total number of paths

The relation of Toda's celebrated theorem (Theorem 1.4) to the complexity classes $\oplus \mathrm{P}$ and PP motivated our study of TotP-style variants of these classes, namely $\oplus_{\text {tot }} P$ and $P_{\text {tot }} P$, respectively, in this chapter.

In Toda's Theorem [144], two facts were combined to prove that $\mathrm{PH} \subseteq \mathrm{P} \# \mathrm{P}$. First, $\mathrm{PH} \subseteq$ $B P P^{\oplus}{ }^{P}$, where $\oplus P$ [126] is the class of languages, decidable by an NPTM, where the acceptance condition is that the number of accepting computation paths is odd. Second, $B P P^{\oplus P} \subseteq P^{\# P[1]}$. In other words, $\mathrm{BPP}^{\oplus \mathrm{P}}$ is at least as powerful as the polynomial hierarchy and it can be decided in polynomial time with just one oracle call to a \#P function.

The second part of the proof of Toda's Theorem implies that BPP ${ }^{\oplus P} \subseteq P^{P P}$ and therefore PH $\subseteq$ PPP $^{\text {PP }}$ [144]. PP [75] stands for 'Probabilistic Polynomial-time' and it is a gap-definable class; it is defined based on the difference (or the gap) between accepting and rejecting paths of an NPTM. A language $L$ is in PP if there is an NPTM $M$ such that $x \in L$ iff $M(x)$ has more accepting than rejecting paths. It is also as hard as \#P in the sense that $\mathrm{P}^{\mathrm{PP}}=\mathrm{P} \# \mathrm{P}$ [26].

Apart from the classes $\oplus_{\text {tot }} P$ and $P_{\text {tot }} P$, we introduce here other complexity classes defined by properties of TotP functions. We build upon the study of classes that have definitions based on the number of accepting paths, or the gap of an NPTM [66]. For example, the complexity class UP was introduced in [148] along with unambiguous NPTMs, which means NPTMs that have at most one accepting path. Over the years, many other classes of decision problems were introduced by adding constraints to the acceptance condition of NP. We are going to focus
on the following classes: UP [148], FewP [8], $\oplus \mathrm{P}[126],{ }^{1} \operatorname{Mod}_{\mathrm{k}} \mathrm{P}[44],{ }^{2}$ SPP [121], ${ }^{3}$ WPP [66], C=P [136], and PP [136, 75]. The definitions of these classes are given in Table 4.1. Each of them can be defined by properties of either \#P or GapP functions.

| Class | Function $f$ in: | If $x \in L:$ | If $x \notin L:$ |
| :--- | :--- | :--- | :--- |
| UP | \#P | $f(x)=1$ | $f(x)=0$ |
| FewP | \#P | $f(x) \leq p(\|x\|)$ for <br> some polynomial $p$ <br> and $f(x)>0$ | $f(x)=0$ |
| $\oplus$ P | \#P | $f(x)$ is odd | $f(x)$ is even |
| Mod P | \#P | $f(x) \not \equiv 0(\bmod k)$ | $f(x) \equiv 0(\bmod k)$ |
| SPP | GapP | $f(x)=1$ | $f(x)=0$ |
| WPP | GapP | $f(x)=g(x)$ for <br> some $g \in$ FP with <br> $0 \notin \operatorname{range}(g)$ | $f(x)=0$ |
| C=P | GapP | $f(x)=0$ | $f(x) \neq 0$ [alt-def: |
| PP | GapP | $f(x)>0$ |  |

Table 4.1: Definitions of the classes UP, FewP, $\oplus \mathrm{P}, \operatorname{Mod}_{k} \mathrm{P}, \mathrm{SPP}, \mathrm{WPP}, \mathrm{C}=\mathrm{P}, \mathrm{PP}$.

Remark 4.1. (a) Note that $\operatorname{Mod}_{2} \mathrm{P}=\oplus \mathrm{P}$ and $\mathrm{Mod}_{\mathrm{k}} \mathrm{P}$ for $\mathrm{k}>2$ is a generalization of $\oplus \mathrm{P}$, based on congruence mod integers other than two.
(b) The class Mod $_{\mathrm{k}} \mathrm{P}$ was defined in [35] via the acceptance condition ' $x \in L$ iff $f(x) \not \equiv 0$ $(\bmod k)^{\prime}$. On the other hand, in $[44] \operatorname{Mod}_{k} \mathrm{P}$ was defined via the alternative condition $' x \in L$ iff $f(x) \equiv 0(\bmod k)$ ' (under which the class of [35] would be $\left.\operatorname{coMod}_{k} \mathrm{P}\right)$.
(c) For the alternative definition of $\mathrm{C}_{=} \mathrm{P}$, note that given a function $f \in \mathrm{GapP}$, that satisfies the first definition, we have that the function $f^{2}$ belongs to GapP as well, since GapP is closed under multiplication and $f^{2}$ satisfies the alternative definition, i.e. $x \in L$, if $f^{2}(x)=0$, whereas $x \notin L$, if $f^{2}(x)>0$.

[^1]Known relationships among these classes are given below.

Proposition 4.1 ([131]). (a) UP $\subseteq \mathrm{FewP} \subseteq \mathrm{NP} \subseteq \mathrm{coC}_{=} \mathrm{P} \subseteq \mathrm{PP}$.
(b) FewP $\subseteq \mathrm{SPP} \subseteq \mathrm{WPP} \subseteq \mathrm{C}_{=} \mathrm{P} \subseteq \mathrm{PP}$.
(c) $\mathrm{SPP} \subseteq \oplus \mathrm{P} \subseteq \operatorname{Mod}_{\mathrm{k}} \mathrm{P}$.

In Subsections 4.1.1, 4.1.2, and 4.1.3, we introduce the classes $\mathrm{Gap}_{\text {tot }} \mathrm{P}, \mathrm{U}_{\text {tot }} \mathrm{P}, \mathrm{Few}_{\text {tot }} \mathrm{P}$, $\oplus_{\text {tot }} P, \operatorname{Mod}_{\text {ktot }} P, S P_{\text {tot }} P, W P_{\text {tot }} P, C=$ tot $P, P_{\text {tot }} P$ by properties of TotP functions. Their definitions are summarized in Table 4.2. We examine the relationship between each of them and its counterpart, defined by the same property of either a \#P or a GapP function. Except for $\mathrm{U}_{\text {tot }} \mathrm{P}$ and $\mathrm{Few}_{\text {tot }} \mathrm{P}$ which coincide with P , all the other tot-definable classes are equal to their analogs definable by \#P functions. Thus, for the classes $\oplus P$, $\operatorname{Mod}_{k} P$, SPP, WPP, $C=P$, and PP, we obtain a family of complete problems that are defined by TotP-complete problems under parsimonious reductions (and not by \#P-complete), or equivalently, by problems in P (and not by NP-complete ones).

In Subsection 4.1 .4 we give variants of the Valiant-Vazirani and Toda's Theorems. In Subsection 4.1.5, we present problems definable by a TotP function, that are complete for gapdefinable classes, building upon a relevant result by Curticapean [52]. Finally, we study the complexity of the problem DiffPerfMatch=g in Subsection 4.1.6.

### 4.1 Tot-definable classes

Although we focus on defining tot-counterparts of the classes described in Table 4.1, counting the total number of paths of an NPTM has already been used to define analogs of the classes $R P, B P P$, and $P P$ in [80], which have been denoted by $R_{\text {path }}, \operatorname{BPP}_{\text {path }}$, and $P_{\text {path }}$, respectively. For example, $\mathrm{R}_{\text {path }}$ is the class of languages $L$ such that there exists an NPTM $M$ such that for all $x \in \Sigma^{*}$ it holds that $x \in L$ if $\operatorname{acc}_{M}(x)>\frac{1}{2} \cdot \operatorname{total}_{M}(x)$ and $x \notin L$ if $\operatorname{rej}_{M}(x)=\operatorname{total}_{M}(x)$, where $\operatorname{total}_{M}(x)$ denotes the total number of paths of $M$ on $x$ (not minus 1 ) and $\operatorname{acc}_{M}(x)$, $r e j_{M}(x)$ are the number of accepting and rejecting paths of $M$ on $x$, respectively. Remarkably, $R_{\text {path }}=N P$ and $P_{\text {path }}=P P[80]$. The relationship of $B P P_{\text {path }}$ to other classes, such as $P^{N P[\log ]}$, the Arthur-Merlin class MA, and $\Sigma_{2}^{\mathrm{P}}$, has been studied in [80].

### 4.1.1 The class Gap $_{\text {tot }} P$

For a Turing machine $M$, we define $\Delta M(x)=a c c M(x)-r e j_{M}(x)$, where $a c c_{M}(x), \operatorname{rej}_{M}(x)$ are the number of accepting and rejecting paths of $M$ on $x$, respectively.

Definition 4.1. A function $f: \Sigma^{*} \rightarrow \mathbb{N}$ is in GapP iff there exists an NPTM $M$ such that for all inputs $x, f(x)=\Delta M(x)$.

Equivalently, GapP $=\left\{\Delta M: \Sigma^{*} \rightarrow \mathbb{N} \mid M\right.$ is an NPTM $\}$.

GapP is the closure of \#P under subtraction and its functions can take negative values.

Theorem 4.1. The following are equivalent:

1. $f \in \mathrm{GapP}$.
2. $f$ is the difference of two \#P functions.
3. $f$ is the difference of $a \not \# \mathrm{P}$ and an FP function.
4. $f$ is the difference of an FP and $a \# \mathrm{P}$ function.

In other words, $G a p P=\# P-\# P=\# P-F P=F P-\# P$.
If we consider the difference of two TotP functions instead of \#P ones, we can define a variant of GapP as follows.

Definition 4.2. A function $f$ belongs to the class Gap $_{\text {tot }} P$ iff it is the difference of two TotP functions.

It turns out that the class Gap $_{\text {tot }} P$ is exactly the class $G a p P$.
Proposition 4.2. Gap tot $P=$ GapP.

Proof. Gap ${ }_{\text {tot }} P \subseteq G a p P$ is straightforward, since $\operatorname{TotP} \subseteq$ \#P. For $G a p P \subseteq$ Gap tot $P$, note that for any \#P function $f$, there exist NPTMs $M, M^{\prime}$ such that $f(x)=\operatorname{acc}_{M}(x)=\operatorname{tot}_{M^{\prime}}(x)-\operatorname{tot}_{M}(x)$, where we obtain $M^{\prime}$ by doubling the accepting paths of $M$. So for any $g \in$ GapP there exist NPTMs $N, N^{\prime}, M, M^{\prime}$ such that $g(x)=\operatorname{acc}_{N}(x)-\operatorname{accc}_{M}(x)=\left(\operatorname{tot}_{N^{\prime}}(x)-\operatorname{tot}_{N}(x)\right)-\left(\operatorname{tot}_{M^{\prime}}(x)-\right.$ $\left.\operatorname{tot}_{M}(x)\right)=\left(\operatorname{tot}_{N^{\prime}}(x)+\operatorname{tot}_{M}(x)\right)-\left(\operatorname{tot}_{N}(x)+\operatorname{tot}_{M^{\prime}}(x)\right)=\operatorname{tot}_{M_{1}}(x)-\operatorname{tot}_{M_{2}}(x)$, where $M_{1}, M_{2}$ can be constructed as described in Proposition 1.8.

Corollary 4.1. Gap $_{\text {tot }} P=G a p P=\# P-\# P=\operatorname{TotP}-\operatorname{Tot} P=\# P-F P=F P-\# P=$ $\mathrm{FP}-\mathrm{TotP}=\mathrm{TotP}-\mathrm{FP}$.

Proof. To prove $\# P-F P=F P-\# P=F P-\operatorname{TotP}=\operatorname{TotP}-F P$, we show that $F P-\# P \subseteq$ FP - TotP. This is essentially a proof for $\# P-F P \subseteq T o t P-F P$ as well.

Let $g \in \mathrm{FP}$ and $f=a c c_{M} \in$ \#P. Then, $g(x)-f(x)=g(x)-\left(\right.$ tot $_{M^{\prime}}(x)-$ tot $\left._{M}(x)\right)$, where $M^{\prime}$ is obtained from $M$ by doubling its accepting paths (as in the proof of Proposition 4.2). W.l.o.g. we assume that the computation tree of $M$ is a perfect binary tree (or in other words, $M$ is in normal form), so we have that $g(x)-\left(\operatorname{tot}_{M^{\prime}}(x)-\operatorname{tot}_{M}(x)\right)=g(x)-\left(\operatorname{tot}_{M^{\prime}}(x)-\left(2^{p(|x|)}-1\right)\right)=$ $g^{\prime}(x)-$ tot $_{M^{\prime}}(x)$, where $g^{\prime} \in \mathrm{FP}$ with $g^{\prime}(x)=g(x)+2^{p(|x|)}-1$ for any $x$.

For a \#P function $\operatorname{acc}_{M}$, it holds that $r e j_{M}(x)=2^{p(|x|)}-a c c_{M}(x)$ is also a \#P function. For example, counting unsatisfying assignments for a CNF formula is in \#P. On the contrary, for a TotP function tot $_{M}$, we do not know whether $\left(2^{p(|x|)}-1\right)-\operatorname{tot}_{M}(x)$ belongs to TotP. For example, if counting unsatisfying assignments for a DNF formula $\phi$ is in TotP, then determining if there is an unsatisfying assignment for $\phi$ is in P , which in turn means that determining whether the CNF formula $\neg \phi$ has a satisfying assignment is in P (note that in this case we have to consider $p(|\phi|)=n$, where $n$ is the number of variables of the input formula $\phi$ ). On the other hand, Corollary 4.1 implies that $\left(2^{p(|x|)}-1\right)-\operatorname{tot}_{M}(x)$ and in fact, every \#P function is in $\mathrm{Gap}_{\mathrm{tot}} \mathrm{P}$.

### 4.1.2 The classes $U_{\text {tot }} P$, $\mathrm{Few}_{\text {tot }} \mathrm{P}$, $\oplus_{\text {tot }} P$, and $\operatorname{Mod}_{\text {ktot }} \mathrm{P}$

The definitions of the classes $\mathrm{U}_{\text {tot }} \mathrm{P}, \mathrm{Few}_{\text {tot }} \mathrm{P}, \oplus_{\text {tot }} \mathrm{P}$, and $\mathrm{Mod}_{\text {ktot }} \mathrm{P}$ are analogous to those in Table 4.1, but instead of \#P or GapP functions, functions in either TotP or GaptotP are used to define them. They are summarized in Table 4.2.

The class UP appears in the well known Valiant-Vazirani Theorem which states that there is a randomized reduction from an instance of SAT to a CNF formula which has at most one satisfying assignment.

Theorem 4.2 (Valiant-Vazirani Theorem [151]). NP $\subseteq \mathrm{RP}^{\text {UP }}$.

Below, we explore the computational power of the tot-definable class $\mathrm{U}_{\text {tot }} \mathrm{P}$.
Proposition 4.3. (a) $\mathrm{P}=\mathrm{U}_{\text {tot }} \mathrm{P}$.
(b) $\mathrm{U}_{\text {tot }} \mathrm{P} \subseteq \mathrm{UP}$.
(c) If $\mathrm{UP} \subseteq \mathrm{U}_{\text {tot }} \mathrm{P}$, then $\mathrm{P}=\mathrm{UP}$ (and thus $\mathrm{RP}=\mathrm{NP}$ ).

Proof. (a) Let $L \in \mathrm{U}_{\text {tot }} \mathrm{P}$. Then there exists an NPTM $M$ such that $x \in L$ iff $M$ has 2 paths, whereas $x \notin L$ iff $M$ has 1 path. On any input, the polynomial time Turing machine $M^{\prime}$

| Class | Function $f$ in: | If $x \in L$ : | If $x \notin L$ : |
| :---: | :---: | :---: | :---: |
| $U_{\text {tot }} \mathrm{P}$ | TotP | $f(x)=1$ | $f(x)=0$ |
| $\mathrm{Few}_{\text {tot }} \mathrm{P}$ | TotP | $f(x) \leq p(\|x\|)$ for some polynomial $p$ and $f(x)>0$ | $f(x)=0$ |
| $\oplus_{\text {tot }} \mathrm{P}$ | TotP | $f(x)$ is odd | $f(x)$ is even |
| $\mathrm{Mod}_{\text {ktot }} \mathrm{P}$ | TotP | $f(x) \not \equiv \equiv 0(\bmod k)$ | $f(x) \equiv 0(\bmod k)$ |
| $S P_{\text {tot }} P$ | $\mathrm{Gap}_{\text {tot }} \mathrm{P}$ | $f(x)=1$ | $f(x)=0$ |
| $W P_{\text {tot }} \mathrm{P}$ | $\mathrm{Gap}_{\text {tot }} \mathrm{P}$ | $f(x)=g(x)$ for some $g \in \mathrm{FP}$ with $0 \notin$ range ( $g$ ) | $f(x)=0$ |
| $\mathrm{C}_{=\text {tot }} \mathrm{P}$ | $\mathrm{Gap}_{\text {tot }} P$ | $f(x)=0$ | $\begin{aligned} & f(x) \neq 0 \text { [alt-def: } \\ & f(x)>0] \end{aligned}$ |
| $\mathrm{P}_{\text {tot }} \mathrm{P}$ | $\mathrm{Gap}_{\text {tot }} \mathrm{P}$ | $f(x)>0$ | $\begin{aligned} & f(x) \leq 0 \text { [alt-def: } \\ & f(x)<0] \end{aligned}$ |

Table 4.2: Definitions of the classes $U_{\text {tot }} P$, Few tot $P, \oplus_{\text {tot }} P, \operatorname{Mod}_{k \text { tot }} P, S P D_{\text {tot }} P, W P_{\text {tot }} P, C_{=\text {tot }} P, P_{\text {tot }} P$.
simulates either the unique path or the two paths of $M$ deterministically and it either rejects or accepts, respectively. This is a proof of (b) as well. Inversely, if $L \in \mathrm{P}$, then there is an NPTM $N$, which, for any input $x$, simulates the corresponding deterministic computation and generates one or two paths if the answer is 'no' or 'yes', respectively.
(c) By (a), if $U P \subseteq U_{\text {tot }} P$, then $U P \subseteq P$ and $R P=N P$ by the Valiant-Vazirani Theorem.

In fact, the classes $\mathrm{U}_{\text {tot }} \mathrm{P}$ and $\mathrm{Few}_{\text {tot }} \mathrm{P}$ coincide.
Proposition 4.4. (a) $\mathrm{P}=\mathrm{U}_{\text {tot }} \mathrm{P}=\mathrm{Few}_{\text {tot }} \mathrm{P}$.
(b) If Few $\mathrm{P} \subseteq \mathrm{Few}_{\text {tot }} \mathrm{P}$, then $\mathrm{P}=\mathrm{FewP}$.

Proof. Part (b) is immediate from (a). For (a), let $L \in \mathrm{Few}_{\text {tot }} \mathrm{P}$. Consider the Turing machine $M$ which has either more than 1 but polynomially many paths if $x \in L$ or just 1 path if $x \notin L$. Then an NPTM, let's say $M^{\prime}$, simulates deterministically all the paths of $M$ and in the first case $M^{\prime}$ makes a branching forming two paths, while in the second case it halts. So, $L \in \mathrm{U}_{\text {tot }} \mathrm{P}$.

Next we show that the classes $\oplus_{\text {tot }} P$ and $\operatorname{Mod}_{k t o t} P$ coincide with $\oplus P$ and $M o d_{k} P$, respec-
tively. As mentioned above, Toda showed that $\mathrm{PH} \subseteq \mathrm{BPP}^{\oplus P}$ as an intermediate step for proving his theorem. The proof was completed by proving that $\mathrm{BPP}^{\oplus \mathrm{P}}$ can be decided in polynomial time using an oracle call to \#P. In fact, only the value of a \#P function modulo $2^{m}$, for some $m$, is needed. Since, $\mathrm{P}^{\text {TotP }}=\mathrm{P}^{\# \mathrm{P}}$, it also holds that $\mathrm{PH} \subseteq \mathrm{P}^{\text {TotP }}$. It is natural to ask about the power of classes that give information about either bits of TotP functions or the value of TotP functions mod $k$.

Problems in $\oplus \mathrm{P}$ can be decided with the information of the rightmost bit of a $\# \mathrm{P}$ function. The class $\oplus_{\text {tot }} P$ is the class of decision problems, for which the acceptance condition is that the number of all computation paths of an NPTM is even (or the number of all computation paths minus 1 is odd).

Proposition 4.5. $\oplus_{\text {tot }} P=\oplus P$.

Proof. $\oplus_{\text {tot }} \mathrm{P} \subseteq \oplus \mathrm{P}$ : Consider a language $L \in \oplus_{\text {tot }} \mathrm{P}$ and the NPTM $M$ such that $x \in L$ iff $\operatorname{tot}_{M}(x)$ is odd. Consider an NPTM $M^{\prime}$ that simulates $M$. Since, $M^{\prime}$ can distinguish the leftomost path of $M$, it rejects on this path and it accepts on every other path. Then, $x \in L$ iff $\operatorname{acc}_{M^{\prime}}(x)$ is odd.
$\oplus \mathrm{P} \subseteq \oplus_{\text {tot }} \mathrm{P}$ : Let $L \in \oplus \mathrm{P}$ and $M$ be the NPTM such that $x \in L$ iff $\operatorname{acc}_{M}(x)$ is odd. Then, we obtain $M^{\prime}$ by doubling the rejecting paths of $M$ and add one more path. It holds that $x \in L$ iff $\operatorname{tot}_{M}(x)$ is odd.

We also give an alternative proof of Proposition 4.5. Let $\oplus \mathrm{PL}-\mathrm{RTw}-\mathrm{Mon}-3 \mathrm{CNF}$ be the problem that on input a planar 3CNF formula where each variable appears positively and in exactly two clauses, accepts iff the formula has an odd number of satisfying assignments. The counting version of this problem, namely \#PL-RTw-Mon-3CNF, is in TotP; it is self-reducible like every satisfiability problem and has a decision version in P , since every monotone formula has at least one satisfying assignment.

Proposition 4.6 ([150]). $\oplus$ PL-RTw-MON-3CNF is $\oplus \mathrm{P}$-complete.
Corollary 4.2. $\oplus_{\text {tot }} \mathrm{P}=\oplus \mathrm{P}$.

Proof. Let $L \in \oplus \mathrm{P}$. Then, it holds that $x \in L$ iff $f(x) \equiv 1(\bmod 2)$ for some $f \in \# \mathrm{P}$. By Proposition 4.6, there is an $h \in \mathrm{FP}$, such that $x \in L$ iff \#Pl-RTw-Mon-3CNF $(h(x)) \equiv 1$ $(\bmod 2)$. So, define the TotP function $g=$ \#Pl-RTw-Mon-3CNF $\circ h$. Then $x \in L$ iff $g(x) \equiv 1$ $(\bmod 2)$ and thus $L \in \oplus_{\text {tot }} P$.

By generalizing the acceptance condition, we obtain $\operatorname{Mod}_{\text {ktot }} \mathrm{P}$ classes for any $k \in \mathbb{N}$, which in fact, is the class $\operatorname{Mod}_{k} P$.

Proposition 4.7. $\operatorname{Mod}_{\mathrm{ktot}} \mathrm{P}=\operatorname{Mod}_{\mathrm{k}} \mathrm{P}$.

Proof. The proof of $\operatorname{Mod}_{\text {ktot }} \mathrm{P} \subseteq \operatorname{Mod}_{\mathrm{k}} \mathrm{P}$ is very similar to the proof of $\oplus_{\text {tot }} \mathrm{P} \subseteq \oplus \mathrm{P}$ in Proposition 4.5.

For the inclusion $\operatorname{Mod}_{\mathrm{k}} \mathrm{P} \subseteq \operatorname{Mod}_{\mathrm{ktot}} \mathrm{P}$, let $L \in \operatorname{Mod}_{\mathrm{k}} \mathrm{P}$ and $M$ be the NPTM such that $x \in L$ iff $\operatorname{acc}_{M}(x) \equiv a(\bmod k)$, for some $m \in\{1, \ldots, k-1\}$. Then, $M^{\prime}$ can be obtained from $M$ by generating $k$ paths for every rejecting path and one more path (a dummy path). So, \#(paths of $M^{\prime}$ on input $\left.x\right)-1 \equiv a(\bmod k)$. So, there is an NPTM $M^{\prime}$, such that $\operatorname{tot}_{M^{\prime}}(x) \equiv$ $\operatorname{acc}_{M}(x)(\bmod k)$.

Remark 4.2. The above proof shows that, not only equivalence or non-equivalence modulo $k$ is preserved, but also the value of the \#P function modulo $k$ is preserved.

Conclusion 4.1. So, we can say that if we have information about the rightmost bit of a TotP function is as powerful as having information about the rightmost bit of a \#P function. Toda's Theorem would be true if we used $\oplus_{\text {tot }} \mathrm{P}$ instead of $\oplus \mathrm{P}$. Moreover, it holds that $\mathrm{BPP}^{\oplus \mathrm{P}} \subseteq \mathrm{P}^{\operatorname{TotP}[1]}$, where it suffices to make an oracle call to $a \operatorname{TotP}$ function mod $2^{m}$, for some $m$. However, $\mathrm{U}_{\text {tot }} \mathrm{P}$ is defined by a constraint on a TotP function that yields only nondeterministic Turing machines with polynomially many paths. This means that $U_{\text {tot }} \mathrm{P}$ gives no more information than the class P and as a result, it cannot replace the class UP in the Valiant-Vazirani Theorem.

### 4.1.3 The gap-definable classes $S P_{\text {tot }} P, W P_{\text {tot }} P, C_{=\text {tot }} P$, and $P_{\text {tot }} P$

By Proposition 4.2 and the definitions of the classes $S P_{\text {tot }} P, W P_{t o t} P, C_{=t o t} P$, and $P_{\text {tot }} P$, we have that these classes are equal to $S P P, W P P, C_{=} P$, and $P P$, respectively.

Corollary 4.3. (a) $\mathrm{SP}_{\text {tot }} \mathrm{P}=\mathrm{SPP}$.
(b) $\mathrm{WP}_{\text {tot }} \mathrm{P}=\mathrm{WPP}$.
(c) $\mathrm{C}_{=\text {tot }} \mathrm{P}=\mathrm{C}_{=} \mathrm{P}$.
(d) $\mathrm{P}_{\text {tot }} \mathrm{P}=\mathrm{PP}$.

The next corollary is an analog of Proposition 4.1. It is immediate from Proposition 4.1 and the propositions of Subsections 4.1.2, 4.1.3.

Corollary 4.4. (a) $\mathrm{P}=\mathrm{U}_{\text {tot }} \mathrm{P}=\mathrm{Few}_{\text {tot }} \mathrm{P} \subseteq \mathrm{NP} \subseteq \operatorname{coC}_{=\text {tot }} \mathrm{P} \subseteq \mathrm{P}_{\text {tot }} \mathrm{P}$.
(b) $\mathrm{Few}_{\text {tot }} \mathrm{P} \subseteq \mathrm{SP}_{\text {tot }} \mathrm{P} \subseteq \mathrm{WP}_{\text {tot }} \mathrm{P} \subseteq \mathrm{C}_{=\text {tot }} \mathrm{P} \subseteq \mathrm{P}_{\text {tot }} \mathrm{P}$.
(c) $\mathrm{SP}_{\text {tot }} \mathrm{P} \subseteq \oplus_{\text {tot }} \mathrm{P} \subseteq \operatorname{Mod}_{\mathrm{ktot}} \mathrm{P}$.

### 4.1.4 Variants of the Valiant-Vazirani and Toda's Theorems

Consider the following satisfiability problems.

$$
\begin{gathered}
\oplus \operatorname{SAT}=\{\phi \mid \# \operatorname{SAT}(\phi) \not \equiv 0(\bmod 2)\} \\
\operatorname{MoD}_{k} \operatorname{SAT}=\{\phi \mid \# \operatorname{SAT}(\phi) \not \equiv 0(\bmod k)\}
\end{gathered}
$$

Since \#SAT is \#P-complete under parsimonious reductions, $\oplus$ SAT and $\mathrm{MOD}_{k}$ SAT are complete for $\oplus \mathrm{P}$ and $\mathrm{Mod}_{\mathrm{k}} \mathrm{P}$, repsectively.

For any $\# \mathrm{~A} \in \# \mathrm{P}$, we define two decision problems related to $\# \mathrm{~A}: \oplus \mathrm{A}=\left\{x \in \Sigma^{*} \mid f(x) \not \equiv\right.$ $0(\bmod 2)\}$ and $\operatorname{Mod}_{k} \mathrm{~A}=\left\{x \in \Sigma^{*} \mid f(x) \not \equiv 0(\bmod k)\right\}$. Then completeness results for $\oplus \mathrm{A}$ and $\mathrm{MoD}_{k} \mathrm{~A}$ can be proven, provided that \#A is TotP-complete under parsimonious reductions.

Proposition 4.8. Let \#A be TotP-complete under parsimonious reductions. Then,
(a) $\oplus \mathrm{A}$ is complete for $\oplus \mathrm{P}$,
(b) $\mathrm{MOD}_{k} \mathrm{~A}$ is complete for $\mathrm{Mod}_{\mathrm{k}} \mathrm{P}$.

Proof. (a) It holds that $\# A \in \# P$, thus, by definition $\oplus A \in \oplus P$. Since $\# A$ is TotP-complete under parsimonious reductions, the problem $\oplus \mathrm{A}$ is $\oplus_{\text {tot }} \mathrm{P}$-complete. By Proposition 4.5, it is also $\oplus \mathrm{P}$-complete. The proof of (b) is completely analogous.

The following problems are related to the TotP-complete function \#Tree-Monotone-Circuit-Sat given in Definition 2.6.

$$
\oplus \mathrm{TMC}=\left\{C \mid C \text { is non-increasing w.r.t. } \leq_{\text {tree }} \text { and } \# \mathrm{TMC}(C) \not \equiv 0 \quad(\bmod 2)\right\}
$$

$\mathrm{MoD}_{k} \mathrm{TMC}=\left\{C \mid C\right.$ is non-increasing w.r.t. $\leq_{\text {tree }}$ and $\left.\# \mathrm{TMC}(C) \not \equiv 0(\bmod k)\right\}$
By Proposition 4.8, these are complete for $\oplus \mathrm{P}$ and $\operatorname{Mod}_{\mathrm{k}} \mathrm{P}$, respectively.

The next three corollaries are derived from the Valiant-Vazirani Theorem (Theorem 4.2), Toda's Theorem (Theorem 1.4), and the results of this section.

Corollary 4.5. (a) $\mathrm{NP} \subseteq \mathrm{RP}^{\oplus \text { tot }} \mathrm{P}$.
(b) $\mathrm{SAT} \in \mathrm{RP}^{\oplus} \mathrm{TMC}$.

Proof. (a) A consequence of the Valiant-Vazirani Theorem is that NP $\subseteq \mathrm{RP}^{\oplus}{ }^{\mathrm{P}}$. So, by Proposition 4.5 , we have that $N P \subseteq R^{\oplus}{ }^{\oplus}$ tot $P$.
(b) It is immediate from (a) and the $\oplus \mathrm{P}$-completeness of $\oplus \mathrm{TMC}$.

Corollary 4.6. (a) $\mathrm{PH} \subseteq \mathrm{BPP}^{\oplus \text { tot }} \mathrm{P}$.
(b) $\mathrm{PH} \subseteq \mathrm{BPP}^{\oplus}{ }^{\mathrm{TMC}}$.

Proof. (a) It is immediate from Toda's Theorem and Proposition 4.5.
(b) By Toda's Theorem and the $\oplus \mathrm{P}$-completeness of $\oplus \mathrm{TMC}$, we have that $\mathrm{PH} \subseteq \mathrm{BPP}^{\oplus} \mathrm{TMC}$.

Remark 4.3. Note that Proposition 4.8 allows us to replace $\oplus$ TMC in Corollaries 4.5 and 4.6, by any other complete problem for $\oplus \mathrm{P}$ definable by a function that is TotP-complete under parsimonious reductions.

Corollary 4.7. $\mathrm{BPP}^{\oplus \mathrm{P}} \subseteq \mathrm{P}^{\text {TotP }[1]}$, where an oracle call to the value of a TotP function modulo $2^{m}$, for some $m \in \mathbb{N}$, suffices.

Proof. In [144], Toda showed that $\mathrm{BPP}^{\oplus} \mathrm{P} \subseteq \mathrm{P} \# \mathrm{P}[1]$, where an oracle call to the value of a \#P function modulo $2^{m}$, for some $m \in \mathbb{N}$, is used. By the proof of Proposition 4.7, this oracle call can be replaced by an oracle call to the value of a TotP function modulo $2^{m}$.

The following two corollaries are also true.

Corollary 4.8. $\mathrm{BPP}^{\oplus}{ }_{\text {tot }} \mathrm{P} \subseteq \mathrm{P}^{\mathrm{P}_{\text {tot }} \mathrm{P}}$.

Corollary 4.9. $\mathrm{PH} \subseteq \mathrm{P}^{\text {Tot } P[1]}$.

### 4.1.5 Complete problems for $C_{=} P$, WPP, and PP definable by the TotP function \#PerfMatch

Given a \#P function \#A : $\Sigma^{*} \rightarrow \mathbb{N}$, we define the following decision problems associated with \#A:
$\mathrm{DIFFA}_{=0}$
Input: $(x, y) \in \Sigma^{*} \times \Sigma^{*}$.
Output: Does $\# \mathrm{~A}(x)=\# \mathrm{~A}(y)$ hold?
$\operatorname{DifFA}_{>0}$
Input: $(x, y) \in \Sigma^{*} \times \Sigma^{*}$.
Output: Does \# $\mathrm{A}(x)>\# \mathrm{~A}(y)$ hold?
The next problem, namely $\operatorname{DIFFA}_{=1}$, is a promise problem, i.e. the input to the problem belongs to one of the following classes:

$$
\begin{gathered}
I_{Y E S}=\{(x, y) \mid \# \mathrm{~A}(x)=\# \mathrm{~A}(y)+1\} \\
I_{N O}=\{(x, y) \mid \# \mathrm{~A}(x)=\# \mathrm{~A}(y)\}
\end{gathered}
$$

$\operatorname{Diff}^{\prime}=1$
Input: $(x, y) \in I_{Y E S} \cup I_{N O}$.
Output: Does $(x, y) \in I_{Y E S}$ ?
Proposition 4.9. For any function $\# \mathrm{~A} \in \# \mathrm{P}$, it holds that:
(a) $\operatorname{DifFA}_{=0} \in \mathrm{C}_{=} \mathrm{P}, \operatorname{DifF}_{>0} \in \mathrm{PP}$, and $\operatorname{Diff}_{=1} \in \mathrm{SPP}$.
(b) If \#A is \#P-complete under parsimonious reductions, then $\mathrm{DIFFA}_{=0}, \mathrm{DIFFA}_{>0}$, and $\operatorname{DIFF} \mathrm{A}_{=1}$ are complete for $\mathrm{C}_{=} \mathrm{P}, \mathrm{PP}$, and SPP , respectively.
(c) If $\# \mathrm{~A}$ is TotP-complete under parsimonious reductions, then $\mathrm{DIFFA}_{=0}$, Diff $\mathrm{A}_{>0}$, and DIFFA $=1$ are complete for $\mathrm{C}_{=} \mathrm{P}, \mathrm{PP}$, and SPP, respectively.

Proof. We show the proposition for the problem DiffA $_{=0}$. The proof for the other problems is completely analogous.
(a) We have that an instance $(x, y)$ of Diff $_{=0}$ is a yes instance iff $\# \mathrm{~A}(x)=\# \mathrm{~A}(y)$ iff $\# \mathrm{~A}(x)-\# \mathrm{~A}(y)=0$. The difference $\# \mathrm{~A}(x)-\# \mathrm{~A}(y)$ is a GapP function, since it can be written as $\# \mathrm{~A}^{\prime}(x, y)-\# \mathrm{~A}^{\prime \prime}(x, y)$, where $\# \mathrm{~A}^{\prime}(x, y)$ (resp. $\left.\# \mathrm{~A}^{\prime \prime}(x, y)\right)$ is function \#A on input $x$ (resp. $y)$, which means that $\# A^{\prime}, \# A^{\prime \prime} \in \# P$.
(b) A language $L \in \mathrm{C}_{=} \mathrm{P}$ can be decided by the value of a function $f \in \mathrm{GapP}: x \in L$ iff $f(x)=0$. By definition, $f(x)=g(x)-h(x)$ for some $g, h \in \# \mathrm{P}$. Since \#A is \#P-complete under parsimonious reductions, we have that $g(x)=\# \mathrm{~A}\left(t_{1}(x)\right)$ and $h(x)=\# \mathrm{~A}\left(t_{2}(x)\right)$, for some $t_{1}, t_{2} \in$ FP. So, $x \in L$ iff $g(x)-h(x)=0$ iff $\# \mathrm{~A}\left(t_{1}(x)\right)-\# \mathrm{~A}\left(t_{2}(x)\right)=0$ iff $\left(t_{1}(x), t_{2}(x)\right)$ is a yes instance for $\mathrm{DIFFA}_{=0}$.
(c) By Corollary 4.3, a language $L \in \mathrm{C}_{=} \mathrm{P}$ can also be decided by the difference of two functions $g, h \in \operatorname{TotP}: x \in L$ iff $g(x)-h(x)=0$. If $\# \mathrm{~A}$ is TotP-complete, $x \in L$ is decided by $\# \mathrm{~A}\left(t_{1}(x)\right)-\# \mathrm{~A}\left(t_{2}(x)\right)$ for some $t_{1}, t_{2} \in \mathrm{FP}$.

For example, the problem $\operatorname{Diff}^{2} \operatorname{SAT}_{=0}$ is complete for the class $\mathrm{C}_{=} P$. Note that this problem was defined in [52], where it is called $\mathrm{SAT}_{=}$. We use a slightly different notation here, which we believe is more suitable for defining other problems as well, that lie in the gap-definable classes examined in this chapter.

The last problem we define is the promise problem Diff $_{=g}$. In this case, there is a function $g \in \mathrm{FP}, 0 \notin \operatorname{range}(g)$, such that the input $(x, y) \in \Sigma^{*} \times \Sigma^{*}$ belongs to one of the following two classes:

$$
\begin{gathered}
I_{Y E S}=\{(x, y) \mid \# \mathrm{~A}(x)=\# \mathrm{~A}(y)+g(x, y)\} \\
I_{N O}=\{(x, y, g) \mid \# \mathrm{~A}(x)=\# \mathrm{~A}(y)\}
\end{gathered}
$$

DiffA $=g$
Input: $(x, y, g) \in I_{Y E S} \cup I_{N O}$.
Output: Does $(x, y, g) \in I_{Y E S}$ ?
For example, the problem DIFFSAT $_{=g}$ takes as input two CNF formulas such that either they have the same number of satisfying assignments or the first one has $g(x)$ more satisfying assignments than the second one. The problem is to decide which is the case. This is a generalization of the problem Promise-Exact-Number-Sat defined in [128]. Note that DiffSAT $=g$ corresponds to a family of problems, one for each $g \in \mathrm{FP}, 0 \notin \operatorname{range}(g)$.

Proposition 4.10. (a) DIFFA $_{=g} \in$ WPP.
(b) Every problem in WPP is reducible to some $\mathrm{DIFFA}_{=g}$, where
(i) \#A is \#P-complete under parsimonious reductions.
(ii) \# A is TotP-complete under parsimonious reductions.

Proof. The proof is analogous to the proof of Proposition 4.9.

Remark 4.4. Compared to Proposition 4.9, Proposition 4.10 does not provide a concrete problem that is complete for the class WPP. For example, DiffSAT $_{=g}$ is essentially a family of problems, one for each $g \in \mathrm{FP}, 0 \notin \operatorname{range}(g)$.

Curticapean gave a first $\mathrm{C}_{=} \mathrm{P}$-complete problem, defined by a function that is not \#Pcomplete, namely \#PerfMatch [52]. By Proposition 4.9(c), we obtain a family of complete problems for the classes $C_{=} P, P P$, and SPP defined by functions that are not \#P-complete under parsimonious reductions.

Although the problem \#PerfMatch is not known to be either \#P-complete or TotPcomplete under parsimonious reductions, DIFFPERFMATCH $=0$ is $\mathrm{C}_{=} \mathrm{P}$-complete [52].

Proposition 4.11 ([52]). DiffPERFMATCH $=0$ is complete for $\mathrm{C}_{=} \mathrm{P}$.

Proof. In [52] a reduction from DiffSAT $=0$ to DiffPERFMATCH $_{=0}$ is described. Given a pair of 3CNF formulas $\left(\phi, \phi^{\prime}\right)$, two unweighted graphs $G, G^{\prime}$ can be constructed such that

$$
\# \operatorname{SAT}(\phi)-\# \operatorname{SAT}\left(\phi^{\prime}\right)=2^{-T}\left(\# \operatorname{PerfMATCH}(G)-\# \operatorname{PerfMATCH}\left(G^{\prime}\right)\right)
$$

where $T \in \mathbb{N}$ can be computed in polynomial time with respect to the input $\left(\phi, \phi^{\prime}\right)$.

We show the following proposition for the classes PP and WPP.

Proposition 4.12. (a) DiffPERFMATCH $>_{>0}$ is complete for PP.
(b) Every problem in WPP is reducible to DIFFPERFMATCH $=g$ defined by a function $g \in \mathrm{FP}$, $0 \notin \operatorname{range}(g)$.

Proof. (a) The reduction of [52] described briefly in the proof of Proposition 4.11, is also a reduction from Diff SAT $_{>0}$ to DiffPerfMatch $>_{>0}$.
(b) Given an input $\left(\phi, \phi^{\prime}\right)$ to $\operatorname{DifFSAT}_{=g}$, which is defined by $h \in \mathrm{FP}, 0 \notin \operatorname{range}(h)$, the problem reduces to $\operatorname{DiffPerfMATCH}_{=g}$ on input $\left(G, G^{\prime}\right)$, where $G, G^{\prime}$ are the graphs of (a) and $g\left(G, G^{\prime}\right)=2^{T} \cdot h\left(\phi, \phi^{\prime}\right)$. Then, $\left(\phi, \phi^{\prime}\right) \in \operatorname{DifFSAT}_{=g}$ if

$$
\begin{gathered}
\# \operatorname{SAT}(\phi)-\# \operatorname{SAT}\left(\phi^{\prime}\right)=h\left(\phi, \phi^{\prime}\right) \text { iff } \\
\# \operatorname{PerfMATCH}(G)-\# \operatorname{PerfMATCH}\left(G^{\prime}\right)=2^{T} \cdot\left(\# \operatorname{SAT}(\phi)-\# \operatorname{SAT}\left(\phi^{\prime}\right)\right) \\
=2^{T} \cdot h\left(\phi, \phi^{\prime}\right)=g\left(G, G^{\prime}\right)
\end{gathered}
$$

Also, $\left(\phi, \phi^{\prime}\right) \notin \operatorname{DifFSAT}_{=g}$ if

$$
\# \operatorname{SAT}(\phi)-\# \operatorname{SAT}\left(\phi^{\prime}\right)=0 \quad \text { iff }
$$

$\# \operatorname{PerfMatch}(G)-\# \operatorname{PerfMatch}\left(G^{\prime}\right)=2^{T} \cdot\left(\# \operatorname{SAT}(\phi)-\# \operatorname{Sat}\left(\phi^{\prime}\right)\right)=0$.

So, any problem in the class $C_{=} P(P P, W P P)$ is definable by the TotP function \#PERFMATCH. This is an alternative proof for $C_{=\text {tot }} P=C_{=} P\left(P_{\text {tot }} P=P P\right.$ and $W P_{\text {tot }} P=W P P$, respectively).

Corollary 4.10. (a) $\mathrm{C}_{=\text {tot }} \mathrm{P}=\mathrm{C}_{=} \mathrm{P}$.
(b) $\mathrm{P}_{\text {tot }} \mathrm{P}=\mathrm{PP}$.
(c) $\mathrm{WP}_{\mathrm{tot}} \mathrm{P}=\mathrm{WPP}$.

Proof. (a) Let $L \in \mathrm{C}_{=} \mathrm{P}$. Then, it holds that $x \in L$ iff $\quad \# \operatorname{SAT}\left(h_{1}(x)\right)-\# \operatorname{SAT}\left(h_{2}(x)\right)=0$ iff $\# \operatorname{PerfMatch}\left(h_{3}(x)\right)-\# \operatorname{PerfMatch}\left(h_{4}(x)\right)=0$, for some $h_{i} \in \mathrm{FP}, 1 \leq i \leq 4$. So, define the TotP functions $f_{1}=\# \operatorname{PerfMatch} \circ h_{3}$ and $f_{2}=\# \operatorname{PerfMatch} \circ h_{4}$. Then $f_{1}, f_{2}$ are TotP functions and we have that $x \in L$ iff $f_{1}(x)-f_{2}(x)=0$.

The proofs of (b) and (c) are completely analogous.

### 4.1.6 An exponential lower bound result for the problem DiffPerfMatch=g

Regarding the class SPP we cannot prove a similar result for the problem DiffPERFMATCH=1. However, we can prove the following fact.

Proposition 4.13. The problem DiffSAT $_{=1}$ is reducible to DiffPerfMatch $_{=}$. .

Proof. Consider two 3CNF formulas $\left(\phi, \phi^{\prime}\right)$, with $n$ variables and $m=\mathcal{O}(n)$ clauses, such that either $\# \operatorname{SAT}(\phi)-\# \operatorname{SAT}\left(\phi^{\prime}\right)=1$ or $\# \operatorname{SAT}(\phi)-\# \operatorname{SAT}\left(\phi^{\prime}\right)=0$ holds.

Then, using the polynomial-time reduction of [52] two graphs $G, G^{\prime}$ can be constructed such that

$$
\# \operatorname{PerfMatch}(G)-\# \operatorname{PerfMatch}\left(G^{\prime}\right)=c^{|V|} \cdot\left(\# \operatorname{SAT}(\phi)-\# \operatorname{SAT}\left(\phi^{\prime}\right)\right)
$$

where $\left.|V|=\max \left\{|V(G)|,\left|V\left(G^{\prime}\right)\right|\right\}\right\}=\mathcal{O}(n+m)$ and $c \in(1,2)$ is a constant depending on $\phi, \phi^{\prime}$ and can be computed in polynomial time. Also, the graphs $G$ and $G^{\prime}$ have $\mathcal{O}(|V|)$ edges.

So, DiffSAT $=1$ on input $\left(\phi, \phi^{\prime}\right)$ can be reduced to $\operatorname{DiffPERFMATCH}_{=g}$ on input $\left(G, G^{\prime}\right)$, where $g\left(G, G^{\prime}\right)=c^{|V|}$.

Remark 4.5. Proposition 4.13 states that the smallest possible non-zero difference between the number of satisfying assignments of two given 3CNF formulas can be translated to an exponentially large difference between the number of perfect matchings of two graphs. In addition, we can efficiently compute this number.

Curticapean proved that under ETH, the problem DiffPERFMATCH=0 has no $2^{o(m)}$ time algorithm on simple graphs with $m$ edges [52, Theorem 7.6]. The satisfiability of a 3CNF
formula $\phi$ is reducible to the difference \#PERFMATCH on two different graphs, such that the number of perfect matchings of the two graphs is equal iff $\phi$ is unsatisfiable. The reduction follows the steps of the reductions that are used in the proof of Proposition 4.12.

Using the reduction of Proposition 4.13, we can prove the following corollary. We consider the version of rETH, which asserts that probabilistic algorithms cannot decide if a given 3CNF formula with $n$ variables and $\mathcal{O}(n)$ clauses is satisfiable in time $\exp (o(n))$.

Corollary 4.11. Under rETH there is no randomized $\exp (o(m))$ time algorithm for DiffPerf $^{\text {MATCH }}=g$ on simple graphs with $m$ edges.

Proof. Given rETH we cannot decide whether a given 3USat formula $\phi$ with $m$ clauses is satisfiable using a randomized algorithm that runs in time $\exp (o(m))$ [45]. By applying the reduction described in [52, Lemma 7.3] we can construct two unweighted graphs $G$ and $G^{\prime}$ with $\mathcal{O}(m)$ vertices and edges, such that

- if $\phi$ is unsatisfiable, then \#PerfMatch $(G)-\# \operatorname{PerfMatch}\left(G^{\prime}\right)=0$,
- if $\phi$ is satisfiable, then $\# \operatorname{PerfMatch}(G)-\# \operatorname{PerfMatch}\left(G^{\prime}\right)=c^{|V|}$, where $|V|=$ $\max \left\{|V(G)|,\left|V\left(G^{\prime}\right)\right|\right\}$ and $c \in(1,2)$ can be computed in polynomial time.

So, 3USat on $\phi$ can be reduced to DiffPerfMatch $_{=g}$ on input $\left(G, G^{\prime}\right)$, where $g\left(G, G^{\prime}\right)=$ $c^{|V|}$. Thus an $\exp (o(m))$ time randomized algorithm for DIFFPERFMATCH $=g$ would contradict rETH.

Remark 4.6. A different way to read Proposition 4.13 is the following. A positive result for \#PerfMatch would imply a corresponding positive result for DiffPerfMatch $=g$ and therefore, for $\mathrm{DIFFSAT}_{=1}$. Of course, this positive result would be an exponential-time algorithm for these problems!

For example, an fpras for \#PerfMatch would yield an algorithm that distinguishes between
\#PerfMatch $(G)-\# \operatorname{PerfMatch}\left(G^{\prime}\right)=c^{n}$ and \#PerfMatch $(G)-\# \operatorname{PerfMatch}\left(G^{\prime}\right)=0$ with high probability in time $\mathcal{O}\left(\frac{2^{m}}{c^{n}}\right)$, where

$$
n=\max \left\{|V(G)|,\left|V\left(G^{\prime}\right)\right|\right\} \text { and } m=\max \left\{|E(G)|,\left|E\left(G^{\prime}\right)\right|\right\}=\mathcal{O}(n) \text {. }
$$

So, in time $\mathcal{O}\left(d_{1}^{n}\right)$, where $d_{1} \in(1,2)$.

Because of the reduction of Proposition 4.13, the above algorithm is also an algorithm that distinguishes between $\# \operatorname{SAT}(\phi)-\# \operatorname{SAT}\left(\phi^{\prime}\right)=1$ and $\# \operatorname{SAT}(\phi)-\# \operatorname{SAT}\left(\phi^{\prime}\right)=0$ with high probability in time $\mathcal{O}\left(d_{2}^{n}\right), d_{2} \in(1,2)$, where $n$ is the number of variables in $\phi, \phi^{\prime}$. The same kind of algorithm would then exist for all the problems in SPP. Among them

1. is the well-studied GraphIsomorphism [17], which is one of the NP problems that has not been proven to be either NP-complete, or polynomial-time solvable so far [106, 19],
2. all the problems in UP, since UP $\subseteq$ SPP (see Proposition 4.1).

### 4.2 Discussion of results

We conclude that knowing the least (resp. most) significant bit of a TotP function is as powerful as knowing the least (resp. most) significant bit of a \#P function. Also, the closure of TotP under subtraction is the class GapP, i.e. it coincides with the closure of \#P under subtraction. This means that every gap-definable class is equivalent to a class defined by some property of the gap of two TotP functions.

For the classes $\oplus P, \operatorname{Mod}_{k} P$, SPP, WPP, $C_{=} P$, and PP we obtained a family of complete problems that are defined by TotP-complete problems under parsimonious reductions (and not by \#P-complete), or equivalently, by problems in P (and not by NP-complete ones). This was not surprising for $\oplus P$ and $C_{=} P$, since complete problems defined by TotP functions (not even known to be TotP-complete) were already known (see Proposition 4.6 and Proposition 4.11, respectively). Interestingly, for the class $C_{=}=P$ this complete problem is defined by the function \#PerfMatch. We determined analogous complete problems for WPP and PP.

Moreover, we showed that every SPP problem is decidable by the difference of \#PERFMATCH on two graphs, which is promised to be either exponentially large or zero. The value of the difference is exponentially large iff the instance of the SPP problem is a 'yes' instance. We commented on the fact that an fpras for \#PERFMATCH would yield a randomized exponentialtime algorithm for every SPP problem (see Remark 4.6), such as GraphIsomorphism and USAT.

## Chapter 5

## Descriptive complexity of counting problems the decision version of which is easy

In order to determine classes the problems of which admit efficient exact or approximate computation, Arenas et al. [15] suggest to focus on classes that are contained in TotP and are robust in the following sense: either they are closed under addition, multiplication, and subtraction by one, or they have natural complete problems under parsimonious reductions. In general, when we consider counting complexity classes, closure under addition and multiplication is desirable, but also the three aforementioned closure properties allow us to manipulate witnesses of the corresponding computational problems (add or remove witnesses). The latter requirement guarantees that the class has a natural representative and the choice of parsimonious reductions is due to the properties of these reductions we discuss in Chapter 2.

In the next paragraph we refer to some classes which are subclasses of TotP and either satisfy the requirement of being robust or are contained in FPRAS. Most of them are defined in the context of descriptive complexity.
$\# \Sigma_{1}$ and $\# R \Sigma_{2}$ are classes of counting problems that are reducible to $\# D N F$ under product reductions [132], so problems that admit an fpras. The class $\Sigma$ QSO $\left(\Sigma_{2}\right.$-Horn) has a natural complete problem, namely \#DisjHornSat, the problem of counting satisfying assignments for disjunctions of Horn formulas [15]. The class $\Sigma \mathrm{QSO}\left(\Sigma_{1}[\mathrm{FO}]\right)$ is not known to have a natural complete problem, but it is closed under addition, multiplication, and subtraction by one [15]. SpanL, which is the class of functions that count the number of different outputs of nondeterministic polynomial-time transducers, has a natural complete problem, namely \#NFA, the problem of counting the number of strings smaller than a string $x$ that are accepted by a given

NFA [9]. A quasi-polynomial randomized approximation scheme for \#NFA was known for 25 years [96, 79], before an fpras was designed for the problem [14]. The latter result yields an fpras for every problem in the class SpanL. It also makes SpanL the first and only class so far with a Turing machine-based definition that is a subclass of FPRAS, but is not contained in FP (under standard assumptions).

Already known relationships among the aforementioned classes and some other ones defined in $[132,15]$ are depicted in Figure 5.1.


Figure 5.1: Inclusions and separations that have been shown in [132, 123, 15, 14] under no assumption. The following notation is used: $A \rightarrow B$ denotes $A \subseteq B$ and $A \mapsto B$ denotes $A \subsetneq B$.

### 5.1 Two robust subclasses of TotP: $\Sigma Q S O\left(\Sigma_{2}-2 S A T\right)$ and $\# \Pi_{2}-1$ VAR

In this section, we complement previous work on robust subclasses of TotP. We introduce two classes in the context of descriptive complexity, that have natural complete problems, the decision versions of which are in the class $P$. Analogously to the classes $\# \Sigma_{1}$ and $\Sigma Q S O\left(\Sigma_{2}\right.$ - Horn $)$ for which the problems \#DNF and \#DisjHornSAt are complete, repsectively, the classes $\Sigma Q S O\left(\Sigma_{2}-2 S A T\right)$ and $\# \Pi_{2}-1 V A R$ introduced here, have the complete problems \#DisJ2SAT and \#MonSAT, respectively.

We prove that several natural counting problems lie in these classes. Finally, we do not expect these classes to be contained in FPRAS, since we prove that this would imply RP $=\mathrm{NP}$.

### 5.1.1 The class $\Sigma Q S O\left(\Sigma_{2}-2 S A T\right)$

First, we define the syntax and semantics of $\boldsymbol{\Sigma Q S O}\left(\boldsymbol{\Sigma}_{\mathbf{2}} \mathbf{- 2 S A T}\right)$ formulas. To this end, we will make use of the framework introduced by Arenas et al. [15] and described here in Subsection 1.4.2.

We define a literal to be either of the form $X(\vec{x})$ or $\neg X(\vec{x})$, where $X$ is a second-order variable and $\vec{x}$ is a tuple of first-order variables. A 2SAT clause over $\sigma$ is a formula of the form $\phi_{1} \vee \phi_{2} \vee \phi_{3}$, where each of the $\phi_{i}$ 's, $1 \leq i \leq 3$, can be either a literal or a first-order formula over $\sigma$. In addition, at least one of them is a first-order formula. The set of $\boldsymbol{\Sigma}_{\mathbf{2}} \mathbf{- 2 S A T}$ formulas over $\sigma$ are defined as follows.

$$
\psi:=\exists \vec{x} \forall \vec{y} \bigwedge_{j=1}^{k} C_{j}(\vec{x}, \vec{y})
$$

where $\vec{x}, \vec{y}$ are sequences of first-order variables, $k \in \mathbb{N}$, and $C_{j}$ are 2SAT clauses for every $1 \leq j \leq k$.

The set of $\boldsymbol{\Sigma} \mathbf{Q S O}\left(\boldsymbol{\Sigma}_{\mathbf{2}} \mathbf{- 2} \mathbf{S A T}\right)$ formulas over $\sigma$ is given by the following grammar.

$$
\begin{equation*}
\alpha:=\phi|s|(\alpha+\alpha)|\Sigma x . \alpha| \Sigma X . \alpha \tag{5.1}
\end{equation*}
$$

where $\phi$ is a $\boldsymbol{\Sigma}_{\mathbf{2}} \mathbf{- 2 S A T}$ formula, $s \in \mathbb{N}, x$ is a first-order variable, and $X$ is a second-order variable. So the syntax of $\boldsymbol{\Sigma} \mathbf{Q S O}\left(\boldsymbol{\Sigma}_{\boldsymbol{2}} \mathbf{- 2 S A T}\right)$ formulas includes only the counting operators of addition $+, \Sigma x, \Sigma X$, and in (5.1), $\phi$ is restricted to be a $\boldsymbol{\Sigma}_{\mathbf{2}} \mathbf{- 2 S A T}$ formula.

Since $\boldsymbol{\Sigma} \mathbf{Q S O}\left(\boldsymbol{\Sigma}_{\mathbf{2}} \mathbf{- 2} \mathbf{S A T}\right)$ is a fragment of $\mathbf{Q S O}$ formulas, the semantics of $\boldsymbol{\Sigma} \mathbf{Q S O}\left(\boldsymbol{\Sigma}_{\mathbf{2}} \mathbf{- 2} \mathbf{S A T}\right)$ formulas can be obtained from Table 1.3.

At this point, it is clear that for any $\boldsymbol{\Sigma Q S O}\left(\boldsymbol{\Sigma}_{\mathbf{2}} \mathbf{- 2} \mathbf{S A T}\right)$ formula $\alpha$, a function $[[\alpha]]$ is defined.

Below we show that the class $\# \mathrm{RH} \Pi_{1}$ defined in [59] is contained in the class $\Sigma \mathrm{QSO}\left(\Sigma_{2}-2 \mathrm{SAT}\right)$ defined presently.

Definition 5.1 ([59]). A function $f$ is in the class $\# \mathrm{RH} \Pi_{1}$ if, on any input structure $\mathcal{A}$, $f$ can be expressed in the form

$$
f(\mathcal{A})=|\{\langle\vec{X}, \vec{x}\rangle: \mathcal{A} \models \forall \vec{y} \psi(\vec{y}, \vec{x}, \vec{X})\}|
$$

where $\psi$ is an unquantified CNF formula, in which each clause has at most one occurrence of an unnegated variable from $\vec{X}$ and at most one occurrence of a negated variable from $\vec{X}$.

Proposition 5.1. $\# \mathrm{RH} \Pi_{1} \subseteq \Sigma \mathrm{QSO}\left(\Sigma_{2}-2 S A T\right)$.

Proof. Alternatively, the function $f$ on a structure $\mathcal{A}$ can be expressed in the form

$$
f(\mathcal{A})=[[\Sigma \vec{X} \cdot \Sigma \vec{x} \cdot \forall \vec{y} \psi(\vec{y}, \vec{x}, \vec{X})]](\mathcal{A})
$$

The Restricted-Horn formula $\psi$ is also a 2SAT formula. Therefore, $f \in \Sigma$ QSO $\left(\Sigma_{2}-2 S A T\right)$.

Proposition 5.2. The following graph problems belong to $\Sigma \mathrm{QSO}\left(\Sigma_{2}-2 \mathrm{SAT}\right)$.

1. $\# 2 \mathrm{CoL}$ (counting 2 colorings of a graph).
2. \#IS (counting independent sets of any size in a graph).

Proof. 1. Consider an input graph represented as a finite ordered structure $\mathcal{G}=\langle V, E\rangle$. Then, $\# 2$ Col is defined by:

$$
\alpha_{2 C o l}=\Sigma X . \forall x \forall y(E(x, y) \rightarrow(X(x) \vee X(y)) \wedge(\neg X(x) \vee \neg X(y))) .
$$

2. The problem \#IS is defined by:

$$
\alpha_{I S}=\Sigma X . \forall x \forall y(E(x, y) \rightarrow(\neg X(x) \vee \neg X(y))) .
$$

The class $\Sigma$ QSO $\left(\Sigma_{2}-2\right.$ SAT $)$ contains problems that are tractable, such as \#2CoL, which is known to be computable in polynomial time [61]. It also contains the problem \#IS, which is APinterreducible with \#Sat [59]. Finally, all the problems in \#RH ${ }_{1}$, such as \#BIS, \#1P1NSAt, and \#Downsets [59], belong to $\Sigma \mathrm{QSO}\left(\Sigma_{2}-2 S A T\right)$ as well. The last three problems are complete for $\# \mathrm{RH} \Pi_{1}$ under approximation preserving reductions and are believed to be of intermediate complexity: neither they admit an fpras nor they are as hard as \#Sat.

We next show that a generalization of \#2Sat, which we will call \#DisJ2SAt, is complete for $\Sigma$ QSO $\left(\Sigma_{2}-2\right.$ SAT $)$ under parsimonious reductions.

## Membership of \#DISJ2SAT in $\Sigma$ QSO ( $\left.\Sigma_{2}-2 S A T\right)$

In propositional logic, a 2SAT formula is a conjunction of clauses that each one contains at most two literals. In this subsection we assume that clauses of 2SAT formulas consist of exactly two literals, since we can rewrite any clause of the form $l$, where $l$ is a literal, as $l \vee l$.

Definition 5.2. \#DisJ2SAT.
Input: A formula $\phi$ which is a disjunction of 2SAT formulas.
Output: The number of satisfying assignments of $\phi$.

For example, the formula

$$
\left(\left(x_{1} \vee x_{2}\right) \wedge\left(\neg x_{1} \vee x_{3}\right)\right) \vee\left(\left(x_{2} \vee \neg x_{3}\right) \wedge\left(x_{3}\right)\right)
$$

is a disjunction of two 2SAT formulas, where $\left(\left(x_{1} \vee x_{2}\right) \wedge\left(\neg x_{1} \vee x_{3}\right)\right)$ is one of its two disjuncts, $\left(x_{1} \vee x_{2}\right)$ is one of its four clauses, and $\neg x_{1}$ is one of its seven literals. The clause $\left(x_{3}\right)$ can be rewritten as $\left(x_{3} \vee x_{3}\right)$.

Theorem 5.1. \#DisJ2SAT $\in \Sigma$ QSO $\left(\Sigma_{2}-2\right.$ SAT $)$.

Proof. Consider the vocabulary $\sigma=\left\{C_{1}^{3}, C_{2}^{3}, C_{3}^{3}, C_{4}^{3}, D^{2}\right\}$. This vocabulary can encode any formula which is a disjunction of 2SAT formulas. More precisely, $C_{1}(c, x, y)$ iff clause $c$ is of the form $x \vee y, C_{2}(c, x, y)$ iff $c$ is $\neg x \vee y, C_{3}(c, x, y)$ iff $c$ is $x \vee \neg y, C_{4}(c, x, y)$ iff $c$ is $\neg x \vee \neg y$, and $D(d, c)$ iff clause $c$ appears in the disjunct $d$.

Let $\phi$ be an input to \#Disj2SAT encoded by an ordered structure $\mathcal{A}=\left\langle A, C_{1}, C_{2}, C_{3}, C_{4}, D\right\rangle$, where the universe $A$ consists of elements representing variables, clauses, and disjuncts. Then, it holds that the number of satisfying assignments of $\phi$ is equal to $[[\Sigma T \cdot \psi(T)]](\mathcal{A})$, where

$$
\begin{aligned}
\psi(T):=\exists d \forall c \forall x \forall & \left(\left(\neg D(d, c) \vee \neg C_{1}(c, x, y) \vee T(x) \vee T(y)\right) \wedge\right. \\
& \left(\neg D(d, c) \vee \neg C_{2}(c, x, y) \vee \neg T(x) \vee T(y)\right) \wedge \\
& \left(\neg D(d, c) \vee \neg C_{3}(c, x, y) \vee T(x) \vee \neg T(y)\right) \wedge \\
& \left(\neg D(d, c) \vee \neg C_{4}(c, x, y) \vee \neg T(x) \vee \neg T(y)\right)
\end{aligned}
$$

Thus, \#DisJ2Sat is defined by $\Sigma T \cdot \psi(T)$ which is a $\boldsymbol{\Sigma} \mathbf{Q S O}\left(\boldsymbol{\Sigma}_{\mathbf{2}} \mathbf{- 2 S A T}\right)$ formula.

## Hardness of \#Disj2SAT

Suppose we have a formula $\alpha$ in $\boldsymbol{\Sigma Q S O}\left(\boldsymbol{\Sigma}_{\mathbf{2}} \mathbf{- 2 S A T}\right)$ and an input structure $\mathcal{A}$ over a vocabulary $\sigma$. We describe a polynomial-time reduction that given $\alpha$ and $\mathcal{A}$, it returns a propositional formula $\phi_{\alpha_{\mathcal{A}}}$ which is a disjunction of 2SAT formulas and it holds that $[[\alpha]](\mathcal{A})=$ \# $\operatorname{DisJ2SAT}\left(\phi_{\alpha_{\mathcal{A}}}\right)$. The reduction is a parsimonious reduction, i.e. it preserves the values of the functions involved.

Theorem 5.2. \#DISJ2SAT is hard for $\Sigma$ QSO $\left(\Sigma_{2}-2\right.$ SAT $)$ under parsimonious reductions.

Proof. By Proposition 1.11, $\alpha$ can be written in $\boldsymbol{\Sigma}_{\mathbf{2}} \mathbf{- 2 S A T}$-SNF, that is, in the following form.

$$
\sum_{i=1}^{m} \Sigma \vec{X}_{i} \cdot \Sigma \vec{x} \cdot \exists \vec{y} \forall \vec{z} \bigwedge_{j=1}^{n} C_{j}^{i}\left(\vec{X}_{i}, \vec{x}, \vec{y}, \vec{z}\right)
$$

where each $\vec{X}_{i}$ is a sequence of second-order variables and each $C_{j}^{i}$ is a 2 SAT clause. Each term of the sum can be replaced by $\Sigma \vec{X} \cdot \Sigma \vec{x} \cdot \exists \vec{y} \forall \vec{z} \bigwedge_{j=1}^{n} C_{j}^{i}\left(\vec{X}_{i}, \vec{x}, \vec{y}, \vec{z}\right) \wedge \bigwedge_{X \notin \vec{X}_{i}} \forall \vec{u} X(\vec{u})$ where $\vec{X}$
is the union of all $\vec{X}_{i}$. Now we have expressed $\alpha$ in the following form.

$$
\sum_{i=1}^{m} \Sigma \vec{X} \cdot \Sigma \vec{x} \cdot \exists \vec{y} \forall \vec{z} \bigwedge_{j=1}^{n} \phi_{j}^{i}(\vec{X}, \vec{x}, \vec{y}, \vec{z})
$$

The next step is to expand the first-order and sum quantifiers and replace their variables with first-order constants from the universe $A$.

In this way, we obtain

$$
\alpha_{\mathcal{A}}:=\sum_{i=1}^{m} \sum_{\vec{a} \in A^{|\vec{x}|}} \Sigma \vec{X} . \bigvee_{\vec{b} \in A^{|\vec{y}|}} \bigwedge_{i=1}^{n} \bigwedge_{\vec{c} \in A^{|\vec{z}|}} \phi_{j}^{i}(\vec{X}, \vec{a}, \vec{b}, \vec{c})
$$

Each first-order subformula of $\phi_{j}^{i}$ has no free-variables and is either satisfied or not satisfied by $\mathcal{A}$, so we can replace it by $T$ or $\perp$ respectively. Also, after grouping the sums and the conjunctions, we get

$$
\sum_{i=1}^{m^{\prime}} \Sigma \vec{X} \cdot \bigvee_{j=1}^{n_{1}} \bigwedge_{k=1}^{n_{2}} \psi_{j, k}^{i}(\vec{X})
$$

The formulas $\psi_{j, k}^{i}(\vec{X})$ are conjunctions of clauses that consist of $\perp, \top$, and at most two literals of the form $X_{t}\left(\vec{a}_{l}\right)$ or $\neg X_{t}\left(\vec{a}_{l}\right)$ for some second-order variable $X_{t}$ and some tuple of first-order constants $\vec{a}_{l}$. We can eliminate the clauses that contain a $\top$ and remove $\perp$ from the clauses that contain it. After this simplification, some combinations of variable-constants may not appear in the remaining formula. For any such combination $X(\vec{a})$, we add a clause $\psi_{X, \vec{a}}:=X(\vec{a}) \vee \neg X(\vec{a})$, since $X(\vec{a})$ can have any truth value.

So, we have reformulated the above formula and we obtain

$$
\sum_{i=1}^{m^{\prime}} \Sigma \vec{X} \cdot \bigvee_{j=1}^{n_{1}} \bigwedge_{k=1}^{n_{2}^{\prime}} \psi_{j, k}^{i}(\vec{X})
$$

After replacing every appearance of $X_{t}\left(\vec{a}_{l}\right)$ by a propositional variable $x_{t l}$, the part $\bigvee_{j=1}^{n_{1}} \bigwedge_{k=1}^{n_{2}^{\prime}} \psi_{j, k}^{i}(\vec{X})$ becomes a disjunction of 2SAT formulas. Finally, we introduce $m^{\prime}$ new propositional variables $x_{1}, \ldots x_{m^{\prime}}$ and define

$$
\phi_{\alpha_{\mathcal{A}}}:=\bigvee_{i=1}^{m^{\prime}} \bigvee_{j=1}^{n_{1}} \bigwedge_{k=1}^{n_{2}^{\prime}} \psi_{j, k}^{i} \wedge x_{i} \bigwedge_{l \neq i} \neg x_{l}
$$

The formula $\phi_{\alpha_{\mathcal{A}}}$ is a disjunction of 2SAT formulas and the number of its satisfying assignments is equal to $[[\alpha]](\mathcal{A})$. Moreover, every transformation we described above, requires polynomial time in the size of the input structure $\mathcal{A}$.

It is known that $\# 2$ SAT has no fpras unless $R P=N P$, since it is equivalent to counting all independent sets in a graph [59]. Thus, problems hard for $\Sigma$ QSO $\left(\Sigma_{2}-2 S A T\right)$ under parsimonious reductions, cannot admit an fpras unless $R P=N P$.

Proposition 5.3. $\Sigma \mathrm{QSO}\left(\Sigma_{2}-2 \mathrm{SAT}\right) \nsubseteq$ FPRAS unless $\mathrm{RP}=\mathrm{NP}$.

## Inclusion of $\Sigma \mathrm{QSO}\left(\Sigma_{2}-2 \mathrm{SAT}\right)$ in TotP

Several problems in $\Sigma \mathrm{QSO}\left(\Sigma_{2}-2 \mathrm{SAT}\right)$, like $\# 1 \mathrm{P} 1 \mathrm{NSAT}, \# \mathrm{IS}, \# 2 \mathrm{CoL}$, and $\# 2$ SAT are also in TotP. We next prove that this is not a coincidence.

Theorem 5.3. $\Sigma \mathrm{QSO}\left(\Sigma_{2}-2 \mathrm{SAT}\right) \subseteq \operatorname{TotP}$.

Proof. Since TotP is exactly the closure under parsimonious reductions of self-reducible functions in \#PE [123], it suffices to show that the $\Sigma$ QSO $\left(\Sigma_{2}-2 S A T\right)$-complete problem \#DISJ2SAT is such a function.

First of all, the decision version Disj2SAT of \#Disj2Sat belongs to P. Thus \#Disj2Sat $\in$ \#PE. Secondly, every counting function associated with the problem of counting satisfying assignments of a propositional formula is self-reducible. So \#DISJ2SAT has this property as well. Therefore, any $\mathbf{\Sigma Q S O}\left(\boldsymbol{\Sigma}_{\mathbf{2}} \mathbf{- 2 S A T}\right)$ formula $\alpha$ defines a function $[[\alpha]]$ that belongs to TotP.

Corollary 5.1. $\# R H \Pi_{1} \subseteq$ TotP.

Proof. Immediate from Proposition 5.1 and Theorem 5.3.

### 5.1.2 The class $\# \Pi_{2}$-1VAR

To define the second class $\# \Pi_{2}-1 \mathrm{VAR}$, we will use the framework presented in [132] and described in Subsection 1.4.1.

We say that a counting problem $\# B$ belongs to the class $\# \Pi_{2}-1 V A R$ if for any ordered structure $\mathcal{A}$ over a vocabulary $\sigma$, which is an input to $\# \mathrm{~B}$, it holds that

$$
\# \mathrm{~B}(\mathcal{A})=|\{\langle X\rangle: \mathcal{A} \mid=\forall \vec{y} \exists \vec{z} \psi(\vec{y}, \vec{z}, X)\}|
$$

The formula $\psi(\vec{y}, \vec{z}, X)$ is of the form $\phi(\vec{y}, \vec{z}) \wedge X(\vec{z})$, where $\phi$ is a first-order formula over $\sigma$ and $X$ is a positive appearance of a second-order variable. We call the formula $\psi$ a variable, since
it contains only one second-order variable. Moreover, we allow counting only the assignments to the second-order variable $X$ under which the structure $\mathcal{A}$ satisfies $\forall \vec{y} \exists \vec{z} \psi(\vec{y}, \vec{z}, X)$.

Proposition 5.4. The following graph problems belong to $\# \Pi_{2}-1 \mathrm{VAR}$.

1. \#VC (counting vertex covers of any size in a graph).
2. \#IS (counting independent of any size in a graph).
3. $\# \mathrm{DS}$ (counting dominating sets of any size in a graph).
4. \#EC (counting edge covers of any size in a graph).

Proof. 1. An input graph $G$ to $\# \mathrm{VC}$ can be encoded as a finite structure $\mathcal{G}$ using the vocabulary $\sigma=\left\{V^{1}\right.$, EndPoint $\left.{ }^{2}\right\}$. The universe is the set of vertices and edges. $V(u)$ iff vertex $u$ is a vertex and $\operatorname{EndPoint}(e, u)$ iff vertex $u$ is an endpoint of edge $e$. Then,

$$
\# \mathrm{VC}(\mathcal{G})=|\{\langle V C\rangle|\mathcal{G}|=\forall x \exists y((V(x) \vee \operatorname{EndPoint}(x, y)) \wedge V(y) \wedge V C(y))\}|
$$

So, $\# \mathrm{VC} \in \# \Pi_{2}$-1VAR.
2. An input graph $G$ to $\# \mathrm{IS}$ is encoded as a finite structure $\mathcal{G}$ exactly as in the case of $\# \mathrm{VC}$. Then,

$$
\# \operatorname{IS}(\mathcal{G})=|\{\langle N I S\rangle \mid \mathcal{G} \models \forall x \exists y((V(x) \vee \operatorname{EndPoint}(x, y)) \wedge V(y) \wedge N I S(y))\}|
$$

where $N I S(y)$ indicates that vertex $y$ is not in the independent set. \#IS is expressed in the exact same way as $\# \mathrm{VC}$, since the number of vertex covers in a graph is equal to the number of independent sets. Hence, $\# \mathrm{IS} \in \# \Pi_{2}-1 \mathrm{VAR}$.
3. An input graph $G$ to $\# D S$ can be encoded as a finite structure $\mathcal{G}$ over the vocabulary $\sigma=\left\{E^{2}\right\}$, where the universe is the set of vertices and $E$ is the edge relation. Then,

$$
\# \mathrm{DS}(\mathcal{G})=|\{\langle D S\rangle|\mathcal{G}|=\forall x \exists y((x=y \vee E(x, y)) \wedge D S(y))\}|
$$

4. An input graph $G$ to $\# \mathrm{EC}$ can be encoded as a finite structure $\mathcal{G}$ as in the case of $\# \mathrm{DS}$. Then,

$$
\# \mathrm{EC}(\mathcal{G})=|\{\langle E C\rangle \mid \mathcal{G} \models \forall x \exists y(E(x, y) \wedge E C(x, y))\}|
$$

## Completeness of $\#$ MonSAT for $\# \Pi_{2}-1 V A R$

Definition 5.3. \#MONSAT.
Input: A formula $\phi$ in $C N F$, in which all variables appear positive.
Output: The number of satisfying assignments of $\phi$.

Theorem 5.4. $\#$ MonSat $\in \# \Pi_{2}$-1VAR.

Proof. Consider the vocabulary $\sigma=\left\{\operatorname{Var}^{1}, C^{2}\right\}$ with $\operatorname{Var}(x)$ to indicate that $x$ is a variable and the binary relation $C(c, x)$ to indicate that the variable $x$ appears in the clause $c$. Given a $\sigma$-structure $\mathcal{A}=\langle A, \operatorname{Var}, C\rangle$ that encodes a formula $\phi$, which is an input to \#MonSat, it holds that $\# \operatorname{MonSAT}(\phi)=\mid\{\langle T\rangle: \mathcal{A} \models \forall c \exists x((\operatorname{Var}(c) \vee C(c, x)) \wedge \operatorname{Var}(x)) \wedge T(x))\} \mid$. Therefore, $\#$ MonSat $\in \# \Pi_{2}-1$ VAR.

Theorem 5.5. \#MonSat is hard for $\# \Pi_{2}-1 V A R$ under product reductions.

Proof. We show that there is a polynomial-time product reduction from any $\# \mathrm{~B} \in \# \Pi_{2}-1 \mathrm{VAR}$ to \#MonSat. This means that there are polynomial-time computable functions $g$ and $h$, such that for every strucrure $\mathcal{A}$ that is an input to $\# \mathrm{~B}$ we have $\# \mathrm{~B}(\mathcal{A})=\# \operatorname{MonSAT}(g(\mathcal{A})) \cdot h(\mathcal{A})$.

Suppose we have a problem $\# \mathrm{~B} \in \# \Pi_{2}-1$ VAR and a structure $\mathcal{A}$ over $\sigma$. Then, there exists a formula $\psi$ of the form $\psi(\vec{y}, \vec{z}, X)=\phi(\vec{y}, \vec{z}) \wedge X(\vec{z})$ such that $\# \mathrm{~B}(\mathcal{A})=\mid\{\langle X\rangle: \mathcal{A} \models$ $\forall \vec{y} \exists \vec{z} \psi(\vec{y}, \vec{z}, X)\} \mid$.

The formula $\forall \vec{y} \exists \vec{z} \psi(\vec{y}, \vec{z}, X)$ can be written in the form

$$
\bigwedge_{\vec{a} \in A^{|\vec{y}|} \mid \vec{b} \in A^{|\vec{z}|}} \phi(\vec{a}, \vec{b}) \wedge X(\vec{b})
$$

By substituting first-order subformulas by $T$ or $\perp$ and simplifying, we obtain $\chi_{\psi_{\mathcal{A}}}:=$ $\bigwedge^{n_{1}} \bigvee^{n_{2}} X\left(\vec{b}_{i, j}\right)$, where each $\vec{b}_{i, j}$ is a tuple of first-order constants. To define $\chi_{\psi_{\mathcal{A}}}$, we have $i=1 j=1$ simplified the subformulas containing $\perp$ and $\top$. As a result, there may be some combinations of the second-order variable $X$ and first-order constants that do not appear in $\chi_{\psi_{\mathcal{A}}}$. Let $n(\mathcal{A})$ be the number of these combinations. The last transformation consists of replacing every $X\left(\vec{b}_{i, j}\right)$ with a propositional variable $x_{i j}$, so we get the output of the function $g$, which is $g(\mathcal{A}):=\bigwedge_{i=1}^{n_{1}} \bigvee_{j=1}^{n_{2}} x_{i, j}$. This formula has no negated variables, so it can be an input to \#MonSat. Finally, since the missing $n(\mathcal{A})$ variables can have any truth value, we have $\# \mathrm{~B}(\mathcal{A})=\# \operatorname{MonSAT}(g(\mathcal{A})) \cdot 2^{n(\mathcal{A})}$.
\#MonSat does not admit an fpras if a variable can appear in 6 clauses unless $R P=N P$. In the case of monotone CNF formulas where each variable appears at most 5 times, the problem has an fptas [114]. So, we have the following result.

Proposition 5.5. $\# \Pi_{2}-1$ VAR $\nsubseteq$ FPRAS unless $R P=N P$.

## Inclusion of $\# \Pi_{2}$-1VAR in TotP

Theorem 5.6. $\# \Pi_{2}-1 V A R \subseteq T o t P$.

Proof. \#MonSat $\in$ TotP, since it has an easy decision version; a monotone CNF formula has always a satisfying assignment, the one in which every variable is set to true. Also, TotP is closed under product reductions by Proposition 1.10. Thus, every counting problem in $\# \Pi_{2}$-1VAR belongs to TotP.

The following corollary can be obtained using standard reductions between counting problems. However, it is interesting that any problem in $\# \Pi_{2}-1$ VAR inherits positive results for \#MonSat, since product reductions preserve the existence of fptas and fpras [132].

Corollary 5.2. (a) \#VC, \#IS, and \#EC admit a fully polynomial-time deterministic scheme (fptas) in graphs with maximum degree 5.
(b) \#DS admits an fptas in graphs with maximum degree 4.

Proof. Consider \#VC. If each vertex has degree at most 5, then after the reduction to \#MonSAT, we come up with a formula which is equivalent to a monotone formula in which every variable appears in at most 5 clauses. But \#MonSat restricted to such inputs, admits an fptas [114] and product reductions preserve the existence of fptas (or fpras) [132].

Similar arguments hold for \#IS, \#DS, and \#EC as well.

Remark 5.1. Corollary 5.2 is not surprising. We could obtain the same result via immediate reductions from \#VC, \#IS, \#DS, and \#EC to \#MonSAT. In addition the following algorithms are known for the aforementioned problems: (a) \#EC admits an fptas [113], (b) \#IS in graphs with maximum degree 5 has an fptas [155], (c) the problem of counting dominating sets in regular graphs admits an fptas when the maximum degree of the graph is $\leq 5$ or $\geq 199$ [37].

The introduction of $\# \Pi_{2}-1 \mathrm{VAR}$ can yield similar results for any problem that lies in this class.

Although completeness of $\#$ MonSat for $\# \Pi_{2}-1$ VAR under product reductions, is the first completeness result for \#MonSat under reductions stronger than Turing, we would like to prove \#MonSat complete for a class under reductions for which the class is downwards closed. This is a question raised by Hemaspaandra et al. [84]. Regarding the closure under parsimonious and product reductions of $\#$ MonSAT and $\# \Pi_{2}-1 \mathrm{VAR}$, we can say the following.

Proposition 5.6. (a) Closure $_{\leq_{\text {pars }}^{\mathrm{p}}}(\# \operatorname{MONSAT}) \subseteq$ Closure $_{\leq_{\mathrm{pr}}^{\mathrm{p}}}(\# \operatorname{MONSAT})$.
(b) Closure $_{\leq_{\mathrm{pr}}^{\mathrm{p}}}\left(\# \Pi_{2}-1 \mathrm{VAR}\right) \subseteq$ Closure $_{\leq_{\mathrm{pr}}^{\mathrm{p}}}(\# \mathrm{MONSAT}) \subseteq$ Closure $_{\leq_{\mathrm{pr}}^{\mathrm{p}}}($ TotP $)$. The first inclusion is strict unless the class $\# \Pi_{2}-1 \mathrm{VAR}$ is closed under product reductions. The second one is strict unless \#MonSAT is complete for TotP under product reductions.

Relationships among TotP, FPRAS, and the classes defined here are depicted in Figure 5.2.


Figure 5.2: Inclusions and separations in the case of $\mathrm{P}=\mathrm{RP} \neq \mathrm{NP}$. The following notation is used: $A \rightarrow B$ denotes $A \subseteq B, A \dashv B$ denotes $A \nsubseteq B$, and $A \mapsto B$ denotes $A \subsetneq B$.

### 5.2 A logical characterization of TotP

The logical characterization of \#P is based on writing a $\mathbf{\Sigma Q S O}(\mathbf{F O})$ formula that is essentially a sum over all accepting paths. In the case of TotP we start from the logic $\mathbf{\Sigma Q S O}(\exists \mathbf{S O})$ which allows us to express the existence of a branching. Once we find a branching we want to add 1 and continue recursively. Since the Turing machine is of polynomial time, the recursion suffices to be of polynomial depth.

So, at first, we describe a logic, namely $\mathbf{R} \boldsymbol{\Sigma} \mathbf{Q}_{\exists \mathrm{SO}}$, which is more expressive than $\boldsymbol{\Sigma Q S O}(\mathbf{F O})$. It is $\boldsymbol{\Sigma Q S O}(\exists \mathbf{S O})$ equipped with recursion. In this logic, we can express every TotP problem based on the fact that it is self-reducible. We are going to give an example for \#DNF.

Formally, in Subsection 5.2.1, we define logics equipped with a polynomially-bounded partial fixed point operator over functions $f:\left(\mathcal{P}\left(A^{k}\right)\right)^{l} \rightarrow \mathbb{N}$, which means that a function $f$ takes $l$ sets in $\mathcal{P}\left(A^{k}\right)$ as arguments (in other words, $l$ relations of arity $k$ ).

### 5.2.1 Functions over relations and recursion in QSO

First, we add the infinite set SOFS of second-order function symbols $f$ to $\boldsymbol{\Sigma Q S O}(\exists \mathbf{S O})$. Each symbol has an associated arity, denoted by arity $(f)$. The set of $\mathbf{S O}_{\mathbf{k}}-\mathbf{F} \boldsymbol{\Sigma} \mathbf{Q S O}(\exists \mathbf{S O})$ formulas over a vocabulary $\sigma$ is defined by the following grammar:

$$
\begin{equation*}
\alpha:=\phi|s| f\left(X_{1}, \ldots, X_{l}\right)|(\alpha+\alpha)|(\alpha \cdot \alpha) \mid \Sigma X . \alpha \tag{5.2}
\end{equation*}
$$

where $f \in \operatorname{SOFS}$, $\operatorname{arity}(f)=l$, and $X_{1}, \ldots, X_{l}$ is a sequence of second-order variables with $\operatorname{arity}\left(X_{i}\right)=k$ for every $1 \leq i \leq l$. Subscript $\mathbf{k}$ designates that for all $i \in\{1, \ldots, l\}, X_{i}$ is of arity $k$. As we already explained, $\phi$ is restricted to be an existential second-order formula.

Given a structure $\mathcal{A}$ over $\sigma, F$ is a function assignment for $\mathcal{A}$, if for every $f \in \operatorname{SOFS}$ with $\operatorname{arity}(f)=l$,

$$
F(f):\left(\mathcal{P}\left(A^{k}\right)\right)^{l} \rightarrow \mathbb{N} .
$$

Given first- and second-order assignments $v$ and $V$ for $\mathcal{A}$, respectively, it holds that:

$$
\left[\left[f\left(X_{1}, \ldots, X_{l}\right)\right]\right](\mathcal{A}, v, V, F)=F(f)\left(V\left(X_{1}\right), \ldots, V\left(X_{l}\right)\right) .
$$

The domain of the function symbols we introduce here, consists of sets of $k$-tuples of the universe. That's why we call them second-order function symbols. Function symbols defined in [15], representing functions $h: A^{l} \rightarrow \mathbb{N}$, can be seen as first-order function symbols.

In the same way, given a logic $\mathbf{L}$, we obtain $\mathbf{S O}_{\mathbf{k}}$ - $\mathbf{F L}$ by adding the function symbols in SOFS into the syntax.

We define now the logic $\mathbf{R S O}_{\mathbf{k}}-\mathbf{\Sigma} \mathbf{Q S O}(\exists \mathbf{S O})$, where $\mathbf{R S O}_{\mathbf{k}}$ stands for second-order recursion. The set of $\mathbf{R S O}_{\mathbf{k}} \mathbf{-} \boldsymbol{\Sigma} \mathbf{Q S O}(\exists \mathbf{S O})$ formulas over $\sigma$ includes $\boldsymbol{\Sigma Q S O}(\exists \mathbf{S O})$ formulas and the formula $\left[\operatorname{pbfp}_{f} \alpha\right](\vec{X})$, where $\vec{X}=\left(X_{1}, \ldots, X_{l}\right)$ is a sequence of $l$ distinct second-order variables and $\alpha(\vec{X}, f)$ is an $\mathbf{S O}_{\mathbf{k}}-\mathbf{F} \mathbf{\Sigma} \mathbf{Q S O}(\exists \mathbf{S O})$ formula with only one function symbol $f$ with $\operatorname{arity}(f)=l$. The free variables of $\left[\operatorname{pbfp}_{f} \alpha\right](\vec{X})$ are $X_{1}, \ldots, X_{l}$ (and $f$ is not considered to be free).

Finally, RSO- $\boldsymbol{\Sigma Q S O}(\exists \mathbf{S O})=\bigcup_{k} \mathbf{R S O}_{\mathbf{k}} \mathbf{-} \boldsymbol{\Sigma} \mathbf{Q S O}(\exists \mathbf{S O})$. RSO stands for second-order recursion, $\mathbf{\Sigma Q S O}$ represents that addition quantifiers over second-order variables are used, and
$(\exists \mathbf{S O})$ represents that $\phi$ in (7.1) is an existential second-order formula. In sequel we denote the logic RSO- $\Sigma \mathbf{Q S O}(\exists \mathrm{SO})$ by $\mathrm{R}^{\boldsymbol{\Sigma}} \mathrm{Q}_{\exists \mathrm{Bo}}$.

Define $\mathcal{S O} \mathcal{F}_{k}$ to be the set of all functions $h:\left(\mathcal{P}\left(A^{k}\right)\right)^{l} \rightarrow \mathbb{N}$. Let $\mathcal{A}$ be a structure over $\sigma$ and $\left[\operatorname{pbfp}_{f} \alpha\right](\vec{X})$ with $\operatorname{arity}(f)=l$. To define the semantics of $\left[\operatorname{pbfp}_{f} \alpha\right](\vec{X})$, we interpret $\alpha(\vec{X}, f)$ as an operator $T_{\alpha}$ on $\mathcal{S O \mathcal { F } _ { k }}$. For every $h \in \mathcal{S O} \mathcal{F}_{k}$ and $\left(S_{1}, \ldots, S_{l}\right) \in\left(\mathcal{P}\left(A^{k}\right)\right)^{l}$, it holds that:

$$
T_{\alpha}(h)(\vec{S})=[[\alpha(\vec{X}, f)]](\mathcal{A}, V, F)
$$

where $V$ is a second-order assignment for $\mathcal{A}$ such that $V\left(X_{i}\right)=S_{i}, i \in\{1, \ldots, l\}$, and $F$ is a function assignment for $\mathcal{A}$ such that $F(f)=h$.

Our first attempt would be to use the Tarksi-Knaster Theorem to prove that a least fixed point exists for an order-preserving $T_{\alpha}$. In this direction, we define the partial order $\leq_{f}$ on $\mathcal{S O} \mathcal{F}_{k}$ as follows: For two functions $f, g$ with $\operatorname{arity}(f)=\operatorname{arity}(g)=l$, it holds that $f \leq_{f} g$ if $f(\vec{S}) \leq g(\vec{S})$ for every $\vec{S}$. However, the requirement of $\left(\mathcal{S O} \mathcal{F}_{k}, \leq_{f}\right)$ being a complete lattice, is not satisfied. A second idea would be to consider the support of a function and define $h$ to be a fixed point of $T_{\alpha}$ if $\operatorname{supp}\left(T_{\alpha}(h)\right)=\operatorname{supp}(h)$ [15]. But there are cases in which the support of the operator reaches a least fixed point, but the function we are interested in, still increases.

We resolve this problem by defining the partial fixed point of an operator $T_{\alpha}$ along the lines of [112]. Let us consider the sequence of functions $\left\{h_{i}\right\}_{i \in \mathbb{N}}, h_{i}:\left(\mathcal{P}\left(A^{k}\right)\right)^{l} \rightarrow \mathbb{N}$, where $h_{0}(\vec{S})=0$ for every $\vec{S} \in\left(\mathcal{P}\left(A^{k}\right)\right)^{l}$ and let $h_{i+1}$ be defined as $T_{\alpha}\left(h_{i}\right)$ for every $i \in \mathbb{N}$. Then, there are two possibilities: either there exists some $n \in \mathbb{N}$ such that $h_{n+1}(\vec{S})=h_{n}(\vec{S})$ for every $\vec{S} \in\left(\mathcal{P}\left(A^{k}\right)\right)^{l}$, and thus we say that $h_{j}=h_{n}$ for every $j \geqslant n$, or there is no such $n$. If the first case holds, then $n \leq 2^{l \cdot|A|^{k}}$. So, it would be reasonable to define $\operatorname{pfp}\left(T_{\alpha}\right)$ as follows:

$$
\operatorname{pfp}\left(T_{\alpha}\right)= \begin{cases}f_{n} & \text { if } f_{n}=f_{n+1}, \\ f_{0} & \text { if } f_{n} \neq f_{n+1} \text { for all } n \leq 2^{l \cdot|A|^{k}} .\end{cases}
$$

Here we slightly change this definition. Let $m$ be the maximum arity of a second-order variable bounded by a quantitative quantifier, i.e. $\Sigma$ or $\Pi$, in $\alpha$. Then, we define the p-bounded (partial) fixed point of an operator $T_{\alpha}$ to be the following.

$$
\operatorname{pbfp}\left(T_{\alpha}\right)= \begin{cases}f_{n} & \text { if } f_{n}=f_{n+1} \text { for some } n \leq|A|^{m} \\ f_{|A|^{m}} & \text { if } f_{n} \neq f_{n+1} \text { for all } n \leq|A|^{m} .\end{cases}
$$

We define the semantics of $\left[\operatorname{pbfp}_{f} \alpha\right](\vec{X})$ to be the p-bounded fixed point of $T_{\alpha}$. More precisely,

$$
\left[\left[\left[\operatorname{pbfp}_{f} \alpha\right](\vec{X})\right]\right](\mathcal{A}, V)= \begin{cases}f_{n}(V(\vec{X})) & \text { if } f_{n}=f_{n+1} \text { for some } n \leq|A|^{m}  \tag{5.3}\\ f_{l}(V(\vec{X})) & \text { otherwise, where } l=|A|^{m}\end{cases}
$$

We give an example of a TotP problem that belongs to $R \Sigma Q_{\exists \mathrm{BO}}$.

Example 5.1. The problem $\# \mathrm{DNF}$ is in $\mathrm{RSO}_{1}-\Sigma \mathrm{QSO}(\exists \mathrm{SO})$. Let $\sigma=\left\{V^{1}, D^{1}\right.$, Pos $^{2}$, $\left.N e g^{2}\right\}$ be the vocabulary of a DNF formula and $\mathcal{A}_{\phi}=\left\langle A=\left\{v_{1}, v_{2}, \ldots, v_{n}, d_{1}, \ldots\right.\right.$, $\left.\left.d_{n^{\prime}}\right\}, V, D, \operatorname{Pos}, N e g\right\rangle$ be a structure over $\sigma$, encoding an input $\phi$. The universe contains $n$ variables and $n^{\prime}$ disjuncts, relations $V(v)$ and $D(d)$ indicate that $v, d$ are a variable and a disjunct repsectively, whereas $\operatorname{Pos}(d, v)(r e s p . N e g(d, v))$ means that variable $v$ appears positive (resp. negative) in disjunct $d$.
\#DNF is defined as the p-bounded fixed point of formula $\operatorname{dnf}($ True, False, $f$ ) given below.

$$
\begin{aligned}
\operatorname{dnf}(\text { True }, \text { False }, f):= & \exists T \operatorname{sat}(T) \wedge \text { EndOfRecursion }+ \\
& \Sigma T_{1} \cdot \Sigma F_{1} \cdot\left(\mathrm{t}_{1}\left(T_{1}\right) \wedge \mathrm{f}_{1}\left(F_{1}\right)\right) \cdot f\left(T_{1}, F_{1}\right)+ \\
& \Sigma T_{0} \cdot \Sigma F_{0} \cdot\left(\mathrm{t}_{0}\left(T_{0}\right) \wedge \mathrm{f}_{0}\left(F_{0}\right)\right) \cdot f\left(T_{0}, F_{0}\right)
\end{aligned}
$$

Now we give details for each subformula of $\operatorname{dnf}($ True, False, $f)$. The idea behind this formula is that we start with empty relations True and False and at each recursive step, we fix a variable $v_{i}$ to be either true or false. When all variables are set to either true or false, the recursion ends.

1. EndOfRecursion $:=\forall v(V(v) \rightarrow$ True $(v) \vee$ False $(v))$. Formula EndOfRecursion is true when we have assigned a truth value to every variable.
2. $\operatorname{sat}(T):=\exists d \forall v(D(d) \wedge(\operatorname{Pos}(d, v) \rightarrow T(v)) \wedge(N e g(d, v) \rightarrow \neg T(v)) \wedge(\operatorname{True}(v) \rightarrow T(v)) \wedge$ $($ False $(v) \rightarrow \neg T(v)))$. Formula $\operatorname{sat}(T)$ states that there is a satisfying assignment for the formula $\phi$, when we have fixed some variables to either true or false. The fixed truth values are given by the relations True and False.
3. The minimum variable that has not been assigned a truth value yet can be defined by the formula $\min \left(v_{\min }\right):=\exists d\left(\operatorname{Pos}\left(d, v_{\min }\right) \vee N e g\left(d, v_{\min }\right)\right) \wedge\left(\neg \operatorname{True}\left(v_{\min }\right) \wedge \neg \operatorname{False}\left(v_{\min }\right)\right) \wedge$ $\forall v\left((\neg \operatorname{True}(v) \wedge \neg\right.$ False $\left.(v)) \rightarrow v \geqslant v_{\text {min }}\right)$.
4. Formula $t_{1}\left(T_{1}\right)$ says that there exists a variable that appears in formula $\phi$ and has not been assigned a truth value yet and sets the value of the minimum such variable to true. So,
$t_{1}\left(T_{1}\right)=\exists v_{\text {min }}\left(\min \left(v_{\text {min }}\right) \wedge T_{1}\left(v_{\text {min }}\right) \wedge \forall u\left(u \neq v_{\text {min }} \rightarrow\left(T_{1}(u) \leftrightarrow\right.\right.\right.$ True $\left.\left.\left.(u)\right)\right)\right)$. In other words, $t_{1}\left(T_{1}\right)$ defines the relation $T_{1}$ that agrees with relation True on the values of all variables, except one; $T_{1}$ is also true for the minimum variable assigned neither to true nor to false at the current step of recursion.
5. Formula $f_{1}\left(F_{1}\right)$ defines relation $F_{1}$ to be exactly the relation False. So, $f_{1}\left(F_{1}\right)=\forall v\left(F_{1}(v) \leftrightarrow\right.$ False(v)).
6. Similarly, $t_{0}\left(T_{0}\right)$ defines $T_{0}$ such that it is the relation True, whereas $f_{0}\left(F_{0}\right)$ defines $F_{0}$ to be the extension of False that also holds for the minimum variable not assigned to either true or false yet.

Then, $\left[\left[\left[\mathrm{pbfp}_{f} \mathrm{dnf}\right](\right.\right.$ True, Fasle $\left.\left.)\right]\right]\left(\mathcal{A}_{\phi}, V\right)$ gives the number of satisfying assignments of $\phi$, where $V$ is a second-order assignment for $\mathcal{A}_{\phi}$ such that $V($ True $)=\emptyset$ and $V($ False $)=\emptyset$. Note that after $n$ steps all variables are set to true or false and the recursion requires $n+1$ steps until $f_{0}, f_{1}, \ldots$ stabilizes. The maximum arity of a second-order variable bounded by the quantifier $\Sigma$ is $m=1$ and the size of the universe is $n+n^{\prime}$. So, $\# \operatorname{DNF}\left(\mathcal{A}_{\phi}\right)=f_{n+1}(\emptyset, \emptyset)$, where $n+1 \leq|A|^{m}=n+n^{\prime}$.

### 5.2.2 A logic for expressing TotP functions

Let $N$ be an NPTM that has a binary computation tree and uses time $n^{c}-1$ for inputs of size $n$. We assume that $N$ is the quintuple $N=\left\{\mathcal{Q}, \Sigma, \delta, q_{I}, q_{F}\right\}$, where $\mathcal{Q}=\left\{q_{0}, \ldots, q_{d-1}\right\}$ is the set of states of size $|\mathcal{Q}|=d, \Sigma=\{0,1\}$ the alphabet, $q_{I}=q_{0}$ is the initial state, and $q_{F}=q_{d-1}$ is the final state. Let also $k=\max \{c,\lceil\log d\rceil\}$. Here we assume that the tape of machine $N$ is of length $n^{k}$ and that once the machine accepts or rejects, it clears its tape, it moves its cursor all the way to the left, and enters a unique final state $q_{F}$. The transition relation $\delta$ maps a pair in $\mathcal{Q} \times(\Sigma \cup\{-\})$ to at most two triples in $\mathcal{Q} \times(\Sigma \cup\{-\}) \times\{$ Stay, Left, Right $\}$. If $\delta$ maps a pair to only one triple, then we say that only choice 0 is possible. An input $x$ of size $n$ is encoded by a structure $\mathcal{A}_{x}=\langle\{0,1, \ldots, n-1\}, B\rangle$, where $B$ represents the positions where $x$ is 1 .

We are going to describe the formula $\operatorname{tot}(T, E, P, Q, f)$ such that the interpretation of $\left[\operatorname{pbfp}_{f} \operatorname{tot}\right](T, E, P, Q)$ gives the number of branchings of $N$, which is sufficient by Remark 1.4. Second-order variables $T$ (contents of the tape), $E$ (end of zeros and ones on the tape), $P$ (position of the cursor), $Q$ (state of the machine), each of arity $k$, will encode a configuration of NPTM $N$.

To construct tot we need the following subformulas.
$\operatorname{DetComp}\left(S_{0}, \ldots, S_{m}, \overrightarrow{t_{*}}\right)$ which expresses the existence of a deterministic computation on an input, encoded by the $k$-ary relations $T, E, P, Q$ until time $\overrightarrow{t_{*}}$.

NonDetChoice $\left(S_{0}, \ldots, S_{m}, \overrightarrow{t_{*}}\right)$ which expresses that $\overrightarrow{t_{*}}$ is the first time step a nondeterministic choice is made during the computation.
$\Delta_{\mathrm{i}}\left(S_{0}, \ldots, S_{m}, T_{i}, E_{i}, P_{i}, Q_{i}, \overrightarrow{t_{*}}\right)$ which defines the contents of the tape, the position of the cursor, and the state of $N$ at time $\overrightarrow{t_{*}}+1$ if nonderministic choice i was made at time $\overrightarrow{t_{*}}$, where $i \in\{0,1\}$.

Formula $\operatorname{DetComp}\left(S_{0}, \ldots, S_{m}, \overrightarrow{t_{*}}\right)$ is the formula given in the proof of Fagin's Theorem [88] with a few modifications.

$$
\begin{aligned}
\operatorname{DetComp}\left(S_{0}, \ldots, S_{m}, \overrightarrow{t_{*}}\right):= & \operatorname{input}\left(S_{0}, \ldots, S_{m}\right) \wedge \operatorname{transition}\left(S_{0}, \ldots, S_{m}, \overrightarrow{t_{*}}\right) \wedge \\
& \operatorname{nonfinal}\left(S_{0}, \ldots, S_{m}, \overrightarrow{t_{*}}\right) \wedge \operatorname{deterministic}\left(S_{0}, \ldots, S_{m}, \overrightarrow{t_{*}}\right)
\end{aligned}
$$

where $S_{i}, 0 \leq i \leq m$, are $2 k$-ary relations such that $S_{i}(\vec{s}, \vec{t})$ encodes that cell $\vec{s}$ contains the symbol $i$ at time $\vec{t}$. Symbol $i$ is one of 0,1 , $u$ when the cursor is not on cell $\vec{s}$, or a combination $(q, \sigma) \in Q \times\{0,1\lrcorner$,$\} , when the cursor is on cell \vec{s}$. Recall that the input structure has $n$ elements ordered by a total order $\leq$, so we can use $k$-tuples of these $n$ elements, to encode $n^{k}$ cells (or time steps) and define the lexicographic order on them, which again we denote by $\leq$. We are going to use the expressions $\vec{s} \leq \vec{u}, \vec{s}<\vec{u}, \vec{s}+1, \vec{s}+1, \overrightarrow{s_{\max }}, \overrightarrow{s_{\min }}$ which are all definable in first-order logic. Also, when we write $\overrightarrow{s_{i}}$, we mean the $i$-th smallest cell with respect to $\leq$. We use similar notation for time steps.

As for the second-order variables $T, E, P, Q, T\left(\overrightarrow{s_{i}}\right)$ is true iff cell $\overrightarrow{s_{i}}$ has the symbol $1, E\left(\overrightarrow{s_{i}}\right)$ denotes that all cells greater than $\overrightarrow{s_{i}}$ have the symbol ${ }_{\lrcorner}, P\left(\overrightarrow{s_{i}}\right)$ indicates that the cursor is on cell $\overrightarrow{s_{i}}$, and $Q\left(\overrightarrow{s_{i}}\right)$ means that $N$ is in state $q_{i}$. When we write $E\left(\overrightarrow{s_{i}}\right)$ (resp. $\left.P\left(\overrightarrow{s_{i}}\right), Q\left(\overrightarrow{s_{i}}\right)\right)$, it is a shorthand for $E\left(\overrightarrow{s_{i}}\right) \wedge \forall \vec{u}\left(\vec{u} \neq \overrightarrow{s_{i}} \rightarrow \neg E(\vec{u})\right)\left(\right.$ resp. $P\left(\overrightarrow{s_{i}}\right) \wedge \forall \vec{u}\left(\vec{u} \neq \overrightarrow{s_{i}} \rightarrow \neg P(\vec{u})\right)$, $\left.Q\left(\overrightarrow{s_{i}}\right) \wedge \forall \vec{u}\left(\vec{u} \neq \overrightarrow{s_{i}} \rightarrow \neg Q(\vec{u})\right)\right)$.

From now on, we denote the quadruple $(T, E, P, Q)$ by $\vec{C}$ and the sequence $\left(S_{0}, \ldots, S_{m}\right)$ by $\vec{S}$. Note that we need both sequences $\vec{C}$ and $\vec{S}$. Relations $\vec{C}$ encode a configuration,
let's say $c$, which is the starting point of a deterministic computation. Then, $\vec{S}$ encode the deterministic computation of $N$ starting at $c$. When the first nondeterministic choice is made, the configuration of the machine after this choice is copied again into $\vec{C}$ and the recursive computation continues.

Formulas input, transition, nonfinal, and deterministic are defined below. Given a configuration of $N$, formula input is used to force sequence $\vec{S}=\left(S_{0}, \ldots, S_{m}\right)$ to encode this configuration at time $\overrightarrow{0}$. The configuration is not necessarily the initial configuration of $N$ and it corresponds to some state $q_{i}, i \in\{0, \ldots, d-1\}$, some contents of the tape, and a position of the cursor. These information will be passed to $\vec{S}$ and the time will be set to $\overrightarrow{0}$. So, for each state $q_{i}$ we will need a different subformula state $_{\mathrm{i}}, 0 \leq i \leq d-1$, which has free second-order variables $\overrightarrow{S_{i}}=\left(S_{0}, S_{1}, S_{\lrcorner}, S_{\left(0, q_{i}\right)}, S_{\left(1, q_{i}\right)}, S_{\left.( \lrcorner, q_{i}\right)}\right)$.

$$
\begin{aligned}
\operatorname{state}\left(\overrightarrow{S_{i}}\right):=\forall \vec{s}(E(\vec{s}) \rightarrow \forall \vec{u}(\vec{u} \leq \vec{s} \rightarrow & \left(\neg T(\vec{u}) \wedge \neg P(\vec{u}) \rightarrow S_{0}(\vec{u}, \overrightarrow{0})\right) \wedge \\
& \left(T(\vec{u}) \wedge \neg P(\vec{u}) \rightarrow S_{1}(\vec{u}, \overrightarrow{0})\right) \wedge \\
& \left(\neg T(\vec{u}) \wedge P(\vec{u}) \rightarrow S_{\left(0, q_{i}\right)}(\vec{u}, \overrightarrow{0})\right) \wedge \\
& \left(T(\vec{u}) \wedge P(\vec{u}) \rightarrow S_{\left(1, q_{i}\right)}(\vec{u}, \overrightarrow{0})\right) \wedge \\
\vec{u}>\vec{s} \rightarrow & \left(\neg P(\vec{u}) \rightarrow S_{\lrcorner}(\vec{u}, \overrightarrow{0})\right) \wedge \\
& \left.\left.\left(P(\vec{u}) \rightarrow S_{\left.( \lrcorner, q_{i}\right)}(\vec{u}, \overrightarrow{0})\right)\right)\right)
\end{aligned}
$$

Furthermore, for every tuple ( $\vec{u}, \overrightarrow{0}$ ), we want exactly one $S_{l}, 0 \leq l \leq m$, to be true. For example, if for some $\vec{u}$ we have that $T(\vec{u}) \wedge P(\vec{u})$ is true, this should imply that $S_{\left(1, q_{i}\right)}(\vec{u}, \overrightarrow{0}) \wedge$ $\bigwedge \neg S_{j}(\vec{u}, \overrightarrow{0})$ is also true. So, we add similar conjunctions to every subformula above, such $j \neq\left(1, q_{i}\right)$
that whenever $S_{l}(\vec{u}, \overrightarrow{0})$ holds, no other $S_{j}, j \neq l$, holds for the tuple $(\vec{u}, \overrightarrow{0})$.
Now, we can define formula input as follows.

$$
\operatorname{input}(\vec{S}):=\bigwedge_{0 \leq i \leq d-1} \forall \vec{v}\left(\vec{v}=\overrightarrow{s_{i}} \wedge Q(\vec{v})\right) \rightarrow \operatorname{state}_{\mathrm{i}}\left(\overrightarrow{S_{i}}\right)
$$

Formula transition describes all the deterministic transitions that can be made by $N$ until time step $\overrightarrow{t_{*}}$.

$$
\begin{aligned}
& \operatorname{transition}\left(\vec{S}, \overrightarrow{t_{*}}\right):=\forall \vec{s} \forall \vec{t}\left(\vec{t}<\overrightarrow{t_{*}}\right) \rightarrow \\
& \bigwedge_{\left(i_{1}, i_{2}, i_{3}\right) \rightarrow d} S_{i_{1}}(\vec{s}-1, \vec{t}) \wedge S_{i_{2}}(\vec{s}, \vec{t}) \wedge S_{i_{3}}(\vec{s}+1, \vec{t}) \rightarrow S_{i_{4}}(\vec{s}, \vec{t}+1) \wedge \\
& \bigwedge_{i \neq i_{4}} S_{i_{1}}(\vec{s}-1, \vec{t}) \wedge S_{i_{2}}(\vec{s}, \vec{t}) \wedge S_{i_{3}}(\vec{s}+1, \vec{t}) \rightarrow \neg S_{i}(\vec{s}, \vec{t}+1)
\end{aligned}
$$

where $\left(i_{1}, i_{2}, i_{3}\right) \rightarrow^{d}\left(i_{4}\right)$ means that the configuration corresponding to $\vec{s}-1, \vec{s}$ and $\vec{s}+1$ containing $i_{1}, i_{2}$, and $i_{3}$, respectively, is mapped deterministically to the configuration that cell $\vec{s}$ contains $i_{4}$. In other words, the conjunction is over all possible transitions that are deterministic. Trivial transitions for cell contents that do not change and a conjunction which states that for every tuple $(\vec{s}, \vec{t})$ with $\vec{t}>\overrightarrow{t_{*}}$ no $S_{j}$ is true are also included in the formula transition.

Formula nonfinal guarantees that the computation has not reached its final state before time $\overrightarrow{t_{*}}$.

$$
\operatorname{nonfinal}\left(\vec{S}, \overrightarrow{t_{*}}\right):=\forall \vec{t}\left(\vec{t}<\overrightarrow{t_{*}} \rightarrow \neg S_{\left.( \lrcorner, q_{F}\right)}\left(\vec{s}_{\text {min }}, \vec{t}\right)\right) .
$$

Formula deterministic states that the computation from time $\overrightarrow{0}$ until time $\overrightarrow{t_{*}}-1$ is deterministic. Equivalently, at all time steps before $\overrightarrow{t_{*}}$, only choice 0 can be made by $N$, since there is no possibility of a branching. Let $\left.\gamma_{1}, \ldots, \gamma_{p} \in \mathcal{Q} \times\{0,1\lrcorner,\right\}$ be exactly the symbol combinations that lead to a nondeterministic choice. Then deterministic can be written as follows:

$$
\text { deterministic }\left(\vec{S}, \overrightarrow{t_{*}}\right):=\forall \vec{t} \forall \vec{s}\left(\vec{t}<\overrightarrow{t_{*}} \rightarrow \bigwedge_{\gamma \in\left\{\gamma_{1}, \ldots, \gamma_{p}\right\}} \neg S_{\gamma}(\vec{s}, \vec{t})\right) \text {. }
$$

Formula NonDetChoice $\left(\vec{S}, \overrightarrow{t_{*}}\right)$ expresses that $\overrightarrow{t_{*}}$ is a time step at which a nondeterministic choice is made by $N$.

$$
\text { NonDetChoice }\left(\vec{S}, \overrightarrow{t_{*}}\right):=\exists \vec{s} \bigvee_{\gamma \in\left\{\gamma_{1}, \ldots, \gamma_{p}\right\}} S_{\gamma}\left(\vec{s}, \overrightarrow{t_{*}}\right)
$$

Formula $\Delta_{\mathrm{i}}\left(\vec{S}, \overrightarrow{C_{i}}, \overrightarrow{t_{*}}\right), i \in\{0,1\}$, defines relations $\overrightarrow{C_{i}}=\left(T_{i}, E_{i}, P_{i}, Q_{i}\right)$, which encode the configuration of $N$ at time step $\overrightarrow{t_{*}}+1$, if nondeterministic choice $i$ was made at $\overrightarrow{t_{*}}$.

For example, if nondeterministic choice 1 was made at $\overrightarrow{t_{*}}$ and $S_{\left(0, q_{5}\right)}\left(\overrightarrow{s_{3}}, \overrightarrow{t_{*}}\right)$ represents that this choice was made while $N$ was in state $q_{5}$, the cursor was on cell $\overrightarrow{s_{3}}$, and $\overrightarrow{s_{3}}$ contained the symbol 0 , then the following formula encodes the transition that is made.

$$
\begin{gathered}
\left(S_{i_{1}}\left(\overrightarrow{s_{0}}, \overrightarrow{t_{*}}\right) \wedge \ldots \wedge S_{\left(0, q_{5}\right)}\left(\overrightarrow{s_{3}}, \overrightarrow{t_{*}}\right) \wedge \ldots \wedge S_{i_{2}}\left(\overrightarrow{s_{\text {max }}}, \overrightarrow{t_{*}}\right)\right) \rightarrow \\
\left(Q_{1}\left(\overrightarrow{s_{i_{1}}}\right) \wedge E_{1}\left(\overrightarrow{s_{i_{2}}}\right) \wedge P_{1}\left(\overrightarrow{s_{i_{3}}}\right) \wedge \underset{\substack{\vec{s} \text { contains } 1 \\
\text { at time } \overrightarrow{*_{*}}+1}}{ } T_{1}(\vec{s})\right)
\end{gathered}
$$

where $\overrightarrow{s_{i_{2}}}$ is the greatest cell containing either 0 or $1, \overrightarrow{s_{i 3}} \in\left\{\overrightarrow{s_{2}}, \overrightarrow{s_{3}}, \overrightarrow{s_{4}}\right\}$ is the position of the cursor, and $q_{i_{1}}$ is the state of $N$ at time step $\overrightarrow{t_{*}}+1$. The first line represents the contents of
the tape at $\overrightarrow{t_{*}}$. We define formula $\gamma_{j}^{\Delta_{i}}\left(\vec{S}, \overrightarrow{C_{i}}, \overrightarrow{t_{*}}\right)$ to be a conjunction of such formulas so that it describes the transition from any configuration of the machine where $S_{\gamma_{j}}\left(\vec{s}, \overrightarrow{t_{*}}\right)$ holds for some $\vec{s}$, to the configuration determined by choice $i$. The latter configuration is encoded by $T_{i}, E_{i}, P_{i}, Q_{i}$. So, for $i \in\{0,1\}:$

$$
\Delta_{\mathbf{i}}\left(\vec{S}, \overrightarrow{C_{i}}, \overrightarrow{t_{*}}\right):=\bigwedge_{j \in\{1, \ldots, p\}} \gamma_{j}^{\Delta_{i}}\left(\vec{S}, \overrightarrow{C_{i}}, \overrightarrow{t_{*}}\right)
$$

Finally, let branching $\left(\vec{S}, \overrightarrow{t_{*}}\right):=\operatorname{Det} \operatorname{Comp}\left(\vec{S}, \overrightarrow{t_{*}}\right) \wedge \operatorname{NonDetChoice}\left(\vec{S}, \overrightarrow{t_{*}}\right)$. Formula tot is defined as follows.

$$
\begin{aligned}
\operatorname{tot}(\vec{C}, f):= & \exists \vec{S} \exists \overrightarrow{t_{*}} \operatorname{branching}\left(\vec{S}, \overrightarrow{t_{*}}\right)+ \\
& \Sigma \overrightarrow{C_{0}} \cdot\left(\exists \vec{S} \exists \overrightarrow{t_{*}}\left(\operatorname{branching}\left(\vec{S}, \overrightarrow{t_{*}}\right) \wedge \Delta_{0}\left(\vec{S}, \overrightarrow{C_{0}}, \overrightarrow{t_{*}}\right)\right) \cdot f\left(\overrightarrow{C_{0}}\right)\right)+ \\
& \Sigma \overrightarrow{C_{1}} \cdot\left(\exists \vec{S} \exists \overrightarrow{t_{*}}\left(\operatorname{branching}\left(\vec{S}, \overrightarrow{t_{*}}\right) \wedge \Delta_{1}\left(\vec{S}, \overrightarrow{C_{1}}, \overrightarrow{t_{*}}\right)\right) \cdot f\left(\overrightarrow{C_{1}}\right)\right) .
\end{aligned}
$$

We have that

$$
\operatorname{tot}_{N}(x)=\left[\left[\left[\operatorname{pbfp}_{f} \operatorname{tot}\right](\vec{C})\right]\right]\left(\mathcal{A}_{x}, V_{I}\right)
$$

where $V_{I}$ is a second-order assignment for $\mathcal{A}_{x}$ such that $V_{I}(T)=T_{I}, V_{I}(E)=E_{I}, V_{I}(P)=P_{I}$, $V_{I}(Q)=Q_{I}$, and $T_{I}, E_{I}, V_{I}, Q_{I}$ are relations which represent the initial configuration of $N$. We describe how this is possible by giving an $F O$ formula that defines $T_{I}, E_{I}, V_{I}, Q_{I}$.

Let $B$ be the relation that encodes the input structure as a binary string of length $n$. We assume that the cursor is on the first cell when $N$ starts its computation and the input ends at the ( $n-1$ )-th cell. Let inputrule $\mathrm{i}_{\mathrm{i}}, 0 \leq i \leq 2^{n}-1$, be formulas that describe how relation $B$ defines relation $T$. For example, inputrule $0_{0}(T)=\forall x \neg B(x) \rightarrow \forall \vec{s} \neg T(\vec{s})$. Then,

$$
\psi_{I}:=\exists T_{I} \exists E_{I} \exists P_{I} \exists Q_{I}\left(Q_{I}\left(\overrightarrow{s_{0}}\right) \wedge E_{I}\left(\overrightarrow{s_{n-1}}\right) \wedge P_{I}\left(\overrightarrow{s_{0}}\right) \wedge \bigwedge_{0 \leq i \leq 2^{n}-1} \text { inputrule }\left(T_{I}\right)\right)
$$

Note that tot is an $\mathbf{R S O}_{\mathbf{k}}-\mathbf{\Sigma} \mathbf{Q S O}(\exists \mathbf{S O})$ formula. The operator $T_{\text {tot }}$ reaches a fixed point in polynomially many steps; since the machine $N$ runs for $n^{c}-1$ steps, the formula nonfinal will become false after at most $n^{c}-1$ recursive steps. So, $f_{n} c\left(T_{I}, E_{I}, P_{I}, Q_{I}\right)=f_{n^{c}-1}\left(T_{I}, E_{I}, P_{I}, Q_{I}\right)$. The maximum arity of a second-order variable bounded by the quantifier $\Sigma$ is $k \geqslant c$. So the interpretation of $\left[\operatorname{pbfp}_{f} \mathrm{tot}\right](\vec{C})$ returns the correct value, which is the number of branchings of $N$.

## A formula for counting the number of computation paths of $N$.

We can also write a formula, such that its interpretation is equal to the total number of paths of $N$. Let FinalState be the formula

$$
\operatorname{input}(\vec{S}) \wedge \operatorname{transition}\left(\vec{C}, \overrightarrow{t_{*}}\right) \wedge \text { deterministic }\left(\vec{S}, \overrightarrow{t_{*}}\right) \wedge \text { final }\left(\vec{S}, \overrightarrow{t_{*}}\right)
$$

which is true if the machine reaches a final state at $\overrightarrow{t_{*}}$ after a deterministic computation starting from $\overrightarrow{0}$.

$$
\begin{aligned}
& \text { tot }_{\text {paths }}(\vec{C}, f):=\exists \vec{S} \exists \overrightarrow{t_{*}} \text { FinalState }\left(\vec{S}, \overrightarrow{t_{*}}\right)+ \\
& \Sigma \overrightarrow{C_{0}} \cdot\left(\exists \vec{S} \exists \overrightarrow{t_{*}}\left(\operatorname{branching}\left(\vec{S}, \overrightarrow{t_{*}}\right) \wedge \Delta_{0}\left(\vec{S}, \overrightarrow{C_{0}}, \overrightarrow{t_{*}}\right)\right) \cdot f\left(\overrightarrow{C_{0}}\right)\right)+ \\
& \Sigma \overrightarrow{C_{1}} \cdot\left[\exists \vec{S} \exists \overrightarrow{t_{*}}\left(\operatorname{branching}\left(\vec{S}, \overrightarrow{t_{*}}\right) \wedge \Delta_{1}\left(\vec{S}, \overrightarrow{C_{1}}, \overrightarrow{t_{*}}\right)\right) \cdot f\left(\overrightarrow{C_{1}}\right)\right] .
\end{aligned}
$$

In this case it holds that

$$
\left[\left[\left[\operatorname{pbfp}_{f} \text { tot }_{\text {paths }}\right](\vec{C})\right]\right]\left(\mathcal{A}_{x}, V_{I}\right)=\#(\text { paths of } N \text { on input } x)=\operatorname{tot}_{N}(x)+1
$$

### 5.2.3 A logic that captures TotP

Actually, we do not need the expressive power of $\mathbf{R} \boldsymbol{\Sigma} \mathbf{Q}_{\exists \mathrm{SO}}$ to write formula tot. First, notice that all second-order formulas in tot can be reduced to propositional formulas the satisfiability of which belongs to P. In more detail, they are reducible to disjunctions of Horn formulas. Second, the formula

$$
\exists \vec{S} \exists \overrightarrow{t_{*}} \operatorname{branching}\left(\vec{S}, \overrightarrow{t_{*}}\right)
$$

appears as a subformula in every summand that the function symbol $f$ appears. Thus, we can write tot in the form

$$
\begin{aligned}
\operatorname{tot}(\vec{X}, f) & =\exists \vec{X} \exists \vec{x} \phi_{0}(\vec{X}, \vec{x})+ \\
\Sigma & \begin{aligned}
Y & \exists \vec{X} \exists \vec{x}\left(\phi_{0}(\vec{X}, \vec{x}) \wedge \phi_{1}(\vec{X}, \vec{Y})\right) \cdot f(\vec{Y})+ \\
\Sigma & \vec{Y} \cdot \exists \vec{X} \exists \vec{x}\left(\phi_{0}(\vec{X}, \vec{x}) \wedge \phi_{2}(\vec{X}, \vec{Y})\right) \cdot f(\vec{Y})
\end{aligned}
\end{aligned}
$$

Finally, formula $\Delta_{0}\left(\right.$ resp. $\left.\Delta_{1}\right)$ defines unique relations $T_{0}, E_{0}, P_{0}$, and $Q_{0}$ (resp. $T_{1}, E_{1}, P_{1}$, and $\left.Q_{1}\right)$. Although the operators $\Sigma T_{0}, \Sigma E_{0}, \Sigma P_{0}$, and $\Sigma Q_{0}$ require the evaluation of the succeeding formula

$$
\exists \vec{S} \exists \overrightarrow{t_{*}}\left(\operatorname{branching}\left(\vec{S}, \overrightarrow{t_{*}}\right) \wedge \Delta_{0}\left(\vec{S}, T_{0}, E_{0}, P_{0}, Q_{0}, \overrightarrow{t_{*}}\right)\right) \cdot f\left(T_{0}, E_{0}, P_{0}, Q_{0}\right)
$$

for every possible assignment for $T_{0}, E_{0}, P_{0}, Q_{0}$, the formula will be evaluated to zero for all assignments but one. For the unique assignment defined by $\Delta_{0}$, the formula will be evaluated to some natural number.

In what follows，first we give some formal definitions based on the observations we just made．Then，we define a subclass of $R \Sigma Q_{\exists ⿰ ㇇ ⿰ 亅 ⿱ 丿 丶 三 s o ~}$ and show that it captures the class TotP．

Definition 5．4．We say that $\phi$ is an SOE（SO－Easy）formula if $\phi$ is an existential second－ order formula $\phi=\exists \vec{X} \psi(\vec{X})$ ，where
－$\vec{X}=\left(X_{1}, \ldots, X_{k}\right), k \in \mathbb{N}$ ，is a sequence of second－order variables and
－$\psi(\vec{X})$ is a $\boldsymbol{\Sigma}_{\mathbf{2}}$－Horn formula，which means that $\psi$ is of the form

$$
\psi(\vec{X})=\exists \vec{x} \bigvee_{i} \forall \vec{y} \chi_{i}(\vec{X}, \vec{x}, \vec{y})
$$

where each $\chi_{i}$ is an unquantified first－order formula in CNF form，in which each clause may contain negative occurrences and at most one positive occurence of a relation $X_{j}$ ， $1 \leq j \leq k$.

For an SOE formula，E stands for easy，since its satisfiability is reducible to the satisfiability of a propositional formula，which can be solved in deterministic polynomial time．In fact，there is a product reduction between the counting versions of these problems．

Let \＃DisjHornSat denote the problem of counting satisfying assignments of a disjuction of propositional Horn formulas．

Proposition 5．7．Given a structure $\mathcal{A}$ and an SOE formula $\phi=\exists \vec{X} \psi(\vec{X})$ ，the problem of computing $|\{\langle\vec{X}\rangle: \mathcal{A}=\psi(\vec{X})\}|$ can be reduced to \＃DisjHornSat under product reductions．

Proof．Formula

$$
\psi(\vec{X})=\exists x_{1} \ldots \exists x_{n} \bigvee_{1 \leq i \leq t} \forall y_{1} \ldots \forall y_{m} \chi_{i}\left(\vec{X}, x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right)
$$

can be written as $\bigvee_{w \in A^{n}} \bigvee_{1 \leq i \leq t} \bigwedge_{u \in A^{m}} \chi_{i}(\vec{X}, w, u)$ ．Each clause in any $\chi_{i}$ is a disjunction of some （positive or negative）$X_{j}$ and atomic formulas．The latter are either true or false in $\mathcal{A}$ ．If an atomic formula is not satisfied in $\mathcal{A}$ ，then it is removed from its clause，whereas if it is satisfied in $\mathcal{A}$ ，its clause is removed from the formula．

By the previous transformations，we obtained a formula which is a disjunction of CNF formulas，each clause of which has some literals of the form $\neg X_{j}\left(\overrightarrow{x_{l}}\right)$ and at most one literal of the form $X_{j}\left(\overrightarrow{x_{l}}\right)$ ，where $1 \leq j \leq k$ and $\overrightarrow{x_{l}} \in A^{\operatorname{arity}\left(X_{j}\right)}$ ．

The last transformation consists of replacing every $X_{j}\left(\overrightarrow{x_{l}}\right)$ by a propositional variable $z_{j l}$ ． Let $g(\mathcal{A})=\bigvee \bigwedge \bigvee z_{j l}$ be the resulting formula．Now there may be some combinations of the
second-order variables $\vec{X}$ and tuples of elements of $A$, that do not appear in $g(\mathcal{A})$. Let $n(\mathcal{A})$ be the number of these combinations. Then,

$$
|\{\langle\vec{X}\rangle: \mathcal{A} \models \psi(\vec{X})\}|=\# \operatorname{DisJHORNSAT}(g(\mathcal{A})) \cdot 2^{n(\mathcal{A})}
$$

Definition 5.5. An SO formula $\phi(R)$ with free second-order variable $R$ of arity $k$, defines $R$ uniquely if the following condition holds.

For any structure $\mathcal{A}$, if $\mathcal{A} \models \phi(R / S)$ and $\mathcal{A} \models \phi\left(R / S^{\prime}\right)$, then for every $\left(x_{1}, \ldots, x_{k}\right) \in A^{k}$, it holds that $S\left(x_{1}, \ldots, x_{k}\right)$ iff $S^{\prime}\left(x_{1}, \ldots, x_{k}\right)$.

Remark 5.2. Consider an SOE formula $\phi(R)$ that defines a relation $R$ uniquely and let $\mathcal{A}$ be a structure. Then by reducing $\phi$ to a disjunction of Horn formulas, we can find the unique relation $S$ such that $\mathcal{A} \models \phi(R / S)$.

Definition 5.6. We say that a formula $\alpha$ is a $\mathbf{\Sigma Q S O}(\mathbf{S O E})$ formula over a vocabulary $\sigma$ if it is given by the following grammar

$$
\begin{equation*}
\alpha:=\phi|s|(\alpha+\alpha)|(\alpha \cdot \alpha)| \Sigma X . \psi(X) \circ \alpha(X) \tag{5.5}
\end{equation*}
$$

where $\phi$ is restricted to be an SOE formula, $\psi(X)$ is an SOE formula that defines $X$ uniquely and $\circ \in\{\wedge, \cdot\}$.

The set of $\mathbf{R S O}_{\mathbf{k}} \mathbf{-} \mathbf{\Sigma} \mathbf{Q S O}(\mathbf{S O E})$ formulas over $\sigma$ is the set of $\mathbf{\Sigma} \mathbf{Q S O}(\mathbf{S O E})$ formulas together with formula $\left[\operatorname{pbfp}_{f} \beta\right](\vec{X})$, where $\beta$ is of the following form:

$$
\begin{align*}
& \exists \vec{Z} \phi_{0}(\vec{Z})+ \\
& \Sigma \vec{Y} \cdot \exists \vec{Z}\left(\phi_{0}(\vec{Z}) \wedge \phi_{1}(\vec{Z}, \vec{Y})\right) \cdot f(\vec{Y})+  \tag{5.6}\\
& \ldots \\
& \quad \ldots \vec{Y} \cdot \exists \vec{Z}\left(\phi_{0}(\vec{Z}) \wedge \phi_{r}(\vec{Z}, \vec{Y})\right) \cdot f(\vec{Y})
\end{align*}
$$

where $\vec{X}=\left(X_{1}, \ldots, X_{n}\right), \vec{Y}=\left(Y_{1}, \ldots, Y_{n}\right)$, with $\operatorname{arity}\left(X_{j}\right)=\operatorname{arity}\left(Y_{j}\right)=k, k \in \mathbb{N}$, for every $j \in\{1, \ldots, n\}, \vec{Z}=\left(Z_{1}, \ldots, Z_{m}\right)$ with $\operatorname{arity}\left(Z_{i}\right)=k_{i}, i \in\{1, \ldots, m\}$, and $\exists \vec{Z}\left(\phi_{0}(\vec{Z}) \wedge \phi_{i}(\vec{Z}, \vec{Y})\right)$, $i \in\{1, \ldots, r\}$, defines relations $\vec{Y}$ uniquely.

Definition 5.7. We say that $f \in \mathrm{RSO}_{\mathrm{k}}-\Sigma \mathrm{QSO}(\mathrm{SOE})$ if there exists an $\mathbf{R S O}_{\mathbf{k}}-\mathbf{\Sigma} \mathbf{Q S O}(\mathbf{S O E})$ formula $\alpha$ such that $[[\alpha]](\mathcal{A})=f(\mathcal{A})$, for every finite ordered structure $\mathcal{A}$ over $\sigma$.

Analogously to $R \Sigma Q_{\exists S O}$, we denote the union of $\mathrm{RSO}_{\mathrm{k}}-\Sigma \mathrm{QSO}(\mathrm{SOE})$, for every $k \in \mathbb{N}$, by $R \Sigma Q_{\text {SOE }}$.

Definition 5.8. $\mathrm{R} \Sigma \mathrm{Q}_{\mathrm{SOE}}=\bigcup_{k} \mathrm{RSO}_{\mathrm{k}}-\Sigma \mathrm{QSO}(\mathrm{SOE})$.
Now we prove the main theorems of this work.

Theorem 5.7. Every function in TotP belongs to $\mathrm{R} \Sigma \mathrm{Q}_{\text {SOE }}$.

Proof. We prove that formula tot is a formula in R $\Sigma Q_{\text {soe }}$.

- Formula $\exists \vec{S} \exists \overrightarrow{t_{*}}$ branching $\left(\vec{S}, \overrightarrow{t_{*}}\right)$ can be written in the equivalent following form.

$$
\begin{array}{r}
\exists \vec{S} \exists \overrightarrow{t_{*}} \operatorname{branch}\left(\vec{S}, \overrightarrow{t_{*}}\right):=\exists \vec{S} \exists \overrightarrow{t_{*}} \exists \overrightarrow{s_{*}} \bigvee_{\gamma \in\left\{\gamma_{1}, \ldots, \gamma_{p}\right\}} \text { input } \wedge \text { transition } \wedge \text { nonfinal } \wedge \\
\text { deterministic } \wedge S_{\gamma}\left(\overrightarrow{s_{*}}, \overrightarrow{t_{*}}\right) .
\end{array}
$$

This formula is an SOE formula, since the first-order formula

$$
\exists \overrightarrow{t_{*}} \exists \overrightarrow{s_{*}} \bigvee_{\gamma \in\left\{\gamma_{1}, \ldots, \gamma_{p}\right\}} \text { input } \wedge \text { transition } \wedge \text { nonfinal } \wedge \text { deterministic } \wedge S_{\gamma}\left(\overrightarrow{s_{*}}, \overrightarrow{t_{*}}\right)
$$

is a $\boldsymbol{\Sigma}_{\mathbf{2}} \mathbf{- H o r n}$ formula.

- Formula $\Delta_{i}, i \in\{0,1\}$, can be easily written as an equivalent $\boldsymbol{\Sigma}_{\mathbf{2}}$-Horn formula. For example, subformula

$$
\begin{gathered}
\left(S_{i_{1}}\left(\overrightarrow{s_{0}}, \overrightarrow{t_{*}}\right) \wedge \ldots \wedge S_{\left(0, q_{5}\right)}\left(\overrightarrow{s_{3}}, \overrightarrow{t_{*}}\right) \wedge \ldots \wedge S_{i_{2}}\left(\overrightarrow{s_{\max }}, \overrightarrow{t_{*}}\right)\right) \rightarrow \\
\left(Q_{1}\left(\overrightarrow{s_{i_{1}}}\right) \wedge E_{1}\left(\overrightarrow{s_{i_{2}}}\right) \wedge P_{1}\left(\overrightarrow{s_{i_{3}}}\right) \wedge \bigwedge_{\begin{array}{c}
\vec{s} \text { contains } 1 \\
\text { at time } \\
t_{*}+1
\end{array}} T_{1}(\vec{s})\right)
\end{gathered}
$$

can be replaced by

$$
\begin{aligned}
&\left(S_{i_{1}}\left(\overrightarrow{s_{0}}, \overrightarrow{t_{*}}\right) \wedge \ldots \wedge S_{\left(0, q_{5}\right)}\left(\overrightarrow{s_{3}}, \overrightarrow{t_{*}}\right) \wedge \ldots \wedge S_{i_{2}}\left(\overrightarrow{s_{\max }}, \overrightarrow{t_{*}}\right)\right) \rightarrow Q_{1}\left(\overrightarrow{s_{i_{1}}}\right) \wedge \\
&\left(S_{i_{1}}\left(\overrightarrow{s_{0}}, \overrightarrow{t_{*}}\right) \wedge \ldots \wedge S_{\left(0, q_{5}\right)}\left(\overrightarrow{s_{3}}, \overrightarrow{t_{*}}\right) \wedge \ldots \wedge S_{i_{2}}\left(\overrightarrow{s_{\max }}, \overrightarrow{t_{*}}\right)\right) \rightarrow E_{1}\left(\overrightarrow{s_{i_{2}}}\right) \wedge \\
&\left(S_{i_{1}}\left(\overrightarrow{s_{0}}, \overrightarrow{t_{*}}\right) \wedge \ldots \wedge S_{\left(0, q_{5}\right)}\left(\overrightarrow{s_{3}}, \overrightarrow{t_{*}}\right) \wedge \ldots \wedge S_{i_{2}}\left(\overrightarrow{s_{\max }}, \overrightarrow{t_{*}}\right)\right) \rightarrow P_{1}\left(\overrightarrow{s_{i_{3}}}\right) \wedge \\
& \bigwedge_{\begin{array}{l}
s \\
\text { contains } 1 \\
\text { at time } \\
\left(S_{t_{*}}+1\right.
\end{array}}\left(S_{i_{1}}\left(\overrightarrow{s_{0}}, \overrightarrow{t_{*}}\right) \wedge \ldots \wedge S_{\left(0, q_{5}\right)}\left(\overrightarrow{s_{3}}, \overrightarrow{t_{*}}\right) \wedge \ldots \wedge S_{i_{2}}\left(\overrightarrow{s_{\max }}, \overrightarrow{t_{*}}\right)\right) \rightarrow T_{1}(\vec{s}) .
\end{aligned}
$$

Recall that in fact we have $E_{1}\left(\overrightarrow{s_{i_{2}}}\right) \wedge \bigwedge_{i \neq i_{2}} \neg E_{1}\left(\overrightarrow{s_{i}}\right)$ instead of $E_{1}\left(\overrightarrow{s_{i_{2}}}\right)$, which also gives the right form here. The same holds for relations $P_{1}$ and $Q_{1}$.

- Formula $\exists \vec{S} \exists \overrightarrow{t_{*}}\left(\operatorname{branching}\left(\vec{S}, \overrightarrow{t_{*}}\right) \wedge \Delta_{\mathrm{i}}\left(\vec{S}, \overrightarrow{C_{i}}, \overrightarrow{t_{*}}\right)\right), i \in\{0,1\}$, satisfies condition (5.4) for relations $T_{i}, E_{i}, P_{i}, Q_{i}$. Note that, given a structure $\mathcal{A}$, there are unique relations $S_{1}, \ldots, S_{m}$, such that encode the computation of the machine $N$ on input $\mathcal{A}$. Furthermore, formula $\Delta_{\mathrm{i}}$ gives unique relations $T_{i}, E_{i}, P_{i}, Q_{i}$ which depend on $S_{1}, \ldots, S_{m}$.
- It is immediate from the previous facts that tot is of form (5.6) with only two summands.

It remains to prove that every function in $R \Sigma Q_{\text {soe }}$ is a TotP function.

Theorem 5.8. Every function in $\mathrm{R} \Sigma \mathrm{Q}_{\text {soe }}$ belongs to TotP.

Proof. We need to prove that for any formula $\alpha \in \mathbf{R} \boldsymbol{\Sigma} \mathbf{Q}_{\mathbf{S O E}}$ there is an NPTM $M_{\alpha}$ with a second-order assignment $V$ stored in memory, such that for every input structure $\mathcal{A},[[\alpha]](\mathcal{A}, V)=$ tot $_{M_{\alpha}}(\mathcal{A})$. Equivalently,

$$
\#\left(\text { paths of } M_{\alpha} \text { on input } \mathcal{A}\right)=[[\alpha]](\mathcal{A}, V)+1
$$

We prove this by induction on the structure of $\alpha$.

- If $\alpha=\phi$, then $\phi$ is an SOE formula, so it can be verified whether $(\mathcal{A}, V) \vDash \phi$ in deterministic polynomial time. If $(\mathcal{A}, V) \models \phi$ is true, then $M_{\alpha}$ generates two paths and halts. Otherwise, it just halts.
- If $\alpha=s$, then $M_{\alpha}$ generates $s+1$ paths and halts.
- If either $\alpha=\alpha_{1}+\alpha_{2}$, or $\alpha=\alpha_{1} \cdot \alpha_{2}$, then by induction hypothesis, there are $M_{\alpha_{i}}$, $i=1,2$, such that $\#\left(\right.$ paths of $M_{\alpha_{i}}$ on input $\left.\mathcal{A}\right)=\left[\left[\alpha_{i}\right]\right](\mathcal{A}, V)+1$. There are also NPTMs $M_{\alpha_{i}}^{\prime}$ such that $\#\left(\right.$ paths of $M_{\alpha_{i}}^{\prime}$ on input $\left.\mathcal{A}\right)=\left[\left[\alpha_{i}\right]\right](\mathcal{A}, V)$ as described in the proof of Proposition 1.8.
- If $\alpha=\alpha_{1}+\alpha_{2}$, then $M_{\alpha}$ simulates $M_{\alpha_{1}}^{\prime}$ and $M_{\alpha_{2}}^{\prime}$ nondeterministically and generates an additional (dummy) computation path.
- If $\alpha=\alpha_{1} \cdot \alpha_{2}$, then $M_{\alpha}$ simulates $M_{\alpha_{1}}^{\prime}$ and $M_{\alpha_{2}}^{\prime}$ sequentially and generates an additional (dummy) computation path.

So, in both cases, $\#\left(\right.$ paths of $M_{\alpha}$ on input $\left.\mathcal{A}\right)=[[\alpha]](\mathcal{A}, V)+1$.

- If $\alpha=\Sigma Y . \beta(Y)=\Sigma Y . \psi(Y) \circ \beta^{\prime}(Y)$, then $M_{\alpha}$ can determine the unique relation $Y$, which is defined by $\psi$, in deterministic polynomial time and then evaluate $\beta^{\prime}$ in polynomial time, by induction hypothesis.
- If $\alpha=\left[\operatorname{pbfp}_{f} \beta\right](\vec{X})$, then $\beta$ has form (5.6) and $M_{\alpha}$ can evaluate $[[\alpha]](\mathcal{A}, V)$ as follows. It starts a recursive computation on input $\beta$ where $\vec{X}=\left(X_{1}, \ldots, X_{n}\right)$ are replaced by $V\left(X_{1}\right), \ldots, V\left(X_{n}\right)$. First, it checks whether $\mathcal{A} \models \exists \vec{Z} \phi_{0}(\vec{Z})$ is true.

1. If $\mathcal{A}=\exists \vec{Z} \phi_{0}(\vec{Z})$ is false, then $M_{\alpha}$ halts.
2. Otherwise, for every summand determines the unique relations $\vec{Y}_{i}$ which are defined by $\exists \vec{Z}\left(\phi_{0}(\vec{Z}) \wedge \phi_{i}(\vec{Z}, \vec{Y})\right)$. For every $\vec{Y}_{i}$, it checks whether $f\left(\vec{Y}_{i}\right)$ is not zero. This can be done by checking $\mathcal{A} \models \exists \vec{Z} \phi_{0}(\vec{Z})$, where $\vec{X}$ are replaced by $\vec{Y}_{i}$. For every $\vec{Y}_{i}$ with $f\left(\vec{Y}_{i}\right) \neq 0, M_{\alpha}$ generates a different path. On each of the generating paths, the computation continues recursively on input $\beta\left(X_{1} / Y_{i_{1}}, \ldots, X_{n} / Y_{i_{n}}, f\right)$.
3. If $M_{\alpha}$ is at the first step of the recursion and there is at least a sequence $\vec{Y}_{i}$ such that $f\left(\vec{Y}_{i}\right) \neq 0$, then it also generates a dummy path, in which it does nothing but halts.

By definition of the p-bounded fixed point of the operator $T_{\beta}$, if the chain $\left\{f_{j}\right\}_{j \in \mathbb{N}}$ stabilizes for some $j \leq|A|^{k}$, where $k$ is the arity of each $X_{i}$, it means that after $k$ recursive steps, $M_{\alpha}$ evaluates formulas to zero on every path and halts. In the case of the chain not reaching a fixed point, then $M_{\alpha}$ stops the recursion after $|A|^{k}$ steps. In both cases, the number of paths of $M_{\alpha}$ is equal to $\left.\left[\left[\operatorname{pbfp}_{f} \beta\right](\vec{X})\right]\right](\mathcal{A}, V)+1$.

Corollary 5.3. TotP $=R \Sigma Q_{\text {SOE }}$ over finite ordered structures.

### 5.2.4 An alternative way to define $R \Sigma Q_{\text {SOE }}$ and capture TotP

Although the logic just defined captures TotP, it seems that natural TotP problems cannot be expressed using this language in an easy and natural way. That's why we provide an alternative (and very similar) definition of $\mathbf{R} \mathbf{\Sigma} \mathbf{Q}_{\mathbf{S O E}}$, that will help us to express \#DNF.

Definition 5.9. We say that a formula $\alpha$ is a $\mathbf{\Sigma Q S O}(\mathbf{S O E})$ formula over a vocabulary $\sigma$ if it is given by the following grammar

$$
\begin{equation*}
\alpha:=\phi|s|(\alpha+\alpha)|(\alpha \cdot \alpha)| \Sigma X . \psi(X) \circ \alpha(X) \tag{5.7}
\end{equation*}
$$

where $\phi$ is restricted to be an SOE formula, $\psi(X)$ is an SOE formula that defines $X$ uniquely and $\circ \in\{\wedge, \cdot\}$.

The set of $\mathbf{R S O}_{\mathbf{k}} \mathbf{-} \mathbf{\Sigma} \mathbf{Q S O}(\mathbf{S O E})$ formulas over $\sigma$ is the set of $\mathbf{\Sigma Q S O}(\mathbf{S O E})$ formulas together with formula $s+\left[\operatorname{pbfp}_{f} \beta\right](\vec{X})$, where $s \in \mathbb{N}$ and $\beta$ is of the following form:

$$
\begin{align*}
& \exists \vec{Z}\left(\phi_{01}(\vec{Z}) \wedge \phi_{0_{2}}(\vec{Z})\right)+ \\
& \Sigma \vec{Y} \cdot \exists \vec{Z}\left(\phi_{0_{1}}(\vec{Z}) \wedge \phi_{1}(\vec{Z}, \vec{Y})\right) \cdot f(\vec{Y})+  \tag{5.8}\\
& \Sigma \vec{Y} \cdot \exists \vec{Z}\left(\phi_{02}(\vec{Z}) \wedge \phi_{2}(\vec{Z}, \vec{Y})\right) \cdot f(\vec{Y})
\end{align*}
$$

where $\vec{X}=\left(X_{1}, \ldots, X_{n}\right), \vec{Y}=\left(Y_{1}, \ldots, Y_{n}\right)$, with $\operatorname{arity}\left(X_{j}\right)=\operatorname{arity}\left(Y_{j}\right)=k, k \in \mathbb{N}$, for every $j \in\{1, \ldots, n\}, \vec{Z}=\left(Z_{1}, \ldots, Z_{m}\right)$ with $\operatorname{arity}\left(Z_{i}\right)=k_{i}, i \in\{1, \ldots, m\}, \exists \vec{Z}\left(\phi_{0_{i}}(\vec{Z}) \wedge \phi_{i}(\vec{Z}, \vec{Y})\right)$, $i \in\{1,2\}$, defines relations $\vec{Y}$ uniquely.

Definition 5.10. We say that $f \in \mathrm{RSO}_{\mathrm{k}}-\Sigma \mathrm{QSO}(\mathrm{SOE})$ if there exists an $\mathbf{R S O}_{\mathbf{k}} \mathbf{- \Sigma Q S O}(\mathbf{S O E})$ formula $\alpha$ such that $[[\alpha]](\mathcal{A})=f(\mathcal{A})$, for every finite ordered structure $\mathcal{A}$ over $\sigma$.

Definition 5.11. $R \Sigma Q_{\text {SOE }}=\bigcup_{k} \mathrm{RSO}_{k}-\Sigma \mathrm{QSO}(\mathrm{SOE})$
In the following example, given a DNF formula $\phi$, a binary tree is constructed such that the number of satisfying assignments of $\phi$ is equal to

- the number of its paths,
- or equivalently, the number of its branchings minus 1.

Example 5.2. Let $\phi$ be an input DNF formula and $x_{1}, \ldots, x_{n}$ be an enumeration list of its variables. Consider an NPTM M that makes the following recursive computation on input $\phi$. $M$ determines in deterministic polynomial time whether there is a satisfying assignment for $\phi$. If the answer is no or the enumeration list is empty, it halts. Otherwise, $M$ picks the first variable appearing in the list, namely $x_{1}$, and checks whether there is a satisfying assignment for $\phi_{0}$, i.e. $\phi$ with $x_{1}$ assigned to false, and whether there is one for $\phi_{1}$, which is obtained from $\phi$ by making $x_{1}$ true. $M$ removes $x_{1}$ from the list and then

- if the answer is yes for both cases, $M$ chooses nondeterministically to make $x_{1}$ either false or true and proceeds recursively with $\phi_{0}$ and $\phi_{1}$, respectively.
- if the answer is yes for only one case, $M$ deterministically proceeds recursively with the corresponding formula, i.e. either $\phi_{0}$ or $\phi_{1}$.

Since $M$ removes at least one variable from the list at each step, the depth of the recursion is polynomial in the size of $\phi$.

The computation of $M$ on input a DNF formula with three variables is depicted in Figure 5.3.

Example 5.3. The problem \#DNF belongs to $\mathrm{REQ}_{\text {SOE }}$ since it holds that $\# \mathrm{DNF}(\phi)=[[1+$ $\left[\mathrm{pbfp}_{f} \mathrm{dnf}_{2}\right]($ True, Fasle $\left.\left.)\right]\right]\left(\mathcal{A}_{\phi}, V\right)$, where $\mathrm{dnf}_{2}$ is given below.


Figure 5.3: NPTM $M$ for which it holds that $\operatorname{tot}_{M}(x)=\# \operatorname{DNF}(\phi)$, where $x$ is a binary encoding of $\phi=$ $\left(x_{1} \wedge x_{3}\right) \vee\left(\neg x_{2} \wedge x_{3}\right)$.

```
\(\operatorname{dnf}_{2}(\) True, False,\(f):=\)
\(\exists T \exists v_{\min }\left(\min \left(v_{\min }\right) \wedge T\left(v_{\min }\right) \wedge \operatorname{sat}(T)\right) \wedge\left(\exists T \exists v_{\min }\left(\min \left(v_{\min }\right) \wedge \neg T\left(v_{\min }\right) \wedge \operatorname{sat}(T)\right)+\right.\)
\(\Sigma T_{1} \cdot \Sigma F_{1} \cdot\left(\left(\exists T \exists v_{\min }\left(\min \left(v_{\min }\right) \wedge T\left(v_{\min }\right) \wedge \operatorname{sat}(T)\right) \wedge \mathrm{t}_{1}\left(T_{1}\right) \wedge \mathrm{f}_{1}\left(F_{1}\right)\right) \cdot f\left(T_{1}, F_{1}\right)\right)+\)
\(\Sigma T_{0} . \Sigma F_{0} \cdot\left(\left(\exists T \exists v_{\min }\left(\min \left(v_{\min }\right) \wedge \neg T\left(v_{\min }\right) \wedge \operatorname{sat}(T)\right) \wedge \mathrm{t}_{0}\left(T_{0}\right) \wedge \mathrm{f}_{0}\left(F_{0}\right)\right) \cdot f\left(T_{0}, F_{0}\right)\right)\).
```

The second-order assignment $V$ and subformulas appearing in $\mathrm{dnf}_{2}$ are defined in Example 5.1.

Note that $\left[\left[\left[\mathrm{pbfp}_{f} \mathrm{dnf}_{2}\right](\right.\right.$ True, Fasle $\left.\left.)\right]\right]\left(\mathcal{A}_{\phi}, V\right)$ is equal to the number of branchings that exist in an NPTM constructed as in Example 5.2.

Theorem 5.9. Every function in TotP belongs to $\mathrm{R} \mathrm{QQ}_{\mathrm{soe}}$.

Proof. The proof is the same as the proof of Theorem 5.7 where only the last case has changed. Formula tot is of form $s+\left[\operatorname{pbfp}_{f} \beta\right](\vec{X})$, where $s=0$ and $\beta$ is of form (5.8) with $\exists \vec{Z} \phi_{01}(\vec{Z})=$ $\exists \vec{Z} \phi_{02}(\vec{Z})$ to be the formula $\exists \vec{S} \exists \overrightarrow{t_{*}}$ branching $\left(\vec{S}, \overrightarrow{t_{*}}\right)$.

Theorem 5.10. Every function in $\mathrm{R} \Sigma \mathrm{Q}_{\text {SOE }}$ belongs to TotP.

Proof. We need to prove that for any formula $\alpha \in \mathbf{R} \boldsymbol{\Sigma} \mathbf{Q}_{\mathbf{S O E}}$ there is an NPTM $M_{\alpha}$ with a second-order assignment $V$ stored in memory, such that for every input structure $\mathcal{A},[[\alpha]](\mathcal{A}, V)=$ $\operatorname{tot}_{M_{\alpha}}(\mathcal{A})$. Equivalently,

$$
\#\left(\text { paths of } M_{\alpha} \text { on input } \mathcal{A}\right)=[[\alpha]](\mathcal{A}, V)+1
$$

We prove this by induction on the structure of $\alpha$.

- If $\alpha=\phi$, then $\phi$ is an SOE formula, so it can be verified whether $(\mathcal{A}, V) \models \phi$ in deterministic polynomial time. If $(\mathcal{A}, V) \models \phi$ is true, then $M_{\alpha}$ generates two paths and halts. Otherwise, it just halts.
- If $\alpha=s$, then $M_{\alpha}$ generates $s+1$ paths and halts.
- If either $\alpha=\alpha_{1}+\alpha_{2}$, or $\alpha=\alpha_{1} \cdot \alpha_{2}$, then by induction hypothesis, there are $M_{\alpha_{i}}$, $i=1,2$, such that $\#\left(\right.$ paths of $M_{\alpha_{i}}$ on input $\left.\mathcal{A}\right)=\left[\left[\alpha_{i}\right]\right](\mathcal{A}, V)+1$. There are also NPTMs $M_{\alpha_{i}}^{\prime}$ such that $\#\left(\right.$ paths of $M_{\alpha_{i}}^{\prime}$ on input $\left.\mathcal{A}\right)=\left[\left[\alpha_{i}\right]\right](\mathcal{A}, V)$ as described in the proof of Proposition 1.8.
- If $\alpha=\alpha_{1}+\alpha_{2}$, then $M_{\alpha}$ simulates $M_{\alpha_{1}}^{\prime}$ and $M_{\alpha_{2}}^{\prime}$ nondeterministically and generates an additional (dummy) computation path.
- If $\alpha=\alpha_{1} \cdot \alpha_{2}$, then $M_{\alpha}$ simulates $M_{\alpha_{1}}^{\prime}$ and $M_{\alpha_{2}}^{\prime}$ sequentially and generates an additional (dummy) computation path.

So, in both cases, $\#\left(\right.$ paths of $M_{\alpha}$ on input $\left.\mathcal{A}\right)=[[\alpha]](\mathcal{A}, V)+1$.

- If $\alpha=\Sigma Y . \beta(Y)=\Sigma Y \cdot \psi(Y) \circ \beta^{\prime}(Y)$, then $M_{\alpha}$ can determine the unique relation $Y$ which is defined by $\psi$ in deterministic polynomial time and then evaluate $\beta^{\prime}$ in polynomial time by inductive hypothesis.
- If $\alpha=s+\left[\operatorname{pbfp}_{f} \beta\right](\vec{X})$, then $\beta$ has form (5.8). $M_{\alpha}$ evaluates $[[\alpha]](\mathcal{A}, V)$ as follows. It generates $s+1$ different paths. On each of the first $s$ paths, it halts. On the last path, it starts a recursive computation on input $\beta$ where $\vec{X}=\left(X_{1}, \ldots, X_{n}\right)$ are replaced by $V\left(X_{1}\right), \ldots, V\left(X_{n}\right)$. First, it checks whether either $\mathcal{A} \models \exists \vec{Z} \phi_{01}(\vec{Z})$ or $\mathcal{A} \models \exists \vec{Z} \phi_{02}(\vec{Z})$ holds.

1. If both do not hold, then it halts.
2. If both hold, $M_{\alpha}$ generates two different paths, one for each $\phi_{0 i}$. On the path that corresponds to $\phi_{01}, i \in\{1,2\}$, it determines the unique relations $\vec{Y}_{i}$ which are defined by $\exists \vec{Z}\left(\phi_{0_{i}}(\vec{Z}) \wedge \phi_{i}(\vec{Z}, \vec{Y})\right)$ and it proceeds recursively on input $\beta$ where $\vec{X}$ are replaced by $\vec{Y}_{i}$.
3. If exactly one of them holds, w.l.o.g let's assume that only $\mathcal{A} \vDash \exists \vec{Z} \phi_{01}(\vec{Z})$ is true, then $M_{\alpha}$ determines the unique relations $\vec{Y}_{1}$ which are defined by $\exists \vec{Z}\left(\phi_{0}(\vec{Z}) \wedge\right.$ $\left.\phi_{1}(\vec{Z}, \vec{Y})\right)$ and it proceeds recursively on input $\beta$ where $\vec{X}$ are replaced by $\vec{Y}_{1}$.

By definition of the p-bounded fixed point of the operator $T_{\beta}$, if the chain $\left\{f_{j}\right\}_{j \in \mathbb{N}}$ stabilizes for some $j \leq|A|^{k}$, where $k$ is the arity of each $X_{i}$, it means that after $k$ recursive steps, $M_{\alpha}$ evaluates formulas to zero on every path and halts. In the case of the chain not reaching a fixed point, then $M_{\alpha}$ stops the recursion after $|A|^{k}$ steps.

In both cases, the number of binary branchings of $M_{\alpha}$ on the last of its initial $s+1$ paths is equal to $\left[\left[\left[\operatorname{pbfp}_{f} \beta\right](\vec{X})\right]\right](\mathcal{A}, V)$. The number of all paths of $M_{\alpha}$ is equal to $s+\left[\left[\left[\operatorname{pbfp}_{f} \beta\right](\vec{X})\right]\right](\mathcal{A}, V)+1$.

### 5.3 Discussion of results

Building upon previous work, we gave logical characterizations of two subclasses of TotP, namely $\Sigma$ QSO $\left(\Sigma_{2}-2 S A T\right)$ and $\# \Pi_{2}-1 \mathrm{VAR}$, that have natural complete problems. Both these classes are not subclasses of FPRAS unless RP $=N P$, since their complete problems \#Disj2SAT and \#MonSat, respectively, are AP-interreducible with \#Sat. Regarding the latter, which is complete for $\# \Pi_{2}$-1VAR under product reductions, we provided Proposition 5.6, which is about the closure of $\#$ MonSat, $\# \Pi_{2}$-1VAR, and TotP under product reductions and their relationship.

Most significantly, we answered an open question in the area of descriptive complexity of counting classes, about the logical characterization of TotP: R $\Sigma Q_{\text {SOE }}=$ TotP over finite ordered structures.

For an arbitrary TotP problem and its related binary NPTM $M$, computing the number of branchings of $M$ can be expressed in the logic $\mathbf{R} \boldsymbol{\Sigma} \mathbf{Q}_{\text {SOE }}$. Conversely, given a formula $\alpha$ in $\mathbf{R} \boldsymbol{\Sigma} \mathbf{Q}_{\mathbf{S O E}}$, there is an NPTM such that the number of its paths (minus one) is the value of the interpretation of $\alpha$. We achieved our goal by starting with a very rich logic, namely $\boldsymbol{\Sigma} \mathbf{Q S O}(\exists \mathbf{S O})$, and implementing the following steps.

1. We expressed the existence of a branching in the computation of an NPTM. This requires an existential second-order formula which is SOE (SOEasy), i.e. it can be determined whether it is satisfied in the input structure in polynomial time.
2. We added recursion to our logic, so we can add 1 whenever we find a branching and continue recursively. Since the Turing machine is of polynomial length, we need recursion of polynomial depth. Therefore, we introduced a polynomially bounded fixed point (pbounded fixed point).
3. We ensured that any sum over a second-order variable has to be evaluated on a single interpretation of the second-order variable. Also this interpretation can also be determined efficiently.

The recursion and fixed point introduced in this work could give logical characterizations
of superclasses of \#P, or even \#P. They can also be restricted; for example, specific operators, such as the path operator, using free second-order variables could be defined and added to the syntax of some logic (as Arenas et al. suggested [15]). We believe that this is an interesting and meaningful line of future work.

In Section 5.2.4, we provided an equivalent, slightly different logic, that captures TotP and allows us to express TotP-problems in a more natural and easy way.

### 5.4 Notes

The two classes $\Sigma$ QSO $\left(\Sigma_{2}-2 S A T\right)$ and $\# \Pi_{2}-1 V A R$ studied in Section 5.1 were first defined in [24].

## Chapter 6

## Counting matchings in graphs with edge colors

In this chapter our aim is to examine counting problems the decision version of which is in RP. We are interested in the following two problems defined in Chapter 3. In specific, we would like to conclude whether these problems have an fpras or are hard to approximate.
\#Exact Matchings (Definition 3.7 restated).
Input: A graph $G=(V, E)$, a subset $E^{\prime} \subseteq E$, and an integer $k$.
Output: The number of perfect matchings of $G$ that contain exactly $k$ edges in $E^{\prime}$.
\#Blue-Red Matchings (Definition 3.8 restated).
Input: A graph $G=\left(V, E_{\text {red }} \cup E_{b l u e}\right)$ and two integers $w$ and $B$.
Output: The number of matchings of size at least $B$ with at most $w$ edges in $E_{b l u e}$ (blue edges) and at most $w$ edges in $E_{\text {red }}$ (red edges).

The corresponding decision versions Exact Matching [125] and Blue-Red MatchING [120] are known to belong to the class RNC [119, 120] and it is not known whether they can be solved in deterministic polynomial time.
\#Blue-Red Matchings is at least as hard as \#Exact Matchings, which, in turn, is at least as hard as \#PerfMatch. To start with, we are going to examine \#Exact Matchings since it seems to be 'easier' than \#Blue-Red Matchings. In general graphs, it is a longstanding open question whether \#PerfMatch, a special case of \#Exact Matchings, has an fpras. So, it is reasonable that we focus on restricted classes of graphs, such as planar, $K_{3,3}$-free, $K_{5}$-free, and bipartite graphs.

Next section discusses related work on problems of counting matchings.

### 6.1 Related work on counting matchings

The problem \#PERFMATCH of counting perfect matchings in a general graph appeared along with the definition of the complexity class \#P [149] and was among the first problems to be proven \#P-complete under Turing reductions. In fact, its special case \#BiPERFMATCh, which is equivalent to the problem of computing the permanent of an $(n \times n)$ matrix with entries in $\{0,1\}$, is \#P-complete under Turing reductions [149].

Definition 6.1. \#BiPerfMatch.
Input: A bipartite graph $G=(U \cup V, E)$.
Output: The number of perfect matchings of $G$.

## Definition 6.2. PERMANENT.

Input: An $(n \times n)$ matrix $A$ with entries $a_{i j} \in\{0,1\}$.
Output: The permanemt of matrix $A$, that is

$$
\operatorname{perm}(A)=\sum_{\sigma \in S_{n}} \prod_{i=1}^{n} a_{i, \sigma(i)}
$$

Given a bipartite graph $G=(U \cup V, E)$, the biadjacency matrix $A=\left(a_{i j}\right)$ of $G$ is the $|U| \times|V|$ matrix such that $a_{i j}=\left\{\begin{array}{ll}1, & \text { if }(i, j) \in E \\ 0, & \text { otherwise }\end{array}\right.$. If $|U|=|V|$, then $A$ is a square matrix and $\operatorname{perm}(A)=\# \operatorname{BiPerfMatch}(G)$.

Chien [48] reduced the problem of counting perfect matchings in general graphs to computing the determinant of random matrices. This determinant-based algorithm generalizes the Godsil-Gutman estimator [76] and has an exponential running time in the worst case. Fürer and Kasiviswanathan [72] proposed a simpler randomized algorithm together with some of its variants.

An fpras for the problem \#BiPErfMATch was presented by Jerrum, Sinclair, and Vigoda [93] using a Markov chain Monte Carlo (MCMC) approach. This algorithm is also an fpras for computing the permanent of an arbitrary matrix with non-negative entries. However, this Markov chain is not rapidly mixing in general graphs [139].

In planar graphs-which are also the graphs that exclude $K_{5}$ and $K_{3,3}$ as minors-counting perfect matchings can be solved in deterministic polynomial time by the FKT algorithm [100, 142]. This problem is even in NC [152]. Membership in NC is also true for the same problem defined on $K_{3,3}$-free graphs [152]. Counting perfect matchings in $K_{5}$-free graphs is in TC [141].

| Counting problem | Complexity | Exact algorithm |
| :---: | :---: | :---: |
| \#PERFMATCH in planar graphs | FP | FKT and NC algorithm |
| \#PERFMATCH in $K_{3,3}$-free graphs | FP | NC algorithm |
| \#PERFMATCH in $K_{5}$-free graphs | FP | TC algorithm |
| \#PERFMATCH in $K_{8}$-free graphs | \#P-complete | - |

Table 6.1: The complexity of \#PERFMATCH in some minor-free graphs.

However, it was shown in [55] that counting perfect matchings in $K_{8}$-free graphs is \#P-complete. The complexity of the four aforementioned problems is summarized in Table 6.1. Thilikos and Wiederrecht recently proved in [143] a sharp complexity dichotomy for the problem of counting perfect matchings in minor-closed graph classes. They provided a polynomial-time decidable criterion to classify the problem on any graph $G$ which excludes a finite set $\mathcal{F}$ of graphs as minors, as either polynomial-time computable or \#P-complete.

On the contrary, the problem \#AllMatchings of counting the matchings of all sizes is \#P-hard under Turing reductions even when restricted on planar graphs [90]. Jerrum and Sinclair have given an fpras for this problem defined on general graphs [92].

Counting matchings of size $k$ in planar graphs is \#P-complete under Turing reductions [90]. Counting matchings of size $k$ in bipartite graphs has an fpras [70], since there is an easy reduction from counting $k$-matchings to counting perfect matchings. This reduction works for general and bipartite graphs, but not for planar graphs. Recently Anari et al. proved that counting $k$ matchings in planar graphs admits an fpras [6]. They also gave an fpras for two versions of weighted counting (for all weights) in planar graphs: (i) counting weighted matchings of size $k$ and (ii) counting weighted matchings of any size. The problem of counting weighted matchings is defined below.

Definition 6.3. \#Weighted Matchings.
Input: $A$ graph $G=(V, E)$ and a function $w: E \rightarrow \mathbb{R}$.
Output: Compute the sum

$$
\text { \#Weighted } \operatorname{Matchings~}(G)=\sum_{M \in \mathcal{M}(G)} \prod_{e \in M} w(e)
$$

where $\mathcal{M}(G)$ is the set of matchings of $G$.

Remark 6.1. This problem can be defined such that we count weighted $k$-matchings or weighted
perfect matchings by just considering $\mathcal{M}(G)$ to be the set of $k$-matchings or perfect matchings, respectively.

Results for the aforementioned variants of counting matchings defined on either general, bipartite or planar graphs are gathered in Table 6.2.

| Counting problem | Complexity | Approximation algorithm |
| :---: | :---: | :---: |
| \#PerfMatch | \#P-complete | a ras achieving ( $1 \pm \varepsilon$ )-approximation with $\mathcal{O}\left(\varepsilon^{-2} \cdot 3^{n / 2}\right)$ trials |
| \#PerfMatch <br> in bipartite graphs | \#P-complete | fpras |
| \# AllMatchings | \#P-complete | fpras |
| \#AllMatchings <br> in bipartite graphs | \#P-complete | fpras |
| \#AllMatchings <br> in planar graphs | \#P-complete | fpras |
| \#k-Matchings | \#P-complete | - |
| \#k-Matchings <br> in bipartite graphs | \#P-complete | fpras |
| \#k-Matchings <br> in planar graphs | \#P-complete | fpras |

Table 6.2: The complexity of counting perfect matchings, all matchings, and $k$-matchings in general, bipartite, and planar graphs.

## Parameterized complexity

Counting $k$-matchings on unweighted graphs without multiple edges or self-loops is $\# \mathrm{~W}[1]$ hard [51]. The best known algorithms for counting $k$-matchings exhibit time bounds of the type $f(k) n^{\Theta(k)}$. Among them is the algorithm of [156] with a runtime of $\mathcal{O}\left(2^{k+o(k)}\binom{n}{k / 2}\right)$. Arvind and Raman [18] gave a randomized algorithm with running time $k^{\mathcal{O}(k)} n^{\mathcal{O}(1)}$, approximation ratio $1 / k^{\mathcal{O}(k)}$, and error probability $2^{-n^{\mathcal{O}(1)}}$ for approximately counting the number of matchings of size $k$ in a graph with $n$ vertices.

In [68], it was conjectured that counting $k$-matchings in bipartite graphs is $\# \mathrm{~W}[1]$-hard in
the parameter $k$. The conjecture was proved by Curticapean [51]. He also proved that counting $k$-matchings in planar graphs is $\# \mathrm{~W}[1]$-hard [53]. For some bipartite graphs (with $f(k)$ vertices in one partition, for some function $f$ ) the problem of counting $k$ matchings is fixed-parameter tractable [156].

Parameterized complexity of the problem \#k-Matchings is also included in Table 6.4.

### 6.2 The problems Exact Matching and Blue-Red Matching

The problem Exact Matching is defined on a graph $G=(V, E)$ that has a set $E^{\prime} \subseteq E$ of red edges. We are going to call the edges in $E \backslash E^{\prime}$ black.

## Definition 6.4 ([125]). Exact Matching.

Input: A graph $G=(V, E)$, a set of red edges $E^{\prime} \subseteq E$, and a positive integer $k$.
Output: Determine whether $G$ contains a perfect matching involving exactly $k$ edges in $E^{\prime}$.

Let $G=\left(V, E_{\text {blue }} \cup E_{r e d}\right)$ be a graph in which each edge is colored either blue or red; $E_{\text {blue }}$ is the set of blue edges and $E_{r e d}$ the set of red edges. A matching $M$ in $G$ is called $w$-blue-red matching if $M \cap E_{b l u e} \leq w$ and $M \cap E_{r e d} \leq w$, that is, if it contains at most $w$ edges of each color.

Definition 6.5 ([120]). (a) Optimization version: Blue-Red Matching.
Input: A graph $G=\left(V, E_{\text {blue }} \cup E_{\text {red }}\right)$ and a positive integer $w$.
Output: Find a w-blue-red matching of maximum cardinality.
(b) Decision version: Blue-Red Matching(D).

Input: A graph $G=\left(V, E_{b l u e} \cup E_{r e d}\right)$, a positive integer $w$, and a bound $B$.
Output: Determine whether $G$ contains a w-blue-red matching of cardinality at least $B$.

The problem Blue-Red Matching multi , that is a generalization of Blue-Red MatchING in multigraphs, can be reduced to BRM in simple graphs with red, blue, and uncolored (white) edges. We specify a third set of initially uncolored edges as follows. Let $G=$ $\left(V, E_{\text {blue }} \cup E_{r e d} \cup E_{w h i t e}\right)$ be a graph in which $E_{b l u e}, E_{r e d}$, and $E_{w h i t e}$ are sets of blue, red, and white edges, respectively. A matching $M$ in $G$ is called $w$-blue-red-white matching if there exists a partition $\left\{E_{w b}, E_{w r}\right\}$ of $E_{w h i t e}$ such that $M \cap\left(E_{b l u e} \cup E_{w b}\right) \leq w$ and $M \cap\left(E_{r e d} \cup E_{w r}\right) \leq w$.

Definition 6.6. (a) Optimization version: Blue-Red Matching multi .
Input: A graph $G=\left(V, E_{\text {blue }} \cup E_{\text {red }} \cup E_{\text {white }}\right)$ and a positive integer $w$.

Output: Find a w-blue-red-white matching of maximum cardinality.
(b) Decision version: Blue-Red Matching multi $(\mathrm{D})$.

Input: A graph $G=\left(V, E_{b l u e} \cup E_{\text {red }} \cup E_{\text {white }}\right)$, a positive integer $w$, and a bound $B$.
Output: Determine whether $G$ contains a w-blue-red-white matching of cardinality at least $B$.

The problem Blue-Red Matching(D) is at least as hard as Exact Matching, which in turn, is a generalization of Perfect Matching. This fact is shown in the following proposition.

## Proposition 6.1 ([120]). Perfect Matching $\leq_{m}^{1}$ Exact Matching

$\leq_{\mathrm{m}}^{1}$ Blue-Red Matching(D), where $\leq_{\mathrm{m}}^{1}$ denotes the log-space many-one reduction between languages.

Proof. Perfect Matching $\leq_{\mathrm{m}}^{1}$ Exact Matching: Given a graph $G=(V, E)$ we construct $G^{\prime}$ by adding two vertices and one red edge between them. Then, there is a perfect matching in $G$ iff there is an exact matching with $k=1$ red edge in $G^{\prime}$.

Exact Matching $\leq_{\mathrm{m}}^{1}$ Blue-Red Matching(D): Consider a graph $G=(V, E)$, a set of red edges $E^{\prime} \subseteq E$, and a positive integer $k$. If $|V|$ is an odd number or $k>\frac{|V|}{2}$, then $G$ does not contain a perfect matching involving exactly $k$ edges in $E^{\prime}$. In that case we construct a 'no' instance of $\mathrm{BRM}(\mathrm{D})$ (for example, any instance with $2 w<B$ ).

Otherwise, let $w=\max \left\{k, \frac{|V|}{2}-k\right\}$ and $r=w-\min \left\{k, \frac{|V|}{2}-k\right\}$. Graph $G^{*}$ is obtained from $G$ by adding $2 r$ new vertices $u_{1}, \ldots, u_{r}, v_{1}, \ldots, v_{r}$ and $r$ edges $\left\{u_{1}, v_{1}\right\}, \ldots,\left\{u_{r}, v_{r}\right\}$. The additional edges are colored blue if $k>\frac{|V|}{2}-k$, otherwise they are colored red. Furthermore, edges in $E \backslash E^{\prime}$ are colored blue and edges in $E^{\prime}$ remain red in $G^{*}$. Let $B=2 w$. The above construction requires logarithmic space. It is not hard to check that $G$ contains a perfect matching involving exactly $k$ edges in $E^{\prime}$ if and only if $G^{*}$ contains a $w$-blue-red matching of cardinality $B$.

We define here two variants of Blue-Red Matching, namely the problems Exact BRM and Exact-Equal BRM.

Definition 6.7. (a) Exact BRM.
Input: A graph $G=\left(V, E_{\text {blue }} \cup E_{r e d} \cup E_{w h i t e}\right)$ and a pair of positive integers $\left(k_{1}, k_{2}\right)$.
Output: Determine whether $G$ contains a perfect matching involving exactly $k_{1}$ edges in $E_{\text {blue }}$ and exactly $k_{2}$ edges in $E_{\text {red }}$.
(b) We define Exact-Equal BRM to be the special case of the problem Exact BRM, when $k_{1}=k_{2}$.

We prove below that these problems are harder than Blue-Red Matching.

Proposition 6.2. Blue-Red Matching(D) $\leq_{T}^{\mathrm{p}}$ Exact BRM $\leq_{m}^{1}$ Exact-Equal BRM, where $\leq_{\mathrm{T}}^{\mathrm{p}}$ and $\leq_{\mathrm{m}}^{\mathrm{l}}$ denote the poly-time Turing reduction and the log-space reduction between languages, respectively.

Proof. Blue-Red Matching(D) $\leq_{\mathrm{T}}^{\mathrm{p}}$ Exact BRM: Notice that there are no white edges in the initial instance of Blue-Red Matching(D), but the resulting instance of Exact BRM can have white edges.

If $B>2 w$, we construct a 'no' instance of ExACT BRM.
Let $w \leq B \leq 2 w$. Given an input $\left\langle G=\left(V, E_{r e d} \cup E_{b l u e}\right), w, B\right\rangle$ to Blue-Red MatchING (D), we construct $2 w-B+1$ instances of the EXACT BRM problem, namely the graphs $G_{m}, 0 \leq m \leq 2 w-B$, where

$$
\left\langle G_{m}=\left(V^{\prime}, E_{\text {red }} \cup E_{\text {blue }} \cup E_{w h i t e}\right),\left(k_{1 m}, k_{2 m}\right)\right\rangle .
$$

Let $V=\left\{v_{1}, \ldots, v_{n}\right\}$ be the set of vertices in $G$. We add $n$ new vertices $u_{1}, \ldots, u_{n}$. We add white edges $\left\{u_{i}, u_{j}\right\}$ for every $i \neq j$. We also add white edges $\left\{v_{i}, u_{i}\right\}$ for every $i \in\{1, \ldots, n\}$. In other words, we connect every vertex in $V$ with a vertex in a clique of size $n$. In the $m$-th instance, we set the positive integers to be $k_{1 m}=w-m, k_{2 m}=B-w+m$, i.e. we construct an instance for every possible combination of red and blue edges that add up to $B$. Note that if $G$ contains a $w$-blue-red matching of cardinality $>B$, then $G$ contains a $w$-blue-red matching of cardinality exactly $B$.

It is not hard to see that there exists a $w$-blue-red matching of cardinality $B$ in $G$ if and only if there exists a perfect matching with exactly $k_{1 m}$ blue edges and exactly $k_{2 m}$ red edges in at least one of the graphs $G_{m}$.

If $B<w$, then we construct $B+1$ instances of Exact BRM in the same way and we set $k_{1 m}=B-m$ and $k_{2 m}=m$ in the $m$-th instance, where $0 \leq m \leq B$.

Exact BRM $\leq_{\mathrm{m}}^{1}$ Exact-Equal BRM: Let $\left\langle G=\left(V, E_{\text {red }} \cup E_{b l u e} \cup E_{w h i t e}\right),\left(k_{1}, k_{2}\right)\right\rangle$ be an instance of Exact BRM. Without loss of generality, assume that $k_{2}>k_{1}$. We construct an instance $\left\langle G^{\prime}=\left(V^{\prime}, E_{\text {red }} \cup E_{\text {blue }}^{\prime} \cup E_{w h i t e}\right), k_{2}\right\rangle$ of ExACT-EQUAL BRM by adding $2\left(k_{2}-k_{1}\right)$ vertices $u_{1}, . ., u_{k_{2}-k_{1}}, v_{1}, \ldots, v_{k_{1}-k_{2}}$ and the $k_{2}-k_{1}$ blue edges $\left\{u_{i}, v_{i}\right\}$.

Corollary 6.1. Perfect Matching $\leq_{m}^{l}$ Exact Matching $\leq_{m}^{l}$ BLue-Red Matching (D) $\leq_{\mathrm{T}}^{\mathrm{p}}$ Exact BRM $\leq_{\mathrm{m}}^{\mathrm{l}}$ Exact-Equal BRM.

| Decision problem | Complexity |
| :---: | :---: |
| Perfect Matching | P and RNC |
| Planar Exact Matching | NC |
| Bipartite Exact Matching | P |
| Exact Matching | RNC |
| Blue-Red Matching $_{\text {mulit }}$ (D) | RNC |

Table 6.3: The complexity of the problem Perfect Matching and some of its variants discussed here.

The following theorem gives the already known complexity of decision problems discussed in this section. In Theorem 6.2, we show that Exact Matching is in $P$, by reducing it to a maxflow problem. This fact will be significant when we study its counting version, i.e. \#BiExact Matchings. We gather all these results in Table 6.3.

Theorem 6.1. (a) ([62]). Perfect Matching is in P .
(b) ([99]). Perfect Matching is in RNC.
(c) ([12]). Planar Perfect Matching is in NC.
(d) ([119]). Exact Matching is in RNC.
(e) ([120]). Blue-Red Matching Multi $^{(\mathrm{D})}$ is in RNC.

In the proof of Theorem 6.2 we are using a generalization of the Max FLOW problem, namely Max Flow with Lower Bounds. In this modified problem, the input consists of a directed graph $G=(V, E)$, nodes $s, t$, and two functions $\mathfrak{l}, \mathfrak{u}: E \rightarrow \mathbb{R}$ and we seek a flow $f$ with maximum value such that $\mathfrak{l}(e) \leq f(e) \leq \mathfrak{u}(e)$ at every edge $e$. There is a folklore polynomialtime reduction from Max Flow with Lower Bounds to Max Flow and so the following proposition holds.

Proposition 6.3 ([63]). Max Flow with Lower Bounds is in P .

Theorem 6.2. Bipartite Exact Matching is in P .

Proof. We are going to describe a reduction from Bipartite Exact Matching to Max Flow with Lower Bounds. Given an instance $G=\left\langle(U \cup V, E), E_{r e d}, k\right\rangle,|U|=|V|=n$, of Bipartite Exact Matching, we construct a directed graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ which consists of all vertices of $G$ together with two source vertices $s_{1}, s_{2}$ and a sink vertex $t . G^{\prime}$ contains the directed edges $\left(s_{1}, s_{2}\right),\left(s_{2}, u\right)$, for every $u \in U,(u, v)$ for every edge $(u, v) \in E$, and $(v, t)$
for every $v \in V$. The lower and upper bounds are set as follows, where $w_{r e d}=2(n-k)$ and $w=w_{r e d}-1=2(n-k)-1$.

- For $e=\left(s_{1}, s_{2}\right)$ we set $\mathfrak{u}(e)=\mathfrak{l}(e)=k w_{r e d}+(n-k) w$.
- For every $e=(u, v)$ which is a red edge in $G$, we set $\mathfrak{u}(e)=\mathfrak{l}(e)=w_{\text {red }}$.
- For every $e=(u, v)$ which is not a red edge in $G$, we set $\mathfrak{u}(e)=\mathfrak{l}(e)=w$.
- For every $e=\left(s_{2}, u\right)$ or $e=(v, t)$, we set $\mathfrak{l}(e)=w$ and $\mathfrak{u}(e)=w_{\text {red }}$.

An example of a resulting graph $G^{\prime}$ is shown in Figure 6.1. We prove that there is an exact matching with $k$ red edges in $G$ iff there is a flow of value $k w_{r e d}+(n-k) w$ in graph $G^{\prime}$. If there is an exact matching with $k$ red edges and $(n-k)$ black edges in $G$, then it is easy to see that there is a flow of value $k w_{r e d}+(n-k) w$ in graph $G^{\prime}$. For the inverse direction, we show that for any flow of value $k w_{r e d}+(n-k) w$, the following facts hold.

1. At most $n$ edges that have their endpoints in $U$ and $V$ can carry a non-negative flow. The flow that leaves from a vertex $u \in U$ is routed on exactly one edge. Since the amount of flow that reaches vertex $u$ is either $w$ or $w_{r e d}$ and the lower and upper bounds of edges $(u, v), u \in U, v \in V$, are tight, this flow can be routed on either exactly one red or exactly one black edge.
2. A flow of value $k w_{r e d}+(n-k) w$ has to use exactly $k$ red edges and $(n-k)$ black edges that have their endpoints in $U$ and $V$.
(a) A flow of value $k w_{r e d}+(n-k) w$ needs at least $k$ red edges. Suppose that $k^{\prime}$ red edges are used, with $k^{\prime}<k$, then the rest of the flow must be rooted on black edges, which can carry a flow of value $w<w_{\text {red }}$ each. So, more than $\left(n-k^{\prime}\right)$ black edges will be needed, which contradicts 1 .
(b) At most $k$ red edges can be used in the solution. Suppose that instead of using $k$ red edges and $n-k$ black edges, we replace $2 \leq m \leq n-k$ black edges with $l<m$ red edges. We can say that $l=m-i$ for some $i \in\{1, \ldots, m-1\}$. Then

$$
\begin{aligned}
m w & =l w_{r e d} \Leftrightarrow \\
\frac{w_{r e d}}{w} & =\frac{m}{l} \Leftrightarrow \\
\frac{2(n-k)}{2(n-k)-1} & =\frac{m}{m-i} \Leftrightarrow \\
m & =i \cdot 2(n-k)
\end{aligned}
$$



Figure 6.1: The resulting instance of Max Flow with Lower Bounds. When we write $f=c$ on an edge $e$, for some $c \in \mathbb{R}$, we mean that $\mathfrak{l}(e)=\mathfrak{u}(e)=c$. For example, if $e \in E_{\text {red }}$, then $\mathfrak{l}(e)=\mathfrak{u}(e)=w_{\text {red }}$. The red color of edge $\left(u_{1}, v_{1}\right)$ denotes that edge $\left(u_{1}, v_{1}\right) \in E_{r e d}$ in graph $G$.

Contradiction, since $m \leq n-k$.

### 6.2.1 Optimization version of Exact Matching in bipartite graphs

Our motivation to study the optimization version of Exact Matching in bipartite graphs is the following. There are randomized algorithms [29, 33] which approximate the value of a counting function by using oracle calls to the corresponding optimization problem. This method produces a very crude estimate, but gives some general information about the value of the function for large $n$. For example, it allows to determine whether it is exponentially large in $n$. In the case of a polynomial-time optimization problem, these randomized algorithms run in polynomial time.

Definition 6.8. Minimum Weight Perfect Matching in Bipartite Graphs.
Input: A bipartite graph $G=(U \cup V, E)$ and a weight function $w: E \rightarrow \mathbb{R} \cup\{\infty\}$.
Output: Find a perfect matching $M$ minimizing $w(M)=\sum_{e \in M} w(e)$.
The following is an Integer Linear Programming (ILP) formulation for the minimum weight perfect matching in a bipartite graph.

$$
\begin{aligned}
\operatorname{minimize} & \sum_{(u, v)} w(u, v) \cdot x_{u v} \\
\text { subject to } & \sum_{v \in V} x_{u v}=1 \text { for all } u \in U \\
& \sum_{u \in U} x_{u v}=1 \text { for all } v \in V \\
& x_{u v} \in\{0,1\} \text { for all } u \in U, v \in V
\end{aligned}
$$

The Linear Programming (LP) relaxation of the problem is as follows:

$$
\begin{aligned}
\operatorname{minimize} & \sum_{(u, v)} w(u, v) \cdot x_{u v} \\
\text { subject to } & \sum_{v \in V} x_{u v}=1 \text { for all } u \in U \\
& \sum_{u \in U} x_{u v}=1 \text { for all } v \in V \\
& x_{u v} \geq 0 \text { for all } u \in U, v \in V .
\end{aligned}
$$

In the above LP instance, the constraint matrix of the polytope is totally unimodular, i.e. every square submatrix has determinant $0,+1$ or -1 . As a result, any extreme point of the polytope defined by these constraints is integral. So there is a polynomial-time algorithm for finding minimum weight perfect matching in a bipartite graph.

For the Exact Matching problem, the optimization version is defined as follows.

## Definition 6.9. Minimum Weight Exact Matching in Bipartite Graphs.

Input: A bipartite graph $G=(U \cup V, E)$, a subset $E^{\prime} \subseteq E$, an integer $k$, and a weight function $w: E \rightarrow \mathbb{R} \cup\{\infty\}$.
Output: Find an exact matching $M$ minimizing $w(M)=\sum_{e \in M} w(e)$.
This problem is described by the following ILP.

$$
\begin{aligned}
\operatorname{minimize} & \sum_{(u, v) \in E \backslash E^{\prime}} w(u, v) \cdot x_{u v}+\sum_{(u, v) \in E^{\prime}} w(u, v) \cdot y_{u v} \\
\text { subject to } & \sum_{v \in V}\left(x_{u v}+y_{u v}\right)=1 \text { for all } u \in U \\
& \sum_{u \in U}\left(x_{u v}+y_{u v}\right)=1 \text { for all } v \in V \\
& \sum_{(u, v) \in E^{\prime}} y_{u v}=k \\
& x_{u v}, y_{u v} \in\{0,1\} \text { for all } u \in U, v \in V .
\end{aligned}
$$

The LP relaxation is given by the same constraints but instead of the variables being in $\{0,1\}$, we have $x_{u v}, y_{u v} \geq 0$. In this case, the constraint matrix is not in general totally unimodular. This is a corollary of the following propositions that can be found in [135].

Proposition 6.4. Let $M$ be a $\{0, \pm 1\}$ matrix with at most three non-zero entries in each column. Then $M$ is totally unimodular if and only if each submatrix of $M$ with at most two non-zero entries in each column is totally unimodular.

Proposition 6.5. Let $M$ be a $\{0, \pm 1\}$ matrix with exactly two non-zero entries in each column. Then $M$ is totally unimodular if and only if the rows of $M$ can be split into two classes such that for each column: if the two non-zeros in the column have the same sign then they are in different classes and if they have opposite sign then they are both in one and the same class.

Note that every instance of the above ILP has at most three non-zero entries. Also, one can easily construct an instance, such that the constraint matrix has a submatrix for which the condition of Proposition 6.5 does not hold.

We have not concluded whether the optimization version of \#Exact Matchings in bipartite graphs is either in P or NP-hard. However, our attempt to prove that it is in P by using the ILP formulation of the problem has failed.

### 6.3 The problem \#Exact Matchings

### 6.3.1 \#EXACT MATCHINGS in general graphs

The reductions of Proposition 6.1 between the decision problems Perfect Matching, Exact Matching, and Blue-Red Matching(D), are parsimonious reductions between their counting versions.


Using polynomial interpolation, we show next that \#Exact Matchings is reducible to \#PerfMatch in graphs with edge weights. Reductions that use polynomial interpolation are Turing reductions. Another example of such a reduction is the one from \#PerfMatch to \#Matchings given by Valiant [149].

## Proposition 6.7. \#Exact Matchings $\leq_{\mathrm{T}}^{\mathrm{p}} \#$ Weighted PerfMatch.

Proof. Let $\left\langle G=(V, E), E^{\prime}, k\right\rangle$ be an input to the problem \#Exact Matchings. Define the polynomialLet where $m_{k}$ is the number of exact matchings with $k$ red edges. We can evaluate $P(x)$ at $n / 2+1$ points using an oracle for \#Weighted PerfMatch as follows. For every integer $1 \leq \rho \leq n / 2+1$, we construct a graph $G_{\rho}=(V, E)$, which is $G$ with the weight function $w_{\rho}: E \rightarrow \mathbb{N}$, that assigns weight $\rho$ to every (red) edge in $E^{\prime}$ and 1 to every (black) edge in $E \backslash E^{\prime}$. Then, we have that \#Weighted $\operatorname{PerfMatch}\left(G_{\rho}\right)=P(\rho)$. So, we make $n / 2+1$ oracle calls, one for each graph $G_{\rho}, 1 \leq \rho \leq n / 2+1$. Using polynomial interpolation, we can recover
the coefficients of polynomial $P(x)$. In particular, $m_{k}$ is the output of the problem \#Exact Matchings on input $\left\langle G=(V, E), E^{\prime}, k\right\rangle$.

## Parameterized complexity

Let p\#Cliques be the problem of counting cliques of size $k$ in a graph $G$, parameterized by $k$. Define the class \#W[1] as the set of parameterized counting problems \#A with $\# \mathrm{~A} \leq_{\mathrm{fpt}}^{\mathrm{T}}$ p \#Cliques. Here, \#A $\leq_{\mathrm{fpt}}^{\mathrm{T}}$ \#B means that \#A admits an fpt-algorithm that solves instances $(x, k)$ of $\# \mathrm{~A}$ with oracle access to $\# \mathrm{~B}$, under the restriction that all oracle queries $\left(y, k^{\prime}\right)$ satisfy the condition $k^{\prime} \leq g(k)$ for some computable $g: \mathbb{N} \rightarrow \mathbb{N}$. The following theorem gives evidence that \#W[1] $\neq \mathrm{FPT}$, where FPT is the class of fixed-parameter tractable problems.

Theorem 6.3 ([68]). Under \#ETH, it holds that \#W[1] $\neq \mathrm{FPT}$.
For more details we refer the reader to [68].
The problem \#k-MATCHINGS parameterized by $k$ has been proven to be \#W[1]-complete [51]. Below, we show a reduction from \#k-Matchings to \#Еxact Matchings that implies \#W[1]hardness for \#Exact Matchings parameterized by $k$. The results discussed in this chapter with respect to parameterized complexity are shown in Table 6.4.

Proposition 6.8. \#k-Matchings $\leq \mathrm{pr}$ \# Exact Matchings.

Proof. Let $\left\langle G_{1}=\left(V_{1}, E_{1}\right), k\right\rangle,\left|V_{1}\right|=n$, be an instance of \#k-Matchings. We construct $G_{2}=\left(V_{2}, E_{2}\right)$ and $E_{2}^{\prime}$ as follows. First, we add $n$ new vertices $v_{1}, \ldots, v_{n}$ to $G_{1}$ and the black edges $\left(v_{i}, v_{j}\right)$ for every $i, j \in\{1, \ldots, n\}$ (a black $n$-clique). For every vertex $u_{i} \in V_{1}$, $i \in\{1, \ldots, n\}$, we add the black edge $\left(u_{i}, v_{i}\right)$. The set $E_{2}^{\prime}$ of red edges in $G_{2}$ consists of all the edges in $E_{1}$.

Every $k$-matching in $G_{1}$ can be extended to $\frac{(2 k)!}{2^{k} k!}$ exact matchings in $G_{2}$. Let $M$ be a $k$-matching in $G_{1}$. The $k$ edges in $M$ are $k$ red edges in $G_{2}$. An exact matching $M^{\prime}$ in $G_{2}$ that extends $M$ contains also an edge $\left(u_{i}, v_{i}\right)$ for every matched vertex $v_{i} \in V_{1}$ not matched by $M$. These extra edges are $(n-2 k)$ in total. For the rest $2 k$ vertices in the clique that are still unmatched, there are $\frac{(2 k)!}{2^{k} k!}$ different ways that can be matched (the number of perfect matchings in a complete graph with $2 k$ vertices). $M^{\prime}$ contains the edges of one of these possible matchings among the $2 k$ vertices. Moreover, every exact matching with $k$ red edges in $G_{2}$ is obtained uniquely by a $k$-matching in $G_{1}$.

$$
\text { So } \# k \text {-Matchings }\left(G_{1}\right)=\# \text { Exact } \operatorname{Matchings~}\left(G_{2}\right) \cdot \frac{2^{k} k!}{(2 k)!} \text {. }
$$

Corollary 6.2. \#Exact Matchings is \#W[1]-hard.

Proof. By Proposition 6.8 and \#W[1]-hardness of \#k-Matchings [51], we have that \#Exact Matchings is also \#W[1]-hard.

| Counting problem | Parameterized Complexity | Exact algorithm | Approximation algorithm |
| :---: | :---: | :---: | :---: |
| \#k-Matchings | \#W[1]-complete | $\mathcal{O}\left(2^{k+o(k)}\left(\begin{array}{l}n / 2\end{array}\right)\right)$ | fptras |
| \#Planar- $k$-Matchings | \#W[1]-complete | - |  |
| \#Bipartite-k-Matchings | \#W[1]-complete | - | - |
| \#Bipartite-k-Matchings <br> with $f(k)$ vertices <br> in one partition | - | fpt | - |
| \#Exact Matchings | \#W[1]-hard | - |  |

Table 6.4: The parameterized complexity of the problems \#k-Matchings and \#Exact Matchings.

### 6.3.2 \#Exact Matchings in $K_{3,3}$-free graphs

\#Exact Matchings was shown to be in NC by Vazirani [152]. This result is based on the fact that we can efficiently compute the number of perfect matchings in any graph that has an efficiently computable pfaffian orientation.

We roughly describe how we can compute the number of perfect matchings in a graph that has a pfaffian orientation, such as a planar or a $K_{3,3}$-free graph. For a detailed proof, we refer to [42, Chapter 4]. An orientation $\vec{G}$ of an undirected graph $G$ is an assignment of a direction to each of its edges. An orientation is pfaffian, if for any two perfect matchings $M, M^{\prime}$ in $G$, every cycle in $M \cup M^{\prime}$ is oddly oriented, which means that when traversing the cycle, in either direction, the number of co-oriented edges is odd. Given a pfaffian orientation, we define the
skew adjacency matrix $A_{S}(\vec{G})=\left(a_{i j}: 0 \leq i, j \leq n-1\right)$ of $G$ by $a_{i j}=\left\{\begin{array}{ll}+1, & \text { if }(i, j) \in E(\vec{G}) \\ -1, & \text { if }(j, i) \in E(\vec{G}) \\ 0, & \text { otherwise }\end{array}\right.$. Then, it holds that \#Perfmatch $(G)=\sqrt{\operatorname{det}\left(A_{S}(\vec{G})\right)}$.

Theorem 6.4 ([152]). \#Exact Matchings in $K_{3,3}$ graphs is in NC.

Proof. Let $\vec{G}$ be a pfaffian orientation of a $K_{3,3}$-free graph $G=(V, E)$ with a set $E^{\prime}$ of red edges, which can be computed in NC [152]. We assign to every edge $e \in E$ the polynomial

$$
p_{e}(x)= \begin{cases}x, & \text { if } e \in E^{\prime}, \\ 1, & \text { otherwise }\end{cases}
$$

We construct the matrix $A_{S}(\vec{G})=\left(a_{i j}: 0 \leq i, j \leq n-1\right)$ of $G$ by

$$
a_{i j}= \begin{cases}+p_{e}(x), & \text { if }(i, j) \in E(\vec{G}) \\ -p_{e}(x), & \text { if }(j, i) \in E(\vec{G}) . \\ 0, & \text { otherwise }\end{cases}
$$

Then $\sqrt{\operatorname{det}\left(A_{S}(\vec{G})\right)}=\sum_{k=0}^{n / 2} m_{k} x^{k}$, where $m_{k}$ is the number of perfect matchings containing $k$ red edges. So we compute the determinant of $A_{S}$ using the parallel determinant algorithm of [39], compute its square root by interpolation, and return the coefficient of $x^{k}$.

Since planar graphs are $K_{3,3}$-free, we have the following corollary.
Corollary 6.3. \#Ехact Matchings in planar graphs is in NC.

### 6.3.3 \#Exact Matchings in $K_{5}$-free graphs

To compute the number of perfect matchings, the pfaffian orientation technique is not applicable to $K_{5}$-free graphs, because some $K_{5}$-free graphs have no such orientation. The graph $K_{3,3}$ is such an example [116].

An algorithm for the problem \#PerfMatch in $K_{5}$-free graphs, that uses dynamic programming, was described in [141]. It is based on the decomposition of $K_{5}$-free graphs into 2-, 3-, and 4 -connected components studied by Wagner [154]. The components will be planar at some point, except for one type of component, namely the Möbius ladder $M_{8}$, which has constant
size. The algorithm of [141] reduces the problem of computing the number of perfect matchings in $K_{5}$-free graphs to the one for planar graphs. To solve the problem for an input $K_{5}$-free graph, the challenge was to combine the results for its planar components correctly. For details, we refer to [141].

It is not hard to see that the aforementioned algorithm works even when the input is a $K_{5}$-free graph with edge weights and we want to solve \#Weighted PerfMatch as defined in Definition 6.3 (and Remark 6.1). This observation implies the following result.

Proposition 6.9. \#Exact Matchings in $K_{5}$-free graphs is in P .

Proof. As shown in Proposition 6.7, \#Exact Matchings $\leq_{\mathrm{T}}^{\mathrm{p}}$ \#Weighted PerfMatch. In the reduction, the oracle calls are to \#Weighted PerfMatch on graphs with edge weights being natural numbers. Since \#Weighted PerfMatch in $K_{5}$-free graphs has a polynomialtime algorithm in such graphs, \#Exact Matchings in $K_{5}$-free graphs is in P .

It is clear that if we restrict ourselves to a class of graphs that \#Weighted PerfMatch is polynomial-time computable, then \#Exact MATchings is also polynomial-time computable. So, if the dichotomy result of [143] can be extended to the weighted version of counting perfect matchings, then it also holds for the problem \#Exact Matchings.

### 6.3.4 \#Exact Matchings in bipartite graphs

\#Exact Matchings in bipartite graphs seems to be non-trivial, since neither approximability nor hardness of approximation can be proven easily. After the completion of this thesis, this problem remains open with respect to approximability.

Below we mention some cases where \#Exact Matchings in bipartite graphs has an fpras. The proof for each of them requires just some simple observations.

At the end of the current subsection, we propose and give a high level description of an approach that we believe is promising for showing that an fpras for \#Exact Matchings in bipartite graphs exists. This approach when applied on a counting (or sampling) problem, it makes use of the generating polynomial of the problem. This fact justifies the subject of the next section, that is Section 6.4, which deals with various polynomials generated by matching problems.

First, note that if we restrict ourselves to bipartite graphs, \#Exact Matchings is a
problem in TotP.

Proposition 6.10. \#Exact Matchings in bipartite graphs is in TotP.

Proof. By Proposition 6.2, the decision version of \#Exact Matchings in bipartite graphs is in P . It is not hard to see that the problem is also self-reducible. So, it belongs to TotP.

## Case 1. The class of exact matchings is of polynomial size

By Proposition 1.4, if a TotP problem has polynomially many solutions, then there is a polynomialtime algorithm that enumerates them.

## Case 2. The class of exact matchings is dense

Let $I=\left\langle G=(U \cup V, E), E^{\prime}, k\right\rangle$ be an instance of \#Exact Matchings. Let $\mathcal{M}_{k}$ denote the class of exact matchings with exactly $k$ red edges and $\mathcal{M}$ denote the set of all perfect matchings of $G$. Suppose that $\frac{|\mathcal{M}|}{\left|\mathcal{M}_{k}\right|} \leq p(|I|)$, for some polynomial $p$. Then we can simply call the fpaus for the problem of perfect matchings in bipartite graphs [93] and return its output if it contains exactly $k$ red edges. Repeating this $p(|I|)$ times, we expect to find an exact matching with $k$ red edges.

## Case 3. A few vertices in $U$ are adjacent to red edges

Consider that we are given an instance $\left\langle G=(U \cup V, E), E^{\prime}, k\right\rangle$ of \#Exact Matchings in bipartite graphs, in which red edges (i.e. edges in $E^{\prime}$ ) are adjacent to only $k+\mathcal{O}(1)$ vertices in $U$. We choose a set $S_{k}$ of exactly $k$ vertices in $U$ and do the following. We are using a modified biadjacency matrix $A^{\prime}=\left(a_{i j}^{\prime}\right)$ of $G$ so

$$
a_{i j}^{\prime}= \begin{cases}1, & \text { if }(i, j) \in E^{\prime} \text { and } i \in S_{k} \\ & \text { or }(i, j) \in E \text { and } i \notin S_{k} \\ 0, & \text { otherwise }\end{cases}
$$

Then perm $\left(A^{\prime}\right)$ gives the number of perfect matchings of $G$ in which all the vertices in $S_{k}$ are covered by red edges. The sum of the number of such perfect matchings for all choices of $S_{k}$ gives the number of exact matchings with $k$ red edges. Since there are $\binom{k+\mathcal{O}(1)}{k}=\mathcal{O}\left(k^{\mathcal{O}(1)}\right)$ different choices of sets $S_{k}$, then by calling the fpras for computing each one of these $\mathcal{O}\left(k^{\mathcal{O}(1)}\right)$
many permanents [93], we obtain an fpras for the number of exact matchings. Of course, the above arguments hold also in the case that red edges are adjacent to only $k+\mathcal{O}(1)$ vertices in $V$. So we conclude to the following fact.

Proposition 6.11. There is an fpras for \#Exact Matchings in any bipartite graph $G=$ $(U \cup V, E)$ with a set $E^{\prime} \subseteq E$ of red edges, where the edges in $E^{\prime}$ are adjacent to only $k+\mathcal{O}(1)$ vertices in $U$ (or $k+\mathcal{O}(1)$ vertices in $V)$.

## A promising approach

Here we are going to describe the technique presented in [6], which is used to sample efficiently solutions of particular problems. The main idea is that there is a connection between efficient sampling from a probability distribution and the zero-free region of the polynomial generated by the distribution.

Because of the equivalence between approximate counting and approximate sampling for self-reducible problems [94], this sampling technique yields fpras for the corresponding counting problems. For example, as we have already mentioned in Section 6.1, it yields an fpras for counting $k$-matchings in planar graphs.

Let $\mu:\binom{[n]}{k} \rightarrow \mathbb{R}_{\geq 0}$ be a density function on the family of subsets of size $k$ out of a ground set of $n$ elements. Our goal is to approximately sample from the probability distribution $\mathbb{P}_{\mu}[S] \propto \mu(S)$ efficiently. To do so we are going to define the following Down-Up Random Walk on subsets of size $\ell$ and subsets of size $k$, for some $l \leq k$.

Down-Up Random Walk.
For a density $\mu:\binom{[n]}{k} \rightarrow \mathbb{R}_{\geq 0}$ and an integer $\ell \leq k$, we define the $k \leftrightarrow \ell$ down-up random walk as the sequence of random sets $S_{0}, S_{1}, \ldots$ generated by the following algorithm:
for $t=0,1, \ldots$ do
Select $T_{t}$ uniformly at random from subsets of size $\ell$ of $S_{t}$.
Select $S_{t+1}$ with probability $\propto \mu\left(S_{t+1}\right)$ from supersets of size $k$ of $T_{t}$.
Note that each step of this random walk can be efficiently implemented as long as $k-\ell=$ $\mathcal{O}(1)$ and we have oracle access to $\mu$. This is because the number of supersets of $T_{t}$ is at most $n^{k-\ell}=\operatorname{poly}(n)$, so we can enumerate them in polynomial time.

Down-Up Random Walk is time-reversible, has $\mu$ as its stationary distribution, and has positive real eigenvalues [11]. Rapid mixing of the $k \leftrightarrow l$ down-up walk is established by
showing that the generating polynomial of $\mu$ is zero-free in a symmetric sector of the complex plane centered around the real axis. The generating polynomial of $\mu$ is defined next.

Definition 6.10. Let $\mu:\binom{[n]}{k} \rightarrow \mathbb{R}_{\geq 0}$ be a density function. The multivariate polynomial $g_{\mu}$ defined as follows:

$$
g_{\mu}\left(z_{1}, \ldots, z_{n}\right):=\sum_{S} \mu(S) \prod_{i \in S} z_{i}
$$

is called the generating polynomial and encodes $\mu$ in its coefficients.
Theorem 6.5. Let $\mu:\binom{[n]}{k} \rightarrow \mathbb{R}_{\geq 0}$ be a density function and $g_{\mu}$ be the corresponding generating polynomial. Suppose there is an open sector $\Gamma \subseteq \mathbb{C}$ of aperture $\Omega(1)$ centered around the positive real axis in the complex plane, such that

$$
z_{1}, \ldots, z_{n} \in \Gamma \Rightarrow g_{\mu}\left(z_{1}, \ldots, z_{n}\right) \neq 0
$$

Then for an appropriate value $\ell=k-\mathcal{O}(1)$, the $k \leftrightarrow \ell$ has relaxation time $k^{\mathcal{O}(1)}$.

We will see in Definition 6.12 that a polynomial that has a zero-free region like the one described in the above theorem, is called $\alpha$-sector-stable, where $\alpha$ is the aperture of the open sector $\Gamma$.

The relaxation time is the inverse of spectral gap for a time-reversible Markov chain with positive eigenvalues. If in addition, the starting point has not terribly small probability, the mixing time can be polynomially bounded [111]. So, by the following corollary, we have that the $k \leftrightarrow \ell$ random walk has a polynomially bounded mixing time.

Corollary 6.4. [111] Let $\mu:\binom{[n]}{k} \rightarrow \mathbb{R}_{\geq 0}$ be a density function and $g_{\mu}$ be the corresponding generating polynomial. Suppose there is an open sector $\Gamma \subseteq \mathbb{C}$ of aperture $\Omega(1)$ centered around the positive real axis in the complex plane, such that

$$
z_{1}, \ldots, z_{n} \in \Gamma \Rightarrow g_{\mu}\left(z_{1}, \ldots, z_{n}\right) \neq 0
$$

Let also $\ell=k-\mathcal{O}(1)$ be the value promised by Theorem 6.5. If the $k \leftrightarrow \ell$ down-up random walk is started from $S_{0}$, then

$$
t_{m i x}(\varepsilon) \leq \mathcal{O}\left(k^{\mathcal{O}(1)} \cdot \log \left(\frac{1}{\varepsilon \cdot \mathbb{P}_{\mu}\left[S_{0}\right]}\right)\right)
$$

where $t_{m i x}(\varepsilon)$ is the smallest time $t$ such that $S_{t}$ is $\varepsilon$-close in total variation distance to the distribution defined by $\mu$.

Corollary 6.4 establishes a connection between sector-stability and polynomially bounded mixing time. For the interested reader, $\alpha$-sector-stability implies that $\mu$ is spectrally independent, i.e. an associated pairwise influence matrix has a bounded largest eigenvalue for the distribution and all of its conditional distributions. Using the results of other recent works [11, 5], rapid mixing time is obtained. For details, we refer to $[6,11,5]$.

## Application of the Down-Up Random Walk in our case

We give some general ideas of how this sampling technique could be used in the case of exact matchings in bipartite graphs.

Let $\left\langle G=(U \cup V, E), E^{\prime}, k\right\rangle$ be an instance of \#Exact Matchings in bipartite graphs with $|U|=|V|=n,|E|=m$, and $\left|E^{\prime}\right|=r$. Given $S \subseteq U \cup V$, we denote by $G[S]$ (resp. $G[\bar{S}]$ ) the subgraph of $G$ induced by $S$ (resp. the complement $\bar{S}$ of $S$ ). Given $T \subseteq E^{\prime}$, we denote by $V_{T}$ the set of vertices in $U \cup V$ covered by $T$.

First idea: If the following hold then the Down-Up Random Walk can be used for sampling uniformly at random an exact matching of $G$.

1. The generating polynomial $g_{\mu}$ is $\alpha$-sector-stable for a constant $\alpha$, where $\mu:\binom{[2 n]}{2 k} \rightarrow \mathbb{R}_{\geq 0}$ is a density function defined on sets of vertices of size $2 k$ such that

$$
\begin{aligned}
\mu(S)= & \#\left(\text { perfect matchings in } G[S] \text { with edges in } E^{\prime}\right) . \\
& \#\left(\text { perfect matchings in } G[\bar{S}] \text { with edges in } E \backslash E^{\prime}\right) .
\end{aligned}
$$

2. If step 2 of the Down-Up Random Walk is implemented using an fpras for computing $\mu$ instead of a polynomial-time algorithm (or an oracle), then the same facts hold, i.e. the Markov chain of the random walk has $\mu$ as its stationary and has rapid mixing time.

If 1 and 2 are true, then we implement the $k \leftrightarrow \ell$ down-up random walk to efficiently sample a set $S$ of $2 k$ vertices with probability $\mathbb{P}_{\mu} \propto \mu$. Then we choose u.a.r. a perfect matching in $G[S]$ with edges in $E^{\prime}$ and a perfect matching in $G[\bar{S}]$ with edges in $E \backslash E^{\prime}$. Combining these two perfect matchings we obtain an exact matching with $k$ red edges that has been chosen u.a.r.

Second idea: If the following hold then the Down-Up Random Walk can be used for sampling uniformly at random an exact matching of $G$.

1. The generating polynomial $g_{\mu}$ is $\alpha$-sector-stable for a constant $\alpha$, where $\mu:\binom{[r]}{k} \rightarrow \mathbb{R}_{\geq 0}$ is
a density function defined on sets of red edges of size $k$ such that

$$
\mu(T)= \begin{cases}\#\left(\text { perfect matchings in } G\left[\overline{V_{T}}\right] \text { with edges in } E \backslash E^{\prime}\right), & \text { if } T \text { is a matching } \\ 0, & \text { otherwise }\end{cases}
$$

2. If step 2 of the Down-Up Random Walk is implemented using an fpras for computing $\mu$ instead of a polynomial-time algorithm (or an oracle), then the same facts hold, i.e. the Markov chain of the random walk has $\mu$ as its stationary and has rapid mixing time.

If 1 and 2 are true, then we implement the $k \leftrightarrow \ell$ down-up random walk to efficiently sample a set $T$ of $k$ red edges with probability $\mathbb{P}_{\mu} \propto \mu$. Then we choose u.a.r. a perfect matching in $G\left[\overline{V_{T}}\right]$ with edges in $E \backslash E^{\prime}$. Combining $T$ with the perfect matching $G\left[\overline{V_{T}}\right]$ we obtain an exact matching with $k$ red edges that has been chosen u.a.r.

In the following section we define matching polynomials. Those that are multiaffine and homogeneous, i.e. each of their terms contains the same number of variables, are generating polynomials of some density $\mu$. The polynomials described in the first and second ideas above are given in Subsections 6.4.4 and 6.4.5, respectively.

### 6.4 Matching polynomials

Let $G=(V, E)$ be a weighted graph, i.e. a graph with edge weights. We are using $v$ to denote a vertex in $V, e$ to denote an edge in $E$, and $w_{e}$ to denote the weight of the edge $e$.

We are going to consider univariate and multivariate polynomials over $\mathbb{C}$ that have real coefficients. Some first useful notions are the following.

- A multivariate polynomial is multiaffine if each variable has degree at most one.
- A multivariate polynomial is homogeneous if all non-zero terms have the same degree. In specific, a multivariate multiaffine polynomial is homogeneuous if each non-zero term contains the same number of variables.

We are interested in the zero-free regions of these polynomials. Definition 6.12 essentially gives characterizations of polynomials with respect to their zero-free regions.

Definition 6.11. We denote by
(a) $\mathcal{H}_{+}$: the open upper half-plane of $\mathbb{C}$.
(b) $\mathcal{D}$ : the open unit disc, i.e. $\mathcal{D}=\{z \in \mathbb{C}| | z \mid<1\}$.
(c) $\Gamma_{\alpha}$ : the open sector of aperture $\alpha \pi$ centered around the positive axis, i.e.

$$
\Gamma_{\alpha}:=\{\exp (x+i y) \mid x \in \mathbb{R}, y \in(-\alpha \pi / 2, \alpha \pi / 2)\} .
$$

Definition 6.12 ([38, 6]). (a) For an open subset $\mathcal{U} \subseteq \mathbb{C}^{n}$, we call a polynomial $p \in \mathbb{C}\left[x_{1}, \ldots, x_{n}\right]$ $\mathcal{U}$-stable if

$$
\left(z_{1}, \ldots, z_{n}\right) \in \mathcal{U} \Longrightarrow p\left(z_{1}, \ldots, z_{n}\right) \neq 0
$$

(b) A polynomial $p \in \mathbb{C}\left[x_{1}, \ldots, x_{n}\right]$ is said to be stable if

$$
\left(z_{1}, \ldots, z_{n}\right) \in \mathcal{H}_{+}^{n} \Longrightarrow p\left(z_{1}, \ldots, z_{n}\right) \neq 0 .
$$

Additionally, if $p \in \mathbb{R}\left[x_{1}, \ldots, x_{n}\right]$, we say that $p$ is real-stable.
A univariate polynomial is real-stable iff it is real rooted.
(c) A polynomial $p \in \mathbb{C}\left[x_{1}, \ldots, x_{n}\right]$ is said to be Hurwitz-stable if

$$
\left(z_{1}, \ldots, z_{n}\right) \in \Gamma_{1}^{n} \Longrightarrow p\left(z_{1}, \ldots, z_{n}\right) \neq 0
$$

(d) A polynomial $p \in \mathbb{C}\left[x_{1}, \ldots, x_{n}\right]$ is said to be $\alpha$-sector-stable if

$$
\left(z_{1}, \ldots, z_{n}\right) \in \Gamma_{\alpha}^{n} \Longrightarrow p\left(z_{1}, \ldots, z_{n}\right) \neq 0
$$

Next we introduce the notion of same-phase stability.
Definition 6.13 ([110]). A polynomial $p \in \mathbb{R}\left[x_{1}, \ldots, x_{n}\right]$ is said to be same-phase stable if one of the following equivalent conditions is satisfied.
(i) For every $\vec{t} \in \mathbb{R}_{+}^{n}$, the univariate restriction $p(\vec{t} x)$ is real-stable (and therefore real rooted).
(ii) If $\arg \left(z_{1}\right)=\arg \left(z_{2}\right)=\ldots=\arg \left(z_{n}\right)$, then $p\left(z_{1}, \ldots, z_{n}\right)=0$ implies $z_{k} \notin \mathcal{H}_{+}$for some $k$.

### 6.4.1 The univariate matching polynomial

Let $A=\left(a_{i j}\right)$ be the $n \times n$ symmetric adjacency matrix of $G$, which means that the entry $a_{i j}$ is equal to $w_{e}$, where $e=(i, j)$. The univariate matching polynomial is defined as follows.

Definition 6.14. We define the univariate matching polynomial by

$$
p_{A}(x)=\sum_{0}^{\left\lfloor\frac{n}{2}\right\rfloor} h a f_{m}(A) x^{m}
$$

where

$$
h a f_{m}(A)=\sum_{\left\{i_{1}, j_{1}\right\}, \ldots,\left\{i_{m}, j_{m}\right\}} a_{i_{1}, j_{1}} \cdots a_{i_{m}, j_{m}}
$$

where the sum is taken over all unordered collections of $m$ pairwise disjoint unordered pairs $\left\{i_{1}, j_{1}\right\}, \ldots,\left\{i_{m}, j_{m}\right\}$. We agree that $h_{0}(A)=1$.

Note that the coefficient $h_{m}(A)$ is the sum of all weighted matchings with $m$ edges in a complete weighted graph. In statistical physics $p_{A}(x)$ is the partition function of the monomerdimer model, where edges of the matching correspond to dimers and the vertices not covered by the matching correspond to monomers (single atoms).

Theorem 6.6 ([82]). Let $A$ be a $n \times n$ symmetric matrix with non-negative real entries. Then the matching polynomial $p_{A}(x)$ is real-stable. More precisely, the roots of the matching polynomial $p_{A}(x)$ are negative real.

Remark 6.2. It also holds that the polynomial

$$
p_{A}^{\prime}(x)=\sum_{0}^{\left\lfloor\frac{n}{2}\right\rfloor} h a f_{m}(A) x^{\frac{n}{2}-m}
$$

is real-stable. Proofs of the above theorem and this remark can be found in [82, 32].

The above result is important because Barvinok's technique [32, Section 2] can be applied to the partition function of the monomer-dimer model. Barvinok related a zero-free region of a univariate polynomial with its efficient evaluation. The polynomial is considered on the complex plane, i.e. the variable $x$ takes complex values. Barvinok states that if a polynomial $P(x)=\sum_{i=1}^{n} c_{i} x^{i}$ of degree $n$ is zero-free in a strip containing $[0,1]$ (on the complex plane), then $P(1)$ can be $(1 \pm \varepsilon)$-approximated using $c_{0}, \ldots, c_{k}$ for some $k=\mathcal{O}\left(\log \frac{n}{\varepsilon}\right)$. The basic idea is to truncate the Taylor expansion of $\log P(x)$ at $x=0$. Let $g(x):=\log P(x)$ and for $k \geq 0$,

$$
T_{k}(g)(x):=\sum_{i=0}^{k} \frac{g^{(i)}(0)}{i!} x^{i}, \text { where } g^{(i)} \text { is the } i \text {-th derivative of } g
$$

Then Barvinok states that if $P(x)$ is zero-free in the disk of radius $\beta>1$ centered at the origin, then there exists a constant $C_{\beta}$ such that for any $0<\varepsilon<1$,

$$
\left|\frac{\exp \left(T_{k}(g)(1)\right)}{P(1)}-1\right| \leq \varepsilon, \text { for some } k=C_{\beta} \log \frac{n}{\varepsilon}
$$

So, when the polynomial is zero-free in the disk of radius $\beta>1$, then we can approximately evaluate $P(1)$ using the first $\mathcal{O}\left(\log \frac{n}{\varepsilon}\right)$ terms of the Taylor expansion of $\log P(x)$ at the origin. If the polynomial is zero-free in a strip of $[0,1]$, then we can apply a transformation to transform it into a polynomial that is zero-free in the disk of radius $>1$.

This technique has been used to construct deterministic quasi-polynomial-time approximation algorithms for evaluating a number of graph partition functions (for general graphs). Related work can be found in [30, 19, 34, 31]. Patel and Regts [127] gave a polynomial-time algorithm for computing the first $\mathcal{O}(\log n)$ coefficients of a large class of graph polynomials when the graph has bounded degree. In particular, they obtained fptas for evaluating the independence polynomial, the Tutte polynomial, and computing partition functions of spin and edge-coloring models in the case of bounded degree graphs.

### 6.4.2 The multivariate (vertex) matching polynomial

Below we define the multivariate (vertex) matching polynomial.

Definition 6.15. Let $G=(V, E)$ be a graph with edge weights $w_{e}$, $e \in E$. We define the multivariate (vertex) matching polynomial by

$$
p_{V}\left(x_{v_{1}}, \ldots, x_{v_{n}}\right)=\sum_{M \in \mathcal{M}} \operatorname{weight}(M) \prod_{v \in M} x_{v}
$$

where $\mathcal{M}$ is the set of matchings, weight $(M)=\prod_{e \in M} w_{e}$, and $n=|V|$.

Note that each term corresponds to a different matching and each variable $x_{v}$ of a term corresponds to a vertex that belongs to this matching. The coefficient of the term is the weight of the matching. Matchings that contain the same vertices contribute similar terms to the multivariate matching polynomial.

Remark 6.3. Alternatively, we can define the multivariate matching polynomial to be the following.

$$
p_{V}^{\prime}\left(x_{v_{1}}, \ldots, x_{v_{n}}\right)=\sum_{M \in \mathcal{M}} \operatorname{weight}(M) \prod_{v \notin M} x_{v}
$$

The only difference here is that a term, corresponding to a matching $M$, contains a variable for each vertex not covered by $M$.

Remark 6.4. Note that these polynomials are multiaffine, i.e. multivariate polynomials in which each variable has degree at most one.

Theorem $6.7([82,49])$. Let $G=(V, E)$ be a graph with non-negative edge weights $w_{e}, e \in E$.
The polynomials

$$
p_{V}\left(x_{v_{1}}, \ldots, x_{v_{n}}\right)=\sum_{M \in \mathcal{M}} \operatorname{weight}(M) \prod_{v \in M} x_{v}
$$

and

$$
p_{V}^{\prime}\left(x_{v_{1}}, \ldots, x_{v_{n}}\right)=\sum_{M \in \mathcal{M}} \operatorname{weight}(M) \prod_{v \notin M} x_{v}
$$

are Hurwitz-stable, that is, if $\operatorname{Re}\left(z_{1}\right)>0, \ldots, \operatorname{Re}\left(z_{n}\right)>0$, then $p_{V}\left(z_{1}, \ldots, z_{n}\right) \neq 0$ (resp. $p_{V}^{\prime}\left(z_{1}, \ldots, z_{n}\right) \neq$ $0)$. In other words, they are zero-free in the right half of the complex plane.

Remark 6.5. The stability of $p_{V}$ and $p_{V}^{\prime}$ is also true for the left half-plane (i.e. if $\operatorname{Re}\left(z_{i}\right)<0$, for every $1 \leq i \leq n$, then $p_{V}\left(z_{1}, \ldots, z_{n}\right) \neq 0$ and $p_{V}^{\prime}\left(z_{1}, \ldots, z_{n}\right) \neq 0$ ), but it does not hold for other rotations of the right half-plane.

To encode $k$-matchings of a graph $G$, we use multivariate (multiaffine) homogeneous polynomials, i.e. each term contains the same number of variables. Since the variables correspond to vertices here, each term representing a $k$-matching $M$ contains $2 k$ variables corresponding to the $2 k$ vertices covered by $M$ (alt. $n-2 k$ variables, one for each vertex not covered by $M$ ). The multivariate homogeneous matching polynomial is defined below. In fact, given a graph $G$, there is a family of such polynomials for $G$, one for each $1 \leq k \leq n$.

Definition 6.16. Let $G=(V, E)$ be a graph with edge weights $w_{e}$, $e \in E$. We define the multivariate homogeneous matching polynomial by

$$
p_{V}^{k}\left(x_{v_{1}}, \ldots, x_{v_{n}}\right)=\sum_{M \text { matching of size } k} \operatorname{weight}(M) \prod_{v \in M} x_{v}
$$

where $\operatorname{weight}(M)=\prod_{e \in M} w_{e}$ and $n=|V|$.

Proposition $6.12([6])$. Let $G=(V, E)$ be a graph with non-negative edge weights $w_{e}, e \in E$. For any $k$, the polynomial

$$
p_{V}^{k}\left(x_{v_{1}}, \ldots, x_{v_{n}}\right)=\sum_{M \text { matching of size } k} \text { weight }(M) \prod_{v \in M} x_{v}
$$

is $\frac{1}{2}$-sector-stable.

Corollary $6.5([6])$. Let $G=(V, E)$ be a graph with non-negative edge weights $w_{e}, e \in E$. The following polynomials are $\frac{1}{2}$-sector-stable.

$$
p_{V}^{\prime k}\left(x_{v_{1}}, \ldots, x_{v_{n}}\right)=\sum_{M \text { matching of size } k} \operatorname{weight}(M) \prod_{v \notin M} x_{v},
$$

$$
p_{V}^{2 n}\left(x_{v_{1}}, \ldots, x_{v_{n}}, x_{v_{1}}^{\prime}, \ldots, x_{v_{n}}^{\prime}\right)=\sum_{M \text { matching }} \operatorname{weight}(M) \prod_{v \in M} x_{v} \prod_{v \notin M} x_{v}^{\prime}
$$

The former encodes $k$-matchings, whereas the latter is homogeneous in $2 n$ variables and encodes all matchings.

### 6.4.3 The multivariate edge matching polynomial

Analogously, the multivariate edge matching polynomial is defined as follows.

Definition 6.17. Let $G=(V, E)$ be a graph with edge weights $w_{e}$, $e \in E$. We define the multivariate edge matching polynomial by

$$
p_{E}\left(x_{e_{1}}, \ldots, x_{e_{m}}\right)=\sum_{M \in \mathcal{M}} \operatorname{weight}(M) \prod_{e \in M} x_{e}
$$

where $\mathcal{M}$ is the set of matchings, weight $(M)=\prod_{e \in M} w_{e}$, and $m=|E|$.

In [110], the authors proved that the polynomial just defined is same-phase stable.

Proposition 6.13 ([110]). Let $G=(V, E)$ be a graph with non-negative edge weights $w_{e}, e \in E$. The polynomial $p_{E}\left(x_{e_{1}}, \ldots, x_{e_{m}}\right)$ is same-phase stable.

Proof. Let $G=(V, E)$ be a graph with non-negative edge weights $w_{e_{i}}, e_{i} \in E$, and let $\left(t_{1}, \ldots, t_{m}\right) \in \mathbb{R}_{+}^{m}$. The univariate restriction $p_{E}\left(t_{1} x, \ldots, t_{m} x\right)$ of the multivariate edge matching polynomial for $G$, is the univariate matching polynomial for a graph $G^{\prime}=(V, E)$ with edge weights $w_{e_{i}}^{\prime}=w_{e_{i}} \cdot t_{i}$. Since the latter is real-stable, by Definition $6.13, p_{E}\left(x_{e_{1}}, \ldots, x_{e_{m}}\right)$ is same-phase stable.

Analogously to the multivariate homogeneous matching polynomial with variables corresponding to vertices, we define here the multivariate homogeneous edge matching polynomial. This polynomial encodes $k$-matchings, but each term contains exactly $k$ variables, since now variables represent edges (instead of vertices).

Definition 6.18. Let $G=(V, E)$ be a graph with edge weights $w_{e}$, $e \in E$. We define the multivariate homogeneous edge matching polynomial by

$$
p_{E}^{k}\left(x_{e_{1}}, \ldots, x_{e_{m}}\right)=\sum_{M \text { matching of size } k} \operatorname{weight}(M) \prod_{e \in M} x_{e}
$$

where weight $(M)=\prod_{e \in M} w_{e}$ and $m=|E|$.

As Proposition 6.12 states the multivariate homogeneous matching polynomial $p_{V}^{k}$ is $\frac{1}{2}$ -sector-stable. We do not have an analogous result for $p_{E}^{k}$. In fact, this would be a strong result. The following proposition states the implications that $\alpha$-sector-stability of $p_{E}^{k}$ would have.

Proposition 6.14. If the polynomial $p_{E}^{k}\left(x_{e_{1}}, \ldots, x_{e_{m}}\right)$ is $\alpha$-sector-stable for a constant $\alpha$, then we have an fpras for counting $k$-matchings in general graphs.

Proof. We can efficiently sample a $k$-matching u.a.r. by applying the Markov chain of the DownUp Random Walk described in Subsection 6.3.4. In specific, the stationary distribution $\pi \propto \mu$ is the uniform distribution on $k$-matchings. Also step 2 can be implemented efficiently; to select $S_{t+1}$ with probability $\propto \mu\left(S_{t+1}\right)$ we look at all the $k-\ell$ sets of edges (the number of which is $\left.\mathcal{O}\left(n^{k-l}\right)\right)$ and among them we keep the ones that will give us a matching (together with the $\ell$ edges in $T_{t}$ ). We choose one of them u.a.r.

However, the multivariate homogeneous edge matching polynomial is $\alpha(k)$-sector-stable with $\alpha(k)=\frac{1}{2 k}$ depending on $k$, i.e. the number of variables in each term. In fact, we prove below that every multivariate homogeneous polynomial, where each term has degree $k$, is $\frac{1}{2 k}$ -sector-stable.

Proposition 6.15. Let $p^{k} \in \mathbb{R}\left[x_{1}, \ldots, x_{n}\right]$ be a multivariate homogeneous polynomial, where each term has degree $k$. Then $p^{k}$ is $\frac{1}{2 k}$-sector-stable.

Proof. The proof is based on the following facts. The product of two complex numbers $z_{1}$ and $z_{2}$ is a complex number $w$ that has absolute value $|w|=\left|z_{1}\right| \cdot\left|z_{2}\right|$ and argument (i.e. the angle between the positive real axis and the line joining the origin and $w$, represented as a point in the complex plane) $\arg (w)=\arg \left(z_{1}\right)+\arg \left(z_{2}\right)$. If $\arg \left(z_{i}\right) \in\left(-\frac{\pi}{2 k}, \frac{\pi}{2 k}\right)$ for every $i \in\{1, \ldots, n\}$, then the product of $k z_{i}$ 's is a complex number $w$ with $\arg (w) \in\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$. This means that $w$ belongs to the right half-plane. The sum of such complex numbers cannot be zero.

### 6.4.4 The multivariate homogeneous red-black polynomial

Now we define a polynomial that encodes exact matchings using variables that correspond to vertices. We call this polynomial the multivariate homogeneous red-black polynomial. Intuitively, a term gives information about the number of 'red perfect matchings' that cover $2 k$ specific vertices times the number of 'black perfect matchings' that cover the rest $2 n-2 k$ vertices.

Let $G=(U \cup V, E),|U|=|V|=n$, be an unweighted bipartite graph and $E^{\prime} \subseteq E$. Let $S=\left\{u_{1}, \ldots, u_{k}, v_{1}, \ldots, v_{k}\right\}$ be a set of $2 k$ vertices such that $u_{1}, \ldots, u_{k} \in U$ and $v_{1}, \ldots, v_{k} \in V$. We define the following two weights for $S$.

- $\mathrm{W}_{\mathrm{red}}(S)$ is defined to be the number of perfect matchings that exist in $G[S]$ (i.e. the induced subgraph of $G$ by $S$ ) consisting only of red edges (i.e. edges in $E^{\prime}$ ).
- $\mathrm{W}_{\text {black }}(S)$ is defined to be the number of perfect matchings in $G[\bar{S}]$ consisting only of black edges (i.e. edges in $\left.E \backslash E^{\prime}\right)$, where $\bar{S}=(U \cup V) \backslash S$.

Definition 6.19. Let $G=(U \cup V, E),|U|=|V|=n$, be an unweighted bipartite graph and $E^{\prime} \subseteq E$. We define the multivariate homogeneous red-black polynomial by

$$
p_{r b}^{k}\left(x_{u_{1}}, \ldots, x_{u_{n}}, x_{v_{1}}, \ldots, x_{v_{n}}\right)=\sum_{\substack{S \subseteq U \cup V \\|S \cap V|=|S \cap U|=k}} \mathrm{~W}_{\text {red }}(S) \cdot \mathrm{W}_{\text {black }}(\bar{S}) \cdot \prod_{v \in S} x_{v} .
$$

Remark 6.6. Alternatively, let $R$ be the biadjacency matrix of $G_{r e d}=\left(U \cup V, E^{\prime}\right)$ and $B$ be the biadjacency matrix of $G_{b l a c k}=\left(U \cup V, E \backslash E^{\prime}\right)$. For a set $S \subseteq U \cup V$, we denote by $R_{S}$ (resp. $B_{S}$ ) the submatrix of $R$ (resp. B) which contains only rows and columns that correspond to vertices in $S$. Then,

$$
p_{r b}^{k}\left(x_{u_{1}}, \ldots, x_{u_{n}}, x_{v_{1}}, \ldots, x_{v_{n}}\right)=\sum_{\substack{S \subseteq U \cup V \\|S \cap V|=|S \cap U|=k}} \operatorname{perm}\left(R_{S}\right) \cdot \operatorname{perm}\left(B_{\bar{S}}\right) \prod_{v \in S} x_{v}
$$

Note that a term of this polynomial consists of the product of $2 k$ variables corresponding to $2 k$ vertices, times a coefficient that is equal to the number of exact matchings of $G$, in which these $2 k$ vertices are covered by red edges.

We can obtain the homogeneous red-black polynomial by applying an operator on the homogeneous (vertex) matching polynomial defined in Subsection 6.4.2. Let $\left\langle G=(U \cup V, E), E^{\prime}, k\right\rangle$ be an instance of \#Exact Matchings where $G$ is an unweighted bipartite graph. Consider the polynomials

$$
\begin{aligned}
p_{V r e d}^{k}\left(x_{u_{1}}, \ldots, x_{u_{n}}, x_{v_{1}}, \ldots, x_{v_{n}}\right)= & \sum_{\substack{S \subseteq U \cup V \\
|S \cap V|=|S \cap U|=k}} \mathrm{~W}_{\text {red }}(S) \prod_{v \in S} x_{v} \\
p_{V \text { black }}^{\prime k}\left(x_{u_{1}}, \ldots, x_{u_{n}}, x_{v_{1}}, \ldots, x_{v_{n}}\right)= & \sum_{\substack{S \subseteq U \cup V \\
|S \cap V|=|S \cap U|=k}} \mathrm{~W}_{\text {black }}(\bar{S}) \prod_{v \in S} x_{v}
\end{aligned}
$$

Note that the former is the matching polynomial $p_{V}^{k}$ defined on the graph $G_{r e d}=\left(U \cup V, E^{\prime}\right)$, whereas the latter is polynomial $p_{V}^{\prime k}$ defined on $G_{b l a c k}=\left(U \cup V, E \backslash E^{\prime}\right)$. Then the polynomial

$$
p_{r b}^{k}\left(x_{u_{1}}, \ldots, x_{u_{n}}, x_{v_{1}}, \ldots, x_{v_{n}}\right)=\sum_{\substack{S \subseteq U \cup V \\|S \cap V|=|S \cap U|=k}} \operatorname{perm}\left(R_{S}\right) \cdot \operatorname{perm}\left(B_{\bar{S}}\right) \prod_{v \in S} x_{v}
$$

is called the Schur product (or the Hadamard-Schur product) of $p_{V r e d}^{k}$ and $p_{V b l a c k}^{\prime k}$ [87].
Recall that $\mathcal{D}=\{z \in \mathbb{C}| | z \mid<1\}$ is the open unit disc. In [86] it was shown that $\mathcal{D}^{n}$-stability is preserved under the Schur product.

Theorem 6.8 ([86]). Suppose that for each $S \subset\{1,2, \ldots, n\}$, complex number $a_{S}$ and $b_{S}$ are given. Suppose that

$$
\sum_{S \subset\{1,2, \ldots, n\}} a_{S} \prod_{j \in S} z_{j} \neq 0 \quad \text { and } \quad \sum_{S \subset\{1,2, \ldots, n\}} b_{S} \prod_{j \in S} z_{j} \neq 0
$$

whenever $\left|z_{j}\right|<1$ for all $j$ with $1 \leq j \leq n$. Then also

$$
\sum_{S \subset\{1,2, \ldots, n\}} a_{S} b_{S} \prod_{j \in S} z_{j} \neq 0
$$

whenever $\left|z_{j}\right|<1$ for all $j$ with $1 \leq j \leq n$.

So the following corollary holds for polynomial $p_{r b}^{k}$.
Corollary 6.6. If both multivariate homogeneous matching polynomials $p_{V}^{k}\left(x_{1}, \ldots, x_{n}\right)$ and $p_{V}^{\prime k}\left(x_{1}, \ldots, x_{n}\right)$ defined on an unweighted bipartite graph are $\mathcal{D}^{n}$-stable, then the multivariate homogeneous red-black polynomial $p_{r b}^{k}\left(x_{1}, \ldots, x_{n}\right)$ defined on an unweighted bipartite graph with both black and red edges, is $\mathcal{D}^{n}$-stable.

Proof. It is immediate from Theorem 6.8 and the fact that $p_{r b}^{k}\left(x_{1}, \ldots, x_{n}\right)$ is the Schur product of $p_{V}^{k}\left(x_{1}, \ldots, x_{n}\right)$ and $p_{V}^{\prime k}\left(x_{1}, \ldots, x_{n}\right)$.

Remark 6.7. The assumption of Corollary 6.6 is very strong. If $p_{V}^{k}\left(x_{1}, \ldots, x_{n}\right)$ is $\mathcal{D}^{n}$-stable, then $p_{V}^{\prime k}\left(x_{1}, \ldots, x_{n}\right)=x_{1} \cdots x_{n} \cdot p_{V}^{k}\left(x_{1}^{-1}, \ldots, x_{n}^{-1}\right)$ is $\overline{\mathcal{D}}^{n}$-stable, where $\overline{\mathcal{D}}=\{z \in \mathbb{C}| | z \mid>1\}$. This is true because if $x \in \overline{\mathcal{D}}$, then $x \neq 0$ and $x^{-1} \in \mathcal{D}$. The converse fact is also true, that is, if $p_{V}^{\prime k}\left(x_{1}, \ldots, x_{n}\right)$ is $\mathcal{D}^{n}$-stable, then $p_{V}^{k}\left(x_{1}, \ldots, x_{n}\right)$ is $\overline{\mathcal{D}}^{n}$-stable. So, the assumption implies that both multivariate homogeneous matching polynomials $p_{V}^{k}\left(x_{1}, \ldots, x_{n}\right)$ and $p_{V}^{\prime k}\left(x_{1}, \ldots, x_{n}\right)$ are not only $\mathcal{D}^{n}$-stable, but also $\overline{\mathcal{D}}^{n}$-stable.

### 6.4.5 The multivariate homogeneous exact matching polynomial

In this section, we define a polynomial that encodes exact matchings using variables corresponding to edges, namely the multivariate homogeneous exact matching polynomial. Since we want to focus on solving the \#Exact MATChings problem on unweighted bipartite graphs, we define this polynomial for such graphs.

Let $G=(U \cup V, E),|V|=|U|=n$, be an unweighted bipartite graph and $E^{\prime} \subseteq E$. Let also $\mathcal{M}_{r e d}^{k}$ be the set of $k$-matchings of $G$ containing only red edges.

Let $A=\left(a_{i j}\right)$ be the $n \times n$ biadjacency matrix of $G$ such that,

$$
a_{i j}= \begin{cases}1 & \text { if }\left(u_{i}, v_{j}\right) \in E \\ 0 & \text { otherwise }\end{cases}
$$

Let

- $A_{(i j)}$ denote the $(n-1) \times(n-1)$ matrix obtained from $A$ by crossing out the $i$-th row and the $j$-th column and
- $\left.A\right|^{(0)}$ denote matrix $A$ where every $a_{i j},\left(u_{i}, v_{j}\right) \in E^{\prime}$ is set to 0 .

Let $M_{k}$ be a set of pairs $\left\{i_{1}, j_{1}\right\}, \ldots,\left\{i_{k}, j_{k}\right\}$ such that $i_{1} \neq i_{2} \neq \ldots \neq i_{k}, j_{1} \neq j_{2} \neq \ldots \neq j_{k}$ and $\left(i_{1}, j_{1}\right), \ldots,\left(i_{k}, j_{k}\right) \in E^{\prime}$. We define the weight of $M_{k}$ as follows

$$
\mathrm{W}\left(M_{k}\right)=\operatorname{perm}\left(\left.A_{\left(i_{1}, j_{1}\right), \ldots,\left(i_{k}, j_{k}\right)}\right|^{(0)}\right)
$$

where $\operatorname{perm}(A)=\sum_{\sigma \in S_{n}} \prod_{i=1}^{n} A_{i, \sigma(i)}$, for any square matrix $A$.
Note that edges $\left(i_{1}, j_{1}\right), \ldots,\left(i_{k}, j_{k}\right)$ form a matching in $\mathcal{M}_{r e d}^{k}$. The weight of this matching is the number of perfect matchings with only black edges in the remaining subgraph of $G$. In other words, it is the permanent of $\left.A_{\left(i_{1}, j_{1}\right), \ldots,\left(i_{k}, j_{k}\right)}\right|^{(0)}$, where $A_{\left(i_{1}, j_{1}\right), \ldots,\left(i_{k}, j_{k}\right)} \mid{ }^{(0)}$ is the biadjacency matrix of $G$ after deleting all the vertices of $M_{k}$ and deleting all red edges of $G$.

Definition 6.20. Let $G=(U \cup V, E),|V|=|U|=n$, be an unweighted bipartite graph, $E^{\prime} \subseteq E$, and $\mathcal{M}_{r e d}^{k}$ be the set of $k$-matchings of $G$ containing only edges in $E^{\prime}$. We define the multivariate homogeneous exact matching polynomial by

$$
p_{e m}^{k}\left(x_{e_{1}}, \ldots, x_{e_{m}}\right)=\sum_{M_{k} \in \mathcal{M}_{r e d}^{k}} \mathrm{~W}\left(M_{k}\right) \cdot \prod_{e \in M_{k}} x_{e}
$$

### 6.4.6 Examples of expressing the matching polynomials using the permanent

The rationale behind this subsection is the following. The permanent of the biadjacency matrix of a bipartite graph gives the number of perfect matchings of the graph. We examine here how coefficients of the aforementioned polynomials, other useful quantities, or maybe an entire polynomial can be expressed using the permanent of appropriate matrices. To start with, we simplify the form of the polynomials as much as possible, so the following examples are for unweighted bipartite graphs.

Example 6.1 (Multivariate homogeneous matching polynomial).
Consider the matrix $A_{1}=\left[\begin{array}{ccc}z_{1} z_{4} & 0 & z_{1} z_{6} \\ z_{2} z_{4} & z_{2} z_{5} & z_{2} z_{6} \\ z_{3} z_{4} & z_{3} z_{5} & 0\end{array}\right]$ that corresponds to the following graph $G_{1}$.


Note that:

1. The sum of permanents of $k \times k$ submatrices of $A_{1}$ gives the multivariate homogeneous matching polynomial $p_{V}^{k}\left(z_{1}, \ldots, z_{6}\right)$. So, it is $\frac{1}{2}$-sector-stable by Proposition 6.12.
2. $\operatorname{perm}\left(A_{1}\right)$ is of the form $C \cdot z_{1} \cdots z_{6}$, where $C \in \mathbb{N}$ is the number of perfect matchings of $G_{1}$. So $\operatorname{perm}(A)=0$ if and only $z_{i}=0$ for some $1 \leq i \leq 6$.

Example 6.2 (Multivariate non-homogeneous red-black polynomial).
Consider the matrix $A_{2}=\left[\begin{array}{ccc}z_{1} z_{4} & 1 & 0 \\ 1 & z_{2} z_{5} & z_{2} z_{6} \\ z_{3} z_{4} & 1 & 1\end{array}\right]$ that corresponds to the following graph $G_{2}$.


Note that $\operatorname{perm}\left(A_{2}\right)$ is the multivariate non-homogeneous red-black polynomial, i.e. the sum of the homogeneous red-black polynomials $p_{r b}^{k}\left(z_{1}, \ldots, z_{6}\right)$, for every $0 \leq k \leq n$. A term of this
polynomial is the product of some variables times a coefficient that is equal to the number of exact matchings in which only the vertices corresponding to the variables (of the term) are covered by red edges.

Example 6.3 (Multivariate homogeneous red-black polynomial in $2 n$ variables).
(a) Consider the matrix $A_{3}=\left[\begin{array}{ccc}z_{1} z_{4} & z_{1}^{\prime} z_{5}^{\prime} & 0 \\ z_{2}^{\prime} z_{4}^{\prime} & z_{2} z_{5} & z_{2} z_{6} \\ z_{3} z_{4} & z_{3}^{\prime} z_{5}^{\prime} & z_{3}^{\prime} z_{6}^{\prime}\end{array}\right]$ that corresponds to graph $G_{2}$ of Example 6.2.

Note that:

1. $\operatorname{perm}\left(A_{3}\right)$ gives the following homogeneous polynomial in $12=2 \times\left(\right.$ the number of vertices of $\left.G_{2}\right)$ variables.

$$
g\left(z_{1}, \ldots, z_{6}, z_{1}^{\prime}, \ldots, z_{6}^{\prime}\right)=\sum_{\substack{S \subset U \cup V \\|S \cap V|=|S \cap U|}} \mathrm{W}_{\text {red }}(S) \cdot \mathrm{W}_{\text {black }}(\bar{S}) \cdot \prod_{v \in S} z_{v} \cdot \prod_{v \notin S} z_{v}^{\prime}
$$

where $\mathrm{W}_{\mathrm{red}}(S)$ and $\mathrm{W}_{\mathrm{red}}(S)$ are defined in Subsection 6.4.4.
2. If polynomial $g$ is $\alpha$-sector-stable, then by [6, Proposition 54], if we set all $z_{v}^{\prime}$ to 1 , we obtain an $\alpha$-sector-stable polynomial. In specific, this is the non-homogeneous red-black polynomial.
(b) Consider the matrices $A_{31}=\left[\begin{array}{ccc}z_{1} z_{4} & 0 & 0 \\ 0 & z_{2} z_{5} & z_{2} z_{6} \\ z_{3} z_{4} & 0 & 0\end{array}\right]$ and $A_{32}=\left[\begin{array}{ccc}0 & z_{1}^{\prime} z_{5}^{\prime} & 0 \\ z_{2}^{\prime} z_{4}^{\prime} & 0 & 0 \\ 0 & z_{3}^{\prime} z_{5}^{\prime} & z_{3}^{\prime} z_{6}^{\prime}\end{array}\right]$ correspond to graph $G_{2}$.

Fix a $k$. Let $A_{1 S}$ be a $k \times k$ submatrix of $A_{31}$, where $S$ denotes the set of rows and columns in $A_{1 S}$. Then we denote by $A_{2 \bar{S}}$ the matrix that we obtain from $A_{32}$ by keeping the rows and columns in $\bar{S}$ (i.e. by deleting all rows and columns in $S$ ). Consider the polynomial that is the sum of products $A_{1 S} \cdot A_{2 \bar{S}}$ for all possible $S$. This polynomial is $g\left(z_{1}, \ldots, z_{6}, z_{1}^{\prime}, \ldots z_{6}^{\prime}\right)$ restricted to terms with $2 k$ variables among $z_{1}, \ldots, z_{6}$ and $12-2 k$ variables among $z_{1}^{\prime}, \ldots, z_{6}^{\prime}$. So, it encodes exact matchings with $k$ red edges and it is a generalization of $p_{r b}^{k}$ (i.e. if we set all $z_{1}^{\prime}, \ldots, z_{6}^{\prime}$ to 1, we get $p_{r b}^{k}$ ).

Example 6.4 (Multivariate homogeneous red-black polynomial).
Consider the matrices $R=\left[\begin{array}{ccc}z_{1} z_{4} & 0 & 0 \\ 0 & z_{2} z_{5} & z_{2} z_{6} \\ z_{3} z_{4} & 0 & 0\end{array}\right]$ and $B=\left[\begin{array}{ccc}0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 1\end{array}\right]$ that correspond to the same graph $G_{2}$ given below.


Fix a $k$. Consider a term to be the permanent of $a k \times k$ submatrix $R_{S}$ of $R$ times the permanent of the matrix $B_{\bar{S}}$. The sum of such terms for all possible $S$ gives the multivariate homogeneous red-black polynomial.

Example 6.5 (Multivariate non-homogeneous exact matching polynomial).
Consider the matrices $A_{4}=\left[\begin{array}{ccc}e_{1} & 1 & 0 \\ 1 & e_{5} & e_{6} \\ e_{7} & 1 & 1\end{array}\right], R^{\prime}=\left[\begin{array}{ccc}e_{1} & 0 & 0 \\ 0 & e_{5} & e_{6} \\ e_{7} & 0 & 0\end{array}\right]$ and $B^{\prime}=\left[\begin{array}{lll}0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 1\end{array}\right]$ that correspond to the same graph $G_{2}$ given below.


Note that:

1. $\operatorname{perm}\left(A_{4}\right)$ is the multivariate non-homogeneous exact matching polynomial, i.e. the sum of the multivariate homogeneous exact matching polynomials $p_{e m}^{k}\left(z_{1}, \ldots, z_{6}\right)$, for every $0 \leq k \leq n$. A term corresponds to exact matchings containing the red edges appearing as variables in the term. The coefficient of the term is the number of black perfect matchings (perfect matchings containing only black edges) in the remaining subgraph.
2. Fix a $k$. Let a term be the permanent of a $k \times k$ submatrix $R_{S}^{\prime}$ of $R^{\prime}$ times the permanent of the matrix $B_{\bar{S}}^{\prime}$. The polynomial that is the sum of all these terms, gives the homogeneous exact matching polynomial $p_{e m}^{k}\left(z_{1}, \ldots, z_{6}\right)$.

Example 6.6 (Univariate matching polynomial).
This example is about bipartite graphs that the diagonal of their biadjacency matrix has only zero entries. Let $A_{5}=\left[\begin{array}{llll}0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 \\ 1 & 1 & 0 & 1 \\ 1 & 1 & 1 & 0\end{array}\right]$ be the biadjacency matrix of a bipartite graph $G_{3}=(U \cup V, E)$,
$|U|=|V|=n$, that has only black edges. Then

$$
\operatorname{perm}\left(x I+A_{5}\right)=\sum_{M \text { matching of size } n-k} x^{k}
$$

which is a univariate polynomial encoding all matchings of $G_{3}$. So, it is real stable [32, Chapter 5].

Example 6.7 (Univariate exact matching polynomial).
Let $A_{6}=\left[\begin{array}{ll}x & 1 \\ 1 & x\end{array}\right]$ represent the graph $G_{4}$ which is shown below.


Then $\operatorname{perm}\left(A_{6}\right)=x^{2}+1$ is the univariate exact matching polynomial, i.e. the polynomial obtained from the multivariate non-homogeneous exact matching polynomial by replacing all variables by $x$. In general, the permanent of the biadjacency matrix with entries equal to $x$ and 1 for red and black edges, respectively, may be sector stable, but it is not real stable (since is a root of $x^{2}+1$ ).

### 6.4.7 Facts and remarks about the matching polynomials defined here

Remark 6.8. Let $A$ be a matrix with non-negative entries and zero diagonal entries. Then the permanental polynomial $\operatorname{perm}(x I+A)$ of $A$ is a real-stable polynomial. This is based on Example 6.6.

Remark 6.9. Let $A=\left(a_{i j}\right)$ be the biadjacency matrix of the unweighted bipartite graph $G=$ $(U \cup V, E)$ which also has a set of red edges $E^{\prime} \subseteq E$, such that

$$
a_{i j}= \begin{cases}1, & \text { if }(i, j) \in E \backslash E^{\prime} \\ x, & \text { if }(i, j) \in E^{\prime} \\ 0, & \text { otherwise }\end{cases}
$$

Then $\operatorname{perm}(A)$ is the univariate exact matching polynomial

$$
p_{e m}(x)=\sum_{\substack{M \text { perfect } \\ \text { matching }}} C_{M} \cdot x^{\left|E^{\prime} \cap M\right|}
$$

where $\left|E^{\prime} \cap M\right|$ is the number of red edges in $M$ and the coefficient $C_{M}$ is the number of black perfect matchings in the subgraph induced by the vertices not covered by the red edges of $M$. This polynomial is not real-stable. This is based on Example 6.7.

In Example 6.5 we expressed the multivariate non-homogeneous exact matching polynomial (i.e. the sum of the multivariate homogeneous exact matching polynomials $p_{e m}^{k}, 0 \leq k \leq n$ ) as the permanent of a relevant matrix (denoted by $A_{4}$ in Example 6.5), which contains a variable $e_{i}, 1 \leq i \leq E^{\prime}$, for every red edge, 1 for each black edge, and 0 otherwise. Below we prove that this polynomial has a zero-free region, which is a circle around the point $(0,1)$, under some conditions on the sum of the rows and columns of this relevant matrix. The proof is based on the following theorem.

Theorem 6.9. ([32, Theorem 5.5.3]). Let $A=\left(a_{i j}\right)$ be a $n \times n$ array of $n^{2}$ complex numbers, such that

$$
\sum_{1 \leq i \leq n}\left|1-a_{i j}\right| \leq \frac{\alpha \cdot n}{4} \quad \text { and } \quad \sum_{1 \leq j \leq n}\left|1-a_{i j}\right| \leq \frac{\alpha \cdot n}{4}
$$

for every $1 \leq j \leq n$, and $1 \leq i \leq n$, respectively, where

$$
\alpha \approx 0.2784645428
$$

is the positive solution of the equation

$$
x e^{x+1}=1
$$

Then $\operatorname{perm}(A) \neq 0$.

Corollary 6.7. Let $G=(U \cup V, E),|U|=|V|=n, E^{\prime} \subseteq E$, be a bipartite graph, that has $r=\left|E^{\prime}\right|$ red edges, $b=\left|E \backslash E^{\prime}\right|$ black edges, and $c=n^{2}-(r+b)$ pairs of vertices that are not connected by an edge. Let also $e_{1}, \ldots, e_{r}$ be an enumeration of edges in $E^{\prime}$.

Consider the biadjacency matrix $A=\left(a_{i j}\right)$ of $G$ such that

$$
a_{i j}= \begin{cases}e_{\ell}, & \text { if }(i, j)=e_{\ell} \\ 1, & \text { if }(i, j) \in E \backslash E^{\prime} \\ 0, & \text { otherwise }\end{cases}
$$

Let $D_{r}$ be the maximum degree of a vertex with respect to red edges (i.e. the maximum number of red edges adjacent to some vertex) and $D_{c}$ be the maximum number of non-neighbors of a vertex in $G$. If all $e_{\ell}, 1 \leq \ell \leq r$, belong to the closed disc of center $(1,0)$ and radius $\frac{\alpha n-4 D_{c}}{4 D_{r}}$, then $\operatorname{perm}(A) \neq 0$, where $\alpha \approx 0.2784645428$. The polynomial $\operatorname{perm}(A)$ is called the multivariate
non-homogeneous exact matching polynomial of $G$.
In other words, the multivariate non-homogeneous exact matching polynomial of $G$ is $\mathcal{C}^{r}$-stable, where $\mathcal{C} \subseteq \mathbb{C}$ is the circle with center $(1,0)$ and radius $\frac{\alpha n-4 D_{c}}{4 D_{r}}$.

Proof. By Theorem 6.9, if the sum of $\left|1-a_{i j}\right|$ in every row and every column is $\leq \frac{\alpha \cdot n}{4}$, then $\operatorname{perm}(A) \neq 0$.

But the sum of a row (or a column) depends on the number of zeros (no edge) and the number of $e_{\ell}$ 's (red edge) in the row. So, the sum of any row (or column) is upper bounded by $\sum_{i=1}^{D_{r}}\left|1-e_{\ell}\right|+D_{c}$, which should be:

$$
\begin{gathered}
\sum_{i=1}^{D_{r}}\left|1-e_{\ell}\right|+D_{c} \leq \frac{\alpha n}{4} \quad \Longrightarrow \\
\sum_{i=1}^{D_{r}}\left|1-e_{\ell}\right| \leq \frac{\alpha n-4 D_{c}}{4} \quad \text { where } \alpha n>4 D_{c} .
\end{gathered}
$$

It suffices to have

$$
\begin{gathered}
\left|1-e_{\ell}\right| \leq \frac{\alpha n-4 c}{4 r} \quad \text { for every } e_{\ell}, 1 \leq \ell \leq r \quad \Longrightarrow \\
\left(1-\operatorname{Re}\left(e_{\ell}\right)\right)^{2}+\operatorname{Im}\left(e_{\ell}\right)^{2} \leq\left(\frac{\alpha n-4 D_{c}}{4 D_{r}}\right)^{2} \quad \text { for every } e_{\ell}, 1 \leq \ell \leq r
\end{gathered}
$$

If all $e_{i}$ belong to the closed disc of centre $(1,0)$ and radius $\frac{\alpha n-4 D_{c}}{4 D_{r}}$, then the multivariate non-homogeneous exact matching polynomial is not zero.

For the inequality $\alpha n>4 D_{c}$, we have that

$$
\alpha n>4 D_{c} \Longleftrightarrow \alpha n>4(n-d) \Longleftrightarrow(4-\alpha) n<4 d \Longleftrightarrow d>\frac{4-\alpha}{4} n
$$

where $d$ is the minimum degree of a vertex.

For the sake of completeness, below we include three more propositions that have already been stated earlier in this section.

Proposition 6.16 (Proposition 6.14 restated). If the polynomial $p_{E}^{k}\left(x_{e_{1}}, \ldots, x_{e_{m}}\right)$ is $\alpha$-sectorstable for a constant $\alpha$, then we have an fpras for counting $k$-matchings in general graphs.

Proposition 6.17 (Proposition 6.15 restated). Let $p^{k} \in \mathbb{R}\left[x_{1}, \ldots, x_{n}\right]$ be a multivariate homogeneous polynomial, where each term has degree $k$. Then $p^{k}$ is $\frac{1}{2 k}$-sector-stable.

Proposition 6.18 (Corollary 6.6 restated). If both multivariate homogeneous matching polynomials $p_{V}^{k}\left(x_{1}, \ldots, x_{n}\right)$ and $p_{V}^{\prime k}\left(x_{1}, \ldots, x_{n}\right)$ defined on an unweighted bipartite graph are $\mathcal{D}^{n}$-stable, then the multivariate homogeneous red-black polynomial $p_{r b}^{k}\left(x_{1}, \ldots, x_{n}\right)$ defined on an unweighted bipartite graph with both black and red edges, is $\mathcal{D}^{n}$-stable.

### 6.5 Discussion of results

In this chapter our goal was to examine \#Exact Matchings, the problem of counting perfect matchings with $k$ edges in graphs with both black and red edges, with respect to its exact and approximate complexity.

The decision version of the problem, namely Exact Matching is known to be in RNC [119]. We prove here that Exact Matching restricted to bipartite graphs can be reduced to a maxflow problem and so it is in P .
\#Exact Matchings was known to be computable in polynomial time in $K_{3,3}$-free graphs. We prove here that \#Exact Matchings is reducible to \#Weighted PerfMatch using polynomial interpolation, so the polynomial-time algorithm for \#PERFMATCH in $K_{5}$-free graphs applies to \#Exact Matchings in $K_{5}$-free graphs as well.

In the case of \#Exact Matchings in bipartite graphs we are left with several open questions. We include below most of them and we add another one in Chapter 7. For details, the reader can see Subsections 6.2.1 and 6.3.4.

1. In Subsection 6.2.1 we analyzed our motivation to determine whether the optimization version of \#Exact Matchings in bipartite graphs is in P . A polynomial-time computable optimization version would yield a randomized algorithm described in [29], which distinguishes between \#Exact Matchings $(G)$ being polynomially or exponentially large. We have not concluded whether the optimization version of \#Exact Matchings in bipartite graphs is either in P or NP-hard. However, our attempt to prove that it is in P by using the ILP formulation of the problem failed. Moreover, it is worth-noting that a modification of the algorithm in [29], based on the RNC algorithm for the decision version, and not on a polynomial-time algorithm for the optimization version, may work for \#ExACT Matchings. This is because the RNC algorithm for the decision version, can be extended to output the minimum exact matching, where the $m$ edges of the graph are randomly assigned weights in $\{1, \ldots, 2 m\}$.
2. Can we design an fpaus for exact matchings in bipartite graphs? More precisely, can we do one of the following?
(a) Can we modify the MCMC for sampling uniformly at random perfect matchings in bipartite graphs so it works for exact matchings with exactly $k$ red edges?
(b) Can we prove $\alpha$-sector-stability either for the multivariate homogeneous red-black polynomial or for the multivariate homogeneous exact matching polynomial and then apply the technique of [6] (as was described in Subsection 6.3.4)?
3. Can we prove that \#Exact Matchings in bipartite graphs is AP-interreducible with a problem that is not expected to be approximable, such as \#BIS, or even \#PERFMATCH, which has an open approximability status? In fact, it would suffice to prove that it is at least as hard as one of these problems, so we would focus on the question we pose in question 1 and not on designing an fpras for the problem.

Regarding the question $2(\mathrm{~b})$, we have stated some first facts and remarks about matching polynomials in Section 6.4. However, at the time this thesis is completed, we are far from proving $\alpha$-sector-stability for the polynomials we mention in question 2(b).

Regarding the parameterized complexity of \#Exact Matchings, we proved a hardness result. By reducing \#k-Matchings to \#Exact Matchings, we concluded that the latter is \#W[1]-hard.

## Chapter 7

## Conclusion

To conclude, we state below some open questions that can set the ground for future work.

1. We have presented some TotP-complete problems under parsimonious reductions. However, these problems are not among the well-known problems in TotP, for example \#IS, Permanent, etc. If any problem that admits an fpras, like Permanent, is TotP-complete under parsimonious reductions, then RP = NP. If \#PerfMatch was proven to be TotPcomplete, then its approximability status would be resolved, since its TotP-hardness would imply that it has no fpras unless $\mathrm{RP}=\mathrm{NP}$. In Chapter 5 we referred to an open question in relation to \#MonSAT; which class is \#MonSat complete for, with respect to reductions under which the class is closed? Can it be that it is complete for TotP under parsimonious reductions?
2. The syntax of the logic $\mathbf{R} \boldsymbol{\Sigma} \mathbf{Q}_{\text {SOE }}$, which captures TotP over finite ordered structures, is such that only one p-bounded fixed point appears. If we allow nested $p$-bounded fixed points, will we obtain a logic that still captures TotP? Such questions arise quite naturally when we deal with logics with fixed points. For example, first-order logic with nested least fixed points has been proven to be the same as first-order logic with one least fixed point [112].
3. Classes defined in the context of descriptive complexity are not closed under parsimonious or product reductions in general. For example, every problem that is reducible to \#MonSat under product reductions, does not necessarily belong to the class $\# \Pi_{2}$-1VAR defined in Chapter 5. The introduction of reductions defined in some logic (e.g. first-order reductions) between counting problems, under which the aforementioned classes would
be closed, could refine the classification of these problems in the context of descriptive complexity. Such reductions have been defined and widely used between decision problems [88].
4. We would like to give logical characterizations of classes defined in Chapter 4 and examine whether using them, we can obtain alternative proofs of well-known results, such as Toda's Theorem, closure properties of classes, etc. Note that, for example, the logical characterization of NL has given an alternative proof of the closure of NL under complement [112].
5. The most significant question that this thesis has not succeeded to answer is whether \#Exact Matchings in bipartite graphs has an fpras. Can we prove $\alpha$-sector-stability either for the multivariate homogeneous red-black polynomial or for the multivariate homogeneous exact matching polynomial and then apply the technique of [6] (as was described in Subsection 6.3.4 of Chapter 6)? If not, can we show hardness of approximation for the problem? In the latter case, can we prove that the optimization version of the problem is polynomial-time computable and obtain a randomized algorithm for \#EXACT Matchings in bipartite graphs along the lines of [29]?
6. Regarding the exact computation of \#Exact Matchings, can the dichotomy result of [143] be extended to the problem of counting perfect matchings in weighted graphs? If the answer is yes, then the same dichotomy theorem holds for the problem \#Exact Matchings on minor-closed graph classes.
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## Прó $\beta \lambda \eta \mu \alpha$ 2. Max-Lower-Set-Size.


 $\mu \varepsilon р\left\llcorner\varkappa \grave{\eta} \delta \iota \alpha ́ \tau \alpha \xi \eta \leq_{\text {tree }}\right.$.





 $\leq_{\text {tree }} \sigma$ то $\{0,1\}^{k}$.
 $\delta \iota \alpha \tau \alpha \xi \eta \leq_{\text {tree }} \sigma \tau \circ\{0,1\}^{3}$.

## Прó $\beta \lambda \eta \mu \alpha$ 3. Size-OF-SUBTREE.

 $\mu \propto \alpha$ коричи́ $u$ тои $T_{k}$.


 $\mu$ ıótuto tou Size-of-Subtree. I $\sigma \chi$ đ̛́eı ótı $u=000$,



 autóv.

 $\gamma \vdash \alpha$ x́́ $\boldsymbol{\pi} \circ$ ю $a \in\{0,1\}^{k}$.
2. 'Evas 3-CNF тútos $\phi \mu \varepsilon n \mu \varepsilon \tau \alpha \beta \lambda \eta \tau \varepsilon ́ \varsigma ~ \lambda e ́ ध \varepsilon \tau \alpha l ~ k-c l u s t e r e d-m o n o t o n e ~ \gamma ı \alpha ~ \chi \alpha ́ \pi o ь o ~ k \leq n, ~ \alpha \nu ~$


## Прó $\beta \lambda \eta \mu \alpha$ 4. \#Clustered-Monotone-Sat.





## इuレéлモเะऽ

## 

To $\pi \rho o ́ \beta \lambda \eta \mu \alpha$ Size-of-Subtree $\varepsilon i ́ \chi \varepsilon ~ o p ı \sigma \tau \varepsilon i ́ ~ \chi \alpha \tau \alpha \rho \chi \alpha ́ s ~ \alpha \pi o ́ ~ t o v ~ K n u t h ~[105] ~ w s ~ t o ~ \pi \rho o ́ o ́ \lambda \eta \eta \mu ~ u-~$















## 



 بんбіًєı to 3SAT $\sigma \varepsilon$ रpóvo $\exp (o(n))$.




 $\sigma \tau \imath \gamma \mu$ ıтútou tou Size-of-Subtree.
 тo Size-of-Subtree akpıßós $\sigma \in \chi$ रóvo $\exp (o(N))$.
 Subtree akpıß'́s $\sigma \in \chi$ дóvo $\exp (o(N))$.
 Subtree $\mu \epsilon \pi о \lambda \lambda a \pi \lambda a \sigma l a \sigma \tau \imath \kappa o ́ ~ \pi a \rho a ́ \gamma o \nu \tau a\left(1 \pm \frac{1}{4}\right) \sigma \epsilon \chi \rho o ́ v o \exp (o(N))$.

## 3. To \#Sat eíval ıбoठúvajo $\mu \varepsilon$ to \#Clustered-Monotone-Sat ws toos AP $\alpha \nu \alpha \gamma \omega \gamma$ ย́s






 ท́бцоऽ,



## $\Sigma \chi \varepsilon ́ \sigma \eta \mu \varepsilon \tau \alpha \xi \dot{\prime} \tau \omega \nu \varkappa \lambda \alpha \dot{\sigma} \sigma \omega \nu$ TotP $\varkappa \alpha \iota$ FPRAS




K $\alpha \tau \alpha p \chi \alpha ́ s ~ เ \sigma \chi \cup ́ \varepsilon \iota ~ \tau о ~ \tau \alpha \rho \alpha x \alpha ́ \tau \omega ~ \vartheta \varepsilon \omega ́ p \eta \mu \alpha ~ \gamma ı \alpha ~ \tau \eta \nu ~ x \lambda \alpha ́ \sigma \eta ~ \# P . ~$
$\Theta \varepsilon \omega ́ \rho \eta \mu \alpha$ 7.3. $\# \mathrm{P} \subseteq$ FPRAS a каı $\mu$ о́vo $a \nu \mathrm{RP}=\mathrm{NP}$.



$\Theta \varepsilon \omega ́ \rho \eta \mu \alpha$ 7.4. TotP $\subseteq$ FPRAS à каı $\mu o ́ \nu o ~ a \nu ~ T o t P ~ \subseteq$ FPRAS' $^{\prime}$ à каı $\mu o ́ \nu o ~ a \nu ~ R P=N P . ~$

$\Theta \varepsilon \omega ́ \rho \eta \mu \alpha$ 7.5. $A \nu \mathrm{FPRAS} \subseteq \operatorname{TotP} \tau o ́ \tau \in \mathrm{P}=\mathrm{RP}$.

 $x \lambda \alpha ́ \sigma \eta \mathrm{RP}$.


 0 єíтє $\left.\operatorname{acc}_{M}(x)>\frac{1}{2} \cdot 2^{p(|x|)}\right\}$.
 $\left.f(x)=\operatorname{acc}_{M}(x)\right\}$.

Opıouós 7.3. $\# \mathrm{RP}_{2}=\left\{f \in \# \mathrm{P} \mid L_{f} \in \mathrm{RP}\right\}$, о́точ $L_{f}=\{x \mid f(x)>0\}$.
 $\pi \rho o ́ \beta \lambda \eta \mu \alpha$ Polynomial Identity Testing, бто отоío $\delta \varepsilon \delta o \mu \varepsilon ́ v o u ~ \varepsilon v o ́ s ~ \pi o \lambda \cup \omega \nu u ́ \mu o u ~ \mu \alpha \varsigma ~ \varepsilon v \delta ı \alpha \varphi \varepsilon ́ \rho \varepsilon ı ~ \alpha \nu ~$





## \#NonZerosForPIT.



 $\alpha \pi o ́ \mu i ́ \alpha \mu \eta \chi \alpha \nu \dot{\eta}$ Turing.


 тov $n, \alpha \nu$ เб $\chi$ ט́єı то $(\alpha) \dot{\eta}$ то $(\beta)$ :
$(\alpha) a^{n-1} \not \equiv 1(\bmod n)$,

$a^{d} \not \equiv 1(\bmod n) \chi \alpha \iota a^{2^{r} \cdot d} \not \equiv-1(\bmod n), \gamma \iota \alpha$ ó $\lambda \alpha \tau \alpha 0 \leqslant r<s$.

 $\gamma \nu \omega p i \zeta o u \mu \varepsilon \alpha \nu$ avńxouv otŋv P.

## \#Exact Matchings.



\#Blue-Red Matchings.
Eíбобоৎ: 'Evas үpáqos $G=\left(V, E_{\text {red }} \cup E_{\text {blue }}\right)$, xal ठúo axépaıoı w xaı $B$.



## H ıбхÚs $\pi о \cup \pi \rho o x u ́ \pi \tau \varepsilon \iota ~ \alpha \pi o ́ ~ \tau \eta ~ \mu e ́ \tau \rho \eta \sigma \eta ~ \tau o u ~ \pi \lambda \eta ́ \vartheta o \cup s ~ o ́ \lambda \omega \nu$ $\tau \omega \nu \mu о \nu о \pi \alpha \tau \iota \omega \nu$




| K入áoŋ | इuváprnon $f$ $\sigma \tau \eta \nu \nu \lambda \alpha \dot{\sigma} \eta$ ： | Av $x \in L$ ： | A $\nu x \notin L$ ： |
| :---: | :---: | :---: | :---: |
| $\mathrm{U}_{\text {tot }} \mathrm{P}$ | TotP | $f(x)=1$ | $f(x)=0$ |
| $\mathrm{Few}_{\text {tot }} \mathrm{P}$ | TotP | $f(x) \leq p(\|x\|) \gamma \downarrow \alpha$ хáтоюo тодис́vчцо $p$ каи $f(x)>0$ | $f(x)=0$ |
| $\oplus_{\text {tot }} \mathrm{P}$ | TotP | $f(x)$ عival $\pi$ ¢pıtтós | $f(x)$ をival áptıos |
| $\mathrm{Mod}_{\text {ktot }} \mathrm{P}$ | TotP | $f(x) \not \equiv \equiv 0(\bmod k)$ | $f(x) \equiv 0(\bmod k)$ |
| $S \mathrm{P}_{\text {tot }} \mathrm{P}$ | $\mathrm{Gap}_{\text {tot }} \mathrm{P}$ | $f(x)=1$ | $f(x)=0$ |
| $W P_{\text {tot }} \mathrm{P}$ | $\mathrm{Gap}_{\text {tot }} \mathrm{P}$ | $f(x)=g(x) \quad \gamma\llcorner\alpha$ хव́roıа $g \in \mathrm{FP} \mu \varepsilon$ $0 \notin \operatorname{range}(g)$ | $f(x)=0$ |
| $\mathrm{C}_{=\text {tot }} \mathrm{P}$ | $\mathrm{Gap}_{\text {tot }} \mathrm{P}$ | $f(x)=0$ | $f(x) \neq 0[\varepsilon \vee \alpha \lambda \lambda$. o－ pıбиós：$f(x)>0$ ］ |
| $\mathrm{P}_{\text {tot }} \mathrm{P}$ | $\mathrm{Gap}_{\text {tot }} \mathrm{P}$ | $f(x)>0$ | $f(x) \leq 0[\varepsilon v \alpha \lambda \lambda$ ．o－ pıбんós：$f(x)<0$ ］ |






| $\mathrm{U}_{\text {tot }} \mathrm{P}=\mathrm{P}$ |
| :--- |
| $\mathrm{Few}_{\text {tot }} \mathrm{P}=\mathrm{P}$ |
| $\oplus_{\text {tot }} \mathrm{P}=\oplus \mathrm{P}$ |
| $\mathrm{Mod}_{\text {ktot }} \mathrm{P}=\mathrm{Mod}_{\mathrm{k}} \mathrm{P}$ |
| $\mathrm{SP}_{\text {tot }} \mathrm{P}=\mathrm{SPP}$ |
| $\mathrm{WP}_{\text {tot }} \mathrm{P}=\mathrm{WPP}$ |
| $\mathrm{C}_{=\text {tot }} \mathrm{P}=\mathrm{C}_{=} \mathrm{P}$ |
| $\mathrm{P}_{\text {tot }} \mathrm{P}=\mathrm{PP}$ |





## 





 тทons \#PERFMATch, $\tau \alpha$ отoí $\alpha$ ovo $\mu \alpha ́ \sigma \alpha \mu \varepsilon$ DiffPerfmatch $_{=g} \chi \alpha \iota$ DiffPerfMatch $_{>0}$ $\alpha \nu$ tí $\sigma$ tol $\chi \alpha$.

- To $\pi \rho o ́ \beta \lambda \eta \mu \alpha$ DiffPERFMATCH $_{=g}$ हíval to $\pi \rho o ́ \beta \lambda \eta \mu \alpha$ tou $\nu \alpha \alpha \pi o \varphi \alpha \sigma i \sigma o u \mu \varepsilon \alpha \nu \eta$ $\delta \iota \alpha \varphi o \rho \alpha ́ ~ \tau \eta s$


 $\mu \pi о \rho \varepsilon i ́ ~ \nu \alpha ~ \alpha \pi о \varphi \alpha \sigma \iota \sigma \tau \varepsilon i ́ ~ \alpha \pi o ́ ~ \chi \alpha ́ \pi \pi o เ o v ~ \cup \pi о \varepsilon \chi \vartheta \varepsilon \tau เ \varkappa o ́ ~ \alpha \lambda \gamma o ́ \rho เ \vartheta \mu о . ~$



 to Graph Isomorphism $\chi \alpha \iota$ to USat.


##  $\mu \dot{\alpha} \tau \omega \nu \mu \varepsilon \varepsilon \dot{\prime} \varkappa о \lambda о$ лро́ $\beta \lambda \eta \mu \alpha \alpha \pi o ́ \varphi \alpha \sigma \eta$,


 uóvo autá;







$$
\alpha=\Sigma X . \forall x \forall y(X(x) \wedge X(y) \wedge x \neq y) \rightarrow E(x, y)
$$






 $\mu \varepsilon \tau \eta \nu x \lambda \dot{\alpha} \sigma \eta$ FPRAS;

## Moүıxós $\chi \alpha \rho \alpha x$ тทрıбнós tทs TotP






 $\alpha \pi o ́ ~ \tau \eta \nu ~ \pi \alpha р \alpha х \alpha ́ \tau \omega ~ \gamma р \alpha \mu \mu \alpha \tau เ x \grave{\eta}$.

$$
\begin{equation*}
\alpha:=\phi|s| f\left(X_{1}, \ldots, X_{l}\right)|(\alpha+\alpha)|(\alpha \cdot \alpha) \mid \Sigma X . \alpha \tag{7.1}
\end{equation*}
$$










$$
T_{\alpha}(h)(\vec{S})=[[\alpha(\vec{X}, f)]](\mathcal{A}, V, F)
$$


















$$
\begin{aligned}
\operatorname{tot}(\vec{C}, f):= & \exists \vec{S} \exists \overrightarrow{t_{*}} \operatorname{branching}\left(\vec{S}, \overrightarrow{t_{*}}\right)+ \\
& \Sigma \overrightarrow{C_{0}} \cdot\left(\exists \vec{S} \exists \overrightarrow{t_{*}}\left(\operatorname{branching}\left(\vec{S}, \overrightarrow{t_{*}}\right) \wedge \Delta_{0}\left(\vec{S}, \overrightarrow{C_{0}}, \overrightarrow{t_{*}}\right)\right) \cdot f\left(\overrightarrow{C_{0}}\right)\right)+ \\
& \Sigma \overrightarrow{C_{1}} \cdot\left(\exists \vec{S} \exists \overrightarrow{t_{*}}\left(\operatorname{branching}\left(\vec{S}, \overrightarrow{t_{*}}\right) \wedge \Delta_{1}\left(\vec{S}, \overrightarrow{C_{1}}, \overrightarrow{t_{*}}\right)\right) \cdot f\left(\overrightarrow{C_{1}}\right)\right) .
\end{aligned}
$$

 Turing.

 ж $\alpha \tau \alpha ́ \sigma \tau \alpha \sigma \eta$ т $\eta s \mu \eta \chi \alpha v \eta \dot{s} N$.



 عrìorń.











## 



 I $\sigma \chi^{\dot{\prime}} \varepsilon \iota \# \Sigma_{1} \subseteq$ FPRAS.


 $\chi \alpha \tau \alpha ́ \alpha ́ v \alpha . \operatorname{I\sigma } \chi^{\dagger} \varepsilon \iota \Sigma Q S O\left(\Sigma_{1}[F O]\right) \subseteq$ FPRAS.





##  $\alpha \nsim$ е́s

 тои $\pi \alpha \rho \alpha \chi \dot{\alpha} \tau \omega$.
\#Exact Matchings.













## Appendix B

## Glossary－$\Gamma \lambda \omega \sigma \sigma \alpha ́ p ı$

$\alpha \nu \alpha \gamma \omega \gamma \eta ́ ~ \gamma ı \nu o \mu e ́ v o u ~$
$\alpha \pi \lambda \dot{\eta} \pi \rho o ́ \tau \alpha \sigma \eta$
аитоалаү⿳亠丷厂阝ヶоз
عúp $\omega \sigma \tau \eta$ x入д́ $\sigma \eta$
$K_{3,3 \text {－モ入єúvepos rpáqos }}$
$K_{5}$－є入єป́vยроऽ үра́чоऽ
х入єเбтó $\alpha \pi o ́ ~ \chi \alpha ́ \tau \omega ~ \sigma u ́ v o \lambda o ~$
入єх兀ぃхо́
$\lambda о \gamma เ x o ́ ~ \chi ல ́ \varkappa \lambda \omega \mu \alpha$
$\mu \alpha \nu \tau \varepsilon$ ío

цоvолд́ть алобохи́s


бт $\alpha \vartheta \varepsilon \rho o ́ ~ \sigma \eta \mu \varepsilon i ́ o ~$



$\tau \alpha i p ı \alpha \mu \alpha$

$\varphi \varepsilon เ \delta \omega \lambda \dot{n} \alpha \nu \alpha \gamma \omega \gamma \dot{n}$
чибぃо́ тро́ $\beta \lambda \eta \mu \alpha$
product reduction
clause
self－reducible
robust class
$K_{3,3}$－free graph
$K_{5}$－free graph
lower set
literal
boolean circuit
oracle
\＃Exponential－time hypothesis（\＃ETH）
accepting path
randomized exponential－time hypothesis
（rETH）
fixed point
conjunctive normal form（CNF）
partition function
interval size function
matching
Exponential－time hypothesis（ETH）
parsimonious reduction
natural problem
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[^0]:    ${ }^{1}$ In the literature, polynomial identity testing is the problem of deciding whether two polynomials are identical or, equivalently, whether a polynomial is identically zero. Here we define PIT to be the equivalent problem of deciding whether a polynomial is not identical zero.

[^1]:    ${ }^{1}$ The class $\oplus \mathrm{P}$ was defined independently under the name EP in [78].
    ${ }^{2} \mathrm{Mod}_{k} \mathrm{P}$ was also studied independently in [35] and [85].
    ${ }^{3}$ SPP was studied independently in [66].

