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Evyopiotipio onucioua

H rmopeia ¢ exmovnons piag Aidoxropikns Awozpifng eivar adioupiofitnre mopsio povoyixy. Mio
O10PKNG EOWTEPIKY OIEPYOTIA, OTOV O EOQVTOS GOV EIVAL GUVEPYATHS, OVLVAIEAPOS, alufoviog,
oVVOLIANTHG, PIlog Kai ovyva avtiraldog. Eivar ouwe poyixo, to mws avty 1 it ouvOnkn oe oével ue
avBpomTovg YOpw GOV TO0O GTEVA, TOV TAEOV TWPO. TOV KAV® TOV ATOA0YIoUO, KabE emituyia, dvokolia
Kou amotvyio. o€ Oln avth TH OlAdpPoun EIVOL OTO UDOAO OV OVVOEUEVES UE TPOCWTO, TOV TIG
ovvpopevooy. Avtods Tovs avBpamovg Ba #eka, 0w, va evyopioTHO®.

To mpwto «evyapiotwy ovixer otov Emiplémovrio. KabOnyntn pov, k. AyirAléa Illamodnuntpiov,
Avarinpwtn KaOnynty EMIL. Tov evyopiotd mov ue UmIOTEDTHKE YIO. TO GOYKEKPLUEVO GVTIKELUEVO
EPEVVAG, TO OTOLO TOGO GTOVIALO EIVAL TO OVOKGIVTTO. UEPO, UE TH UEPQ, TTOV UE THPE OTO TO XEPL KOL UE
oonynoe ara «Pobid vepay THS KOTAOTOTIKNG TPOTOUOIWTNS KoL TOD HOD UETEPEPE OTAOYEPO. OAN TH
Yoo kol v guneipio 1ov. Tov evyopiotd, aKou, yio, Ty DITOUOVI] KOl THY KATOVONOH TOU EOELYVE OE
OAQ TOL Gyyn KO TIG QVIOVYIES OV ETL TOV EPEVVHTIKOD, Y10, TNV TLOTH TOV OTIS ODVOUEIS OV KOL OAAG KOl
VIO THV EVKQIPIO, TOD UOD E0MWTE VO, TIS aVOKOADW® K1 gy 1 i010. O tpomog oxéyng, n uebodikotnra, n
OVOTHUOTIKOTHTO, 1 OLOPOTIKOTHTA, 1 OLOKPITIKOTATO, 1] EVYEVEID KOL Ol OPYES TOD OTOTELODY YIo. UEVA.
patevo mopaderyuo (wng. Kopie Hamoadnuntpiov, frav toyn ko1 tiun va iuot portnIpid oog kai o ipol
TAVIOTIVA, EDYVDUMV.

Evyopiota, exions, Ocpud. ta drla dvo uéln e Tpiuelois Loufovlevtikie Emitponic s didaktopikig
nov owopifng, tov k. I'eapyio Mrovkofala, Kobnynty EMII kou tov k. Miyonl Kappada, Ouotiuo
KobOnyntn EMII. Ogeilw vo, avapepOa 101oatépwg otov k. I. Mrovkofdla, o omoiog eiyo exions thv toyn
Vo, vl eMPAERWV THG OITAWUOTIKNG, OAAG KO THG UETOTTUYIOKNS OV EPYOCIOS KOl TOV HTOW ETIONG
EKEIVOG, TOV KEVIPIOE TO eVOLopEPOV ov yia ) Lewteyviky Muyaviky, 1on omd 1o 1pito £tog WV
omovdwv pov. H opoipikhy oxéyn kol 0 TPOKTIKOS TPOTOS OVIWWETOTIONS kabe mpofAnuatog
(emotnuovIKOD 1§ un), aALG Kot 0 evBoDOLAGUOS TOV Y10, TO AVTIKELUEVO EPEVVAS TOV EIVOL VIO UEVO, THYH
éumvevons. Tov evyopiotw yioa v otipily, TIC OVUPOVAES, TIC KOPTOPOPES OVLNTHOEIS KOl TIC
TOPEUSATELS TOV ETTL TOV JLOOKTOPIKOD, OAAG KaL Y10, Ol TH CVVEPYATIO LUOG.

Ogpeilw emions va evyapiothow Oepud kot to. vwoloira. wein g Extopelovs Ecetaotikng Emitponns yio,
TG KOIpIeS DTOOEILEIS Kau TIC eDOTOYES TapatnpRocls Tovs. Ilpokertal yio tovg ko Boailikn ['ewpyiavvou,
KobOnynroia EMII, xopio Hovayiwty Nroxodle, KoOnyntny Havemotnuiov Osoooliog, kbpio Nikolao
Tepolvuo, Avarh. Kobnyntn EMII kou xvpio Anuntpio Kopountpo, Avowr. Aéxropa Ilavemotnuiov
Bristol.

Eva mpoowniko evyopiorw opeilw, exiong, oto Aidaxtopo. (kar ocovodrw Erik. KaOnyntn AIIO) I'avvy
Xaroblo. Ao éva pwTervo mopaderyuo. okEWng, TPOTOL 00VAELAS Kol HOOVGS, TOV LoD TPOCPEPE TH YVAOT
70V OTAOYEPO. NON ATO TO, YPOVIO, TV POITHTIKMV HOD YPOVY, (G COVETIPAETWV THE OITAWUATIKNS KoL
THG UETOTTOYLOKNG OV EPYOCLAS, OTH TOVEXELD, TE OLGPOPO. KAIPIO, GTAAL0, TOD OIOOKTOPIKOD KO, TWPO. TTLA,
w¢ ovvadeipog. Eivar mavro exel, mpobouog vo. ovlntioer kale avnovyio koi vo mpoteivel Avon wg
«YEVIKOG ELOIKOCY, We avidlotélela kol tamevotno. Lidvvy, oe evyopiotd yio. oio. Oa gioor évog
omovdaios KaOnynng.

Evyopiotad axoun to Aidaxropo. lwavvy Toiamo, yia oAy v otipién kou ) Ponbeia. Ilavio mpobouog vo.
HOIPOOTEL YVon Kol eUTEIpies, va. fonbnoel oe kale mpofinua e kaOnuepivotyTag, va ovl{nTnoel kol
vo. axoboel kGOe TPOPANUATIoNO, VO, e KaONTUYAOEL KOL VO UE ELWVYDOEL.

Ol oxoun vo evyopiotiow to Aidaxtopa AréEavipo Balooun yia 1 ov{ntioels pog emi tov
EMIOTHUOVIKOD KOTG, TH OIGPKELQ QUTOV TWV YPOVAYV, OAAG KL Y10, TH GOVEPYATLO. HOS OTO TAAIGLO TV
EPEVVITIKAY TPOYPOLUUCTDOV.



Evo evyopiotdd (koi pio aykalid) oive kol ota Tpio KOPITaLo UE TO OTOL0. GOVEPYOGTTHKOUE TTO TAOIGLO
TV ATAOUATIKOV TOVG Epyaciav, oty Maviw Koumodpy, oty Ajuntpo Aslafivia kar otnv Avaortaocio
Taviomodiov. H ovvepyooio pog pov €01ve thv evKaIpIo. Vo, IPOTETED® VIO AIYO GO TO AVTIKEIUEVO TOD
OLOGKTOPIKOD KOL GLY0DPO UE EKAVE TLO TAODOLO. EXLOGTHUOVIKAL.

Oa nbslo. axdun vo, svyopiotiow 6Aovg tovs alloloyovg unyavikovg e etapeios « GR8-GEOy, ¢
omolog Tovg TeEAEVTalons uveg &y ™y Toyn vo. glual ki eycd uélog. Zvykekpiuéva toog Jacob Chacko,
Auodia T'avvaxod, Baoily Apooo, Taxn [ewpyopixo, Xropo Tavvoxo, [lavayiwrto Tooiomodlov,
Tidgvvy Xododlo, Aviwvia Maxpo, Mraurn Toipn kor Kwveravtivo T(faxo. Tovg svyopiotd yia tqv
EVKALPIO. TOD LUOD EDWOAY VO 00Y0ANOWD 0VGIOCTIKG UE TO OVTIKEIUEVO TV OTOVOMV OV KO VO OpYiow
Vo, yepupvew atépea T Gewpio pe v mpody.

Evyopiota, emiong, tovg pilovg wov extog Touéo Iewteyviknig, yio. ty gLAio Tovg kol TIG OUOPPES TTIPUES
Tov &yovue mepaoel woli oda avta to ypovia. Evyopiotw v Kotepivo Aeiialn, t Aéomorvo, ovlaxn,
0 Movolny EAéva, to Mavoly Karoiurmaln, v Kwvertavrive Baocilomovlov, 1o Owud Boalovkn, to
Oavadon Aoumparorovlo, ™ Lwtnpio Kaddfa, to I'apyo Aviwvaxomovlo, np Mopiétta Kapapaxn koi
t0 Nixo [avvapy. Tovg evyopiota mov €ival «€Kely OAa OUTA TO. YpoVvia, Kol KOPIWS TOD TOPEUELVOY
«EOWH TO TEAEVTOLO. TTEVTE, OTOV €YD 1] 1010, TOAAES POPES NUOVY TOUOTI UEV ULl TOVGS, YOUEVH O OTIC
OKEWEIS TOD O100KTOPIKOD.

Qortooo, tiroto de Ba nrov 010 ko aiyovpa de Oo. eiye 10 1010 VOnua, YwpPIS TOVS GVVOIEAPOLS
Yroymnpiovg Aiddxropeg, pna mpwtiotws pilovs, amd tov Touéa [ewteyvikng. Evyopiotd, Lotmov, tovg
Kawvorovtivo Mralaio, EAévy Iloviomodlov, Baoilny Kollwoyiavvy, ®@ilimmo Xoptn, Xopa
AvdpiromovAov (v xar diknyopog, exitiuo usiog tov Touéa), Kotepiva Acovidpn kor Aquitpn Aitoa. Ot
OTEAEIMTES OPES OTO YPOPELO, EUOLaLOV TIO OUOPPES EMELON VIHPYOTE E0EIC. XwpIS TNV mapén oag, TNy
otnpiln, tg ovufloviés koi  fonbeia cog, to 10.lidl de Bo. HTow 10 1010 OUOPPO KoL aiyovpo. ey Je Ba
evimbo. to id10 yeudtn. NicvBw omioTento, ToYEPH TOL EiYO. EGOS Y10 GOLVTOLIOIDTES.

O1 Aéderg axodyovror eAdyioteg, otav Epyetar n otiyun vo. evyopiotiow tov Mroumn Toipy. Eivar o
avBpwmog mwov E{noe uali pov kabe viky, kabe nrra, kabe yopad, kabe Lory, kabe evBovoiaouo, kabe
OTOYONTEVDY], KOOE OVOTPALELN KOl GYY0S KOTO, T OLOPKELQ ODTOV TV Ypovwv. Xtdlnke oto TAdl pov
OO TV 0Py T WG TO TEAOG TOV T0.L10100 Ue ayary, oefocuo, othpiln kat kotavonon. 2e evyopiotm Mrdumn
Y10 OA0L OOGL LOD TEPOCPEPES OTAOYEPO. KO TTOV Eloal UEPOS THS LIS LOD.

To televtaio, po o UEYGLO EVYOPIOTD TO PVAGW VLo THY OIKOYEVELQ Lov. Evyoapiota omo to fabn e
KopOLag (oo toug yoveic poo I pnyopn kai Xpvoavly, tov adeppo pov Iiavvny kot ) yroyid pov Evoyyelio.
Eloopdiiooy ue ovidiotélero tig amopoitntes ovvONKes yia vo. arxolovfnow to. 6velpa. Hov oo HKp Kol
glval Tvto, o1 o EvOepLol VTOTTNPIKTES Hov. Mo 01voDY d10pKMS dDVOLUN Kol KOVPAYIO KOl OTOTELODY
™ Pooin krvytipio dvvoun yio. kGOe T Tov meTvyoivew. Nicobw Tepneavia yra EKEIVovg kot Ywpig ovtoig,
oiyovpa, de Ba fuovv o id10¢ avlpwnog.

Eivai 0 ypovog mov Eodeyeg yio o tpiavidpoiio cov
OV TO KAVEL TOGO GHUAVTIKO....
(Antoine de Saint-Exupéry, O wuxpdc mpiyrnmag)

Tocrapyovio I'. Anuvaiov
AbOnva, lodviiog 2022



H mapodoa épsvva Eyer ypnuatodotnbei arnd 1o Ipoypauuo Yrotpopiov tov Idpduatos Qvdaon, ue
kwoiké vrotpopioc G ZO 013-1/2018-2019. O ovyypapéas oiclavetor v avdykn va evoyoplotioel
Oepua, To Topoua Qvaon yio v vrootipiln Tov.

ONASSIS
FOUNDATION



EOGNIKO METXOBIO ITOAYTEXNEIO
YXXOAH HNOAITIKQN MHXANIKQN
TOMEAX 'EQTEXNIKHX

INEPIAHYH
™S AakTopikig Aratpifiig
¢ Talwapyovrog Anpvaiov

H axpifeta tov aptOuntikdv avaridcemv TpofANUATOV GLVOPLIK®OV TILOV TOV 0POPOVV
o€ épya emteyvikov Mnyavikoy Baciloviar onpavtikd oty a&lomioTio Kot 6T 6OoT)
Babpovounon Tov KaTdAANAOL KOTAGTATIKOD TPOGOUOUDIOTOS, OVAAOYO LE TO YEWVAIKO
Kot Tov TOmo OpTIong kdbe mepintmong. o kokkddN €0den (0nwS ol dupot Kot ot
YOMKEG) OMOTEAEL KOWN TPOKTIKN 1| GTOYXELUEVI] XPNOT OlLOPOPETIKOV KOTOCTOTIKMV
TPOCOUOIOUATOV /Kol SopopeTik®V  Pabpovouncemy Tov 1010V TPOGOUOUDUATOG,
avéioyo pe tov eEetalopevo TOTO QOPTIONG (.. HOVOTOVIKN 1 OVOKVLKAIKY, LT
oTpaYYILOUEVEG N OGTPAYYIOTEG GUVONKEG, GUVTOUN KOl EVTOVN GEICUIKN O1€yEPON 1| NN
OVOKVKAMKT 0OPTIOT) TOAADY KOKA®V) 1)/K0t 0vAAOYaL LE TIC OPYIKES GLUVONKES (TT.). OXETIKN
mokvotta, eminedo thoemv). Ewdwodtepa, n TPOoOHoimwon TG aVOKVKAIKNG QOPTIOoNG
KOKK®OMV €00.PMV, dEGOUEVNG TNG TOAVTAOKOTNTAG NG, €XEL TPOCEAKVGEL OL0YPOVIKA
peyoaro evolapépov otn o1ebvn PiAoypaeia, pe TANO®pa SNUOGIEVGE®Y VA APOPOVV GE
OYETIKA KOTAGTATIKA TPOCOUOIOUATO. 20TOC0, TOAD GLYVE, Ol GYETIKEG ONUOGIEVGELS
TPOCOLOIOUATOV EUTEPLEYOVY ETOPKEIG GVYKPIOELS HE TEPAUATIKGO dedopéva Yoo TV
TPOCOUOIMOT TNG LOVOTOVIKNG GUUTEPLPOPES, TOVTOXPOVO HE GLYKPITIKA AlYeC,
TPOCEKTIKG EMAEYUEVES, OVOKVKAIKEG OOKIUES He Eupaoct otn pevotonoinotn. Opwg, o
EMIMEDD AVAKVKAIKNG (OpTIoNG, Mo TETow Otokpifwon aflomotiog dev pmopel vo
Bewpeitan emapkng. Avtifeta, yio va Oeopnbei emapkng, o mpénet vo kaAvmtel Eva gvphd
QAGLOL ATTOKPLONG YL OAES TIC TEPIOYES TAPOUUOPPDCEDV, NTOL: 0) UIKPES TIOPALOPPAOCELS,
OOV KVPLOPYEL 1 O10VEL EAACTIKT amOKPIon Kot £xel e€éyovca onuocio 1 fadpovounon
LE TIC TPAYLOTIKES EAACTIKES TOPAUETPOVG (T.)., ATO YEOPVOIKES dOKIUEG 6TO TEdi0), PB)
HEOOTES TOPOUOPPDTELS, OMOL 1 CLUTEPLPOPA EIVOL UN-YPOUIKT] VOTEPNTIKY Kot

TOPATNPEITOL  GVCCMPEVCT] TUPOUEVOLCHDV  TOUPOUOPPMOEDY UHE TOV oapliud Tov



eEMPOALOPEVOV KOKA®V QOPTIONG, KOU Y) UEYIAEC TOPOUOPPMOELS, WE EUGOCT OTIG
TOPOUOPPOCELS TOV EKONAMVOVTOL KATH T PELGTOTOINGT, KAHMG KOl GTI) GLGCMOPEVON
TOPOALOPPOCEDV LETA TNV EKONA®OT avTiS. 'ETot, mapdro mov ot PifAtoypapio vrdpyet
TAnBopa TOAD aflOhoy®mV EEEOIKEVUEVMV KATAGTOTIK®Y TPOGOUOIOUATOV, VITAPYOVV
EAAYLOTEG ONUOCIEVCELS TOV VA Tapovotdovv Aemtopepn dtokpifwon g a&lomotiog Toug
oe OAO TO QAGUO OVOKVKAIKNG OTOKPIONG, COHPOVE UE TNV OVAOTEP® GLAAOYICTIKTY).
[MapdAinia, €xel mapotnpndel TG apkeTd amd T TPOGOUOIDOUOTO TOV EMLOEUKVIOVY
aKpIn CLUTEPLPOPA KATE TNV OVOKVKAIKY @OpTion dev eivor e&icov akpipn katd ™
LLOVOTOVIKT @OpTIoN, N XpetdlovTatl avaPadovounon yio Tov 6Komo ouTd. ZOUP®VOL LE TO
TOPATAV®, OVOOVETOL 1] OVAYKT] Y10 £VO KOTAOTUTIKO TPOCOLOIMLLOL Y10 KOKKMOT £6G(T,
70 omoio Oa givol Kavo Vo, TPOGOUOIMVEL TOGO TN LOVOTOVIKY] GUUTEPLPOPE (LEYPL TV
Kpioyn Katdotaon), 660 Kot v avokukAMK COUTEPIPOPA (Y10 OTOLOONTOTE EMIMEDO
TOPAUOPPMOTG) LE EVIaia Kot LoVadTKT BaBIovOUnNon TOV TOPAUETPMV TOV OVA YEMVAIKO,
ave&apTnTo Ao TN GYETIKT TUKVOTNTO KOl TO EMIMEDO TAOTG, KOl KUPig oveEaptnta omd
oV TOTo POPTIoNG. ALTHS Efval KOt 0 GTOYXOS TOL TPOGOUOIMHUOTOS TOV AVOTTUYONKE GTO
TAoiG10 NG Tapovoag AlaTpiP1s.

YUYKEKPIUEVE, KOTOOTPOVETOL VO VEO EANGTO-TAOCTIKO TPOGOUOIMO TO 0010
Boaciletar ot Oewpia Kpioyng Kortdotaong, oavikel omv  OKOYEVEWL TV
TPOGOUOIWUATOV 0plakng empavelog SANISAND «kai daveileton otoryeio 1060 amd avtd,
660 ka1 and 1o mpooopoimpo NTUA-SAND (Andrianopoulos et al. 2010), petd omo
KATAAANAES TpOTOTOMOELS. Baoikd yopakInplotikd Tov €ivat n xpnom g terevtaiog
OVTIGTPOPNG POPTIONG YO TOV OPIGUO TOCO TV EANCTIK®V 0CO KOl TMV TANCTIKOV
napopopemcemv. H éupaocn divetar atov opfod opiopd Tov onueion avTIoTPOPNG POPTIONG
®OOTE VO PNV vrepakovTileToar M ox€orn  TAONG-TOPOUOPPMOONG. XPNOLOTOEl o
ouvdptnon enidpacng TG OOUNG MOV TOCOTIKOMOEL TO TAAGTIKO HETPO KPATLVONG e
010)0 TOV 0pH6 PLOULO GVLGCHOPEVONG TAPUUEVOVGOV TAPOUOPPMCEMY Kol L0 GVVAPTNON
TOV TOGOTIKOTOLEL TOV GUVTEAEGTY| SIAGTOAMKOTNTAG [LE GTOHYO TNV 0pO1 ATOKPIoN PETA TNV
apywn pevotonoinon. To Tpocopoimua £xel cuvolxd 14 mapapérpovg, 12 and T1g omoieg
Boabpovopobvtar TPOTA KOl 0POPOVV  GTI] HOVOTOVIKN] QPOPTION KOl OTO  TEAOG
Babpovopodvtar akoun 2 Tov apopOvY GTNV OVAKVKAIKT @OPTIoN. ATO TIG TAPOUETPOVG

avtég, 9 Pabuovopovvial Gueco enl T PACT TEPOUOTIKOV OTOTEAECUATMOV Kol UETA



Babuovopovvtal ot vworomeg 5 (3 Yo LOVOTOVIKT KO 2 Y10 OVOKVKALKT] (GOPTION) HLECH
EMOVOANTTIKNG S1ad1Kociag.

H «xotdotpowon éywe oe eminedo povadwaiov otoyegiov kot mapovstaleton
Babuovounon v wévte (5) dupovg g Piphoypagiog (Nevada, Toyoura, Ottawa, M31,
Monterey), oALd Kot 000 (2) YGAIKES, TOL WG GHVOLO KAADTTOLV Eva E0POC TILMV UEGG
dwpétpov KOKkkmv Dso and 0.1 éwg 9 mm. "Eywvav cuykpicelg pe mepapatikd dedopéva
LE TEPAOTIO €DPOC APYIKDY GLVONKOV Kol TOHTOV @OPTIoNS (CUVOAKO €DPOC GYETIKNG
mokvottoag Dr = 2 — 90% ko apyikig péomg evepyod taons Po = 33.33 — 2000 kPa). Otav
deV VIAPYOLV JAOEGILA EEEIOTKEVIEVOL TTEPAUOTIKO OTOTEAEGHLOTO Y10l KATOLO YEMULAKO,
YPNOUOTOOVVTAL EUTEIPIKEG OYEGELS amd TN PipAtoypaic. Méow tng evoeleyos oLTNG
JlEPELVNONG KAAVTTETOL OAO TO €VPOC TOV OVAKVKAIK®V TOPALOPPOCEDY, OTMOG
ocu{NmMOnke avotépw, OAAL KOl 1] LOVOTOVIKY] QOPTION, HE EVIOIO GET TOPAUETP®V OVA
KOKKMOEG £004pOG, TOLAGYIOTOV OGOV a(pOPA OTIC AUUOVS. ATO TNV GAAN, OGOV apopd
OTOVG YAAIKEC, M OEVEPYOTOINGT TG AELTOVPYIOG TOV GUVOPTNCEDV GVGGMOPEVLONG TNG
doung katd ™ povotovikh @option (Bétovtag v mapauetpo No = 0) amodeikvidetan
EMOPKNG (OOTE VO UMV OMOLTEITOL TEPUITEP® TPOomomoinon ¢ Pabuovounone. H
JEPEVLVN O LTI ATOTVIMVEL OTL TO TPOTEWVOLUEVO KOTAUGTOTIKO TPOGOLOTMLLAL Y10 KOKKDON
€0don eivor, pe Paon 10 oxedOGHO TOV, £VOL TPOGOUOIMUO YEVIKNG YPNONG, TO OTO0i0
TOPEYEL OTO ¥PNOTN TN OLVOTOTNTO Yo Uio. IKOVOTOUTIKY ZTPOGOUOIMGCT, YOPIiG va
arorteiton avoPadpovounon yuo to 1010 yewvAkod, aveaptnta omd to av to e&eTalduevo
TPOPANUA Elval GTATIKO, SUVOUIKO 1] OVOKVKALKO.

[Tpoxeyévou va kataotel duvatn 1 ¥P1oN TOV 6€ TPOPANLOTA GUVOPIOKOV TILDV,
TO VEO TPOGOUOIMLLO EVOMOUOTOVETAL GTOVG KMOIKEG TENTEPASUEVAOV dlapopdv FLAC kot
FLAC®P y1a avalosic og 2 ko 3 Staotdosic, avriotorya. Ot KOdKeS avTol Pmopovv va
ypnooromBodv ce  TANP®G-CLLEVYUEVEC UN-YPOUUIKEG OTOTIKEG KOl  OUVOLUKEG
AVOADGELS PEAAICTIKOV TPOPANUATOV OO TO LEAETNTN UNYXAVIKO. APYIKA, 01 EEIGMGELS TOV
TPOCOUOIOUATOG TPOYpappatilovtal og YAdooo C++ Kol 6T GUVEXELD EVOMUOTOVOVTOL
010 Aoylopkd w¢ vo-povtiva yprotn (User-Defined-Model routine). H evompdtoon
vAomoteital pe ypron eunpdc-tacikng orokinpwong Euler pe avtopato €heyyo Adbovg,
omoia £yetl amoderyDel aE1OMIGTN Yo TPOPANLLATO SUVOUIKNG POPTIONG E00PADV GE KAOEGTMOG

PEVOTOTOINONG.



¥10 televtoio otddlo TG SwTpPng abloAoyeital EKTEVMOG 1 KAVOTNTO TOV
Bobpovounuévov TPOCOUOIOUATOS Vo TPOPAEYEL TNV ATOKPLOT] TOV £0APOVE GE EMIMESO
TPOPANUATOV GLVOPLIKAOV TIUOV HeYOANS kAipokag. o tov okomd avtd, Adym g
TOAVTAOKOTNTAG TOVG, EMAEYOMKAYV TPOPARUATA OLVOUIKAG POPTIONG UE EKONAMON
pevatomoinone. o ™ dokpifwon Tov TPOGOUOIMUATOG YIVETOL YP1ON ATOTEAECUATOV
TEWPAUATIKOV SOKIUDV Quyokeviplot) ¢ Piproypapiog o€ dupo Nevada. Zvvolkd,
€yve mpooouoimon evvid (9) tpoPfAnudtev mov evidocovial o€ TEGoEPIS (4) SLOPOPETIKEG
KoTyopieg:
(0) ook andkpion oplovIlag PEVGTOTOMGIUNG EGUPIKNG GTPDOCNG,
(B) mevpkn e&amimon eAappdS KEKAUEVIC PEVGTOTOMCIUNG EQUPIKNG GTPDOTC,
(v) OEIGLUKT oOKPLoT GLOTIHLATOG 0fafovg BeUEAiOD - PEVGTOTOM GOV EGAPOVS LE

SLPOPETIKEG CTPOUATOYPAPIEG KO VIO OLOPOPETIKES OIEYEPTELS,
) CEICUIKN OmOKPIoT] OUAdHG TAcCHA®mV VIO TAEVPIK) EAMAMON  EAAPPDS
KEKMUEVNG PEVGTOTOMGUNG EAPIKTG GTPOOTG.

Ta wpofAnpara (o), (B) kot (y) depevvndnkav 6to dwdrdctato ympo (2A) pe xprion
Tov Aoyopkod FLAC, evd to (8) otov tpdidotato xdpo (3A) pe yprion tov FLAC®P,
Kabdc 10 pegvotomomoo apudoeg €6apog eivar kowd kot otig evvid (9) dokipég
euyokeviplot (aupog Nevada Slopopetikdv TGV 6YeTIKNG Tukvotntog Dr = 40 — 85%),
voBemOnke emmAéov: (i) wown Pabuovouncmn tov mpocouolduatoc (Pacicuévn oe
EPYAOTNPLOKEG OOKIWEG o€ emimedo povadiaiov otoryeiov) kot (ii) Kowvn aplOuntikn
pebodoroyio avaivong (o€ OPOVS GLVIEAEGTY| JAMEPUTATNTAG, APLOUNTIKNG amOGPECNG
K.0.). 'ET01, amotumdveTol opy®G 1 IKOVOTNTO TOL TPOGOMOIMUATOC VO TPOoPAETEL
OTOTELECUATIKA TNV OTOKPION TOL 1010V €dApovS, avesdptnta omd to eEeTalOUEVO
TPOPAN O, YOpig N amoTOT®OoN AT va emnpedletol amd v apduntikn pebodoroyio
avaivonc. H a&loddynon ot OSelyvel 1KOVOTOMTIKY] TPOGOUOI®ON, Y®Pig avdykn
avafodpovounong v to 1010 KOKK®MOEG £0apog, avesdptnta amd to e&etalduevo
TPOPANLLO GUVOPLOKADV TYLDV.

TéNog, ekTEAECTNKAY TOPAUETPIKEC OVUADGELS KATOIWV £ QVTOV TV TPOPANUATOV
OGLVOPLOKAV TIUAV HE GTOYXO TNV OTOTOTMOT TNG ELOICONGING TV ATOTEAECUATOV TNG
Tpocopoimwong o 600 (2) amd Ta TPOTOTLIA YOPUKTNPLOTIKA TOV TPOGOUOIDUATOS, HTOL

™ uebodoroyioa opbBold opiopod Tov onueiov avVTICTPOPNC EOPTIoNG (MOTE Vo, PNV

v



KOTEPAKOVTICETOD 1| OYEOT] TACTG-TOPAUOPPOCNC) KOL TN CLVAPTNON TOV UETAPAAAEL TO
OULVTEAEDTI SLOIGTOMKOTNTOG LE GTOYO TNV 0pON amdKPIoN HETA TNV OPYIKT PEVCTOTOINOT).
Ot avodioelg avtég vToypoppilovy 0Tl To €V AOY® KOTOOTUTIKO YOPOKTNPIOTIKE €lvor
YPNOE, o gV umopovv va Bewpnboldv Kpicyuo, TOLAGYIOTOV Yo To. €EETAGUEVA

TPOPANLATO GUVOPLUKDY TIUDV.
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The accuracy of numerical analyses of boundary value problems (BVPs) in Geotechnical
Engineering depends significantly on the reliability and the proper calibration of the
employed constitutive model, depending on the soil type and the loading conditions. For
granular soils (like sands and gravels), different constitutive models and/or different
calibrations of the same model are usually adopted, depending on the loading conditions
(e.g., monotonic vs. cyclic, under drained vs. undrained conditions, short and intense
seismic excitation vs. sustained cyclic loading of many cycles of small to medium
intensity). Historically, given its complexity, the simulation of cyclic response of granular
soils has attracted great interest in the literature, with a multitude of publications presenting
relevant constitutive models. Very often, however, publications that present relevant
models exhibit accurate numerical simulation of the monotonic response and include only
a few, hand-picked, cyclic tests with emphasis on liquefaction. Such a validation procedure
can hardly be considered sufficient for cyclic loading, in general. On the contrary, model
validation should cover the whole range of cyclic response in each discrete strain regime.
Namely, the validation process should focus distinctly on: a) small strains, where the soil
response is “quasi-elastic” and the use of the true elastic parameters (e.g., measured from
field tests) is crucial for an accurate simulation, b) medium strains, where the response is
non-linear hysteretic and accumulation of strains with the number of applied cycles is
observed and, finally, on c) large strains, where of importance are the deformations due to
liguefaction and the post-liquefaction strain accumulation. Hence, despite the plethora of
very remarkable specialized constitutive models in published literature, there are very few
publications that present model validations against the whole foregoing strain range.

Concurrently, it has been observed that some of the models that have exhibited a



satisfactory performance for cyclic loading may not be as accurate when it comes to
monotonic loading, or need to be recalibrated for that type of loading. Based on the above,
there is a need for a constitutive model for granular soils, which will be able to capture
accurately both the monotonic response (until the critical state) and the cyclic response (for
any shear strain level) with a single set of soil - specific parameters for any relative density
and stress level. This is the main purpose of the constitutive model developed in the context
of this Thesis.

The new elasto-plastic constitutive model is based on Critical State Theory, it
belongs to the family of SANISAND bounding surface models and it inherits concepts from
the NTUA-SAND model, albeit modified. Its basic characteristic is the use of the last load
reversal point to define both the elastic and the plastic strain rates. Special attention is given
to the proper definition of the last load reversal point, so as to mitigate stress-strain
overshooting. The model incorporates a macroscopic cumulative fabric function scaling the
plastic modulus and targeting an accurate rate of strain accumulation with loading cycles.
Post-liquefaction strains are also in focus with an appropriate modification of the dilatancy
function. The constitutive model has a total of 14 parameters requiring calibration, 12 of
which target the monotonic response and should be calibrated first, i.e., before the
remaining 2 that refer solely to cyclic loading. Of these 14 parameters, 9 are calibrated first
and directly on the basis of experimental data, while the remaining 5 parameters (3 for
monotonic and 2 for cyclic loading) require trial-and-error runs.

The constitutive equations are developed at element level and the calibration of
model parameters is presented for five (5) sands from the literature (Nevada, Toyoura,
Ottawa - F65, M31 and Monterey) and two (2) gravels. As a whole, the selected soils for
calibration purposes cover a range of mean diameter of grains (Dso) from 0.1 to 9 mm. The
validation includes comparisons to element test data for different types of loading and
drainage conditions, corresponding to a very large range of initial conditions (whole range
of relative density Dr = 2 — 90% and initial mean effective stress po = 33.33 - 2000 kPa).
When experimental data for a specific soil are lacking, empirical relationships from the
literature are employed. This thorough investigation focuses on all levels of induced cyclic
deformations on the basis of the rationale discussed above, but also satisfies the

requirement for a unique set of soil-specific model parameters, regardless of the loading



conditions. The validation process proves that the proposed constitutive model is, by
design, a general-purpose model that provides satisfactory accuracy without a need for
recalibration regardless of whether the problem is static, cyclic or dynamic, at least when
it comes to sands. When it comes to gravels, the de-activation of fabric-related functions
(via simply nullifying the respective No model parameter) in monotonic simulations proves
sufficient, without changing any other model parameter.

For its possible use in the numerical analyses of BVPs, the new constitutive model is
implemented in finite difference numerical codes FLAC and FLAC®P. These codes can be
used in fully-coupled nonlinear numerical analyses of both static and dynamic boundary
value problems of geostructures. The constitutive equations are initially written in C++
programming language, and then are implemented into the numerical codes as a User
Defined Model (UDM) routine. For the implementation, a second order Euler integration
scheme with automatic error control and a sub-stepping technique are adopted.

At the final stage of the Thesis, the ability of the calibrated constitutive model to
simulate sand response at system level is evaluated. For this purpose and due to their
complexity, dynamic BVPs including liquefaction are selected. The validation is performed
against experimental results from nine (9) dynamic centrifuge tests on Nevada sand,
grouped in four (4) different categories:

(@) the seismic response of a horizontal liquefiable sand layer,

(b) the lateral spreading of a mildly sloping liquefiable sand layer,

(c) the seismic response of shallow foundation systems in liquefiable sand profiles with
different stratigraphies subjected to different seismic excitations,

(d) the seismic response of a pile group subjected to the lateral spreading of a mildly
sloping liquefiable sand layer.

Categories (a), (b) and (c) are analyzed in the two-dimensional (2D) space using
numerical code FLAC, while category (d) is analyzed in the three-dimensional (3D) space
using numerical code FLAC®P. Since the employed liquefiable sand is the same in all the
above centrifuge tests (Nevada sand in different relative densities, Dr = 40 — 85%), the
following additional modeling approaches are adopted: (i) a common calibration of the
constitutive model, based on laboratory test results at element level and (ii) a common

analysis methodology (in terms of adopted permeability coefficient, numerical damping,



etc.). In this way, the comparison of simulations to data reflects purely the satisfactory
ability of the model to simulate the response of a specific sand material, regardless of the
problem at hand and without any need for recalibration.

Finally, some of the aforementioned BVPs are studied parametrically in order to
evaluate the sensitivity of the numerical results to the use of two (2) of the novel constitutive
ingredients. The focus is on the adopted methodology for the mitigation of stress-strain
overshooting and on the incorporated factor affecting the dilatancy coefficient targeting
post-liquefaction shear strain accumulation. The results of the sensitivity analyses
underline that these constitutive features are useful, but possibly not crucial for accuracy,

at least for the examined BVPs.



Extevig mepiinym

I. EIXAT'QI'H - XTOXOX

Kopia tpotimdBeon v axpipeic apOuntikég ovaldcelc TPoPANUAT®OY GUVOPLOKOV TGOV
mov aeopobv oe €pya [emteyvikod Mmnyovikov amotelel m ypNHon €vOG COOTA
Babpovounévon KoTooTATIKOU TPOGOUOUDUNTOS, KATAAANAOD Y10l TO YEMLAKO KOl TOV
OO POpTIoNG K& mepintwong. [Ma kokk®ON £64en, OTMOC Ol AUUOL, ATOTEAEL KOIVT|
TPOKTIKT 1] GTOYELUEVI] YPNOT OLOPOPETIKMOV KOTOOTATIKOV TPOCOUOI®UATOV M/Kot
SPOPETIKOV PaBIOVOUNGEDY TOV 310V TPOGOUOUDHATOS, AVAAOYO PE TOV eEETOLOMEVO
TOmO EOPTIONG (M.}, MOVOTOVIKN] M OVOKUKAIKT, VIO OTPayYLOUEVEG N AOTPAYYIOTES
oULVONKEG, GUVTOUN KOl EVTOVT] GEIGUIKT JEYEPCT] 1 N0, OVOKVKAIKT @OPTIGT TOAADV
KOKA®V) /Kot avdioyo pe TG apylkés ouvOnkes (m.y. muKVOTNTA, E€MMESO TACEWV).
Edwotepa,  mpocopoimon g ovaKUKAKNG POPTIOTG KOKKOIMY DMK®V, 0E00UEVNC TG
TOAVTAOKOTNTAG TNG, £XEL TPOCEAKVOEL OlOYPOVIKG HEYOAO €VOlaPEPOV oTn dlebvn
Broypapia, pe mANOOPO OMUOCIEVGEMY TOL OPOPOVV GE GCYETIKA KOTOCTOTIKO
TPOGOUOIDHOTA. APKETA OO TO, €V AOY® TPOGOUOIDUOTE BEUEADVOVY TO KATOGTATIKO
TOVG TAIG10 6TV KOAA edpatwpévn Oswpio Kpiowung Katdotaong (Critical State Theory,
Schofield and Wroth, 1968), evd televtaia, £va peydlo T0606TO €€ QLTMOV AVAKEL GTHV
katnyopia mtpocopotwpatov SANISAND. TIpdkettar Yo TPOGOUOIMUOTO TO, OTOI0L GTO
YEVIKELUEVO Y®PO TV Thoemv, Tépav TG Emopdavelng Kpiowng Katdotaong, diabétovy
emmpocbeto.  pio Opwkn Emedvewn (Bounding Surface) war o Emgedveln
Awoctomkotrag (Dilatancy Surface). Ot 600 avtég empdveleg, ov omoieg opilovv T
HEYIOTN T TOV OTOKAIVOVTOL AOYOV TMV TAGEMV KOl TNV TIUNH TOV GTNV GAANYY QAo
avtiotoyo, cvoyetiCovtan dpeca pe v Hopdpetpo Katdotaong, w (Been and Jefferies,
1985) ka1 v Emodveia Kpiowung Katdotaong pe v omoia givat opdroyeg. Iotopikd, ta
TPMOTO TPOCOLOLMULOTO OVTHG TNG Katnyopiog ivar twv Manzari and Dafalias (1997) ko
Li and Dafalias (2000), pe tov 6po SANISAND va éxet stoaybel petayevéotepa (Taiebat
and Dafalias, 2008).

[ToAVY cuyvd, 6TIG ONUOCIEVGELS TOV TAPOVCIALOVV KOTUGTOTIKA TPOGOOIMLLOTO Y10

TNV OVOKVKAIKT] QOPTIOT KOKK®ODV £00PMV, EVO TEPIAAUPAVETAL ETAPKNG GVYKPIOT LE



Extevic [Tepiinyn

TEPOUOTIKE OEOOUEVO Y10 TNV TPOGOUOIMOT TNG HOVOTOVIKNG GUUTEPIPOPAS, OUTY|
OLVOOEVETOL MO GUYKPITIKA AlyeC OVOKUKMKEG OOKIUEG, HE OoVTEG ovvnbmg va
EMKEVIPMOVOVIOL OTNV €KONA®GON pevotomoinons. Mia téroov €idovg dtakpifwon
a&10moTiog, oV Kot ETOPKNG Y10l T LLOVOTOVIKT] @OPTION, 08 Bempeital amapaitnTa ETOPKNG
YO TNV OVOKVKAIKT, TNG OTTO10G TO YOPOKTNPLOTIKA £EAPTAOVTIOL € peydlo Pabud amd to
néyebog g emPaAlOpeVNG OVOKVKAIKNG StatunTikng Tapapopemnong (Vucetic, 1994). Qg
€K TOUTOV, TPOKEIUEVOL va. BempnBel TANpNG N emaAnBgvon evOg TPOGOUOIDUATOC EVOVTL
AVOKVKMKNG @OpTIoNG, Oo mpémel va KAOAOTTEL Eva €VPY QACUA ATOKPIONG LETOED TMV
KTEPLOYDVY: O) UIKPDV TOPOLUOPPDTEDY, OOV KLPLAPYEL 1| 010VEL EAACTIKY|] 0dKPLoN Ko
e&éyovoa onuacio £xel 1 Pabuovounon Ue TIC TPOYUOTIKEG EAACTIKEG TOPAUETPOVS (TL.Y.,
amd YE®PLOIKEG OOKIUEG 0TO TEdI0), B) pueoaimv mapouoppmoewy, OTOL 1| GLUTEPLPOPA
glval  Un-ypOUUIKY)  LOTEPNTIKN] KOl TOPATINPEITOL  GLOCMOPELGT]  TAPAUEVOLCHOV
TOPALOPPDCEDV LE TOV OPlOUd TOV ETPUALOUEVOV KOKA®V QOPTIONG, KOl ) UEYGADY
TOPOUOPPOTEDY, SIVOVTOG EUPOCT OTIS TOPUUOPPDOCEL TOV EKONAMVOVTOL KOTO TN
PEVLGTOTOINGN KOl TN CLGGMPEVGT TOPUUOPPDCEDY PETE TNV EKONAWGCT OVTNG.

H onuocia xdBe dS10Kkplitng «meproync» mopapdp@OOoNG GT) CMOTH GUVOAIKT
TPOGOLOIMGOT EXEL OPYICEL TEAEVTOIO VAL TPOGEAKVEL TNV TPOGoYN 6T1 d1e0vT BipAtoypapia,
omwg mapovotaleton pe Aemropépein oto Kepdraro 2 g dwtpipne. o mapaderypa, ot
McAllister et al. (2015) anéociEav mwg dv, KT TN (PN OT EVOG TPOGOUOIDLATOS TOTOL
SANISAND, n Babpovéunomn Tov ELGTIK®OV TAPAUETP®VY TOV, ToL Kabopilovv Tnv otovel
EMOTIKY] amOKplon, yivel emi tn PAcN HOVOTOVIKOV OOKIU®V Kot Ol SUVOIK®V,
VTOEKTIUATOL OMNUOVTIKA 1 €Tl TOTMOL TaLTNTO O1AO00NG OTUNTIKOV KLUATOV Kol
npoPArémeTon AavOacuéva 1 GEICUIKY omdKpLon Tov €34povs (m.)., Adbog OBepelddng
Wonepiodog  toAdvToong  €3aeovg).  Avtictowya, TPOGPATO  £XOVV  avomTuyOel
npocopotduata (m.y., Liu et al., 2019) nov eedikevovor oty opdn mpocouoimon g
GLGGMPEVONG TOPAUOPPDOCEDYV VOTEPA OO UEYAAO AP KUKA®V @OPTIONG UEGOIOVL
pey€0oug emPBaAAOUEVNG OVOKVKAIKNG TOPAUOPP®ONG (TT.)., Yio. TNV avaAivon Oepeiioong
BoAldooiwv  kataokevmv), Eva  {Qmmuo mov  omdvio.  Biyeton  ©€  OMMUOGIEVCELG
TPOCOUOIOUAT®OV TOL GTOXEVOVV YEVIKO OTNV OVOKVKAMKN @Option. Téhoc, apketég
TPOCPOTEG  ONUOCIEVCELS  TPOGOUOIOUATOV  oxeTilovior HE 1T GLOCAOPELON

TOPALOPPDOEDY UETA TNV EKONA®OT NG pevotomoinong (w.y. Barrero et al., 2020.



Extevic [Tepiinyn

Tasiopoulou et al., 2020), vroypappifovtag v KptodTTd TG Yo TV akpipn tpoPieym
™G amOKPIoNG KOTACKEVOV Tov €dpdlovtal oe £0apog VO KAHEGTMS PEVGTOTOINGTG.
[Mop> 6o, Aowmov, mov ot Piproypagio vrdpyer mTANOOpa TOAD  0EWOAOY®V
€EEOIKEVUEVOV  KOATOOTATIKOV —~ TPOCOUOIOUAT®V, ®OCTOC0, VTAPYOLV  EAAYIOTEG
ONUOGIEVGELS TTOL VoL TaPoVStdovv Aemtopepn dtakpifmon g a&lomioTiog Tovg 6€ OAO TO
QACHO.  OVOKVKAIKNG  OmmOKPIONG, OCVLUPMOVO HE TNV OVOTEP® GLAAOYIOTIKY (7).
Papadimitriou and Bouckovalas 2002, Andrianopoulos et al., 2010a, Boulanger and
Ziotopoulou, 2013, Cheng and Detournay, 2021). ITapdAinia, €xel mapotnpnel mwg
OPKETE OmO TO TPOGOUOLOUATO TTOV EMOEKVOOLV 0oKPPr cvumeppopd Kotd nv
avVOKUKAKTY eOpTion dev eivan g€icov akpifn kotd ™ povotovikn. ['a mapdderypa, to
npocopoiope NTUA-SAND (Andrianopoulos et al., 2010a) amattei thv aAlayn TOV TGV
2 ek 1V 13 TapoETp®V TOV, DGTE VO OTOTVTIMGEL ENAPKMDG T1] LLOVOTOVIKT] GUUTEPLPOPE.

Amd Vv GAM, kdmolo vmooydueve mpocopoldpoto (w.y., Papadimitriou and
Bouckovalas, 2002) dev evoopat®bnkav moté o€ aplOuntikods KmOKEG emilvong
npofAnudtov cuvoprok®v tipdv. H tedevtaio avt dwamictmon £xet onpacio, kabng £xet
amodelyBel mwg otoyevpéVn emainfevon unopel va emitevydel e&icov ovomomTiKd HEcW
™G EKTETOUEVNG XPNONG EVOG TPOGOUOLMUOTOS GE AVOADGELS TPOPANUATOV GLVOPLOK®DY
TILAOV, 01 0T01eg HAAOTO oG Vo OempoVVTOL KO TPOTIUATEPES GE GYEOT LE TIG GVYKPIGELS
dokiudv o€ eninedo povadaiov otoryeiov (m.y., Manzari and el Ghoraiby, 2021). Yné avto
T0 TPICUO, TPOGOUOLDUOTO TOL £XOLV Ypnoulomoindel pe emtvyic 6€ TPOPANaTH
ovvoplakdv tuov (m.y., Dafalias and Manzari, 2004, Andrianopoulos et al., 20103,
Boulanger and Ziotopoulou, 2013) 6a mpéner va avayvopilovior kot vo Bempovvtot
EMOPKDOG aKPLPT], TOLAAYIGTOV Y10 TPOPANUOTO GTO OTTOi0 EXOVV YPNCILOTOINOEL EKTEVAC,.
Y& auTo 10 oNuelo, Oa TPEmEL v KaTAGTEL CAPES, TG 1 TOPATAVE SLOTICTMGN OV LITOVOEL
TG eSeAMyUéva TPOCOULOIDUATH, TOV OTMoiv 1 Jkpifmon HECH TV CYETIKOV
ONUOGLELGEDV TOVG OEV KAAVTTEL OO TO TPOAVAPEPHEY EXPOC ATOKPIONG, OEV EIVaL OKPIPY).
Inuoaivel HOvo mmg m xpNo”N Tovg KTOS TOL dtokpBopévoy e0povg andkpions o mpémet
Vo, YIVETOL L€ TPOGOYN).

SOUQOVO LE TNV TOPATAVE® GLALOYIGTIKY, TPOKVTTEL 1] AVAYKN Y10 £VO KOTAGTATIKO
TPOCOUOIOUA Y10. KOKKMON €04pN, TO omoio Ba ival tkovo vo TpoPAETEL IKOVOTOUTIKA

TOGO TN LOVOTOVIKT, OGO KOl TNV AVOKVKAIKT GUUTEPIPOPE (Y100 OAO TO QAGLLO ATOKPIONG)
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HE eviaia Kot LovadtkT] Bafuovounon Tov TapaueéTpmy TOU ova YEOLAMKO, oveEApTNTA OO
T1 GYETIKN TUKVOTNTO, KO TO ETMITEDO TAGN G, Kol KUPImG ave&apTnTaL 0td TOV TOTO POPTIONG
(.. LOVOTOVIKT 1 OVOKVKALKY], VO GTPayYIOUEVES | AGTPAYYIOTEG GLVONKES, GUVTOUN
KOl £VTOVN GEIGLUKT O1EYEPOT 1] 0. OVOKVKAIKT] OPTIOT) TOAL®V KOKA®V). AVTOC givon
0 610%0¢ ToL TpocopotdpaTog TOTov SANISAND nov Tapovoidletol oe avtr ™ dSatpipn.
To npocopoiopa avtd Oa pénet vo emainBedeton pe emrvyio Yo TOAAG KOKKOIN €660,
Kol Oyl LOVov G€ emimedo povadiaiov otoryeiov enl T PACT TEWPAUATIKGOY OOKIUMDY Kot
EUTEIPIKAOV oYEGE®V TNG PLPAoypapiog, aALd, KOl 6 TPOPANIATA GUVOPLUKDY TILHOV TOL
aQopovV KaBeGTMOS peVGTONTOiNoNG, dNAAdN TV TALOV KPIGIUN Kot TOAVTAOKT] GOPTIoN
OV OVTIUETOTILOVV TOL EGAPT] AVTA.

Y& avtd 10 onueio, Oo mTpémel va devkpviotel €€’ apyNG, TOS TO TPOTEWVOUEVO
KOTOOTOTIKO TPOCOUOIMM 1oL KOKKMON €049 eival, pe Pdorn 1o oxedacpud tov, Eva
TPOGOUOTMLLOL YEVIKNC XpTIoNG. AvTo onuaivel Twg, dtotnpmvtog otabepn T Pabuovounocn
TOV OVA YEWLAIKO GE OAO. TO, TPOPANLATO CLVOPLOKAOV TILMV, 1) AKPIBELS TOV EVOEYETOL VO
punv etvor avto avtiotoyn pe avtv eEEOIKEVUEVOV TPOGOUOIOUATOV ava KoTnyopio
npoPAnuatog. Qotdc0, GTOYO0G TOL £V VA OTOTELEGEL EvVaL YPNOIUO op1OUNTIKO epyaAEio,
70 omoio vo pmopel vo fabpovoundel oe enimedo doKUOV povadaiov GTOLYEIOV Kat, 6T
OULVEYELD, VO TOPEYEL OTO YPNOTN TN OLVATOTNTO Yo Mol EMTUY TPOGOUOIMON
OLLPOPETIKOV TOTOV TPOPANUaTOV Ywpic ovoPaduovouncn (yw to 1010 YE®WLAKO),

ave&aptnto av to e€etalopevo mpoPAnua ival oTaTIKd, SUVOUIKO 1) AVOKVKAIKO.

Il. KATAXTATIKH AIATYIIQXH

Ytov Mivaka 1 mopovcidlovtal GUVORTIKG €KEIVEC Ol KOATACTOTIKEG E€EICMOEIS TOL
TPOCOUOIDUATOS OV EYOLV YEVIKN YPNoN Kot amotelodv, Alyo €mG mOAD, KOO
KOTAOTOTIKO TAOIG10 TNG 01KoYEVELNS TV Tpocopoloudtov Tomov SANISAND, aAld kot
tov pocopotdpatog NTUA-SAND (Andrianopoulos et al., 2010a) omtd to omoio vioBetei
Kdmoto emMmAEOV GTOLYElDL.

Oleg o1 xoTaoTaTIKEG €E10MGELS EIVAL OIUTVTOUEVEG GTO YEVIKELUEVO TAGIKO YDPO
Kot YpA@ovTol 6€ TaVLGTIKN HopdT. Ot TavuoTég de0Tepg TAENG YPAPOVTAL LE EVTIOVOVG
YOPOKTNPES, MoTE va dlaympilovtor and ta Pabumtd peyédn, evd dheg or opbéc thoelg

BewpodvTon evepyég (.. 0 TAVVOTNG TV EVEPYDV TAoE®V cLUPOAILETAL OC 7).

v



Extevic [Tepiinyn

Iivaxag 1: Kataotatiko TAaiolo eA0CTOTAAGTIKOD TPOTOUOIDUOTOS

Apr0.
Meprypaogn Katastatiki) egicoon Eg Inpeioocelg
ic.

OYKOUETPIKN GLVIGTOGH TNG YUVIOTOGES:
UETAPOANG TG Eol = é\?ol + é\?ol (3.1) e : EMoTIKN,
TOPAUOPOOCTG p : MooTik)

ATOKAMVOVGO GLUVIGTAGO TNG
petafoing mg g=@°+@" (3.2)

TOPAUOPPWOTG
G Kt :
Eloctikng cuvietdoo g e th, ‘ ,
etaBokic T e e fug) EQAMTOUEVIKA ELOGTIK,
M . =+ W= — g+ — p1 (3.3) pétpa SiéTunong Kat
TOPOULOPPOONG Yo dEdOUEVT 3 2G ,
etafoin g téong t t OYKOHETPUCNS
. TUPALOPPWOTG
Mootk cuvieTOGO TG &P
ueroBolrg mg &= P+ 1=(A)R (3.4)
TAPOLOPPOONG
. , , — D : cvvéptnon
N A R=n+(D/3)I1 3.5
OHOG TAGOTICTG POTIS ( / ) (35) 106 TOMKOTNTOG
. . 1 1 _ o
As?uctng (popuc,mg "{1(1, A=—L:6=—n: pi (3.6) Kp: 7'[7\.0:61?11(0 pétpo
dedopévn petafoin g téiong Kp 0 KpaTuveng
(I’] . I’) N : anokiivovco
AevBuveom @optiong L=n-—~— | (3.7) cuvicTdoo drevbuvon
3 PopTIoNG
MetofoAn g Téong yo ) ) )
Bedouév peraPol mg 6 = 2G,é+K &y I - (4)(2Gn + K, DI') (38)
TAPOLOPPOONG
Asgiktng @opTIong yia 2Gn:é— (n - r) K é
dedopévn petaforn g A=— Ll (3.9)
A K +2G -(n:r)K D '
PAHOPPLOCTIS p t t
AmorAiveov X(’)yrog roov,rdoa(ov M g:ME exp ( nb <—l//>) (3.10) M¢, nb: no,tpdparpot
ot Oplokn Empdveln Babpovounong
AnokAivev Aoyog Tov TdeemV d c d N TOOGLETOO
omv Empavein M c =M c EXp(n l//) (3.11) [3(1.9 ol\)/()u (f 5
AwcTOMKOTNTOG Hovornens
Emodveln Kpioyng ,
. ] : eref, &, A : mopapeTpol
Katdotaong oto ydpo e .=e . — ,1( p / p )5 (3.12) ,
cs ref atm
Agiktn nopov e - p Pabuovumeng
HopdpeTpog KoTdoTUONG y=e — ey (3.13)
T'ovio Lode 6 g S1ev0 3

ovie (pép:::i];w vvens cos(SG) = \/Etr(n ) = 3\/6 detn (3.14)

Mopon| emeaveidy Tov ; C : TOPAUETPOG
TPOGOUOIDUATOG GTO g(0.c) =2" c/|:1+ C]/” - (1— cl/” ) oS (30):| (3.15) Babpovounong
amoxAivov enimedo-n ©=0.16
. , 2

MS"'{l('STT] Ko eQumTOpEVIKT) Grax = Go Patm []/(0_3 +0.7e )] JP/ Patm Go : mapAETPOC

TIUH TOV EAAGTIKOD HETPOL (3.16) BadpovopnoNC

Stétunong Gy = Gpax / T
Mn-ypappikn oyéo .
T]“{,P Hiien ox n, \/O'S(r_rini)'(r_rini) _ _
anopeimong ELaotikod T=1+ 2(1/a1 - l) (3.17) a1 = 0.85, y1 =0.0003
HETPOL S1éTpmong 8 (Gmax / p) N
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H vreptiBépevn kovkkida gite ota Pabumtd, ite oTo TOVVOTIKA PLEYEDT VTOINADVEL
™V TPOTN TOPAY®YO 1 dAM®G TNV emovénon Tov avtictoyov peyédovg. To cOuPoiro :
peta&d 600 TavueTdV GLUPBOAMEEL TO SUTAO EGMTEPIKO TOVG YIVOUEVO 1| 1GOOVVOLLA TO {YvOg
(tr) Tov yvopévov Tovg. O TavVoeTAG TG TaPApOPP®oNS oVUPoAIlETOL G & Ko omoTeEleiTaL
a6 ™ (PabUmT) OYKOUETPIKY TOL GUVIGTAOGCH Evol = tre Kol TNV (TOVVGTIKY) OTOKAIVOLGE
T0V GLVIETOGoN € = & — (&vol /3)1, 6mov | o povadiaiog Tavvothc. Kabopiotikng onuaciog
Y10 TNV KOTOOTOTIKT] S TOTMOOT £IvaL O TAVLGTHG TOV OTOKAIVOVTA AOYOV TV TAcE®VY I =
s/p, 61OV 0 TOVLGTAG S ATOTEAEL TV ATOKAIVOVGO GUVIGTMGO TOV TAVVOTH EVEPYDV TAGEDV
o, v ¢ P opiletar n péon evepydc thom kot cuvends ¢ = S + pl. Ta cdpPora <> egivan
ot aykvreg Macauley, mov divovv < X > = X yio k40e Pabpwtod péyebog X >0 ko <x>=0
av X < 0. H e&dpmon 1oV KaTooTaTiK®V EEI0MCEMY amd TO AGYO I' VTOVOEL TOC TPOKELTOL
v éva Tpocopoimpa kabopiotikd eEapTdUEVO amd TN LETOPOAN TOV AOYOL TV TAGEWV.
OvolaoTikd ONAdT], Piol UN-pndevikn LETABOAT TOV amoKAIVOVTH AOYOL TV TAGE®V Elval
avaykaio, ®otdéco oyl wavn - (EE. 6), ovvOnkn yio v mpoPreyn petafoing g
TAOGTIKNG TOPOUOPPOCTG OO TO GUYKEKPILEVO TPOGOLOIMLLAL.

Kobmng avrkel oty owoyéveln mpocopolopdtov SANISAND, 1o mpocouoiopa
SlB€TEL 3 EMPAVELES OTO YDPO TOV TAGEMV Kot cuyKekpipéva, v Oprokn Empaveia, v
Emodveln Atwotolkdtrag kot v Emoedvelo Kpiowung Katdotaong. Kat ot tpeig avtég
EMPAVEIEG €YOLV TN UHOPPN OUOIOOETOV OVOYTOV KOVIK®V ETIPOVEIDV (0vOolypoTog
ovppava pe Tig EE. 10 kan 11) pe v kopuen Tovg va Bpicketal oty apyn TV a&ovov
TOV TAGIKOD YDPov. Mio GYNUATIKY ATEKOVICT] TOVS €M TOL EMUTESOV-TT TOV YDPOL TOV
amokAtvovta A0yov TV tdoewv tapovctdletal oto Xyfqua 1. To dvoryud tovg e€aptdrot
amd v tpéyovco yovia Lode, 6 (E& 14 ot 15) kot and v TpéYovca TopaUETPO
katdotaong, ¥ (EE. 12 xou 13, xatd Been and Jefferies, 1985), 6mwg apyikd mpotadnke
and tovg Manzari and Dafalias (1997) kot tovg Li and Dafalias (2000). v evdektikn
ATEKOVION TOVG 610 Xynpe. 1, 10 oyetikd toug péyebog aviiotoyel oe pio KOTAGTOON
TokvoTeEPN omd TV kpiown (6 < €cs kKot < 0). O vépog mpoPoAng g TPEXOLGOG
KATAOTOONG ML TOV EMPAVELDY AVTAOV 0pileTal LEGM TOV TAVVGT Fini, O OTTOT0G OVOVEDVEL
TIG TIHEG TOV GE€ OTEG TOV TAVLGTH I akpIPdS KATA TV AVTIGTPOPT POPTIoNG, ONAadT| OTa
Eexva pa véa tacikn 6dgvon. H avtiotpoen eoptiong opiletarl dtav mpokvmrel A < 0,

OAAG TO GUYKEKPIUEVO TTPOCOUOTIMUO EVOMUOTOVEL O1OTKAGIN TPOGAPUOYNG TNE TG TOL

Vi
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Fini Y10L TNV amo@LyN vrepakovtiong (overshooting) g oyxéong Taonc-napapdpemonc,
OMMG TMEPLYPAPETAL TOPOKAT®. L& KOOE TEPIMTMON, O GLYKEKPIUEVOS TOVUOTNG Fini
YPNOLOTOEITAL GE TANODPA KATASTATIKOV EEICMOGEDY TOV TPOGOUOIDUATOS, OTMG EMIONG
eEnyeiton Tapoakdte. Xto Lyfqpe 1 eaivetal o TpmTapyKoc Tov POAOS Yid TOV KaBopiGud
ToV vopov TpoPoAng (tng Tpéyovoag katdotaong ) ent g Oplakng Emedvelog, coppova
LiE TOV 000 Tpocdiopiletar 1 Béon Tov GLLVYOHC AdYOVL TOV TacE®V . AvTdc 0 GLLLYNC
Abyoc taoemv opilel Tov amokAivovta TavuoTh N Tov kKabopilel tn dievBuvon g OPTIONG
L (EE. 7), T ywovia Lode 8 g dievbvvonc eoptiong (EE. 14) kat tovg cvlvyeic Adyovg Tmv
taoeov eni Tov Emeoveidy Atactolkomrog rf kot Kpiowng Katdotaong re.

A
Opiakn Emigaveia

=
.

n \ o
rse . . . .
X _V.\“ Emaveia Kpigiung Kardaraan

.
- Emeavera Aigarodikornrag

2ynua 1: ETipaveiss mpooopoimpaTos el 00 ETITENOV-TT TOV OTOKAIVOVTO, AOYOV TV

TOTEWV Kol VOUOS Tpofolns (mopovaioon yio, u=0.16 kou ¢=0.712, EE. (15) - ITivoxag 1).

To mpotewouevo mpooopoiopo de Owbétel empavelo dappong, omote KAOe
emALENTIKO Prinar efvar v duvapel EAOGTO-TAOCTIKO, eKTOC av < A4 > = 0 omv EE. 8. To
eAaoTKO pETPO dtdtunong Gr axoAovBel po un-ypopptkyy VoTEPNTIKY| amopeiwon TOTOV
Ramberg-Osgood (E&. 17) (Ramberg and Osgood, 1943). Avtd 10 KaTAGTOTIKO GTOLYEL0
vioBeOnke amd to Tpocopoimpo NTUA-SAND (Andrianopoulos et al., 2010a), oAhé €56
BepnOnke amlovotevTikd OTL 01 TIHES Yo T o1 Kot p1 efvan otabepéc kat ioeg pe Ta dve
opla g petafoing toug cvpemva pe tovg Papadimitriou et al. (2001). Avtictowa, M
HEYIOTN TN TOV PETPOL dtdTuNnonG Gmax o€ KEOE AvTIoTPOPT TG POPTIONG CKOAOVOEL Hia

vro-ghaotikny oxéon (EE. 16) (Hardin, 1978). To &lootikd METPO OYKOUETPIKNG

Vil
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mapopopemong Kt oyetiCetar pe 1o amopeimpévo Gt pécm pog otabepng Tiung Tov Adyov
tov Poisson v (= mapdauetpog faduovounong).

21 ovvéyew TEPLYPAPOVTAL Ol KOTAGTOTIKES €§1000ELS oL Yapaktnpilovv Tto
TPOTEIVOUEVO TPOCOUOIMUM, KOOMDG Kol 0 TPOTOG Acrtovpyiag TOuG. AVOyKAoTIKA, T
TEPLYPOPT] TOL TPOTOV AstTovpYiag Tovug oty [epiinym avtn givar adp1], EVEO 1 AVOALTIKA

ToVG TTEPLYpapn mapatifetor oto Kegdraro 3 g dwatpifng.

A. MhaoTiké pétpo kparvveng (Kp)
Kobong n emParropevn mopapdppmon ov&avel, 1N EAUCTO-TANCTIKY] GUUTEPLPOPE
Kuplopyel Kot onUavTikd poOAo Yo TV omOKpIon €xel T0 TAOOTIKO PETPO KpdTuvong Kp.

[Tpdkertar yuo éva Babpwtod péyebog, Tov 0moiov 1 GLVORTIKY SATVTMGT EXEL TN LOPON:

(rb—r):n

Kp=Po I fA(p,e,G)(r_rini):n

(3.18)

o6mov ho eivan por mapdpetpoc Pabuovounong mov umopei va AaPel HOVO UN-0pVNTIKEG
TWES, hf ot un-apvn Tk GLUVAPTNON TOL TEPLYPAPETAL AVAAVTIKA GTN cLVEYELD Kot fa m
GUVOTTIKN 10 TOTTMGT EVOS YIVOLEVOV GUVAPTIGE®V TOL APOPOVV TNV ETIOPACT TNG LEGNG
EVePYOD TAOTG P, TOL AOYOL TV KEVDOV € Kat ¢ Yywviog Lode 0. Zouewva ue v EE. 18,
10 pétpo Kp opiletarl péow g omdoTaons Tov TpEYoVTA OmoKAIvovTa AOYOL TV TACE®V I
amd tov ovluyh Tov eni g Opraxnc Emedvelag r°. H emmpdchetn cvoyétion pe v
avtioTtoyn andotact and Tov AOYO rini (¢ TpoPoir ¢ enti Tov N) dacEaAilel undevikn
HETABOAT TNG TAACTIKNG TOPAUOPPDONG GTO APYIKO GTASI0 TNG EMIKEILEVN G VEASG POPTIOTNG
petd amd pio avtiotpo@n OPTIons (6mov TOTE 0 TOVLGTNG Fini VOVEDVEL TV TIUN TOL GTNV
T 1oV TPEYovTog Tavvotn ). Edd Ba mpémer vo onueiwbel mwg oty mepintmon
LLOVOTOVIKNG (POPTIONG, OOV OEV LIAPYEL AVTIOTPOQT, O OeikTng INi onuatodotel v
apyKn T tov peyebovg 6to omoio avagépetat (m.y. lini = I 6€ GLVONKEG YEOCTATIKAOV
tdoewv). Yiobetdvtag v 10éa twv Papadimitriou and Bouckovalas (2002) kot apydtepa
tov Andrianopoulos et al. (2010a), n Babuwt cvvaptnon hs teprypdoet pokpockomikd
™V enidpaot TG €EEMENG TS SOUNG TOV KOKKDIOVS £0APOVS STV T TOL Kp, 0AAG £0M

€xel v €€Ng d10(pOPOTOINUEVT SOTOTMOT):

VI
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2
1+ < fo = >
hf=—F—" (3.19)
1+ < fini : n>
O ap1Bung g cuvaptmong hr eivan pia tetpaymvikn cuvéptnon tov Pabuwtol peyédoug
fp evtoc aykvdldv Macauley. O mapovopaoTig ivar pio YpoUpKy cuVAPTNon ToL Aol
E0MTEPIKOV YIVOUEVOL HETAED TOL amoKAIvovTa TavuoTi N g d1evhuvong g eOpTIoNG
KOl TOV HOKPOoKOTkG eEehMocopuevoy (amokAivovta) tavuot) doung f, katd v otiyun
AVTIGTPOPNG TNG POPTIONG, 1 Omoia emiong mepikAeieTol amd aykvriec Macauley. Toéco 1o
uéyebog fp, 660 Kot 0 Tavvuotg dopung f Exovy undevikn Ty oty apyky ()., YEOOTATIKY)

Kataotaon kol eéeMocoviol ouveymg Kol UE OVEEAPTNTO TPOMO, GLVOPTNOEL TNG

UETOPOANG TNG TAACTIKNG OYKOUETPIKNG TAPOUOPPOONG g'\‘fol GUUPOVOL LLE:
fo = (2= 2)N(Vg.€0.00)fi(Po) (3.20)

f=—N(N, e, po)hpost_liq[ F S n}<—e’50|> (3.21)

Edd, Oa mpémet vo onueimbei g evd to péyebog fp e€eliooetan kad’ O6AN ) didpketo TG
@OpTIoNG, 0 Tavvotig doung T e&edicoetor pOVO KOTA T PAGT TG S10GTOANG TOV LAKOD
(BX. xprion aykviov Macauley oto —g'f,’ol ). H un-apvntikn cuvéptnon N ex@palel 1o Koo
pLOUo eEEMENG TV fp kan T ko e€optdrar amd ™ pun-apvntiky mopdpetpo Padpovounong
No K0t 0o TV apyIKi KATAGTAGT G€ OPOLS OEIKTN TOP®V (E0) KO TAPOAUETPOV KOTAGTAONG
(wo). v €EEMEN tov fp ouppetéyel emmiéov n ovvaptnon fe(Po), n omoio elcdyel v
emidpaon TG OPYKNG HESNG EVEPYOD TAONGS Po, EVD oTNV £EEMEN TOV T cvppeTéyet Kot m
owvaptnon hpostlig, M omoia evepyomoteiton (ko maipvel TEG hpostlip > 1) petd v
ekONAwo™ G apykng pevotoroinong (initial liquefaction), av kot epdcov avt vapéet
OC AMOTEAECUO TNG QOPTIONG. X& OAEG TIC VIOAOWTEG MEPIMTAOGELS 1| GLVAPTNON hpost-lig
TOPAUEVEL avevepyn kol M T g eivor ion pe 1. Emonpoaiveron 011 m apyikn
pevoTonoinom opileTon MG 1 TPDTH POPd TOL 1 TPEXOVCT, P YIVETOL LUKPATEPT) TNG TIUNG PI
7oL ovTaL pe T0 5% NG Po, L TNV TIUN TG PI va givan pukpdtepn 1 ion tov 10kPa. H

nopen g ovvaptomn hpostlip cuinteitan Tapokdte. H cuveyng kot otadiokn avénon tov

IX
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opiOunt ™ EE& 19 o6tov 1 7TAOGTIK OYKOUETPIKN TOPAUOpemon &ivor Oetikm,
eCaoparilel pio cuveyn avénon Tov TAAGTIKOV PETPoL Kpdtuvons Kp, kot emopévog
peimon tov pLOUOL GLGCOPEVONG TAUCTIKMOV TAPALOPPOCEMY. AvTd cvpPaivel Katd ™
OlapKELN O1O00YIK®Y KOKA®Y QOPTIOTC-OTOPOPTIONG-EXAVAPOPTIONG (OYETIKG) HIKPOD
TAATOVG TOPAUOPP®ONG. Avtifeta, 1 oTadlokn avénon Tov TOPOVOUAOTH, OTAV 1
TAOOTIKY] OYKOUETPIKY TOPALOpPmon eivor apvntikn, Ponbaet otnv mpocsopoimon g
éviovng peloong g otfapotntag Kol TNG OLUCOMPELONG UEYGA®Y TAACTIKOV
TOPOUOPPOCEMY, TOV OKOAOVOOVV &vav KOKAO @OpTIoNG HEYOAOL TAATOLG VIO
aoTPAYYIoTEG GLVONKES, KOOMOG KOl EVTEAEL TNV EKONAMOT| APYIKNG PEVGTONOINCNG. ZTNV
EE&. 19, n otaBepd ¢ = 1. 'Eto1, opiletar Eva KatdeAl, kAT omd T0 0moio 1 EXidpaoT TOL
ueyéboug fp oto pérpo kpdruvong Kp dev givol eppavig, pe otdyo vo omoTpamel n pUn-
PEOMOTIKN avENOT TNG OTRAPOTNTOS OTA APYIKE GTAII OGS LLOVOTOVIKTG POPTIONG.

H otadioxn avénon g otifopdtntog Katd Ty avaKvKAIK pOPTIoN TopaTpEital
1660 kB’ OAN T SdpKeELlD TG POPTIONG VIO GTPOYYILOUEVES GLUVONKES, OGO Kol KOTd TO
apykd 6TAd0 TS POPTIONG VO AoTPAYYIoTEG cLVONKES. TV awtov akpPng to Adyo, N
ovvapton hr £xet emheyBel, kat’ apynv, vo GUVEPTATOL LLE TNV TAOCTIKT GUVIGTOGH TOV
OYKOUETPIKAOV TOPULOPODOCEDY KOl OYl HE TO OAKO TOovg péyebog. Qotdc0, ALTO
dnovpyel pia eyyevny mocotikn dwapopomoinon g e€EMENG g ovvaptmong hr ya
dtapopeTikég ovuvnkeg otpdyyonc. ['a mapdderypo, vid otpayyldueveg cuvinkeg (eite
TAMPOG, EITE LEPIKMOC), 1) LETAPOAN TOL deikTn TOPWV € emnpedlet dpeoa to pEtpo Kp (LEcm
™mg ovvapmong fa), kol katd cvvEmEln TIG AVOTTUOGOUEVEG TAOGTIKEG OYKOUETPLKES
TOPAUOPPAOCELS, TOV VIEIGEPYOVTOL 0TI EE. 20 won 21.

Emumdéov, evd 1 tdon tov mopovouaot thg cuvaptnong hf va amousumvel ™
oTPapoTNTA LOG POPTIONG TOL 0KOAOVOEL Tp@THTEPT EKINAMOT S1CTOANG ivart amdAvTaL
KOTAAANAN Y10 VO TPOGOLOLMVEL TNV £VIOVI aOENCT VTEPTEGE®Y GTNV TEPLOYN KPDV
EVEPYDV TAGEMV KOl TNV EKONAMOT OPYIKNG PEVGTOTOINCTG VIO OCTPAYYIOTEG GUVONKEC,
TOPOUEVEL OAPEG TG EMOPE YL TNV 1100 HEYAAOL TAATOVG POPTION VIO GTPAYYILOUEVES
ovvOnkeg. H digpedvnon avtod yiveron oto Lynqpoeta 2a kot 2 éwov mapovcialovral ot
OYE0EIC JWTUNTIKNG TAONG 7 — OOTUNTIKNG TOPUUOPO®ONG ss KOl OYKOUETPIKNG
TOPALOPPMCNG Evol — Pss, Y10 30 KHKAOVG avoKVKAMKNG SOKIUNG amAnG dtbTunong, émov to

NU-€VPOG TNG EMPUALOUEVTG SLOTUNTIKNG TOPAUOPPMOTG EIVAL ETOPKOG LEYOAO DOTE VL

X
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00MYNOoEL TNV TAGIKN 0dgVoT Ge GLUVONKES d106TOANG AdY® avénomng g otiPapoTnrag.
Yvykekpyéva, Beopovtog a = 1 otig EE 20 kan 21, n Amo avénon tov apOunty mg
cvvaptong hs, o GuVdLAGUO e TV TAPIAANAN £viovn avENGT TOV TAPOVOUOGTH TG,
00nyoOV og UN peoMoTiK omokpion (mY., MN-pHovotovn peTafoAr] Tov puBuod
OLGOMPEVGNG TNG OYKOUETPIKNG TOPAUOPPMONE 6T0 Zyfpa. 2p).

[Mo va d1opBmBel avt N Pn-peariotikn TpoPAeyn, 6To Tapodv Tpocsopoimua, ot EE.
20 ko 2 1e&eMooovTol LEV GOUPMVA, LE TNV TAAGTIKT OYKOUETPIKN TOPAUOPPOOT), ®GTOGO
0 pLOOS avTg TG EEEMENC Bempeitar OTL aPTATAL TOGOTIKG OO TOV GUVTEAEGTI| & TTOL
oLGYETICEL TIG AMOAVTES TIUES TG GUCCMPEVIEVIC TAAGTIKNG KOl TNG OAMKNG OYKOUETPIKNG

TOPAUOPPMONG amd TNV apyN TS EOPTIONG (Y., EEKIVOVTAG OO YEMOTATIKEG CUVONKEC):

&
0<a= -2 J "°'|—1 <1 (3.22)
ik
vol
100
a=1 a olugwva e Ty EE. (22)
[~ orabepdc pubuog I T ] | 1 1 |
CUCOWPEUOTIS TIAP/oNG auéavopevoc puBuos
S0 | | | // cuoowpEvons Tap/ons |
—_— [~ -
1]
& o ] , |
= HEIOULEVOG pUBUOS
[ = TUOCWPEUCNS TAR/OnNg
-50 — =
100 I [N S B T |(a) i )
0 1
pelolpevoc pubpos
= OUCGWPEUONS TTap/ons
0.2 — =
auéavOpevos pusdLos
| OUCCWREUTTS TTAp/oNg |
—_
&\Z 0.4 ' . . —
8 aquzpog puG,ur?/g
“ B  QUOGpEIaTls TARoS L 5, TpayyI{ouevn avakuKkAIKn
OOKIUN aTTARS BIGTURONC
0.6 —— i — 30 kUxkAwv @dpTiong
ol 1L 1 41 B N I P N L)
0.2 -0.1 0 0.1 0.2 0.2 -0.1 0 0.1 0.2
Yss (%) Vss (%)

Zynua 2: Eniopoon tov oovieleoth & oty oyéon t6ong — O10TUNTIKNG TOPOUOPPTHS (T —
yss) Kai O10TUNTIKNG — OYKOUETPIKNG TOPOUOPPOONGS (€vol — Yss) HIGS TTPOYVICOUEVHS OOKIUNG
omAng datunong, otav: (a), (B) a =1,kar (y), (0) 1o a eéeliooeton abupwva ue v EE. (22).
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Youpova pe v EE. 22, 0 cvvteleotg a maipvel Tipég petald 0 xon 1. 'Etot, 0tav 1 oAk
OYKOUETPIKY TAPOUOpQ®ON gival undevikn (.. otV akpoio. TEPITTOON TOV TANPOG
aoTPAYYIGTOV CLVONK®V), TOTE 0 cuvTEAESTNG A= 1. ATO TV dAAN, OTaY £XE1 GLGGMOPELOEL
ONUOVTIKT] OYKOUETPIKY TAPAUOPP®ST (T.Y., o€ TANPOC oTpayYlLOUEVEG GLVOTKEC,
00N Y®VTOG 6€ ONUAVTIKY LETABOAN TOL €), ToTe @ = 0. Ztnv ovsia, 0 pOAOC TOL GUVTEAESTN
a etvan va evioyvel 1§ va eEacbevel v emidpaon TV ETPEPOVS CLVIGTOCAHV EEEMENG TNG
doung eni Tov Kp otig EE. 20 xan 21. Amotéleopa Tng Aertovpyiog ToV GLUVTEAECTN o €ival
N Peitioon ¢ amdKkpLong, OTOS PAIVETOL GTO ZYQPOTO 2y KOl 20 Y10 TO TOPASELYLLOL TOV

TANPOG oTPAYYILOUEVOV GUVONK®V, GUYKPLTIKA LE TNV EIKOVA oToL Zynpata 20 Kot 2.

B. Zuvaptnon Awetolkotnrtog (D)

To mapoév mpocopoimpa VI0BETEL UN-GLOYETIGUEVO VOLO TAAGTIKNG PONG Y10 TNV EKTIUNON
NG TAUGTIKNG TAPALOPPMOTG, 1 OYKOUETPIKT CLUVICTMCH TOV 07010V OpileTon PECH NG
Babumtng ovvaptnong owotolkotntog D. H ovvaptmon D exkopaletar péow
SPOPETIKOV GYEGEWV Y10 GUVONKEG GLGTOANG 1| SLLGTOANG AVTIOTOLYOL, AAAA KO GTIC dVO
mepuTOoElS woybel D = 0 otav n tp€yovca katdotaomn Ppioketon eni ¢ Emedvelog
Awctolkomrog (r = r oto Zympa 1).

Y& ovuvOnkeg cvoTOANG, N cuvaptnomn D (> 0) opileTon wg:

_ - fe((r=r)n) .
D=A,— - (0) (" -r):n) (3.23)

omov Ao givar por pn-apvnTiKn TopAUETpog Bobovounong Tov TPOGOUOIDUNTOC, 1) UN-
apvntikny ovvaptmon fo oyetileton pe v enidpacn g péong evepyol tdong p kot 1
ocvvaptnon fc kuping pe v andotacn (r — rini):N, L0 GLVAPTNON TOV TAIPVEL UKPES TILES
oe K0Be oavriotpoen @options. H EE 23, evd Paciletoan oty apyn mme Oswplog
Awaotolkdmrog Tov Rowe (1962), dapépet onuaviikd omd avtiyv, kaddg, TEpo amd TV
omdGTAc oL Adyov I amd tov ovluyh tov ! emi g Emedvelag AwctoMkdTTag,
e€optdrtal Kot omd TNV 16Topio SITUNTIKNG POPTIoNG HEG® TG amdotacng (I — Fini):N TOL
vrelsépyetol ot cvvaptnon fe.

Ao v dAAn, og cuvOnKeg dtouoToANG, N cvvaptnon D (< 0) opiletat og:
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D=Ay = — fE_(ei)lf (0%-1):n) (3.24)
post-liq ' 'fd

O6mov M TaPAUETPog Ao eivon dta Omtmwg kot oty EE. 23, ko 1 fe glvan o um-apvntiky

ovvapton g yoviog Lode 6. Edm, a&ilel va onueimdei tmg n EE. 24 viobetel dueco v

apyn ¢ Oewpiag Atnotodkotntag tov Rowe (1962), opilovtog pio ypoppukn oxéon

peta&y Tov D kot ™ andotaong petald g Tpéyovcos katdotacng I kol g Emedvelag

AactolMkoTTog (UES® Tov cvlvuyods T Adyou r?). Emmhéov, 1 cuvapton hi siodyst

pa emidpaon e eEEMENG ¢ douNng TV KOKK®V ot cuvaptnon D, wg e&ng:

heg = 1+< fod = Crd > (3.25)

H ovvapton hra aciletar otov cusompevtikng vong deiktn fpd, 0 omoiog - Eekivavtag
and fpd = 0 oV apyn g EOpTIoNG (.. G YEMOTATIKEG GLUVONKES) - OLEAVETAL GTOSIOKA
yio OeTikr] pETaPOAN TNG TAOGTIKNG OYKOUETPIKNG TOPAUOPP®ONS (ONA. HOVO KOTA TN
ddprelo. ™G oLOTOANG). Avtiy N avénon ™¢ hrd éxel ©G omotéAecpa o GTOSIOKG
LEOVUEVT TTPO-0140€0M Yo SGTOAY, E0IKAE HAAMGTO OTAV 1) OMKT HETAPOAT] TOL OYKOL
gtvarl onuovtikn (w.y. Vo TANPws otpayyloueves ocuvinkeg). Ztnv EE. 25, n otabepd Crd
= 3, vnovomvtog Teg 1 fod Oa Tpémel va avénbel onuavtikd, dote n exidpacn g enl g
D va kataotel epoavig. TéELog, N ouvapton hpost-lig, 010G kot otnv E&. 21, gvepyomoteiton
HETE TNV EKONAMOT TNG apP)LKNG pevoTomoinomng (0tav P < PI Yo Tp®TH Popd) Kot Hovo

TOTE apyilel va GUUUETEKEL, OT®G CLINTEITAL EKTEVMDG OTNV EXOUEVT TAPAYPAPO.

40 8

ACTPAYYVIOTN QVaGKUKA. SOKIn
arrAig Siarunons

=~ |
%. L
[ — g::
54 g
AL 0p 8y S0 | {|n
{() I I (V') 1 T T
0 20 40 60 80 -1 0 1 2 0 0.5 1 1.5 2
o, (kPa) (F-F):n (r-r,;):n

2ynua 3: (o) Evociktixy 1001k 00e00H QOTPAYYIOTHS OVOKDKAIKNG OOKIUNG Kol eEEAIEN TG

dacrorikotyrac D we ovvaptnon (B) te amdatacnc (r9-r):n kot (y) we andoracnc (T-Tin):N.
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IMa va yiver katovonto g ot EE. 23 kot 24 Aettovpyodv Katd Tn SlOpKELD HL0G
OVOKVKMKNG (OPTIONG, 6T0 Zyqpa 3 Tapovctdletal 1 TOCIK OSEVOT KOTA TN JdpKELD
pog SOKUNG amAng dtdTunong vd actpdyyloteg cuvOnkes (Zyfqpa 3a), 6€ GLVIVAGUO UE
v e&EMén g SrastolkdtnTac D og suvaptnon e andotaong (rf — r):n (Tympa 3p)
Kot ™G amdotoons (1 — rini):N (Zynpe 3y). Ta onueia a — i avagépovtar o€ Ko onueio
OTO ETUEPOVG OLALYPALULATO, DGTE VO, YIVETOL EDKOAN 1 OLVTIGTOTYIOT], EVD Ol OLOKEKOUUEVES
ypouuée oto Xymnpa 3o givor m mpoPfoin t¢ Empdvelng Alonctolkdétntog €mi Tov
OLYKEKPIUEVOD TOGIKOV YMPOV. L& OG0 ONUEiN TPOKOTTEL AVTIGTPOPT] POPTIONG, TO 1010
onpeio 6to Ydpo TV Taoe®V epeaviletal pue Tovo (T.y. f Ko ) mpv Ko HETA omd avT.

Koatd v apyin ¢option and 1o onpeio a g 1o onueio S n dwctoikotnro D,
obpemvo pe v EE. 23, Eexwvdet amd pundevikn T (AOym tov pundevikon 6pov (r — rini):n),
TopdLo mov 0 6pog (r! — r):n eivar un-pndevikdc. Tt cvvéyeta, eéelicoetar avaloyo pe
10 Ywopevo v 6pav [(r — rin):n] [(r* = r):n]. Zvykekpyéva, kabodc avtoi ot dpot povy
TPOKTIKOS avtifeta, 1 D 610 apyikd otddio e eoptiong ennpealetal TepIocOTEPO ATO
oV Ypryopo av&oavopevo 0po (I — rini):N kot ®g €K T0HTOL AVEAVETAL, EVG GTI GUVEXEL 1)
peimon tov 6pov (rf — r):n emikpotel, domov N D pedvetar TeEMkd kot M ido. Tt
TEPIMTM®ON TOL 1 TAGIKN 0d€VoN POAcEL et TG Emupdvelog AlaoToMKOTNTAG KOl GUVETMG
(rf=r):n =0, n D eniong pmdeviletan (m.y. onpeio y). Av 1 9oOpTIoN GLVEYicEL TEPO AT TO
onueio awto, ektog g Emopdveioc Atactolkoétntog (.. amd y £0¢ J), T0TE 1| POPTION
tehel VIO KaBECTMG SLOGTOANG Ko M amdkplon meprypapetal mAéov ond v EE. 24,
cOpPOVa pe v omoia 1 oxéon peta&d D kar (rf — r):n sivan ypappky. Télog, O mpémet
vao, onuembel TOG oTNV TEPIMTOON TOV 1 AVTIIGTPOPN TNG POPTIONG YIVEL EKTOC TNG
Emodvelog AtactohMikotnTog (7)., 0T0 onpeio d’, apov giye mponynoel S106TOAN KOTA TN
@opTIoN y-0 Kau (r? = r):n < 0), TOTE GTNV APy TG ETKEIUEVIS POPTIONG T SLAGTOMKOTNTOL
D egivon Ogtikn (kat Oyt undevikn), kabmg n ovvaptnon fc mov vreicépyeton oty EE. 23
1600l e TV omOATN TYH Tov 6pov (1Y — r):n < 0 670 oNueio avTIGTPOPNS TS POPTIONG
(1., oT0 onueio ). Me Bdon Ta TapPATAVE, TPOKVTTEL OTL 1] GLYKEKPIUEVT) SYLEPNG LOPON
m¢ ovvapTnong dotoMkotnTag D dacparlel Twg Yo avakKLKAIKY QOPTIoT UIKPOV
TAQTOVG, M TAOT Yo LETABOAY TOVL GyKOv gival pukpn gite Vo otpayyllOpeVeS, eite VO
aoTPAYYIOTEG OLVONKEG, OMMOC TMPOKVMTEL OMO TO TEPOUNTIKO OTOTEAECUATO OTN

BipAoypapia.
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I'. Zv66®MPEVGT SLUTUNTIKOV TUPUAROPPOCEMY NETA TNV UPYIKY] PEVCTOTOINGT)

H exdniwon pevotomoinong (m.y. AOY® OVOKLKAIKNG @OpTIoNG Lmd aoTPAyYloTES
oLVONKEG) OMOTEAEL IO YOPAKTNPIOTIKY TTUYN TG GTOKPIONG TOV KOKKOOIMY EOAPDV,
O®G Ol AULLOL, KO 1] KOTOAOTOTIKY TPOGOUOIMOT| TG OmOTEAEL S1oYPOVIKA £VaL OO TOL TTLO
arotnTikd Oépata. Xe avtd 10 TAic10, TO TEAELTOLN XPOVIO TO EPEVVITIKO EVOLUPEPOV
NG KOTOGTOTIKNG TPOCOUOIMONG PEVCTOTOMGIU®Y EXAPDOV EYEL GTPAPEL KOl TPOG TNV
opOn mPOPAeyn TNG CLGGMOPELONG TAPOUOPPMOCEMY HETA TNV EKONAMOT  OPYIKNG
pevotonoinong (Barrero et al., 2020, Boulanger and Ziotopoulou, 2013, Elgamal et al.,
2003, Tasiopoulou and Gerolymos, 2016, Zhang and Wang, 2012). Ed®, avti 1 amdkpion
TPOCOUOLDVETOL HEGH TNG GLVAPTNONG hpostlig, TOV €mdpa kvpinwg omv EE. 24 yu
ovvaptnon dctoAkotnTog D og pdon dtactoAng, aAld kKot oty EE. 21 yia v e£€Mén
oV TovuoTh doung f mov vrelsépyetar 6to TAaoTIKO PETPO Kpatuveng Kp. Ztdyoc TG Npost-
lig EIVOL VO EMTPEYEL TN GTUSWKY) CLUGCMOPELOT OWUTUNTIKNG TAPAUOPPOONG HETE TNV
OPYIKY] PELOTONOINGTY, HELOVOVTOG KLPIWG TNV TAGN TOL LAKOV yuw dwotoAn. H

owvaptnon hpostlig SiveTal OG:
— f
hpost-lig= 1+ (2 6(P) _1) fi (3.26)

omov fi elvan évag pn-apvntikdc cvocmpevtikds deiktng, omov fi = 0 péypt v apyikn
pevotonoinon (aviiotoydvtag o€ hpostiig = 1), evod fi> 0 avavopevo og cuvaptnon tov
HETPOL TNG TAAGTIKNG OYKOUETPIKTG TAPUUOPP®ONG 0md ekel Ko TEPQ, pe puoud adénong
nov kobopiletor amd v Tapduetpo Pabpovounone Lo. EmmAéov, o 6pog fa(p), sivar pia
LN-0PVNTIKT] GLVAPTNGT TOL P He v 0pto ico pe 1 (dtav n péon evepydc taom p = 0, 1
axpBéotepa O6tav p < pi) kKo kbdtw Opo to 0 (6tov tOo P Exet avénbel apkerd,
OmopoKpLVOUEVO amd TNV Tepoyn P = 0). 'Etol, 6tov mpokumtel otepeonoinon Hetd
pevoTONOiNGM, T0 TPocopoimpa Oewpel Npostlig = 1 Eava, aveEapmnrta and v Tyn tov fi.

Me GAdo Aoy, 1 QOUEI®TIKY €midpacn TG cuvaptong hpostliq €Tl TG GuVApTNOTG
dtnotoAkdtTTog D Katd TN 100 TOAN elval EUQOVG LOVO OTOV 1) TPEYOLGO KOTAGTOON
Bpiloketar evtdg TG €vPOTEPNG TEPLOYNG PEVOTOMOINGNG GE OPOLS evePYDV ThcemV. O
optopdc ™G hpost-lig Bupilet avtictoym npdtacn twv Barrero et al. (2020), ot onoiot dpioav
KOl TNV €LPUTEPT TEPLOYN PELOTOMOINCNG MG MN-PELSTOTONMEVT] Tteployn. O TpOTOC

Aertovpyiog g ouvapTNoNG Npost-lig TpovGLleTatl 6To Zyfpa 4, HEC® HI0G OVOKVKAIKNG
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OOKIUNG OmANG dldTUNo”MG Lo aoTpayyloteg cvvOnkes. Kot €dd ta onueio a €wg u
aVOPEPOVTOL GE KOG ONUEIN OTO EMUEPOVG OLOYPALIOTE, MOTE VO YIVETOL EDKOAL M
avtiotoiyion. Ot 3 emkaAvTTOUEVOL KOKAOL POPTIONG GE OPOLS TAGIKTG 0deLONG (Zyquo
40) ovTIoTOLYOOV GE 3 N EMKOAAVTTOUEVOLG KUKAOUG TACTIC—TOPOUOPP®ONG Sl0PKAOC
av&avouevov gvpoug (Zyqua 4pB), Loyw eEEMENG TG cuvapTNONG Npost-lig KATA TN dtdpKELLL

avTdV TV 3 KOKA®V, pE Bdon dco avapépinkav tapamdve (Zyquna 4y).

40

e (B) L Lv)
20 _,B,CK . i Il Il i { 4 N N N N N — - ,8 ( «)/e -
x 0 v, A ?V nl Al | & @
- I e Ay o e e e Py s e e S e e i
=20 50, I 7 7| <7 O
_— 1| ! . | | | N N R N NN N U —— ahpos[-ﬁq=7---~ !
_40 1 I 1 I ] I I |I|I|I| |I|I|I| 1 llllllll 1 I EEEET]
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Xyqua 4. (o) Evociktixy mopovoioon emKAADTTOUEVWYV KUKAWV THS TOOIKHG O0ELONG
0OTPAYYIOTNG  OVOKVKAIKNG OOKIUNG UETC TNV Opyikh ekoniwon pevatomoinons, (b)
OVTIOTOLY01 KDKAOL TO.GTHG—TOPOUOPPDOHS KOl GTOOLOKI] GOGOMPEVTH TOPOUOPPOCHS KOl ())

eéén e ovvaptnong Npostliq e To Adyo plpi.

A. Avtyuetamon «vreparxovriens» (overshooting) g eyéong Tdonc—mrapapdpeoons
2oppova pe 6ca Egovv avapepdel, 0 TAVLOTNG lini ELGAYETOL G TANOMPE KOTAGTATIKOV
eE10MOE®V TOV TPOGOUOIDLATOS, OO GTO VOUO TPOPOANG Kot otn devbuvorn popTiong
(Zypa 1), otov VIOAOYIGHO TOV PETP®V EAACTIKOTNTAG (LEC® TNG OYXECTG OMOUEIMONG
tomov Ramberg — Osgood, EE. 17), oto mhaotikd pétpo kpatvvong Kp (EE. 18) kot ot
ouvdptnon dwotolkoétntog D xotd ™ ovotoAn (EE. 23). Kotd ocuvvémeln, 10 mapdv
npocopoiopa, 0nmg kot ToAAd dAAa g PipAoypaeiog (BA. Duque et al. 2021), eivon
Wlaitepo VAA®TO 6TO TPOPANUA TNG «wTEpardviions» (overshooting) tng oyéong toonc—
TOPALOPP®OTG VOTEPO OO OTOPOPTIOT KOl GPECT ETAVOPOPTIOT. ZVYKEKPIUEVA, TO
TPOPANUA EYKELTOL GTO OTL T KOUTOAT TAGTG—TOPAUOPPOONG KOTENPOKOVTILETOLY TEPAV TNG
TPOJYEYPAUUEVIG NG Topeiag, AOY® NG TOPEUPOANG MG MIKPNG  Sadpoung
OTOPOPTIOTG—EMAVOPOPTIONG KO, OC €K TOVTOV, NG (KoypelooTne») avavE®ONG TOL
tavooty| Fini. [Ipokettatl yio éva yvootd mpofAnue TV TPOGOUOIOUATOV [E EMPAVELEG

avtiotpoeng eoptiong (stress reversal surfaces, m.y. Mroz et al. 1979), 7 amhovotepa
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TPOGOUOIOUATOV TOV YPTGLLOTOI0VV TOV TAVLGTH Fini GTO KUTAGTOTIKO TOVE TANIGIO Kol
dropBdvetar Tpocapprolovtag TV TN Tov Fini AVAAOYO LE TNV 10TOPTIo POPTIONC.

270 TPOTEVOUEVO TTPOCOUOIMLOL 1] OVTLETMIGT) GVTOV TOL TPOPANLLATOG YIVETOL OE
2 Puata. Katd 1o mpmto Pripa, 6tov eviomiletal o avtiotpopn eopTiong (onueio 6mov
A <0), avt opileTon O¢ «xat’ apynv amodekTn» M| «kot’ opynv un amodektny. Me dAla
Aoy, POAIG EVTOMOTEL KMol avTIoTPo@T eopTiong (6tav r = r™, dmov m 1 tpéyovca
oldpoun @OPTIONG) MOV GNUOTOOO0TEL TNV &vapén oG vENG EMIKEIHEVNC S10OPOUNG
eoptiong (M+1), tote avt) OBewpeiton «xat 'opynv wun amodekTH» Kol 0 TAVVGTNG Fini
TPOocWPWVA dev avovedvetal. Avtd eEakolovbel va 1oyder 660 M amdOGTACY TOL
OmTOKAIVOVTa AOYOL T®V TdoewV I amd v B€on mov onuatodotOnke N («xat ' opynv uny
amodekTii») ovTioTpoery @optione (oto onueio r™) mapapével pkpdTepn amd o
npodtayeypappévn (ukpn) Tty (lom pe 0.01 oe ovtd to mpocopoimpa). Avtd

TOCOTIKOMOLEITO LEC® TOV akOAovBoL KpiTnpiov:

(@3 (r=r™):(r=r™) <r, (3.27)

Otav 1 mopamdve avicwon mayet vo eivat aAndic, tote N andotoon tov F omd o rM
YIVETOL EMOPKMG PEYAAT KO 1) AUPLGPNTOVUEVT] OVTIOTPOPT pOpTIoNG Bempeitan T «xoT’
OPYNY OTOOEKT, OTOTE EVEPYOTOLEITAL TO OEVTEPO PrLaL, KOTA TO OTTOT0 1) KOTAAANAN TN

(m+1)

TOL rml

OV aPOPA TV emkeipevn dadpoun eoptiong (M+1) extpdror pe Pdon to

npotewvouevo omd tovg Dafalias and Taiebat (2016) kpitipro, cOu@®va pe T0 0moio:

IEVI“H) =kr (m 1)+(1_ k)r(m) (3.28)
(m-1)

OTOV rml

gtvol 0 TOVLGTAG Tini TNG TPoNyovUEVNG Sladpopng options (M-1) mov £xet

dratnpnBet otn uvhAun, ko K givan évag mapdyovtog otdOuuong (pe tiun peta&o 0 kot 1) g
(m+1) (m-1)

ini ini Kot r™m. H oT1a0on oty yiveton

TG TOVL I TOL KVpOIveTOL HETAED TOV TIHMV I

®C CLVAPTNOT TNG TANCGTIKNG OTOKAVOLGOG TOPAUOPP®ONC TOL avVOTTUYONKE KOTd TN

dwdpoun eoptiong (M) oe cuyKpion pe pia mpokabopiopévn (Likpn) oplokn| tipn (ion pe
10" £80). TIpoxTikd avtd onpaivet 6Tt av 1 Stadpoun PopTIoN (M) eivor «urph», TOTE

(m+1) _ (m 1)

k=1 xou ;" 7 = Iy TPAKTIKAOG 0yVOOVTOG TNV AVTIGTPOPT (pOPTIoNG 6T0 onpeio rm,
(m+1)

Avtifeta, av n Swdpopry @optiong (M) eivon «ueyddn», 1018 k=0 KO TP}

r(m

|n|

(m-1)

ini » EVO Y10, EVOIBUESOV PKOVG

TPAKTIKMOG S1rypaOOVTAG 0o TN LV TV TOAOLA I
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dradpopéc oyvel 0 <k < 1.

‘Eva mapddetypo Tov  TPOPANUOTOS  «OTEPOKOVTIONS» TG OYEONG  TAONG-
TAPAUOPO®ONG TapoLGlaleTol 610 Xyfua 5P, OTOv 1 UN-CVTIHETOMION 0dNYel o€
VREPEKTIUNGOT NG omokAivovoag taong ( €mog ko 100%. Xtnv mepimtwon avty,
eMPAMETOL EVOG «UIKPOS» KOKAOG AmOPOPTIoNG-emavapopTiong (dea = 0.005%) wor M
xp1omn ¢ dwdikaciog 2 Pnudtov dev kpiveton avaykaio, Kabog apkei n EE. 28, chppova
pe t Prprioypagio. Opwe, av vrdpEovy moAlol dlad0yIKol «uiKpoD» KOKAOL ATOPOPTIOTG-
EMAVOQOPTIONG (ZyMpa 5y), tote TpokvTTEL OTL N OvTIeTdTIoN o€ 2 Prypata (EE. 27 & 28)
OTOJEIKVVETAL TLO OOTEAEGHATIKY. TEAOG, amd To Lyfpa Sa TpokOmTeEL OTL OV 0 KUKAOG
amoPOPTIONG-EMOVAPOPTIONG Elvan «ueydroc» (dea = 0.1%), 101€ | POpTIoN 0pODS TOHEL
vo gival LOVOTOVIKT, Kol avTO TPOPAETETOL 1IGOTIUO EITE 1) AVTIUETOTION YivETOL OE 2

pnuara, eite og 1 Prpa (EE. 28).

1000

1 kbihog pe Ae, = 0.7% | KUkAog pe Ae, = 0.005% | | | 10 kiKhor pe Ae, = 0.005%

i

u &V B
P4
— T A TTRLIt e,
- L]
0 1 I 1 I 1 l 1 I I(u) 1 I 1 I 1 I 1 I I(ﬂ) 1 I 1 I 1 I 1 I I(V)
0 0.5 1 1.5 2 25 0 0.5 1 1.5 2 250 0.5 1 1.5 2 2.5
£, (%) £, (%) £, (%)
—— UOVOTOVIKH] pOpTIoN = - xprion evég kprinplou (EE. (28))
—  KavEva KpITRRIO - [N QVTIJETWITION === xpron duo Kprpiwy (EE. (27) & (28))

2ynqua 5. A10@opetikol tpOTol OVTIUETOTIONS THS «VTEPOKOVTIONS» (overshooting) tng
OYETNG TAONS - TOPOUOPPOONG, OTIC 3 OLOPOPETIKES TEPITTWTEIS TEYVNTA ETIPOALOUEVDV
EUPOLIULOV KOKAWV ATOPOPTIONS — ETOVAPOPTIONS 0T €a = 0.5% ka1 1.0%: () évag kdxAog
mAarovg Aea = 0.1%, (P) évag kdkiog mhdrovg Aga = 0.005% xar (y) 10 dradoyikol kdkior
rwAatovg Aga = 0.005%.

I1l. AZEIOAOT'HXH AIIOKPIZHY ITPOXOMOIQCMATOX XE EIIIEAO
MONAAIAIOY XTOIXEIOY

To véo mpocopoioua éxer 14 mapapétpovs, 12 and 11§ omoieg apopovy GTN HOVOTOVIKY|
@option Kot 2 (No kKo Lo) otV avakvkAikr| option. And Tic cuvolkd 14 mapapétpovud,

ot 9 Babuovopovvtar amevbeiag, evd ot veoroweg 5 (ho, Ch, Ao, No, Lo) fabpovopoivran
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TEAEVLTOIEG PE ETOVOANTTIKY Sradikacio: apyukd Pabpovopovvtat ot 3 mpmteg (ho, Ch, Ao)
ne BAon HOVOTOVIKEG SOKIUES, Kol LETA ot VToAowmes 2 (No kot Lo) pe Bdon avakvkhkég
doxyés. H peBodoroyio fabupovopnong Paciletonr oe epyastnplakéc SOKYESG og enimedo
povadiaiov otoryeiov N/Kot eUTEIPIKES oYE0ELS (OTOV AEITOVY TTEPOUATIKG OEOOUEVE) Kol
meprypapetal avaAvtikd oto Kepaiawo 5 g Awtpifrg. ZvvoAlkd, oty Topovod
Awtpifn, 10 Vvéo mpooopoiopa €xet Pabuovoundel yur 7 Kokk®OM €3APN NG

Biproypapiog, ftot 5 dppovg kot 2 ydAkes (PA. Zyqpo. 6).

A AeTrTOKOKKG M HEONC KOKKOUETPRIGS  X: XOVOPOKOKKG

& fAvec Aupior Xahikee
FlAalM x| AM] x| a]m]x
100 - - - — -
| } { ] ] YAixé D,, (mm)
I I e
g 80 } $ { } } Gupog Nevada 0.10
'g r 1 1 i 1 T 1 aupog Toyoura 0.16
SR AR ! i ,
g I AR JE1TH ,_' ' Guuoc Ottawa - F65 0.20
S w0 il 9 Ds:’ 5 Gupoc M1 0.30
.§: E E t E : i E duuog Monterey 0.37
S 20 _ _ . . : 1 . XCGAIKES TUTTOU P
| L i } do |t ! "Crushed Limestone”
. . 1] O L] < “ " "
0 VI § L gl L1}llgg AR Xxahikeg Tommou "Pea 9
0.001 0.01 0.1 1 10
AIGUEeTPOS KOKKWY (Mmim)
Gupoc Nevada (Aruimoli ef al., 1992) aupog Monterey (Kammerer ef al., 2004)
Gupocg Toyoura (Ishihara & Watanabe, 1976} XGAikes "Crushed Limestone"” (Hubler et al., 2017)

Gupog Ottawa - F65 (Vasko ef al., 2015)
Gupoc M31 (Pavoloulou & Georgiannou, 20217)

XaAikes "Pea” (Hubler et al., 2017)

2ynqua 6. Koumdles KoOKKOUETPIKNG O10COUIGNS KOKKMOMY 009V YIa. TO. OTOL0. EYEl

Pabuovounbei o wapov rpocouoimue. oto whaioto s rapovoag AioTpifng.

Avrtictowya, otov Iivaka 2 mapovcidloviol cuYKEVIP®TIKAE o1 BablovounceEls Tmv
14 TopapéTp®V TOL TPOCOUOIOUATOG KOt Yo To. 7 KOKK®ON €6aor. H kokkopetpio tov
VAKOV KOAOTTTEL GLVOAMKE, 6 Opovg péomg dropétpov Dso, éva evpog amd 0.10 £wg 9 mm.
[Ma T1g dppong emTuyyaveTon 0 6TOYOG TOV LOVOSIKOD GET TOPUUETPOV Y10 LOVOTOVIKT] Ko
OVOKVKMKY  QOPTION, OAAA Y100 TOUG (CUYKEKPIUEVOLS €0TM) YOMKEG TPOKVTTEL
dtapopornoinon otV Ty TG TapapéTpov No mov oyetileton pe v eEEMEN ™G doung, M
onoio an\é «amevepyoroieitor» (No = 0) KOTA TN LOVOTOVIKT QOPTIO).

211 GLVEKELD, 6TO TANIG10 AELOAGYNOTG TOV TPOGOUOLMUOTOG OE EMMESO LOVAILAIOV
OTOL(ELOV, TOPOVGLALOVTOL EVOEIKTIKO OVTITPOCMTEVTIKES CLUYKPIGELS TNG ATOKPIONG TOV

UE TEPOUATIKE dEOOUEVOL 1)/KOoL EUTEIPIKEG OYECELS, OYL OVOL KOKKMDOES £00POG DAL OVl
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eldog @optionc. Or TANPELS GLYKPIGELS OVO KOKKMOEG €004p0G TOPOVCIALOVTaL OF

EexmproTtég mapaypapovg oto Kepararo 5 g Awatpipnc.

Iivaxag 2: BaOuovounon mopouéTpmy mpocopoimuoTos Yio, O10POPETIKG KOKKWON E0CQT.

Twég avé KOKKDOES £60.00G

A ; . , appog . . . . x6rkeg
sirovpyio.  IMopdpeTpos appog Ottawa. OMROS  Gppog  Gppog  y@hueg “Crushed
Toyoura 65 Nevada Monterey M31 “Pea” Limestone”
EAaG T TToL Go 650 400 500 400 450 580 660
oot v 015 015 015 0.5 0.5 0.05 0.05
Eref 0.934 0.81 0.875 0.934 0.786 0.72 0.825
Koi A 0.019 0.02 0.079 0.019 0.013 0.019 0.003
K plowm ¢ 070 075 019 070 061 2 15
grootaon ME 125 138 125 125 125 11 13
C 0.712 0.74 0.74 0.72 0.712 0.74 0.712
Mé 2, , n® 11 0.7 11 11 1 0.05 0.01
sff‘:;uj“”mg ho 60 29 235 200 200 300 200
parovons ch 12 8 4 7 4 0.5 0.5
Tovéptnon nd 2 2 1.2 05 2.6 1.25 13
106 TOMKOTNTOG Ao 1.5 24 2.6 2 1.3 15 0.6
. 0 (novotovikn)0 (povotovikn)
Eggxo‘@? e No 1550 600 4400 1800 3400 7250 11700
Hns (avaxkvkMkn)  (avoKVKAKY)
ZvoompeLoN
TOP/CEDV UETA TNV
gkdnAmon Lo 2500 5000 750 200 200 100 50
PEVGTOMOINGNG

(epdcov vrdpéet)

A. Movotoviki] popTicn vtd oTpayyilopeveg ovvOnkeg

210 Zyfpo. 7 TpOGOUOIMVETOL 1] ATOKPLOT) TNG GLpov TOYoura vid LLOVOTOVIKY] GOPTIOT) GE
otpayyllopeveg ovuvinkes. Ot ovykpicelg Tov Zynqpuatov 7o kot 7f avaeépovtal oTig
dokipég Tpraovikng OLiyng tov Verdugo and Ishihara (1996) og 1odtpomna otepeomompéva
dokipa og Thon otepeonoinong Po = 500 kPa kot apyikods deikteg mopwv €0 = 0.810 -
0.960 (Dr = 43% - 3%). H obOykpion yivetar o€ 6povg (Tpra&ovikng) amokiivovsag Tdong
grx = o0a — or évavtl a&oviKng mapapdpeoons ea (Zynpe 7a) Kol OYKOUETPIKNG
TOPAUOPPOCNG Evol EVOVTL AEOVIKAG TOPOUOPP®ONG &a (Zyfua 7B). Ot deikteg a ko r
oNAodvouy ™V aoViki Kol TV oKTWVIKN oevbuvon emi tov Tplaovikov doKipiov,
avtiotorya. AT v GAAN, Ta Zyfqpate 7y Kot 78 avagEpovtal o€ OOKIUEG CTPETTIKNG
ddtunong tov Pradhan et al. (1988) oe dokipa otepeomompéva vd cvvinkeg Ko, e
emPoln otabepnc KatakdpveNg Taomng oao (100 £mg 200 kPa) kaf’ 6An ™ didpkea ™G
doxyne. Ot apykot deiktec TOpwv kvpaivovtat omd 0.674 Emg 0.798 (Dr = 48% - 81%) kou
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1N oOyKpion yivetar 6€ Opovg AOYOV TAGEMV, T/0a, EVOVTL SIOTUNTIKNG TOPAUOPPOOS, ¥ =
e1 — &3 (Zympe 7y), xat evol évovtt y (Zyfqpa 78), 6mov ot deikteg 1 kot 3 dnAdvouv
LEYIOTN Kot EAQYLOTN Y] TOV KOPLOV TIHMV TOL EKAGTOTE TAVUOTH.

Kot y1o Toug 800 TOTOVG LOVOTOVIK®Y OKILMVY, TO TPOGOUOI®L0 TPOPAETEL OPKETA
IKOVOTIOMTIKG TNV 0mOKPLoT), OES0UEVOL TOL €XPOVG TV UECMVY EVEPYDV TacewV (< 100

émg 500 kPa) kot tov oxetikdv mokvotitov (3% — 81%).

1600 —
.7
100kPa 507
1200
=~ Lk R e e o e ee——————
g N R T \; ..................
X 800 o LT TP FLT LT T
= [
-
s 2
400
0 L1,
8
s 8, = 0.960 L 0.798 0.797
6,=0674  1004Pa 200 kPa
I 0.886 1 0., = 200 kPa
$ [ T S [ e,
s 0 Sy B A .
3 3 :
w ) 0810 w | T
- meElppa o e
-4 pau ] E
| — mpocopoiwon
.8 A TR N T R NS ) 2 P TR T T N )
0 5 10 15 20 25 0 2 4 6 8 10
£,(%) Y (%)

Xynqua 7. 2oyrpion apiOuntik@v omoTeAECUATMV KO TELPOUOTIKDV OEOOUEVDV HOVOTOVIKIG
POpTIoNS VIO OTPayYILouEVES ovVONKeS o€ (@), (B) dorwun tpiacovirng Oliyng - mepauoTixd,
osoouéva. Verdugo and Ishihara (1996) xar (y), (0) dokwun opemtikng oidTunong -
repouotika oeoouéva Pradhan et al. (1988).

B. Movotoviki] ¢épTion vaad aoTpdyyloTes cuvOnKeg

> ouvvéreln, oto Xyqpuoe 8 mpocopowdveTol M amOKpion TG Guuov Toyoura vmd
LOVOTOVIKT] QOPTION GE OOTPAYYIOTEG, OVTN TN (Oopd, cuvinkes. Ot cuykpicels TV
Yymuarov 8a kol 8 avapépovrar otig dokipég tpraovikng OAiyng tov Verdugo and
Ishihara (1996) c& 160tpona GTEpEOTOMUEVE DOKIpLO IE QPYIKT) TAON OTEPEOTOINGNG Po =
100 - 1000 kPa ko deikteg mopwv e =0.735 - 0.833 (Dr = 37% - 63%). H c0ykpion yivetou
oe Opovg (Tx Evavtt ga (Zyqpa 8a) kot grx évavtt péong evepyov tdong p (Zyfpna 8p).
Avrtictoya, ot cvykpicelg Tov Zynpdatov 8y kot 88 avapépovtol oTiG SOKIUESG ATANG
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didtunong twv Yoshimine et al. (1998) o¢ 160tpoma otepeomomuEVa doKipa Ue apyikn
1001 otepeonoinong Po = 100 kPa. Ot deikteg mOpwv kvpaivovtot oo 0.804 £wg 0.888 (Dr
= 22% éwg 45%) ko n ovyKplon yiveton 6 OPoVS amoKAIVOLGaG TAGNS = g1 — 03 EVOVTL
y (Zympa 8y) kot g évavr p (Zyqpa 89).

4000 200

( ) p, = 100 kPa =0.735
1600kPa = ,... LeonesnssssennsSonsains
2000 |-2000 kPa ---- ' = 150
=3 Q
Q 3
X 2000 o 100
X 'y
> b
1000 & 50
0 0
0 5 10 15 20 25 0 1 2 3 4 5
4000 £(%) 200 Y (%)
(B) (5) ) K, =1 .
B - e mEipapa o
3000 |- welpapa e=0.735 w 150 = — npocopoiwan
- —— mpooopoiwan o S
Q < )
x 2000 | o 100
= 5
1000 |- ) , & 50
o L L L o 1
0 1000 2000 3000 150
p (kPa) p (kPa)

Lynua 8: Xoyrpion apiOuntik@v OmoTEAECUATMV KO TELPOUOTIKDV OEOOUEVDV LOVOTOVIKHG
POPTIONG VIO ATTPAYYIOTES oLVONKeS o€ (@), (P) dokyun tpralovikng OAiyng - mepauotixd
oeoouéve, Verdugo and Ishihara (1996) xau (), (0) dokyuj omlng o16Tunong - TEPOUOTIKG,
oeoouéve, Yoshimine et al. (1998).

Ot mpoPAEYEIC TOV TPOCOUOIMUATOS YO TIC TPLIEOVIKEC GLVONKES POPTIONC Elvar
OUVOMKG TKOVOTOMTIKEG GE GUYKPIOT UE TO TEPAUOTIKG dedopéva, 1dkd dv Anedet
VITOYN TO TOAD HEYAAO €DPOC TNG OPYIKNG HEOMG evepyoD Thons Po (= 100 — 1000 kPa).
Ooov apopd oTic cLUVONKES ARG d1ATUNOTG, KOl TAAL 1) GUYKPLoT BE®pPEITOL ATOdEKTN, LIE
TIG TPOPAEYELG OGTOGO VAL VITOEKTILOVY TNV EVTOVO GUGTOAIKT] GUUTEPLPOPE TOV SOKII®OY
pe peyardtepo deiktn TOpmV Yo peydireg mapapopeacels (Y <1%). Qotdco, ektipndrot o1t
Kol ol ovykekpluéveg mpoPAréyelg Ba pmopovcav vo Pedtimbodv av M Eugoon TG
Babuovounong eiyxe 000el 610 GOEMG O TEPIOPIGUEVO €DPOC TIUMV OgiKT TOPOV € (=
0.804 — 0.888) TV dokiumv Kot Oyl 6TO TOAD PEYAAO EVPOG OV GTOYELONKE Yol TV €’

Grag Babuovounon g dupov Toyoura (e = 0.674 g 0.996, Dr <3% - 81%).
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I'. Avakvkikn @opTion vad aoTpayyleTeS cuVONKES

Me ypnon tov Bwv TIHOV Yoo TG TopapéTpous Pabuovounong ava auppo, Omewg
¥pNooTomonKoay v v TPOPAEYN TNG HOVOTOVIKNG GUUTEPLPOPAS, OTO XLynqpoe 9
Tapovoldloviol GLYKPIoES HETAED TPOPAETOUEVIC OAMOKPIONG KOl  TEPAUATIKOV
OEOOUEVOV Y10l OVOKVKAIKT) QOPTIOT VO OOTPAYYIOTEG GLVONKES. XVYKEKPEVA, OL
OoLYKPIoES TOV ZyMuatov 90 £0¢ 90 avapépovial OTNV TPOCOUOI®MOT JOKIUNG
avoKLKAIKNG Tplagovikng optiong tv El Ghoraiby et al. (2018) e auuo Ottawa - F65.
Mo v ev A0y dokur, TpoyHoTonownke 10OTPONN GTEPEOTOINOT] TOV JOKIUiOV OF
apywn téon Po = 100 kPa ko deiktn mopwv e = 0.585 (Dr = 62%), evd Kotd T SoKIUN
emPAnOnKe avakvkAk anokAivovso tdon otadepol povod TAGTovg grx.cye = 34 KPa. H
oOyKplon yivetar g 6povg grx évavtl or (9a kot 9B) ko grx évavtt e (9y kot 99).
Avtiotorya, o1 cvykpicelg Tov 9¢ £mg 90 avapEPOVIOL GTNV TPOGOUOIMGT OVOKVKMKNG
SOKIUNG oTpenTIKng ddtunong tov Zhang (1997) oe aupo Toyoura. T v &v Aoyw
SOKN, TPOYUATOTOMONKE IGOTPOT GTEPEOTOINGT TOL JOKILIOL GE apyIkn Taomn Po = 100
kPa ko deiktn mopwv e = 0.736 (Dr = 70%), evd katd ) dokiur emPAROnKe avakvkAK
dtatuntikn tdon otabepod povov mAdtovg teye = 33 kPa. H ouykpion yivetar e dpovg 7
évavt P (9¢ ko 98) ko 7 Evavtt yss (9 ko 90).

Ot ovykpioelg Kol Yio TIG 0V0 SOKIUEG EIVOL OPKETH IKOVOTOINTIKES, TOGO GE OPOVC
drdpoung thoemv, 660 Kot 6 Opovg TAoNS-TapapOpemons. Ocov apopd 0TI VIEPTIESELS
noOpaV, KaTd TNV TPLaEovikn dokiun (Zyqpoeta 9a £oc 98) Tpocopoidvetal 0pOa o apykd
HELOVUEVOG PLOOS OVATTTUENG TOVE TPV AVTOG LEYOADGEL porydoio 0ONyMVTIOS CTNV CPYIKN
PEVGTOMOINGN, OTMG TOPOLGLALOVY GUGTNUATIKA TO TEPUUATIKE SEGOUEVO Y10 KOKKDOON
€04pn. Qotd6c0, AOY® TG SWPOPETIKNG OWTUNTIKNAG avtoyns peta&d OAlyme ko
EPEAKVCLOD, TOPOTNPEITOL [0 TAOT YO «UH-ODUUETPIKN» CLUGCMPELCT]  TWOV
TOPOUOPPDGEDV LLE TOVS KUKAOVG, 1) 0010t TOAAES POPES VITEPEKTILATOL OTIC KOTOOTATIKES
npocopowwoels (BA. Duque et al. 2021), oAld €60 eppaviletor apKeET PEIWUEVT, KVUPIMS
AOY® TOL Opov hpost-lig TOV APOPE GE GLGODPEVCT TOPUUOPPMDCEMY UETA TNV OPYIKY
pevatomoinon. Amd v dAAN, Katd T «oouuetpikny SOKIUN amAng dtdTunong (Zyqnote
9¢ ¢wg 90) to mpocopoimpo mpoPAémel opBd TV €EEMOCOUEV] GLGGMOPELON
TOPOLOPPMCEDY HE TOV aplBud TV KOKA®V HETA TNV EKONAMOY 1TNG OPYIKNAG

pEVGTOTOINONG.
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60 - 60 ~
(o) meEipaua L(B) Ottawa F-65  (£) rrefpaua IHRE .To.yc)u-m
= | % N | I _ | !
)
2 g
I’-‘- =
T -
_50_.I.I.I.I.I. ' I e T T _60_.I.I.I.I.
60 - 60 _
TpooouOiaN e =0.585 | mpogouoiwon
-(Y) -(B) (4]
(1] N _
©
S [ &
e i =
- | =
[P I PR PR PO PO PO B PR PO PO PO PO PO By [ PO PO O O A I
0 20 40 60 80 100120 4 -3 -2 -1 0 1 2 0 20 40 60 80 100 -10 -5 O 5 10
o, (kPa) £, (%) p (kPa) Vss (%)

2ynua 9. Xoyrpion oplOunTtikoy aToTEAETUATOV KOl TELPOUATIKDV OEOOUEVDV OVOKVKAIKNG
PopTIoNS VIO AoTPAyyloTes ouvOikes o€ (a)-(0) tpralovikn dokwun — dedouéva amd El
Ghoraiby et al. (2018) ko (¢)-(0) dokyun ariig dazunons — dedouéva ané Zhang (1997).

[Tépa amd TV avaALTIKT GOYKPIoT EMUEPOVE SOKIUOV (0w 6T Lyfpna 9), yio tnv
aloAdYNoN TOV TPOGOUOLMUOTOS G TPOG TNV opbn mpdPreyn g avioyng oe
pevotomoinon, oto Xympa 10 yivetor oOYKPION TEWPOUATIKOV KOl TPOPAETOUEV®V
KOUTOUADV OVTOYNG GE PEVGTOMOINGTG Y10 O1APOPEC AUPOVE. ZVYKEKPIEVO, GTO LyNNo
100 £xet yivel emAoyn €VOEIKTIKOV TETOL®V KOUTLVAMVY Yo TNV Quuo Toyoura, amd tnv
mnBopa g PPMoypapiag. Oleg o1 emieybeioeg kapumdreg otnpilovion 6e TEPAUATIKA
OTOTEAECUATO OO OVOKVKAIKEG TPLIEOVIKEC OOKIEG LTTO OGTPAYYLOTEG CLVONKES, OF
dokipia mov €yovv mapackevaotel pe ™ pEBodo Enpag andbeong (air — pluviation) xo
&yovv otepeonondei 160TpoTa 08 OPYIKN EVEPYO TGO GTEpEonoinong ion pe 100 kPa. H
TaEVOUNOT) TOVG £YEL YivEL avdAoya pe T oxeTikn Tukvotnta Dr tov empépoug doxipiov,
og tpelg opadeg pe Dr=45%, 60% ko 75 - 80%. H cVykpion yiveror 6g poug avaKukAKOD
Loyov tdoemv CSR (= qrx.cyc/2Po) évavtt NI, 61tov Nio apiBudg tov amaitovpevmy KOKAwY
@OpTIoNG MOTE Vo avanmtuyfel mopapdpPwon dmAod mAdtovg ion pe 5%. Xe yevikég
YPOUUES, Ol KAUTVAEG PEVGTOTOINGNG TOV TPOPAETOVTAL OO TO TPOGOUOimpa BpickovTal
EVTOG TOL EVPOVS TAOV TEPAUATIKOV ovaL TN Dr, TapdAo mov Tapovstdlovy eAd@pdS o
évtovn KAion. Qo10600, gival epeavég O6TL TO TPOGOUOIMN dEV TPOPAETEL pEVGTOTTOINGN

(NI— 0) yio moA pikpég Tipég tov Adyov CSR, 6e cupemvia pe o TEpapoTikd dedopéva.
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0.8 = A
— | dupog Toyoura (o) 0.8 Gupoc Nevada (B
N |~
& 0.6 - o e 306 | 0,,=,100 kPa
U LI Sl
8 - 3
g:: 0.4 o\ = A.:I :;_ 04
I 0.2 o% o Y . A” .\u\% % 0.2 -A.. £,
L T Ve tear” Sl !
o 0 Lol Lol 1 0 NI T 11 IH-TﬁH......
1 10 100 1 10 100
N, kUkAol yra peuoromroinon N, xUxAor yia peuorormroinon
meipduara TPOTOLOIWETT Tepduara  mPoooUcIwan
Lombardi ot al. (2014), Ishihara and Tsukamoto (2004),0 A D =40% @ Arulmoli et al. (1992)©@ D=40% @

Toyota and Takada (2016)

i AD=60% A
Wang et al. (2014), Ishihara and Tsukamoto (2004), ¢+ A D, =60% ® Arulmoli st al. (1992) D =00%
Toyota and Takada (2016) Kammerer et al. (2000)® D=90% &

Yamashita and Toki (1993), Toyota and Takada (2016) B A D, =87.5% ®

1.2
)
B AvakukAikn Tpiakovivr) popnian
1 ™ '-,;‘ UTré aoTpAYVIOTES TUVOAKES
. v e D= 45% A ©=0811(D, =45%)
X é ............... " ---------- nmpogouoiwon A 8= 0.756 (D, = 60%)
08— Tl i A ©=0.691(D =77.5%)
- 775% el Idriss & Boul 2008
dupog Toyoura 55 & boulanges,
0. 6 1 1 1 I 1 I 1
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Coo! Patm

Zynua 10. Zoykpion opiOuntikov Kol TEPOUATIKOV KOUTDAWDY OVTOXHS O PEVGTOTOINGT],
oo (o) tpraloviky @option kor (B) omin owrunons - (y) oOykpion opiQuntikd
rpoflemduevov ovvieleotn Ko ue euneipixn oyéon ldriss and Boulanger (2008).

Avrtiotoya, oto Tynfqpo 10p cvykpivoviorl o1 KaumOAEg AvIOYNG OE PEVGTOMOIN O
¢ aupov Nevada vid option amAng didtunong, Onmg Exovv petpnel mepapotikd and
tovg Arulmoli et al. (1992) ka1 Kammerer et al. (2000) kot 6nwg wpoPAémovtar and to
npocopoiopa. Ot cuYKEKPIUEVES SOKIUES Exovv TTpaypatomomBel yio éva e0pog evepymdV
aovik®v thoewv otepeomoinong omd 40 émg 160 kPa. Miag Kot yioo T GUYKEKPLUEVN
ovykplon ovvovdlovtor dedopéva omd SPOPETIKEG £pevveg, ot TwéG tov NIy Tig
oyetikég mokvomreg 40% ko 60% (Arulmoli et al., 1992) avaeépovtor oTnV apyikn
pevotonoinon (p = 0), evéd n tiun tov Ni yua Dr = 90% (Kammerer et al., 2000) avoeépetat
og mapapdpemon Smrod mTAdtovg ion pe 3%. IMapdAinia, Egovv Tpoctedel ot apOunTikég
KOUTOAEG PEVGTOTTOINGNG TTOL £xovV TPokLYEL Yo, a&ovikn tdon ion pe 100 kPa, og o
HECT] TN TOV TEPARATIKOV TILdV. Kot yio v dppo oty TpokORTEL 1KAVOTOTIKN
aKpifelo. TOL TPOCOUOIOUATOG GTNV TPOPAEYN NG AVTOXNG GE PELCTONOINGT] Yol TO
ONUaVTIKO €0pog TI®V Dr mov mapovoidlerta.

Téhog, oto Zynpa 10y agoloyeitar 1 IKavOTNTA TOL TPOGOUOIDUATOG VOL TPOPAETEL

opBd tov cuvtereot) JOPO®ONG NG AVTOYNG OE PELGTOMOINON AOY® VTEPKEIUEVOL
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@opTiov peyaAvTEPOL NG 1 atm, yio d1dpopeg TIEG TNG GYETIKNG TukvoTNTag Dr (YVoTO
ot PProypagio ©g Ks). Ot Tyég tov mpoPrendpevov Ks yio aupo Toyoura €yovv
TPOKVYEL CLYKPIVOVTOS TOLG AOYOVG avToynG o€ pevatomoinon, CRR, mov avtictoyovv o
15 khKAovg OpTIoNG V1oL apyIKES aEovikég Taoelg oao = 100, 200, 400 kPa. Or cuvOrkeg
@opTiong, Kobmg Kot ot eEeTalOUEVEG OYETIKEG TUKVOTNTEG €lval OUOLEC LLE OVTEC OV
napovcidotnkay oto Zyfqpae 10a. H a&oidynon yivetow eni m Pdon tov guneipikov

oxéoewv tov Idriss and Boulanger (2008) kot n cVykpion Oswpeitor ToAH 1KOVOTOTIKY.

A. AvaxvkMkn @opTion vo otpayyilopneves cuvOKeg

Y10 Zyfpo. 11a cvykpivovral ot TIHéEG Tov ELUOTIKOD PETPOV dtdTunong tng aupov Nevada
(Gmax) LETPOVLEVEG GE UIKPEG TAPAUOPPADCELS UUE TIG OVTIOTOLYES TPOPAETOUEVES Al TO
napov mpocopoiopo ywoo oxetikés mokvotnteg Dr = 40% ko 60% ko oo thoelg
otepeonoinong amd 40 £wc 320 kPa. Ta Telpapatikd amoTeEAECUATH AVOPEPOVTAL OTIC
dokipég ovvtoviopov othing tov Arulmoli et al. (1992). H diaydviog opilet 1o yempeTpiko
TOm0 TV onueiov, OmoL VLEAPYEL AMOAVT CLHE®ViD METOED TMEPOUATIKOV Kot
TPOPAETOUEVOV TIUOV Kol O @aiveTal 1 oVYKplon eivor eEonpetikn, OTmg NtTov PEPata

avapeVOIEVO KaBmG To Tapdv Tpocopoimpa TpoteiveTan va, fadpovopeitol pe avtdv Tov

TpomO.

150 1 @@= 35
g' [ @ D =40% (a1) [ p, = 80 kPa (B)
£ T e D-oo% 0.9 I- 1%
S } - - 25
g 100 — ;;0.8 Trreipaua mpooopoiwon | N 20
3 B = —y I — -
% . (DE 07 |- @ D=40% @ ® &
. _ 5 L @ D.=60% & - 15 o

50 |- 6 - — ] i
;@ i 0.6 - Darendeli, 2001 ':::’ — 10
§__ - 0.5 — "’ — 5
,‘; i B i
(DE 0 1 1 1 ] 1 1 1 ] 1 1 1 0.4 0

0 50 100 150 0.0001 0.001 0.01
G, (MPa) - meipaua Ves,cye (%)

Zynquao 11: Xoykpion (o) tyunc Gmax kat (f) KoumvAmy amousiooons epamtousviKkod uetpo
O10TUNONG KOL OVTIOTOLYNG ODENONS AOYOU GmOGPEONS e TEWPOUOTIKES UETPHOEIS TOV

Arulmoli et al. (1992) kot sumeipixéc oyéoeic rov Darendeli (2001).
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Amo ™V GAAN, oto yfpa 11P cvykpiveral 1 amopei®won TOV KOVOVIKOTOUUEVO
pétpov ddtunong (G/Gmax) kot 1 avtictoyn avénon tov Adyov andoPeong & cuvaptiost
™G EMPAALOUEVIC SIUTUNTIKNG TAPAUOPPMONGS, OTMOS AVTEG £YOVV LETPNOEL TEPAUATIKA
Kol Omwg TPoPAETOVTOL OPIOUNTIKA. XE ALTH TN CLYKPIOT) GLUTEPIAUUPAVOVTOL KOl OL
eunepikég kapmvreg tov Darendeli (2001). Xe 6povg amopeimong Tov PETpov dtdTUnong
G/Gmax 1 o0yKp1on €lVOL APKETA IKAVOTOMTIKY TOGO UE TO. TEPOUATIKG, OGO KOl [E TO.
eUmEPIKA dedopéva. ATd v GAAN, og Opovg AdYov amdcPeong & n ohykplon TavEL vo
elval 1KOVOTOMTIKTY 0G0 HEYUADVEL 1] SUTUNTIKY TOPAUOPP®OT, KOAODS TO TPOGOUOImLLN
mv vrepekTnd. IIpoxettor yio €va ovvnbeg PEOVEKTNUO TOV TPOCOUOIOUAT®V TOV

1100€T00V TOVG VOLOLE Tov Masing Katd Ty amo@dpTion, OTmG cuiNnTeital e AETTOUEPELQ

oto Kepdaiaro 5 g Awatpipnc.

10 . 10
M De ' 7
-~ b e
% 1 %0513 1 //
[5) ’
= 3 ¥ 0.33
S o1 5 0.1
g. E; A Ndi1
& 0.01 Q‘: 0.01 4 ’ A N,=30
~ = A N,=100
g g
A N, =300
* 0.001 0.001 d
0.001 0.01 04 1 10 0.001 0.01 0.1 1 10
£, (%), eumeipikny oxéan Y (%), eumreipikn oxéon

Zypjua 12: Xoykpion ovoowpevousvoy (0) OYKOUETPIKOV &vol Kol (B) olotuntikov y
rwopopoppacewy uete arxd Nd = 1, 30, 100 xar 300 xoxlovg apoayyilousvns tpiocovikng
poptiong. Ilpooouoimua pe wopouétpovg yio duuo Toyoura, po = 200 kPa xoz Dr = 40 —
80% kau sumepixés oyéoeic Bouckovalas et al. (1984) xoz Stamatopoulos et al. (1991).

Télog, 610 Zympa 12 mapovotdloviol GUYKEVTPMTIKG 01 OYKOUETPIKES (Xynqpo 12a)
Kol Ol TunTIKES (Xympa 12B) mopapopPdCEC TOV GLGCMPEVOVTAL KOTA TN OLAPKELN
AVOKVKMK®V  oTpayyilopevoy  Tplafovik@dv JoKIumV, Omo¢ mpoPAémovial omd To
TPOCOUOI®O GUYKPITIKA LE TIG TIES TOV VITOAOYILOVTAL OO TIG EUTEIPIKES OYECELS TOV
Bouckovalas et al. (1984) kot v Stamatopoulos et al. (1991). H cvoompevon petpdrot
petd amd Na =1, 30, 100 kot 300 kdkAovg eopTiong. Ot TpoPAEYELG TOL TPOGOUOIDUATOG
npokvnTovy pe Paduovounon yuw dppo Toyoura kot avtiotoryodv oe Dr = 40%, 60% ko
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80%, BempdvTog avicOTpomeg cuVONKeg oTEPEOTOINONG 68 Héom evepyd Tdon Po = 200 kPa
Kol KOTAAANA0 cuvivaoud a&ovikng Kot OKTIVIKNAG TACNG OOTE VO, TPOKVTTOVV OPYLIKOL
Aoyot thoemv KaTh TNV oTEpEOTOiNG qrx,o/Po = 0.35 ko 0.75. A&ilet digvkpivnong ot oTig
OOKIEG OVTEG VTAPYEL TOVTOYPOVN] GLGGMPEVCT] OYKOUETPIKMY KOl OLUTUNTIKOV
TOPOUOPPOCEDY AOY® NG OVICOTPOTNG GTEPEOTOINONG TOV JOKILimV. Ze avtifetn
nepinTon, oNAadn av 1 otepeomoinon Nrav 16dTponn, Bo vaNPyE LOVO OYKOUETPIKN
TOPAUOPPOOT).

210, VO VTO-CYNUOTA, 1 SYDVIOG VTOIEIKVOEL TNV ATOALTN TPOPAEYT, EVED OL
OLKEKOUUEVES YPOUUES delyvouv TO €0pOg TG vrepeKTiunong 1N vrogktipunong. Ocov
aQopd GTI] CUCCMPELOT] OYKOUETPIK®V TOPAUOPPOoey (Xynua 12a), n ovykpion
KPIVETOL GUVOAIKA 1KOVOTOMTIKY, KaOMG 0 AdY0g TV TPOPAETOUEVOV TILOV OTO TO
TPOCOUOIOUE TPOG TIG AVTIGTOLYEG EUMEPIKES Kupoaivetoar petasd 0.5 ko 2. Xg 6povg
OLTUNTIKOV TOPOUOPPDOCE®Y, 1| GUYKPLoN eival MyOTtepo KOAN, TOPUUEVEL ®WOTOGO
KavOTom Tk Kabmg kopoaiveror peta&d 1/3 kot 3, dedopuévou Kot Tov HEYAAOL €VPOLG

apBpov Kixiov (¢mog 300).

IV. AEIOAOT'HXH AIIOKPIXHX XE AYNAMIKA ITPOBAHMATA
YXYNOPIAKQN TIMQN
[Tpokeévov va KoTtaoTtel SuvaTn 1 PO TOL GE TPOPANUATO GLVOPLUKADV TILMV, TO VEO
TPOGOUOI®UE EVOOUATOONKE oTOVG KMOIKEG memepacuévav dapopov FLAC (ltasca
Consulting Group Inc., 2011) kot FLAC®P (Itasca Consulting Group Inc., 2012), péoo g
Aertovpylag EVOMUATMONG TPOGOUOIOUATOV TOV TAPEYOLY Ol €V AOY® KMOIKEG GTOVG
id1ovg toug yproteg (User Defined Models — UDMS) pe mpoypappatiopd og yhwooao C++.
H dwdwkaocio evoopdtmong neptypdeetot ovarvtikd oto Kepdraro 4 g Awatpipng, ko
TPOYUATOTOMONKE HECH EMEKTAONG TOL GAYOPIOHOL (UN-TEMAEYUEVNC) EUTTPOG-TOCIKNG
oloxAnpwong Euler pe m pébodo towv vrofnudtov kot outopato Eleyyo AaBoug, wov giyav
npoteivel yo o Tpocsopoiopua NTUA-SAND o1 Andrianopoulos et al. (2010b).

Emopévog otn ouvvéyela, mpaypatonotleital 1o 4g0TEPO GTAO0 OEOAOYNONG TOV
TPOCOUOIDUATOG, GE EMMEDO TAEOV TPOPANUATOV GLVOPLIK®V TILOV HEYAANG KAILOKOGC.
o tov okomd avtd, emAéyOnkov TpoPAHoTe SLVOIKNG EOPTIONG HE ekdNAmon

pevoTonoinong mov etval omd To TAEOV TEPImAOKA Yoo TO peAeTnT pnyoviko. Omwmg
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mopovotdletal pe kdbe Aertopépela oto Kepararo 6 g Awotpipnc, vy ) dwokpifmon
TOV TPOCOUOIDUATOG GE AVTO TO EMIMEDO EYIVE XPTOT) OMOTEAEGUATMOV SVVALK®V SOKILMDV
euyokeviplot ™G PiPAoypagiog og dupo Nevada. Tvuvolikd, £yve Tpocopoimon evvid
(9) mpoPAnpdTmv oV EVTAGGOVTOL OE TEGGEPLS (4) SLPOPETIKES KATNYOPIES:

(a) oelopukn amdkpion optLovIIoG PEVGTOTOWCLUNG ESUPIKNG OTPDOCNG,

(B) mevpkn e£amhmon eAaPP®OG KEKAUEVIC PEVGTOTOUCIUNG EOUPIKNG GTPAOOTC,

(v) oceropikn andxpion cvotnpatog ofodovg Oeperion — peLGTOTOMGILOL EGAPOVG e

SLPOPETIKEG CTPOUATOYPOUPIES KOL VIO SOUPOPETIKES OEYEPTELS

(0) oelo K| AmOKPLoT OUASAG TAGGAAWDY VIO TAEVPIKT EEATAMON EAUPPDOS KEKAUEVNG

PEVOTOTOMGIUNG EAPIKNG GTPOOTG.

Ta wpoPfAiquota (o), (B) kot (y) diepevviOnkay otov dd1dototo Ydpo (2A) pe xpron tov
hoyopikov FLAC, eved 1o mpoPAnua (8) diepeuvinke otov tpidtdctato yopo (3A) pe
xpion tov FLAC®P. Ztov Mivaka 3 cuvoyilovrat To TpofAHOTO GUVOPLOK®Y TGOV TOV
¥pNoLoTOmONKaV TPOg aELOAGYNGN TOL VEOV TPOGOLOUDUATOS TNV Tapovoa Atatpipi.

Kobmhg 10 KOp1o peuoTomooipo £5a.pog Tov YPTCLUOTOLEITOL GE OAL TO, TOPATAVE®
npoPAfuata givor kowd (dupog Nevada og dapopetikég tipég g Dr), o 6o ta
npofinuata vioBetnOnke: (i) xown Pabuovouncn tov TPOGOUOIOUATOS, BOCIGUEVT O
QTOTEAEGUATO EPYOOTNPLOK®V SOKIUDV G eMinedo povadioiov atoryeiov (PA. Mivaka 2),
(i) xown apBuntiky pebodoroyia avaivong ()., GLVOPLOKES GUVONKES, GUVTELEOTNG
dmepatdTTOG E00PMV avaroyo pe v Tun Dr g dupov, emmAéov pukpn apOuntikn
amooPeon), OnwG TAPOLCIALETOL e AETTOUEPELD. LOVO GTO TPAOTO OO TO TPOPAIHOTO
CUVOPOIKAOV TIHDV. Mg TOovV TpOMO aLTO OATOTLITAOVETOL OULY®G 1) KOVOTNTO TOL
TPOCOLOIMUOTOS Y10, YEVIKEVUEVT YPNON, Vo TpoPAEmEL dNAOOT OTOTEAEGUATIKA TNV
amokplon Tov dov eddpovg, aveEdptnra omd to e€etalopevo mPOPANpa, Yopig M
ATOTOTMOOT VT Vo ennpealeton omd ™ pebodoroyia aviAvong.

[MopdAAnio, m €mOPOOT GCUYKEKPIUEVOV KOTOOTATIKOV  AELTOVPYLOV  TOL
TPOGOUOIDHATOS, OGS ) GLCCHPEVCT SLUTUNTIKMV TOPAUOPPDOCEDY UETE TNV EKONAMOT)
PEVLGTOTOINGNG KOl 1 OVTLETMOMIGN TNG OPOUNTIKNG KOTEPAKOVTITNS» TNG GYEOTG TAONG —
napapopemong (stress — strain overshooting), tov Ttapovoidotnke o€ eninedo povadiaiov

OTOLYELOL GTNV TPONYOVUEVT EVOTNTA, EEETALETOL TOPA GTOYEVUEVA OE EMIMESO TPOPANLULA-
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TOV GLVOPLUKDOV TIUDV.

Hivaxag 3: [lpofAnuazo. covopiokmy Ty yio. v alloAoynan Tov vEov TPOoGoUOIMUOTOG.

Kotnyopia Heipapa , . Xvvoro IIp6cBeTeg
npopfiipatog (QUYOKEVTPLOTI| ARRGM 664N avarliceV ovarOGELS
Zelopukn andkpion
opiiovriag Taboada and . D = 400 emidpaon TG
PELGTOTOGIUNG Dobry (1994a) Gppog Nevada - Dr = 40% 1 SamepoTOTNTOG
€00LPIKNG OTPMOONG
IMigvpkn e€dmiwon
EAQPPDG KEKAUEVIG Taboada and . M. — 400 emidpaon
PELOTOTOOIUNG Dobry (1994b) dppog Nevada - Dr = 40% ! TOPAUETPOL Lo
€30PIKNG OTPOONG

Carnevale and
Elgamal (1994)
Dashti et al.

Zelopukn andkpion

ovotipatog ofadoic enidpoon

Gppog Nevada - Dr = 50%,

2 0 o _ 0N uebodov
8098287:19” OV (2009, 2010b) appo Ggﬂ/z))yn?é-)rf -9[()) /g 85% ° aVTHETOTONG
peveToTomout Farrel and Kutter ~ *H°% y - Dr=05% overshooting
£dG.poug (1994)
ZEICUIKN OmOKpLon
opadaG TUGGAAMY
VIO TAEVPIKT|
e&amhwon erappOS Par&%‘g% al. Gupoc Nevada - Dr = 40% 1 -
KEKALUEVT|G
PEVGTOTO|CLUNG
£00QIKNG GTPACNG

A. Zeiopki) andkpion opriovTiog PEVGTOTOUGIUNG E6AQPIKIG OTPAOONG

Mo v 0&oAdyNno”n ToL TPOGOUOIMUATOC GTI CLYKEKPIUEVT Katnyopio TpoPAnuatoc,
£ywve xpNom TOV TEPAUOTIKOV OATOTEAECUATOV NG dOKIUNG @uyokevipiot) No. 1 tov
npoypappatoc VELACS (Taboada and Dobry, 1994). X¢ dwotdoelg Tpototdmov, ot
oVYKEKPIUEVN  dokiun  eEetdotnke 1 OmOKPION  MOG  OHOIOMOPONG  OTPMONG
pevotonomoung appov Nevada nayovg 10 m kot oxetikng mokvotrog Dr = 40%. Ta
ddtaén éywve xpnon gdkoumtov doxeiov (laminar box) TAdtovc Tpwtotimov 22.86 M, evd
0 VOPOoPOPOG opilovtag TorobetOnke 1M Tave amd TV GTPOON TNG AUUOV. XTO Tyfquo.
13a mapovoidleTor 0 KAVvaPog TETEPAGUEVOV dOPOPDV TOV YPNGLOTOONKE KoTd TNV
avdAvon, Kabdg kot 1 Odtaln TV YPNCUOTOOVUEVOV KOTé TO TEipapo opydvav
HETPTOTG TECEWDV TOP®V, EMTAYVHVOEMY Kol LETAKIVAGE®V. [ 100 TOV KOopeoUO TOL £00.pTKOD
VAKOU ypnoiponomnke vepd Kot n didtaln emPANONKeE GE PUYOKEVIPIKN EMLTAYLVON
peyéBoug 50 g. H oewopukn diéyepon mov emPAndnke ot Pdomn tov doyeiov, e povadeg

TPOTOTLIOL, TapoLG1dleTon oto Xyfpna 13p.
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Tm
LTTTTT]] W 0.4
gudsuypévor KéuBor lPg . | oeigukn difyepaon Baong
76 0.2 1 : : : :
10m I
g ©
-0.2 ! ! 4 ] | ] !
oal— 11+ 1 4B
auiioc Nevada 0 5 10 15 20
. . - ’ Xpovog (sec)

()

22.86 m

2yqua 13: (o) Micraln e ook guyokevipioty No. 1 tov mpoypouuatoc VELACS
(Taboada and Dobry, 1994) xa: () ypovoictopio oeiouikic oiéyepong Poong.

AOY® TOL EOKOUTTOL JO0YEIOL, Ol UETOKIVNOLOKEG GULVOPLOKES  GUVONKEG
TpocopolmONKaY aplBuntikd pe tn pEBodo twv culevypéveov KOUPOV, KATA TNV omoi
eMPAALETOL KOV TAXDTNTO GTOVG KOUPBOLS TOV TAEVPIKOV GLVOP®YV TOV KAvVABov 1oL
Bpiokoviar 610 1010 LVYOUETPO, MOTE VO KvOUVTOL HE TOV 1010 TpOMO GOV vo. MTav
ovlevyuévol. H othAn vepov vyoug 1 M médve amd v £00Q1KT) GTPOGCT TPOGOUOIMHOTKE
Le o opotdpopen opbn téon peyéboug 9.81 kPa enti tng empdvelog, eved otny id1a Tiun
apywonombnke o€ avtd T0 onueio kor M Tieon TV TOpwV. Apykd emredydnke
YEMOTOTIKO TS0 TACE®V LE OLVTEAEST] 0VOETEPNC MONoNC Youmv Ko = 0.50 kot o1n
ouvéyelon akoAovdnoe M Svvapikny avdilvon Vo TANP®G GLLEVYUEVES LOPOUNYOVIKA
ouvOnkes. Katd t dvuvapikn avéioon €yve yprion pikpng tpochetng andoBeong Tomkng
evong (local damping) iong pe 2%, 1 onoia. dpa CLUTANPOUATIKG pUe TV aTOSPEST TOV
TPOGOUOIMUATOS KOl €EACPAMIEL UN-UNOEVIKY] TN YO MIKPES TOPALOPO®oels. O
OUVTEAEGTNG OLATEPUTATNTOS TOV £30PLKOD VAKODV, OV LIoBETHONKE, TPOEKLYE ATO TOV
TEPOALOTIKG PLETPOVUEVO GVVTELEOTN Stamepatomtog K = 6.5-10° - 6.6:10° m/sec ¢
upov Nevada pe Dr = 40% vmo ovvbnkeg 1 g (Arulmoli et al., 1992), apo¥ éywve
KATAAANAN TPOGOPUOYN TNG DGTE VO ANPOOHV LITOWYIV 01 TEPLOPIOUOL BTN POT] TOL VLYPOL
TOV TOp®V Katd T didpketa T euyokévrplong (Dashti and Bray, 2013, Liu and Dobry,
1997, Tan and Scott, 1985). Zvykekpiuéva, 0 TEAMKA YPNOLUOTOIOVUEVOC GUVTEAEGTNG

SramepardmTag eixe Tiun ion pe k” = (50/4) k = 8.25-10* m/sec.
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EmunpocOeta, mépav e avalvong pe otabepn Tun cvvieleot damepatdmroag K’
(avaivon ovoeopdc), €EETAOTNKE KOl piok 0e0TEPN TEPIMTMOON KATA TNV Omoio O
ocvvtedeoTng dwamepatdotntag K dev mapapével otabepdc katd ) didpkelo T aviilvong,
aALd petafdiletor cvvaptoet Tov ypovov: K’ = f(t). H taxtikr avth amavtdral cuyvd ot
Biproypapion kKatd TV oplOuNTIK TPOCOUOIMOT TOL GLYKEKPIUEVOL TPOPANUATOG
(Andrianopoulos et al., 2010a; Manzari and Arulanandan, 1994) kot oyetileton pe v
avénon g SomEPATOTITOG TOV DMKOV LE TNV aOENCT TNG LAEPTIESNG TOV TOP®V, EIO1KA
otav QTavel o€ apykn pevotonoinon. Edd efetdleton evieikTikd 1 mepintmon Kotd v
omoia. 0 cuvtereoTic StamepatdTnTag e apyc Tiun K = 8.25:10* m/sec avédvetan
YPOLLIKG PE TO YPOVO £MG Kal 6.7 pOPES TNV GTIYUN TNG OPYIKNG pevoTtoroinong (t = 1.8
SEC) KOl 0TI GLVEYELNL UEIMVETOL KO TAAL YPOUUIKG £0¢ TV apyikn Ty g K (t = 7.8
Sec).

Y10 Xyqpa 14 yivetow m o&oloynon g aplBuntikng pebodoroyiog HEC®
SLPOPETIKMOV CLYKPIGEWDV LLE TO TEPOUUATIKA dedopEVA. ZVyKEKPIUEVD, 6To XyfpoTta 140
kot 14P ovykpivetor mn mEPApoTiKA peTpoduevn ypovoictopics ovamTuEng AdYyov
VIEPTEGEMV TOP®V Fu = AUlov,0 pe TNV aptOunTIKA TpoPAendpuevn and to tpocopoiopo. H
mocoTTa AU GVUPoAilel TIG AVOTTUCOOUEVEG VTEPTIEGELS, EVM 1 TOGOTNTO Ovo TNV
KATOKOPLON OPYIKT EVEPYT YEWMOTATIKN TAOT TPV TNV EMPOAT] TNG SVVOLUKNG POPTIONG.
Yuykpioelg mopovotdlovtal EVOEIKTIKA Yo TIg 000 BEGELS TV LETPNTOV TIECEMY TOP®V PS5
(Zna 14a) kot P7 (Zynpoe 14p), nov eivon torobetnuéva o€ fadn z = -1.5 m and -5.0 m,
avtioTolya, amd TNV eMPAvELR TOL €0GPOVG, £l TOV AEova GLUUETPiaG TG dtdTaEng. Ot
KOKKIVEG YPOUUEG OVTIGTOLYOVV OTO OTTOTEAEGLLOTA AT TV OVAAVOT) 0vOLPOPAG e oTabepT|
T ovvtereotn dwmepatotntog K ko’ OAn ™ didpKel ™ avAALOTG, EVE Ol UTAE
YPOUUEG TNV TTEPITTOON HETAPANTOD GuVTEAESTN dromepatdTnTog pe to xpovo ko = f(t).
Yy mepintoon tov otabepod cvvieleotr damepatdmrac k', 1 ovykpion Oswpeiton
OPKETE TKOVOTTOUTIKT] Kot Yo Tol dvo eEgtaldpeva Badn pe ta aptOpmtikd omoteAésoTo
Vo TPOPAETOVY EAOPPDS TTLO EVTOVN AVATTLEY VITEPTIEGNS TOPWOV KATA TO TPMTO GTAGLO
™G OPTIONG UEXPL TNV OPYIKN PEVGTOTOINGT. 20T0G0, 0 PLOUOG UTOTOVOONG TOVG JElYVEL
Vo TPOPAETETOL APKETA IKAVOTOMNTIKA OO TO TPOGOUOIML. AVTIGTOLYO., TO ATOTEAEGUATOL
™m¢ avéivong omov k' = f(t) eivon mopoamincio, pe povn dapopd v kabvetépnon g

OVATTUENG VIEPTIEGEMY GTO TPADTO GTASO TNG POPTIONG. AVTO opeileTal o1V avENUEVN
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TIUH TOL GUVTIEAECTI OOMEPATOTNTOC, 1| OTOIN EMTPEMEL 1AL - E0T® WIKPN - TAPAAANAN
oTpdyylon Katd T SUPKELD TNG POPTIONG KOl ETOUEVOC, TAPEUTOSILEL TV avaTTLEN
neydAwv Adyov ru, eW0d oto peyarlvtepa Baon.

1.50

P5 (o) P7 (B)
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Zynqua 14: Xoykpion mepouotik@yv 0edousvov kol opiOunTikng mpooouolwons Tov
reipouarog gvyokevipioty No. 1 tov mpoypauuoaros VELACS ae opovs: (o), (b)
XPOVOIGTOPLOS OVOTTOGEOUEVOD LOYOD DIEPTIETEWY Ty Kol (V), (0) ypovoioTopiog opi{ovtias

emrdyvvong. Iepopotina dedouéva amo tovg Taboada and Dobry (1994).

X1 ovvéyela, ota Xynuata 14y kot 140 yiveton cOyKplon HETAED TG TELPOUUATIKA
petpovpevng (Zympa 14y) kot g apBuntikd tpoPrendpevng (Zyfqpoa 1490) ypovoictopiog
opllOVTIOG EMTAYLVONG OTNV EMPAVELNL TOL EOQPOVE KOl GLYKEKPLEVO oTn Béom Tov
emtayvvoloypaeov AH3 otov G&ova ocvppetpiag tng odtaéne. Kor mdAl, n kokkivn
ypopuun oto Lyfpa 148 avtictoyei oty mepintmon otabepod K, evd 1 umde ypapun otnv
nepintoon petaforiiopevov ypovikd Kk’ = f(t). Me avt ) oOykpion yivetal avepd mmg
OG0 M TEWPAUATIKT HETPTON TNG 0PLOVTING EMLTAYVVONG, OGO Kot 1) optOunTikn TpoPAeyn
g deilyvouv e€acBévnon g petd m pevotomoinon (fu = 1). Qo1dc0, 68 GLUP®VIN LE TOL
Yympoto 140 o 148, n eocbévion avt) Eekivdel Myo vopitepa otnv apBuntiKn
avdAvon an’ 6Tl 6To TEIpaLLO KoL EIvaL EVTOVOTEPT) EI0TKA Y10 TNV TEPITT®SN TOL 6TAHEPOD
OLVTEAESTH JOMEPATOTNTAG, AOY® TOV UEYOADTEPOV TIM®OV Fu KOTA TA TPATO

OeVTEPOAETTAL.
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Yuvolka, pe Pdaorn Tig mopamdve cvykpicelg, umopel vo Bewpnbel mwg to vEo
TPOCOLOI®UIO. TPOPAETEL GPKETA IKOVOTOINTIKA TN OEIGHIKN amOKplon optlovTiog
PEVGTOTOMOIUNG E0QPIKNG OTPMOONG, YWPig vo yperaletor vOBETNON HOG YPOVIKA
UETOPAALOUEVIC TG TOV GLVTEAESTN dmePOTOTNTOC. 26TOGO, 6E aVTd TO oNuEio, Yo
Adyoug minpotnrtag, Oo mpémet va onpelmbel mmg n TpoPAieyn dev eivol TOGO IKOVOTOUTIKY
og ot ™V katnyopia wpoPfAnudtov, étav to péyebog evolapépovtog eivar n kabilnon
™G eAebBepnc empdvelag. AVTO YIveTal KATOVONTO, OV KOVEIC avaloyiotel Tmg 1 kabilnon
Tov eAevbepov mediov, o€ Evo TPOPANUO cav KL avTO, OEV TPOEPYETOL AOY®
OVOTTUGOOUEVNG SLATUNGNG, OAAL GYEDOV OMOKAEIGTIKA AOY® GCLGGMPEVCNG TAUCTIKOV
OYKOUETPIKAOV TAPALOPPDCEMY KATA TN OEPKELN TNG OTEPEOTOINONG UETA TIV EKONAWMGON
pevatomoinonc. H cuykekpiévn oOpTion EURINTEL GTNV KATNYOPIO TOV POPTIGEDV TOL dEV
TPOKOAOVUV OVLGLOCTIKY] UETOPOAN TOL amoKAvovia AOYOL TV TAGE®V F. XVVETM®OG,
npocopolopate vrov SANISAND (6nw¢ to TapdV) TOV 0TOI®V TO KATAGTUTIKO TAIGLO
Boaciletar oe avty T MeTOfoAn Yo TNV TPOPAEYN TAOCTIKGOV TOPALOPPDOCEDV,
VIOEKTLLOVY CTUOVTIKA (T.)., Katd 3 opég) Tnv avamtuén kabhilnoewv oto eAevBepo medio

AOY® otepeomOinonC.

B. IThgvpikn] e€dmhmon ELAPPOS KEKMNPEVIG PEVGTOTOU|GLUNG EG0PIKIG GTPAGG
Mo v eraAnBgvon Tov TPOGOUOIMUATOC GTY GUYKEKPLLEVT] KaTNnyopio TPpoPANHaToC,
EYve YpNom TOV TEPAUOTIKOV OTOTEAECUATOV NG SOKIUNG LYokevTplot) No. 2 Tov
npoypappatog VELACS (Taboada and Dobry, 1994b). H mewpapatiky Sdtaén
Topovotdlel PeyaAn opoldtnto pe ovtiv TG dokung No. 1, pe povn dtopopd mog sivat
OTPOUUUEVT) OPOAOYIOKA KOTd 2°, doTE Vo Tpocopolmbel mg kekAuévn. Xto Xyqpoe 15a
TapovctdleToal 0 KAVVOPOg TEMEPACUEVOV SAPOPDY TOV YPNOLUOTOMONKE Katd TNV
avéivon, kobdc kot 1 OdtaEn emAeyHEVOV OpYOveV UETPNONG TECEDV TOPMV,
EMTAYVVOEMV KOl LETUKIVIIGEMV TOL YPNCLLOTOMONKaV KoTd To meipapa. Emmiéov, oto
Xympe 15 mtapovcidleton 1 ypovoictopio GEIGUIKNG d1€yepong mov emPANOnKe otn Pdon
ToV d0YElOV, OE LOVADEC TPWOTOTOTTOV.

H apBuntikn pebodoroyia mov akorovdndnke sivor akpifmg Opola Pe TV TOL
neptypaonke omv IHapdaypago IILLA yio v oploviia edapikny otpoorn. H povn
OL0POPOTOINGCT EYKELTOL GTNV TPOCOUOIMOT] TG KEKALUEVTG GTPMOTG KOl TOL OVTIGTOTY0L
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Tookoy mediov. [ Tov 6Komd aVTO, EPAPUOCTNKE GTOV KAVVAPO GTPOUUEVO SIOVUGHLO
Baputikng emtdyvvons Katd 2° g Tpog TV KOTaKOPLPO, e TNV 0ptlOVTIH GUVIGTMOGO, TOV

va €xel KatehBuvon Tpog Ta KATAvTn TG KEKAMUEVNG GTPAOOT|S.

m
[ B FIE 1 B TTranees
loudeuyuévor kéuBor 5ol | _l— {tvDTs] 0.4
=] UVOTE] g b L | osioukn Sifvepon Baong
10m — | | ] | |
_ S
= — 0
voTs| 3
0.2 ! ! ! !
woE L, ®
Gupoc Nevada ’
5 0 5 10 15 20
I~ i
- A A A—a =S ' XPOvoc (sec)
22.86m (o)

Zyua 15: (o) Micraln e dokymc govyokevipioty No. 2 tov mpoypouuatoc VELACS
(Taboada and Dobry, 1994b) xaz () ypovoicropia oeiouikic digyepong faong.

Emumpdobeta, mépav g avaivong He TIG TEG TOV TAPOUETPMOV TPOGOUOIMHOTOS
tov Iivaka 2 (avdivon avoeopds), eEetdotnke Kot pio dgbtepn mePinTOON KATO TV
07010l VTEPEKTIUATAL KOTAGTOTIKA 1) CUGCHPEVGT] SOTUNTIKDOV TAPALOPPDCEMV IETA TNV
APYIKY] PELOTOTOINGT. AVTO YiveTan HEC® TNG LETAPOANG TNG TWUNG TNG TAPAUETPOL Lo, TOVL
KkaBopilel o puOud e&EMENG g cuvaptnong fi kKot KoTd cvvénela Kot T GLGEPELUEVN
T ¢ mov vrewsépyetol oty EE. (26). Xvykekpiuéva, 660 1 TIUR TG TopapéTpov Lo
av&avet, 1000 aLEAVETOL KoL 1 LEYLOTN TN TNG SLVAPTNONG Npost-lig, AP KL 1 peiwon ™G
TAGOMNG Y10l SILGTOAN HETA TN PEVOTOTOINGT, KL £TGL KOTA GUVETELD OVOLLEVETOL LEYOADTEPT
oLooMPELST TopopopPwcemy. 'Etol, oty avdivon avaeopds, yio v dupo Nevada
vioBeteitar m T tov Lo = 750, 6mwc mpoékvye pe Paon ™ Pobuovounon tov
TPOCOUOIOUATOG G€ eMimedo povadiaiov ototyeiov (Ilivaxag 2), evd otn devTePN avAvon
OepnOnke n mOAD peyorvtepn T Yo TV mopapetpo Lo iom pe 75000 (100 @opég
peyorvtepn). ‘Etol, e€etdletar o poAog Kot 1 oNpocio TG CLYKEKPIUEVIG KOTAGTATIKNG
Aertovpyiag, og enimedo TAEOV TPOGOUOIWONG TPOPANUATOG HeydANS KAIpaKaG, Kot Oyl o€
eminedo povadiaiov orotyeiov.

Y10 Xympa 16 yivetor n agoddynon ¢ oaplOuntikng pebodoloyiog HEC®
SPOPETIKOV CLYKPIGEDV LLE TOL TEPAUATIKE dedopéva. Zuykekpipéva, oto Xynporta 16

kol 16B ovykpivetor m TEPAPATIKE HETPOOUEVN YPOVOIoTOPiaL OVATTLENG AdYOL
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VIEPTEGEMV TOPWV Ty = AUlov,e e TV aplOuntiKd TpoPAETOUEVN OO TO TPOGOUOIMULAL.
YuyKpicelg mapovcstalovtot EVOEIKTIKA Yia TIg 000 BECELG TV PHETPNTOV TEGEDY TOP®V P5S
(Zympe 16a) kot P7 (Zypa 16p), mov ivar torofetnuéva og Babn z =~ -1.5 m and -5.0 m
aVTIoTOYO OO TNV EMPAVELD TOL £DAPOVC, €Ml TOL AEova cvuueTpiog g ddtang. Ot
KOKKIVEC YPOUUESG OVTIGTOLYOVV 0T, amoTteAécpata omd v avdivon pe Lo = 750, émwg
éxel mpokvyel amd TN Pabuovouncn, evd ot PUmAE YPOUUES OVTIOTOLYOVV GTNV TOAD
peyoAvtepn Ty tov Lo = 75000. Ze yevikég ypouuég ot ovykpicelg sivol apketd
IKOVOTIOMTIKEG KO TOL PIOUNTIKG ATOTEAECUATO V1oL TIC OVO SLUPOPETIKEG TIUES TOV Lo d€
SWPEPOVLY  ONUAVTIKA.  ZVYKEKPUEVA, TOPOAO TOL Ol  OopOUNTIKEG TPOPAEYELS
TOPOVCIALOVY EVIOVATEPT OVATTLEN AOGYOL VTEPTIEGEDMV TOPWV GTO OPYIKO GTAI0 TNG
J1EYEPOMG, TOCO Ol TEPAWATIKES, OGO KOl 01 APOUNTIKEG LETPNOELS POAVOLV GE TIHES AOYOL
ru > 0.95 Mo amd ta TPOTE SEVLTEPOAETTA TNG OEYEPONG KO SLATNPOVVTAL GE VYNAES
(néyioteg) Tuég uéxpt xou T 14 sec. E&ioov wkavomomrtikd mpoPAémetal kol o puOuog
ATOTOVAOONG TMV VIEPTIECEMV UETA TO TEPOS TNG OVVOLIKNG QOPTIONG, EOIKE Yoo TNV
nepintwon 6mov Lo = 750. EmumAéov, elvar eppovég mmg o ovt) v katnyopio
TPOPAAUOTOS T TPOGOUOI®MON TOPOVCIALEL CLYVOTEPEG KOl EVIOVOTEPEG  OYMEG
SOTOMKOTNTAG GTNV YPOVOIGTOPia TOL Fu, Wtaitepa Yo TNV Tepintwon émov Lo = 75000
omwg Ba cuin el TapakdTo.

> ovvéyew, oto Xynqpote 16y kot 168 yivetor ocvykpion HETAD NG TEPAUATIKA
petpovpevng (Zympa 16y) kot e apOuntikd tpofrenduevng (Zymqpo 160) ypovoictopiog
optlOVTIOG EMTAYLVONG OTNV EMPAVELL TOV EJGPOVE KOl CLYKEKPIUEVA 0T BEom TOL
emrayvvoloypdeov AH3 otov dafova cvppetpiog tng owdtaéne. Kot mail, n xoKKvn
ypapp oto ynpa 1606 avtictoyei oty mepintmon g Pabduovounuévng tipung tov Lo =
750, evdd ) pmhe ypappn oty mepintwon tov Lo= 75000. Xe yevikég ypoppés, n cvykpion
TEPOAUATIKOV KOl APIOUNTIKOV OTOTEAEGUATOV EIVOAL TKOVOTOTIKN Kol Y10l TIC dVO TIUEG
™G TapapéTpov Lo. E1dkoTEPQ, TOGO TO TEWPUUATIKA ATOTELEGHOTA, OGO KOt 1] ApIOUNTIKY
Tpocopoimwon dev  KOTOAYoLV o€ TANPN omOcoPecn TG EMTOYLVONG UETA TN
pevotonoinon. To yeyovog avtd opeihetol oty VTOPEN AYUOV SUGTOAKOTNTOS, TOL
odnyovv o€ UIKPOTEPEG MEGES TIMEG TOL AOYOL Fu, CLYKPITIKO UE TO TPOPANUA TNG

oplovtiog otpmdong mov mapovsiaotnke oty Hapaypago LA, pe Tic aypég va etvon
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HeYoADTEPES Yio TNV avaivon pe Lo = 75000. Avtd €xel o¢ amotéhespa tnv TpoPieyn
QLUOV e PEYOADTEPES TILEG EMLTAYLVONG Y10, TV avaivon pe Lo = 75000.

eipaya — Tmpooouoiwar - L, = 750 (BaBuovdéunaon) — mpooouoiwon - L, = 75000
1.0 P5 @ P7 ®
1.25 }—z=~-1.50m| ! ! | | z=-5.00m]|

0 10 20 30 [} 10 20 30
0.40 Xpovocg (sec) Xpovog (sec)
’ (v} (®)
0.20 I~ — {
3 0.00
@©
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_0.40 1 I 1 I 1 I 1
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2ynqua 16: Xoykpion mepouotik@y 0edousvmv kol opiOunTikng mPOooUoIlwonS Tov
wepouarog povyokevipiaty No. 2 tov mpoypauuatoos VELACS e opovg: (@), (b)
XPOVOIGTOPIOS OVOTTOGOOUEVOD AOYOV VIEPTIECEWY Ty, (7), (0) ypovoiotopiog opiloviias
EMTOYVVONS Kol (€), (01) ypovoiotopiog Kol TEAKOV TIUDYV TAEVPIKOV UETOKIVHOEMV.

Hepopotina dedouéva amd tovg Taboada and Dobry (1994b).

Téhog, ota Zyfqpoata 16€ kot 1667 yivetol cOYKPLON TEWPAUATIKOV KOl aplOUnTIKOV
OTOTEAECUATOV GE OPOLG OVATTUGGOUEVNC TAEVPIKNG UETOKIVIONG TNG KEKAUEVNG
OTPOONG. ZuyKeKpEvVa, oto Zynpe 16 mopovcialetal n ypovoictopio TG TAELPIKNG
petakivinong onpeiov 6to Katdvtn cbHvopo Tov Kavvapov emi TG £3AQIKNG EMLPAVELOG,

OTm¢G Katoypdenke omd to peTpnt petatomong LVDT3 ko 6nwg mpoPrénetor and Tig
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ap1OUNTIKEG avaADoelG. Ze avTioToryio Pe TNV £0¢ TOPU TAPOVGINCT), 1 KOKKIVY YPOUUN
avTIGTOKEL TNV TEpinTmon ¢ fadpovounuévng Tiung Tov Lo = 750, v ) umhe ypopuun
oV mepintwon 6mov Lo= 75000. H cucomdpevon mAevpikng LETATOMIONG EIVOL TPAKTIKA
YPOUUIKT LE TO YPOVO UE fACT TOGO TO TELPOLOTIKA, OGO KO TO OPIOUNTIKA OTOTEAEGLLOLTOL.
Xty mepintmon tov opbd Babpovounpévou Lo, 1 cOYKpion eivat 1d104tepa IKOVOTOMTIKY.
Avrtifeta, oty mepintwon 6mov Lo = 75000, vmdpyet por cagng LIEPEKTIUNGON NG
petokivnong. H vmepektipnon ovt) mpoépyetal omd TNV eViovOTeEPT GLGGHOPEVLOT
SWTUNTIKOV TOPALOPPOCEDY LETA TNV OPYIKT PEVCTOTOINGCT AOY® TNG LEYOADTEPNG TIUNG
0V Lo. Evaapépov, axoun, mapovcidlel To yeyovoc Tmg, GOUP®VO LE TIG XPOVOIGTOPIES
TOL AOYOV Iy KOl TNG EMLTAYLVONG, 1] OLPOPOTTOINGT GTIV OTOKPIoT) LETAED TV 6V0 OVTMV
avOADGE®V EEKIVA VAL YIVETOL ELPAVIG OO T XPOVIKN OTIYUN ToV = 2 Sec Kot £netta, 0TV
oniadn ovpowvo pe to Zyfqpote 16a ko 16B exdniddnke n apykr pevotonoinon.
SoumAnpopoatikny yio v emoinevon tng pebodoroyiag eivar ko m Asttovpyict TOL
Yympotos 166T, OOV 1M CUYKPIOT TNG AVOTTVCCOUEVNG LETOKIVIONG TEpLopileTan og Eva
OTLYHOTLTO TG YPOVOICTOPLOG KOl GUYKEKPLUEVA OTN XPOVIKN oTiyun tev t = 12 sec, dtav
N eMPBAALOLEVT] GEIGUIKT POPTION £xEL TAEOV e€acbevioel. Méow avTig TG Tapovsioong,
ovykplon o€ yiveror pdvo 6To onpeio Kovtd oty EMPAvED TOL €0APOVE, OALL oF
oAOKANPN TV €da@ikn otpion (oe Pabn z = -0.50, -2.50, -5.00, -7.50 m). Kot €dm,
QOIVETOL TOG Y10 TNV TEPIMTOOT TOL Pabuovounuévov Lo= 750, 1 cOYKPION TEPAUATIKOV
Kol OplOUNTIKOV OTOTEAEGUATOV €1Vl IKOVOTOMTIKY HE TIS aplOpNTIKEG TIUEG v
aKOAOLOOVV Ll TTO YPOPLIKY KaTovOoun He To BAB0C oe oyéon L TIC TEPAUOTIKEG, EVA
otav Lo= 75000 vrapyel vIepeKTiUnon T@V LETATOTICE®MV o OAa Ta fAOT.

Me Bdaon Tig mapomdve cvykpicels mpokvmtel, 6Tl M opbn Pabuovounon g
napapéTpov Lo eivar avaykaio yio v akpipn Tpocopoimon g e50gikng amokpiong, Otay
N 01€yepon 00MYEl 6 PEVGTONOINGT, Kol UdAoTa vopic. Ao Tnv dAAN, yivetal cagéc 0Tl
N neydan vrep-extipmon (xkotd 100 popég) g mapapétpov Lo 0dnyel o cuykpitikd capdg
KPOTEPT VAEPEKTIUNGN TOV HETATOTMICE®Y, 1 TOV OIYUOV OlGTOMKOTNTOS KOl
EMTAYVLVONG. LUVEM®MG, 1 TPOCOUOIMGT TNG GLGGMPEVCTG TOPUUOPPOCEDY LETH TNV
OPYIKY] PEVGTOTOINGT EVOL LI YPNOIUN KOTAGTATIKN 10€0, aALA deV Bempeital kpioiun og

TPOPANLOTA GUVOPLOKDV TILAOV, OVTNG TNG KATNYOPING TOLAGYLGTOV.
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I'. Zaiopkn amdkpion cvotiportog afadovg Oepeliov — pEVOTOTOM GOV £3GPOVS

g 0T TV TOPAYPOPO AEIOA0YEITOL 1] IKAVOTNTO TOV TPOGOUOLMLOTOS VO TPOPAETEL TNV
OEIGLUKT] ATOKPLoT) cLGTH TG afaBolc Bepedinwong — peuatomooitov £dapovs. I'a tov
oKOmO AV TO aS10TOONKAY T SEGOUEVA GO T TEWPAUATO PVYOKEVIPIOTY TNG S0KIUNG No.
12 tov mpoypappoatoc VELACS (Carnevale and Elgamal, 1994; Farrel and Kutter, 1994;
Krstelj and Prevost, 1994), ka0dbg kot avtd omd avtiotoya mepauata omd tovg Dashti et
al. (2010a; b). Kot o1ig 600 c€1pég MEPAUATOV ¥PNOILOTOMONKE (OG PEVGTOTOU|GILO
€dapoc M auuog Nevada, evd 1 €100m010G S10POPA TOVC £YKELTAL 6TO OTL €V OTN
nepapotiky  odratn tov VELACS 10 Ogpého  edpaletar emi  opodpopeng
PEVGTOTOGIUNG oTpmong, otn dwdtaén tov Dashti et al. (2010a; b) to edapikd Tpopid
Kato omd to Oepélo amotedeitan and 600 oTpdoelc ¢ dupov Nevada oe dlopopeTikég

®OCTOGO TIES GYETIKNG TuKkvOTNTAG Dr OV avéloyo T0o Kaf1oTovV PELGTOTOMGIHLO 1) UN.

I'l. Ogpéhro emi opoOOPOPPNS PEVGTOTONGLUNG EOAPIKNG OTPAOCG

Apywd, agoroyeiton M amOKPICT] TOV TPOGOUOIMUOTOS GUYKPITIKA LE TO TELPOUOTIKA
amoteléopata g dokiung No. 12 tov mpoypdaupatog VELACS. H didtaén e dokiung
Kol NG opyavopétpnong mapovcstdloviar oto Xyfqpoe 17a. Tlpodkeitor vy o otpmdon
aupov Nevada méyovg 6 m, o€ 3100TAGELG TPOTOTHTOV, HE GYETIKN TuKvOTNTa Dr = 60%),
1N omoia emtkoAvTETOL AT o oTpmdot) tvog Bonnie wayovg 1 m. O vdpo@opog opiloviog
Bpioketan og amdotaon 1 M wéveo amd TV 6TP®OCN TS A0S Mo AKOUTT KOTAGKELN
TETPOYOVIKTG KATOYNG, Le VYOS 160 pe 4 M kou whdtog 3 M Bpioketon OepeMopévn oe
BaBog 0.50 m kdtw amd T SETPAVELD TOV CTPOGEMY GLLOV KOl TAV0G, emPBAAlovTag Lo
taon é6paong ion pe 150 kPa. T T dwdtaén g dokung ypnoomombnke doyeio
Grapmtov toyopdtov (rigid box) kot emandnke euyokevtpiky emtdyvvon 100 g. T
TOV KOPESHO TV EGUPIKOV VAK®V Yp1oipomondnke vepo. Kabwg n cuykekpiuévn dokiun
ekteEMéotnke and Tpio dpopetikd Tavemotnuokd epyaotipio (Carnevale and Elgamal,
1994; Farrel and Kutter, 1994; Kirstelj and Prevost, 1994) moapovcidotnkay
OLOPOPOTONCELG OTI GEICUIKT O1€YEPOT PAOTC TOL EQPAPUOCTNKE OE KADOE pa amd oVTEC.

Mo v mapovoa apBuntikn tpocopoinon emAéyOnke va epapuocdei n d1éyepon Pdong
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¢ dokung oto Ioavemotiuo tov RPI (Carnevale and Elgamal, 1994) ka1 1 omoia

nmopovotdletal oto Zynqpo 17p.

ceiaikn difyepan Baong

A B
0 2 4 6 8 10 12

Guptog Nevada i t (sec)
y > — (meipaua) RPI
wm (a) — mpogoUoiWoN

2ynqua 17: (o) Aidzoln e doxyuns poyoxevipioty No. 12 tov mpoypauuaros VELACS kou
(B) xpovoiotopia celouxic dicyepong faons - RP1 (Carnevale and Elgamal, 1994).

Mo v mpocopoimon Tov UETOKIVICIOKOV cuVONKOV Tov emMEPOAE TO GKAUTTO
doyelo, emPAbnke n ypovoicTopiot TG GEIGIKNG O1€yEPONS TOGO 6TO OplLOVIIO KAT®
GVVOPO, OGO KOl GTO TAELPIKA KATAKOPLPO, cUVOPO TV kavvafov. Kabmg 1 empavelokn
OTPMOOT 1AV0G OEV OMOTEAEL PEVGTOMOMCIUO VAIKO, YO TNV TPOGOUOI®ON NG M-
YPOUUIKNG VOTEPNTIKNG OTOKPIONG TNG, YPNCYOTOWONKE TO ATAOVGTEVUEVO KOTAGTOTIKO
npocopoiope Ramberg - Osgood (Ramberg and Osgood, 1943) Bewpdvtag yi' avt) v
OTPMOOT TOYLTNTA S1Ad0CNG SUTUNTIK®Y KuudTtev ion pe 60 m/sec yio T Pabuovounon
OV €AOOTIKOD PETPOV Sdtunong kot PabUoVOU®VTOS TG VTOAOWTEG TOPAUETPOVS TOV
GULPMVO UE TIG KAUTOAES OTOUEI®ONG TOV HETPOV ElacTiKOTNTOG TV Vucetic and Dobry
(1991) yio éva deiktn TAaoctipotntog Pl = 15%.

H katackeun Tpocopoimdnke ¢ GKOUTTO EANCTIKO GTEPED GO, OTWS PAIVETOL
o010 Zynpa 17a, Ocopdviog TIg EAMUCTIKEG TAPAUETPOVS TOV AAOVUIVIOV (EAUCTIKO HETPO
ditumong ico pe 29-10° kPa kot ehaoTIKO HETPO OYKOUETPIKAC TOPOUOPPOONG (G0 e
39-10°kPa). A6 TV STy TOL 1) aptOUNTIKY 0VEALGT TPOYUATOTOMONKE GTO SSIAGTATO
x®po (2A), 0OVOCTIKA VIO GLVONKES EMIMEONG TOPAUOPPMOONG, EYIVE KATAAANAN
TPOGOPUOYTN TNG EMPAALOUEVIC TAGNC GTO £00.(POC Amd TO BEUEMO, MOTE Vo AneBel vIToOYY
N tpwtdotarn Katavoun (3A) tov Tpaypatikod TpofAnpatog. AkolovddvTog Ty TpoTao™
tov Popescu and Prevost (1993), n omoia éxet epappocbei Eava ot BipAoypoeio yio thv
TPOGOUOIMGT TOL GLYKEKPLUEVOL TpoPfAnuatoc amd tovg Andrianopoulos et al. (2010a),

Kot epappolovrag t Bewpio tov Janbu et al. (1956) yia tpocappoyn eoptiov Beperiov og
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16000vapo poptio Bepelormpidag, vroroyionke 1wodvvoun emPaildpevn taon ion ue
120 kPa. Ocov apopd TV LVI0OETOVUEVN T GUVTEAESTT SLOTEPATATNTAG, AKOAOLONONKE
1 31 cvAAoYIoTIKY OTtLG TEptypaenke oty Hapaypago IILA, Ocwpmdvtog opmg tiun K
= 5-10° - 5.5:10° m/sec ywa dupo Nevada pe Dr = 60% vrd cvvOfkeg 1 g. Emopévaoc,
TEMKN T TNG OUUDOOVS OTPMOOTG, EMELTO. ANO TPOGOUPUOYN Yo TIC GLVONKEG
puyokévrpiong (100 g), mpoékvye ion pe 1.25-10° m/sec. Kotd T° dAka, oxolovdidnke
akpipog n O apBuntiky pebodoroyia, OTMOC TEPLYPAPNKE YO TO. OVO TPONYOVLEVO
TPOPANLOTO GUVOPLAKDY TIUDOV.

Emnpdobeta, mépav g oavéivong pe T pebodoloylo GVTILETOMTIONG TNG
«omeporovrions» (overshooting) g oyéong tdong-rtopapudpewong (avéivon avopopd,
ue EE. 27 xou 28), e€etdotnke Ko pio Se0TEPT TEPIMTTMOT KATA TNV OTOI0L 1] GLYKEKPLUEVN
pebodoroyia dev givan gvepyomomuévn. ‘Etot, oto Zyfqpo 18 yiveton n aoldynon g
ap1OunTIKnG pebodoroyiog LECH GUYKPIGEMV E TO, TEPAUATIKE OEOOUEVO. ZVYKEKPIUEVA,
ota Xynpato 18a wor 18B ovykpiveton m mepopatikd peTpoduevn ypovoictopio
avamtuéng Adyov VIEPTIEGEMV TOP®V Fu = AUlove pe TV aplOunTikd tpoPrenduevn amd
TO TPOCOUOIMUA. XVYKPIGELG TAPOLGLALOVTOL EVOEIKTIKA Y10 TIG dV0 BEGEIS TV UETPNTMV
mécewv topov P2 (Zyfqna 18a) kot P4 (Xympa 18p), mov sival tomobetnuévor og Pabog z
~-4.0 m and TV eMPAVELR TOL E6APOVG, €L TOL AEova cuppeTpiog TG Bepelmong Kot
010 eAevBepo medio avtioToro. Me KOKKIVEG YPOUUUEG TOPOVGLALOVTOL TO ATOTEAEGILOTO
™G apluNTIKNG OVOALONG HE EVOOUATOUEVI] TNV TPOOVOEEPDEICH KATOOTOTIKN
pebodoroyia, evd pe UmAE YPOUUEG TOPOVOIALOVTOL TO OMOTEAEGHATO TG AVAAVONG OTAV
vt eivar amevepyomomuévn. Ol ouykpicelg TeptAapPavouy TEPAUOTIKA ATOTEAECILATO
HOVo amd TIC OOKIUEC QUYOKEVIPIOTH OTILS OMOIEC EQPUPUOCTNKE OVTIGTOLYN GEICUIKN
SEYEPOT LLE QTN TNG APOUNTIKNG AVAALGNG, KOl CLYKEKPIUEVA OVTA TG doKUnG Tov RPI
(Carnevale and Elgamal, 1994) ka1 tg dokyng No. 3 tov UCD (Farrel and Kutter, 1994).
H chykpion Tov TEPAUATIKOV OTOTEAEGUATOV KOl QUTOV TNG VIAVOTG OVOQOPAS Elvat
OPKETA IKAVOTTOINTIKTY. ZVYKEKPIUEVA, Yl TN €M TOL peTpnTh TEcemV Topwv P2 (Zympa
18a) mpoPArémetan younin péytotn tun Aoyov ru = 0.25 — 0.30, 1660 Kotd T dokiun 660
Kot opBd amd v apduntikn avaivon. Avtifeta, otn 0Eon Tov pETPN T TECE®V TOP®V
P4 (Zyqpo 18B) npofAémetor vynAdtepn HEYIOTN TN AOYOV Fu TOGO KOTA TN dOoKIUT, OGO

Kol opBd amd v apBuntiky avdivon. H oxeddv apuovikn dlokvpover tov Adyou Fy
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GUVOPTICEL TOV YPOVOL GE AT TN BEoT, ONTC TPoPAETETOL ATd TNV APLOUNTIKY AVAALG,
Oewpeitar OTL TPOEPYETAL OO TIC GVYKEKPIUEVES CLUVOPLOKES CLVONKEG TOV EYOLV EMPANOEL

0T0 TAEVPIKE GHVOPO TOL KAVVAPOL Y10l VOl TPOGOUOIDGOLY TO AKAUTTO dOYELO.

1.50 P2 @ P7 B
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Zynqua 18: Xoykpion mepouotik@v dedousvov kol opiOuntikng mPoooUolwons Tov
repouarog povyokevipiaty No. 12 tov mpoypouuotos VELACS e opovg: (@), (b)
XPOVOIGTOPIOS OVOTTVGOOUEVOD AOYOV VIEPTIECEWY Ty, (V), (0) ypovoiotopiog opiloviiag
ETTOYVVONS Kal (€) ypovoiotopios kabilnons e kataokevns. Ilsipauotind dedousve amo

tov¢ Carnevale and Elgamal (71994) xou Farrel and Kutter (1994).

Emniéov, ouykpion yivetor Kol avAaUeso oTig 0V0 aplOUNTIKEG OVOADCELS - LE Kol
YOPIG EVOOUATOOT TNG HEBOSOAOYIOG YIOL TNV OVTIUETOTION TNG KDTEPOKOVTIONS» TNG
OYE0NG TACG-TOPAUOPPOONG. LE YEVIKES YPOUUES, Ol SPOPES GTOL ATOTEAECLLATO TOV
Vo avarvoemv og 0povg Fu (Xympata 18a kot 18B) dev sivar peydiec. Qotdco, ota TpdTA
devtepoienTa TG d€yepong (T.y., Eog t = 3 sec) n avdAvon yopig TNV EVOOUAT®OON TNG
ovykekpévng pebodoroyiog (Umhe ypopun) TpoPAEnEl EAAPPDOG UEYOAVTEPES TIUES lu.
Avt 1 tdon umopel va amodobel oto OTL o1 cuveyeic (UN OVOUEVOUEVEG) OVTIGTPOPES

QOPTIOV KOl GUVETAKOAOVOES AVOVEDGEIS TOL TAVLOTY Tlini O0TOV 1 pebodoroyia elvor
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OTTEVEPYOTONIEVT], OEV EMTPETOVY TNV OTOUEIMOT) TOV EANGTIKOD HETPOV OLATUNONGC LECH
NG UN-YPOUUIKOTNTOG TTOV TTopEyEL N oxéon Tov Ramberg-Osgood (Ramberg and Osgood,
1943) omv omoia vreGEPKETOL 0 OPOG Fini, LE OMOTEAEGHO KOL TN UN-OMOUEI®ON TOL
elaoTikoy pETpov 160Tpomng ovumieong Ki AvtiBeta, oe petoayevéotepn ¢@dorn ng
d€yepong (Y t > 3 sec) o Adyog vrepmieong Twv TOpwV ru 0Tov 1 pebodoAroyio avt eivon
aVEVEPYN, TOPOLGLALEL OTOOWKY TTAGCT, YEYOVOSG TOL GLOoYETIleTOl e TV avENUEVN
S0l TOAKOTNTO TOV TOPOLGLALETOL GTO TPOPAN A, OTWS cLINTEITOL GTI CLVEYELD.

Y10 Zynpota 18y kot 186 yivetar cuykpion petald TG TEPOUATIKA PLETPOVIEVNC
(Zympo 18y) kot g apBuntikd tpofremopevns (Xympe 188) ypovoictopiog optlovriog
EMTAYLVONG OTNV TEPLOYN KAT® oamd T0o OeuéAo kol ovykekpipuéva otn 6éon tov
emtayvvoloypaeov AHB otov d&ova ovupetpiog tov Bgpeiiov. Kot moit, n kdkkivn
ypappq oto Xympoe 180 avtictoyel omv mepimtwon mov n pebodoroyio yuoo TV
OVTILETOTION NG  «DTEPAKOVTIONS»  TNG  OYEONG  TAONG-TOPAUOpemonG  €livol
EVEPYOTOMUEVT], EVD 1| WITAE VPO TNV TEPITTOOT OV givat avevepyn. Ta TEWPAPATIKA
aroteléopata oto Xyfqpa 18y mpoépyovtar amd tn dokun tov mavemiotnuiov RPI
(Carnevale and Elgamal, 1994), kabm¢ givar ta. pova dabéoiua 6e dpovg emitdyvvong.
Metd amd obykpion, ivor eoavepd TOG TOGO TO TEPAUATIKA, OGO Kot To aplOunTiKd
ATOTELEC AT OEV TOPOVGLALOVY AOGPREST TG EMTAYLVONG KAT® OO TNV KATOOKELY,
YeYOVOG TOv amodideTal ot Un-pevotonoinon tov €ddeovg. Or péyioteg Tipég (Tomv
aUUmdV) ot YPovoicTopio. NG EMTAYLVONG, OTMG E£YOVV KATOYPOPEL TEIPOUUOTIKA,
npoPAémovtol amd TV apldunTikn avdivon apketd kavomomtikd. Kot moit, tapatnpel
KOVElG Twg, Katd Tn ogvtepn @dom g o€yepong (I > 3 sec), n avdivon pe v
ATEVEPYOTTOMUEVT] LEBOSOAOYIO AVTILETMTIONG TNG KOTEPAKOVTIONS» OONYEL GE EAAPPDG
LEYOAVTEPES TIUES EMTAYLVONG, O GLUP®VID pe OG0 GLINTNONKAY TAPOTAVE®.

Téhog, oto Xynuo 18 yivetow O©VYKPION TEPOUATIKOV KOl  oplOUNTIKOV
OTOTEAECUATOV GE OPOVS AVATTVGGOUEVNC KaBIlnong TG KOTAOKELNG KOTA TN ddpKeELn
™g d1€yepons. AplOunTikd amoTeAéoHaTo TapoLolAlovTal Le Kol Y®pig TNV EVOOUATMON
m¢ zmpoavopepbeicac pebodoroyiag, pdvVTOC TN YVOOTH £0C TOPL  YPOUUTIKY
dwpoponoinon. Kot yio avt tn chykpion, To TEPUUATIKG OTOTEAECUATO TPOEPYOVTOL
povo amd TIG OOKIHES QUYOKEVIPIOTH OTLS OMOIEC EPUPUOGTNKE OVTIOTOLYN| GEICUIKN

O1EYEPON LE QLTI TTOV EPAPUOCTNKE GTIV OPLOUNTIKT AVAALOT, KOl GUYKEKPIUEVA QLTE TNG
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doking tov RPI (Carnevale and Elgamal, 1994) kot g dokiung No. 3 tov UCD (Farrel
and Kutter, 1994), kot’ avtiotoryio pe ta Zynporto 18a kot 18p. H obykpion sivat, yevikda,
IKOVOTIOMTIKT] KOl GE€ GUUOP®VIOL HE To €V AGY® Zynpoto. ZVYKPIvOvTog Oply®ds To
opOunTKd omoteAéopato HETAD TOVC, TPOKVMTEL TG OTAV OV €QPAPUOLETOL M
pefodoLoYio AVTILETMOTIONG TG KDTEPAKOVTIONS) TNG OYEONG TACG-TOPAUOPP®ONG (LUTAE
KOUTOAN) 0 puOUdc cuccmdpevons g kabilnong vrepekTHATOL KOTA TN SIUPKELD TNG
oYVPNG PACTG TNG O1EYEPOTG, LLE OTOTELEC LA EAAPPDOG LEYOADTEPT TEAKT TN KaBilnonc.
H tdon avt mapovoidletorl mo évrovn oy Tpdtn edon g diéyepong (t < 3 sec), 6mov,
ocvppava pe to Xyfqpote 18a ko 18P, emkpatodv kot cuykprtikd VYNAOTEPOL AdYOL Iy,
EVAD GTN GLVEYELD O PLOUOG CLCOHPEVONG LEUDVETAL OTUOVTIKE. ATOTEAEGLO CLTAC TNG
avénuévng Taong yo kabilnon kot g peyardTepNg TEMKNG TIUNG TNG, €lvar 1 avénpévn
SOTOMKOTNTA GTNV TEPLOYN KATW® OO TNV KOTOGKELT] KOL 1) AVTIGTOLYOVCH LEUDUEVT TN

TOoL AOYOL VIIEPTiEON G TV TOP®V oTo Xynpato 18a ko 18p.

I'2. Ogpéhro emi dioTPMTOVL E0GPOVS e PEVGTOTOUGLUT] CTPAOCT
>t ovvégela, afloloyeitar 1 AmOKPION TOL TPOGOLOUDUOTOS OCULYKPITIKA HE TO
anoteléopata SoKiung euyokevipiot T3-50 and ) oepd nepoudtov tov Dashti et al.
(2010a; b). Zvykekpéva, emAéyOnke n Sudton mov omekoviletar oto Xymfua 19a.
[Tpdkertar yio £va €aPKO oYNUATIOUO TOV, GE OOOTAGELS TPOTOTVTOV, OTOTEAEITAL OTTO
uio otpdon péong mokvotntag (Dr = 50%) aupov Nevada méyovg 3 m, 1 omoio vépkettat
Lo otpdong oAb Tokvig dppov Nevada (Dr = 85 - 90%) mayovg 21 m. H otpdon péong
ToKVOTNTOG 3 M, emKoAvnTeETOL 0o pio 6TpdGN Tukvig dppov Monterey (Dr = 85%)
néyovg 2 M, evd o vdpoPdpog opilovtag Ppicketar oe faBog 1 M amd v empaved TOV
eddpovg. H ev Adym doxun mepilapPdvel 3 TOTOVC UETOAMK®OV KOl GAOLLIVEVIOV
KOTOOKELOV SUPOPETIKAOV O100TAGE®V Kol EMPAALOUEVOV TAGEDY £3pOONS GTO £60POC,
TOTO0ETNUEVOV €L AKOUTTOV TAOKOV OepeAloNG Kol G€ ETAPKAOS UEYAAES OMOGTACELS
UETOED TOVG, DGTE VO UMV OAANAETIOPOVV KOl VO LITOPOHV VO TPOGOUOI®wO0DV aptfunTikd
ave&aptnto (Dashti and Bray, 2013).

Ed®, n opOuntik| mpocopoimorn emkevipoveral oty kataokevny BL. H
OLYKEKPIUEVT KaTOoKELN TPOooeYYilel TNV amdkpior evog povoPduiov tolavtmt Hyoug

5 m, BepehMmpévov ent TAdkog Oeperlioong TAdtovg B = 6 m kau prkovg L = 9 m, n omoia
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etvan eykipoticpévn oe PBabog 1 m and v emedvea gvtog g aupov Monterey ko
emParrel 6to £dapog taon £opaong 80 kPa. T ) didtaén ypnoorombnke gvKaunTo
doyeio (laminar box) kot emPAndnke uyokevpikn emrdyvvon peyébovg 55 g. Ta tov
KOPEGUO TOL €00LPIKOV VAIKOV ypnoiponomdnke KatdAAnio vypd pe Emoeg 22 @popég
HEYOAVTEPO 0O aVTO TOV vEPOD. Ol HETPNOELS TOV TTEPAUATOS EYIVAV LE GEPA OpYavmV
TomofeTNUEVDV EVTOG TG O1dTagng, kdmota amd ta omoia mapovsidloviol oto Zyfque 19a.
H emPBoiidpevn ypovoictopia ceicpkng oeyepons (Zynpa 198) ot Pdon g dwdtadng
amoTeELEL Lo KAMPOK®PEVT EKOOYN TNG SLVIGTMOGOG 6T dtevbuven Boppd—Naotov og fabog
83 m and v katoypaer oto vioi Kobe g lortwviag, kotd to oeiopo tov Kobe to 1995,

pe péyrotn emrdyvvon 0.15g.

6m
LT
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J 3m
EEES S TR B s )
0.2
0.1
_
&
21m" '
m .01
D I O A4
0.2 1 1 1 1 1 1
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Xpovocg (sec)
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Zynqua 19: (a) Aiaroln tov Kovvafov mETEPAOUEVDY OlaPopdV Kol (B) ypovoiotopia

oelouxng owgyepong Paong (Dashti et al., 2010a; b; Dashti and Bray, 2013).

H Béon tov apBuntikod kavvapov akorovdel tnv emPBaridpevn ceEIGHIKT d1EYEPOT,
EVA GTO TAEVPIKE GUVOPQ EPAPLLOGTNKE 1) GLVOPLOKT] GLVONKN TV GLLELYIEVEOV KOUP®V,
®OTE VO, TPOGOUOI®OOVV 01 HETAKIVIOLOKOT TEPLOPIGHOL TOV gvKauTTOV doyeiov. H mhdka
Oeperioong Tpocopolddnke g AKAUTTO EANCTIKO OTEPED GO, VIOBETMOVTAG TOL LETPQL
ghootikotTag ToLv aAovuviov. H emPoaridpevn thorm ent tov €ddpovg amd TNV
vIEpKEipEVN Kataokev emPANOnke péow opowdpopeng tdong emi ¢ mAdkag. H
TPOGOUOI®GCT VT, AV KOl OTAOVGTEVTIKY), Bempeitan mmwg dev ennpedlel OLGLOGTIKA TV
amoOKPLon OEGOUEVIG TG OYETIKA LIKPNG AvynpdtnTos TS Kataokeung (.. Bullock et al.,
2019; Dashti et al., 2009; Karimi et al., 2018) kot g pkpng emidopoong g

aAANAETIOpaoTG £6GPOVC-KOTACKEVTC 6€ TPOPANHaTa pevotomoinong (.. Karamitros et
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al., 2013). EmmAéov, e€etdotnke 1 mbavn avaykn yio amopeioon e emPairopevng
Tdong AOY® TPOGOUOImONG £VOG TPLOLGoTOTOL TPoPApatog (3A) og dididotarto (2A). Me
Bdaon tn pebodoroyia Twv Janbu et al. (1956) mov ypnopomomdnke Kot 6to TpOPANLL TG
Hapaypagov IILIT'1, népa and T1g SOCGTACELS TNG KOTACKEVNG, GTOV VIOAOYICUO TOL
OTTOUELMTIKOV GUVTEAEGTI VIEIGEPYETOL KOL TO TAYOG TNG CUUTIEGTNG OTPMONG KAT® 0Id
10 Begpélio, Omov avapévovtat vo ekdnAmBovv ot kailnoelg katd T eOpTIoN. LTO TAPOV
TPOPANUO, KAT® amd To Bepédio PpiokeTor pio oTpMOCT PEVCTOTOMGIUNG GUUOV HEOTG
mokvomtog (Dr = 50%) kot and ket kot KAT® o 6Tpdom ToAD Tukvig aupov (Dr = 85 -
90%) mov dgv avauévetar vo. peuotomom et (BA. dopopd oty avioyn oto Tyfpa 108).
Agdopévou Tov pKpoD Tayovg (cd amd 1o TAATOC Tov BeUEAioV) TG PELGTOTOUCIUNG
OTPMOONG, TOL OMOTEAEL KO TN CUUTIEGTH] GTPMOT] OTOL OVOUEVETOL VO avorTuyDel To
CUVTPWTTIKG HEYOADTEPO TOGOOTO TV KOO NoE®VY, N ©G Aved HeBOIOAOYIN VTOJEIKVIEL
MG OEV OMOITEITOL TPOKTIKG omopeiwon Tov emPailopevov @optiov. Emonuaivertal
emiong 0tL N dppoc Monterey mpocopoidOnke Kol oV LE TO VEO TPOGOUOIMLLA, TO 0010
Babuovounbnke pe Baon ta epyacTnplokd amoTEAEGUATA AVOKVKAIKTG OpTiong Twv WU
et al. (2004), kot o1 TopaueTpot Tov ypnoponomdnkay eoivovior otov Mivakae 2. Ocov
aQOPG OTNV TU TOL GULVTEAESTH OlOMEPOTOTNTOS TOL YPNOULOTOMONKE KOTA TNV
aplOunTikny avdivon, akoAovOnonke 1 101 GLAAOYIOTIKY OTMG KOl GTO TPOTNYOVUEVQ
TpofAnIaTa AUPAvVOVTaG LITOYLY T SOTEPAUTOTNTO TV EOAPDOV LETPOVIEVT GE CLVONKEG
1 g (k= 610" m/sec yio T péong mokvotnrag dpupog Nevada, k =2.25 - 10”° m/sec yio tnv
mokviy Gupog Nevada, k = 5.29 -10* m/sec — yio v mokviy duppo Monterey) kon
euyokevtpikn emtdyvvon (55 g). EmmAéov avtdv, 6To cuykekpluévo mpofinua Aneonie
VIOV Kot TO aLENUEVO, KATA 22 pOopES, 1EDOEG TOV VYPOV TOV TOPWV GE GYECT) LE OVTO
1oV vePoL. Emopévac, ot TEMKEG TIHES TOV GUVTEAEGTI SLOTMEPATOTNTOG Y10 TOL EMUEPOVG
VAMKA TTpoékuyay TOALOTANGLALoVTOC TIC HETPNUEVEG TIUEG o€ ouvOnkeg 1 g eml évav
ouvvtedeoTn 160 pe (55/22) kot otn cvvéyela dStoupavtag ot 4, dote va Anedodv vTdyv ot
TEPLOPIGHOL GTN POT| TOL VLYPOV TOV TOP®V KATA TN dbpKeln TG puYokéEvTplone. [Iépav
avTOv, akolovdnOnke 1 101 apBunTikny peBodoroyia, dmwg meprypdenke yio Oho To
TPOTNYOVUEVO TPOPANLOTO. GUVOPLOKDV TILMV.

Y10 Zype 20 yiveton aloddynon g apBuntikng pebodoroyiag pécm cuykpicemv

LE TO TEWPAUATIKG dedopéva. Xvykekpluéva, ota ynuate 200 kot 20 cvykpivetal n
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TEWPAUOTIKA HETPOOUEVN YpOVOicTOpicn AOYoV VIEPTIEGEDY TOPOV Fu = AUlove pe TV
aplOpnTiKd TpoPAeTOUEVT OO TO TPOGOUOIMUO. XVYKPICELS TOPOVGLALOVTL EVOEIKTIKA
v TG 800 Béoelg TV peTpnTtov miEcemv topav P16 (Zynpa 20a) kot P17 (Zyjpa 20p),
7oV givort TomofeTnéVOL 6TO Gve Oplo NG pevcTtoroiolung dupov Nevada kdtom arnd to
Bepélo ka1 6to KAT® Oplo TG pevotomooung aupov Nevada oto eledbepo medio,
avtiotolya. Xe YEVIKEG YPOUUES 1| CUYKPLOT €ival IKAVOTOINTIKY), L€ TO TPOGOUOI®U Vol
TPOPAETEL GOOTA TN UN-EKONAMGCN PEVCTONOINONG OTNV MEPLOYN KAT® amd 10 Bepédio
(P16), kabmg kot TNV avamrTuén Kat, 6TH GLVEYELD, TNV OTOTOVIOGT] TOV AGYOV VIEPTIECEMV
ri oto eievbepo medio (P17). ‘Emerra, yiveror ocOykpion HETAED NG MEPOUOTIKA
petpovpevng (Zympa 20v) kot e apBuntikd tpoPrenduevne (Zyfqpe 200) ypovoictopiog
op1LOVTIOG EMTAYVVONG OTNV TEPLOYN KAT® OO TNV KOTOGKEVT] KOl GUYKEKPLUEVO 6TN OEom
Tov emroyvovioypaeov AH14 otov d&ova ovppetpiog tov Bgperiov, evtdg g péong
nokvotntog aupov Nevada. Kat €dd 1 ohykpion givat apkeTd KaAn, LE TO TPOGOUOimUa
opBd va punv mpoPAénel TANPN amdcPecn NG emTAYLVONG, KAONDS dev €xel eKONAmOET
PG pevotonoinon. Avtiotorya, oto Xyque 20g cvykpivetor 1 TEPAUOTIKA
peTpovpevn kot m aplBuntikd mpofiemopevn ypovoictopio Kabilnong e KoTacKELNG
Katd TN owdpkew g Ow€yepons. Ta  aplOunTiKd  omOTEAEGUOTO  GLYKPIvOVTOL
IKOVOTIOUTIKGL [LE TO TEPAOTIKA, EOKA KATA TN @don g 1oyvpng oéyepong (€og t = 10
$ec), LE TO TPOGOUOIMU, OGTOGO VO VITOEKTILA EAAQP®G TNV TEAIKN KaBilnon. Télog, oto
Yyqpoe 200t mopovotdleTor 0 pNYAVICUOS TOPUUOPP®ONS TOL €0GPOVE HECH TOL
TOPOUOPPOUEVOL KOVVAPOL e €MIBECT IGOKOUTVAMDY GLUGGMPEVUEVNG OLOTUNTIKNG
TOPAUOPPOONG, OTMG TPOEKVYE OO TNV AVAAVOT UETE TO TELOC TNG S1EYEPONG.

O uYoVIoUOg TOPAUOPPMOONG Vol SLOTUNTIKOD TOTOVL, UE TNV KATOOKELY] VO
EIoYWPEL EVTOC NG HEONGC TLKVOTNTOG OTPMONG GUpov pe petopévn avtoyn. Emumiéov,
paivetol Kabapd Tmg 0 UNyovIcUOG Kol 1] OVOTTTUGGOUEVT] TOPAUOPP®CT TTeplopilovTon
0Y€0OV OMOKAEIOTIKA €VTOG TNG OTPMONG OVTNG, OTNV OMoio.  avamTOYOnKov KAToleg
VIEPTECELS TOPWV TOL AVENCAV TEPULTEP® TN CLUTIESTOTNTA TNG GE OYEOM HE TNV
vrokeipevn Tokvy atpdon. EmmAéov, n ewdva vt emPBePordvel Tnv mapadoyn tov £yve
KOTO TNV KOTACTP®ON TNG OPOUNTIKNAG AVAALONG, Yo TO OTL 1] GUUTIEGTY GTPMOOT £ival
MPAKTIKAOG PUOVO M OTPAGCT TNG LECNG TLKVOTNTOG, YEYOVOS TOV VLIOYOPEYE T UN-

ovVOyKonoTnTo, omopeimong tov @optiov Tov Bgperiov katd T peTAPocn amd TIg
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Tpayuatikég Tprotdotates (3A) cuvBnkeg Tov mTpofAnuatog o ddtdotates (2A) cuvOnkeg

TPOGOUOIWONG.

P16 (a) P17 (B)

§ 1.00 [—----mmemmem e

0 5 10 15 20 25 30
© Xpovog (sec)

eipapa GuposNevada
_g;; TUKVOTHIas,

0.05 — | — mpodouoiwan

0.10 ——

kabifnon Bsuchiov (m)

=]
-
4]

TTukvi] dupog Nevada
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2ynqua 20: Xoykpion TEPOUOTIKOYV OE00UEVOV Kol OpPIOUNTIKNG TPOTOUOIWTNS TOD
wepauotoc pvyokevipioty twv Dashti et al. (2010b) oe dpovg: (@), (B) xpovoictopiog
OVATTOOTOUEVOD AOYOV DIEPTIETEWY Tu, (), (0) ypovoioropiog opilovTias ETITAYVVONS KOl
(e) ypovoiaropiog kabi{nons e kotookevns. (1) lookourdles cLEEWPEVUEVIS OLOTUNTIKNG
TOPOUOPPW NG KOL TOPOUOPPMUEVOS KAVVOLOS OTO TEAOS THG aplOUNTIKHG OVAAVTHG.

I'3. Zovoyn avarvcsov Yo afadn Ocpéia el €dG.QOVG HE PEVGTOTOL|GIUT] GTPDOGT)

ZOUTANPOUOTIKE, Yo KAOE pa omd TS KaTtnyopieg TPoPANUATOV TOL TEPTYPAPTKAY OTIG
Hapaypagovg HLI'T ko IILI2, extedéoTnKOY TOPAPETPIKEG AVAAVGELS PUE GTOYXO TNV
a&loAoyno” TG akpifetog Tov Tposopoldpetog (pe Ty 1o Pabpovounon Kot aptfunTiky
puebodoroyin) vo OMOTLTOVEL TNV EMOPOOT TAPUUETPOV, OT®G TO MEYEBOC Tng

eMPAALOUEVIC GEICUIKNG O1EYEPONG Kol TO TAYXOS TNG PELGTOMOMGUNG oTpwons. H
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a&loAdyN o £yve ¢ Tpog TNV Kalilnon tov Bepeiiov, dniadn To TAEOV onuavTiko péyebog
and amdYeMG EMTELESTIKOV oGOV Yewkatackevmv (performance-based design). Ou
TOPOUETPIKEG OVOAVGELS OV &yvov  TUQAL, oAAG opioBnkav pe Pdon dokiuég
(ULYOKEVTPIOTN TOL Ely0V EKTEAECTEL AMO TOLG 1010VC EPEVVNTES MG TAPOAANYEG TOV
SOKIUMV TOV TOPOVCIAGTNKOV GTIC TPONYOVUEVESG 2 TAPAYPAPOVS. ZVYKEKPIUEVA, Y10 TN
dokun euyokevipioty No. 12 tov mpoypdupatog VELACS (Mapaypagog IILI'1)
eEetdotnroy Yo TV 1010 d1dtaln oeloKéc deyépoelg 12 kiplov Kikiwov eoptiong (avti
vy 10) ko péyromg emtdyvvong amax iong pe 0.32 g ko 0.37 g (avti yw 0.26 g), evo N
ovyvotnta mapéuewve ion pe 2 Hz. Ta arotedéopata g Kabilnong and T avaAdGELS
ovykpidnkav pe avtd twv Carnevale and Elgamal (1994) ko Farrel and Kutter (1994) ywa
avtiotoyeg deyépoelg. EmmAiéov, ya ) dokiun puyokevipioth twv Dashti et al. (2010b)
ekteAéoTnKOY emiong 2 cuumAnpopatikeés dokpés. H pio avaeépetar oty idto akpipog
odrtaln pe avtv mov mapovoidotnke otnv Hapaypago IILI2, povo mov 1 KApdkwmon
™G emMPOAAOUEVNG GEICHIKY O1€yEPONG €ivol TETOWL OV VO, OVTIOTOLEL GE UEYIOTN
emrdyvvon amax ion pe 0.38 g (avti ywo 0.15 g), eved n devtepn avaivon dwtnpel ™
OEIOUIKT O1€yepon tov ynquatog 19, avoapépetor UM 0€ GTPOUOTOYPAPio. OOV TO
YOG TNG PELOTOTOMGIUNG oTPpDoNG Hiig etvor TAéov 6 M (avti yro 3 m). Ta anotedéopata
aUTOV TV OovoAvoe®v oe Opovg kabilnong Oepeiiov ocvykpibnkav pe To OYETIKA

nepapato tov Dashti et al. (2010Db).

0.3 >

3 x1.30 -

=

3 - A

3 Dasthi et al. (2010a;b) ~ VELACS No.12
' 0.2 |- S (S

B /] . ® a,=015g.H,=3m W a,-=026g
— ’I ’J

3 [ X070 A a,,=0389 Hy=3m ¥ a,,=0.32g
3 ¥ ® 3,=015g H,=6m VW a,,=0375g
30.1 — ; s

a

g B /II” ’.

'S‘ ,/”

}'g 0 T | ] | 1

x 0 0.1 0.2 0.3

kxaBi¢non BsueAiou (m) - reipapa
Zynua 21: Xoykpion TEPOUATIKDV OEIOUEVWY OO OOKIUES PVYOKEVIPLOTH KO OPLOUNTIK®V
ormoteleaudrwv kabiloewv (ofjabav) Osuclionv tAdrovs B = 3 kou 6 M exti pevaromoioiung
dupov Nevada péong oyetikng morxvornag (Dr = 40 - 85%) kou wayovs Hiiq = 3 ko 6 m, vmo
OEIGUIKES O1EYEPTEIS e uEYLoT emitdyvvon amax = 0.15 éwg 0.38 Q.
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Enopévog, oto Zyfqpa 21 mopovctdletonl GLUYKEVIPOTIKA U0 CUYKPIoT OA®V T®MV
aplOETIK®V 0TOTEAEGUAT®V 6€ Opovg Kabilnong Oepelmv pe To avTioTO 0 TEWPAUATIKA
aroteléopata amd 6 SoKIHES puyokevTploTh. H ohykpion deiyvel tkavoromtiky| akpifela

(£ 30%) oty ektipnon g kabilnong Beperiov oe KabeoTdC pevoTomoinong.

A. Xgiopikn omoKplon opdoos ToooaA®vV Ve mAgvpik eEdmimon eha@pPOg

KEKMUPEVIG PEVGTOTOUGIUNG EOUPIKIG OTPAGTG

e ot TV TOPAYPaEO AEIOAOYEITOL 1] IKAVOTNTO TOV TPOGOUOLMLTOS VO TPOPAETEL TNV
CEIGLUKT] ATOKPIOT) OPLASOG TAGGAAMY TTOL PpiokeTat o€ TePPAALOV TAELPIKNG EEATAMGONG
UG ELOPPMG KEKMIEVNG PEVGTOTONGIUNG EOQPIKNG CTPMOTG. LTIV 0VGid, TPOKELITUL Y10
[0 0oP®MS To GVVOETN €Kd0YN TOL TPOPANUATOG TOV Tapovstdotnke otnv apaypago
11.B, kabdg dev emkpatovv mAéov cuvOnkeg ehevbepov mediov Adym g vVIapéng Twv
TOGGAAWOV EVTOG TOV €£0ApOVC. ['la TNV a&10AdYN o™ YPNOUOTOONKAY TO ATOTEAEG LT,
TOV TEPALOTOS Puyokévepiong Twv Pamuk et al. (2007).

SUyKeEKPYEVE, TPOKEITOL Yot EVaV  €00PIKO GYNUOTICUO 7OV, GE OCTACELS
TPOTOTOTOL, omotereital amd pia otpmdon yoropns (Dr = 40%) dupov Nevada mdyovg 6
m, 1 omoia PBpiokeTat avapeES 6€ HV0 GTPOCELS EAAPPADS GULEVTOTOINUEVNG GOV, TTAYOVG
2 mn kdOe pia. O v3PoPOPOC opilovtag Ppicketar el TG EOAPIKNG EMPAVELNG KOL Y10, TOV
KopeoUo ypnoomomdnke vepo. o ™ odtaén ypnoomomdnke edkaumto doyelo
(laminar box) puikovg 35.5 m kot TAdtovg 17.5 M, 6€ 5106 TAGEL TPMOTOTOHTOV. LTO KEVTPO
™m¢ Suwitaéng Ppioketon tomoBetnuévn OUAdO TEGCGAP®OV TOGGAA®Y OTO TAUGTIKO,
Stapétpov D = 0.60 m kot axapyiog EI = 8100 KNm? o kabévag, cuvdedepévav pe
KEPAAOOEGLO (0yVADOTOV VAKOV) dtactdoemv 3 m X 3 m X 0.70 m oty kopven tovg. Ot
nhocarot eivor dratetaypévol g kdbeteg amootdoelc 3D peta&y Toug ko D amd o svvopa
TOL KEPAAOOEGLOV.

H 51ataén, avtictoyo pe avtyv g Hapaypagov II1.B, sival otpappévn oporoylokd
Katd 2°, ®oTe va gival EAAPPOS KEKAMUEVT Kot VTOPANONKE GE PUYOKEVTPIKT EMTAYVVON
peyéBovg 50 g. Aedouévng g ovupetpiag tov mpoPAnuatoc (Téccoeplg TAGGAAOL LUE
KEPAAOOEGLO TOTOOETNUEVOL KEVTIPIKA GTO d0YEl0 Kot EMPAAAOUEVT] CEIGLIKT JEYEPOT

Baong oe pio dievduvon), emhéyxdnke vo Tpocopotmdel 1o picd Tpdpanuo oto FLACP.



Extevig Iepidnym

Yto Zyqpotoe 220 og 22y mopovotdletar  ev AOy® (pon) dwtaén. Xtn Pdaon g
emPANONKe nuItovoedng opiloviia S1éyepon He pEylotn T emttdyyvvong ion pe 0.20 g,
ovyvotntog 2 Hz, 29 kiprov khkhov eopTtiong Kot 2 KOKA®MY GLUVOPUOYNG OTNV apyn Kot

07O TEAOG.
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Zyfua 22: Midraln e doxunc gvyokevipioty twv Pamuk et al. (2007): («) Ilpoortiki
amoyn, (P) kataxopven toun, (y) AeTToUEPEID KEPALOIETLOD

Ye yeVIKEG YPOUUEG axolovOnbnke akpiPdc M O apBuntikn pebodoroyia, Om®G
TEPTYPAPNKE Y10, TO, TPONYOVUEVA TPOPANLOTO GCUVOPLOKADV TIMV Kot BAoT avapopis TG
TPOGOUOIMONG ATOTELESAY 01 SIMAMUATIKEG epyacieg tv Tiptiris (2017) xou Paviopoulou
(2021). Oo mpémer €€’ apync vo ovagepfel TOC 6TO GLYKEKPUEVO TPOPANLO Ot
TANPOPOPIES Y10l TIG CLUEVTOTOMUEVES AUUMOELS OTPADOGELG Kot To. SOk oTotyeio elvon
OYETIKA EAMTIELG, ETOUEVMG O1 1010TNTESG TOVS, KAOMDS Kot 1) TPOGOUOImGT TOLG EMAEYONKAY
pe Pdaon Aoywkég mopadoy€s, OESOUEVNG TNG OULVOAIKNG EIKOVOS TMV TEPOUATIKOV

OTOTEAECUATOV.
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ZUYKEKPUEVO, TOGO Y10 TN GLUEVTOTOINUEVT AUUDON 6TPpOon Baong, 660 Kot yio TV
EMUPOVELOKT GLUEVTOTOMUEVT] CULULOIT) GTPMGT YPNOIUOTOMONKE ELOGTIKO TPOGOUOIMLLL.
Yotepa amd avoivoelg gvaictnciog pe yvopova tn HeTakivion g o610 TEA0G NG
di€yepong, v v otpmon Pdong to elaotikd pétpo dtdtunong G Kol OYKOUETPIKNAG
napapopeonons K Beopndnkayv ica pe 4350 kPa kou 11300 kPa, avtictorya, evéd yio v
EMUPOVELOKT] OTPACT), AGY® LEIOUEVOV VITEPKEILEVOV TAGEMV, Ol AVTIGTOLYES TIUES TV
Lkpotepeg kot ioeg pe G = 1450 kPa ko K = 3782 kPa, avtiotoya. Kot yia t1g 600 avtég
OTPMGCELG N TN TOV GLVIEAESTY] OOMEPOTOTNTOSG KATA TNV avdAvon Bewpndnke ion pe
108 m/sec, vTOVOOVTOG GTPMOGEIS GUYKPLTIKG UN-SlOmeEPUTEC AOY® TS GUEVIOTOMGTC.
Amd v dAAN, OGOV 0QOPA OTN PEVCTOMOMCIUN OTPOGCT, TO VEO TPOCOMOIMUN
Babuovounbnke ocduewve pe tov IMivaka 2 yw dupo Nevada kot emhéyOnke tun
cvvteheot Stamepatotnrag ion pe K = 8.25:10* m/sec yia Dr = 40%, cOppova pe
ovAhoylotikn towv Hapaypagwv ITLA ot ITLB.

Ocov 0popd 6TOVG TACCAAOVG Kol GTOV KEQAUAOIEGO, TPOSOHOMONKAV Kl avTOol
EMOTIKA [LE GTOLYEID GLVEXOVG LEGOV. ZVYKEKPIUEVO, YO TOL EAACTIKA LETPOL SLATUNGNG
KOl OYKOUETPIKNG TOPUUOPPOONS T®V TOUCGAAMY ETAEYONKAY TILEG AVIUTPOCHOTEVTIKEG
™G OKOUYIiog TOV SOMIK®V OTOWEI®V TOv TEPAUaTos. Ymoypappiletor edm 0Tl M
TPOCOUOIMOT TOV TUCCAA®YV PE oTOLXEID GLVEXOLG HECOV Ogv 160dVVANEL amOALTA GE
Opovg dvoKAUYIOG HE TNV OVTIOTOLYN TPOCOWUOImoT Tovg e otolyeio dokov. 'Etot, ot
EAMIOTIKEG TTOPAUETPOL TOV TOCCAA®Y TG TPOGOUOIMONS TPOSAPUOGTIKAY £TGL DGTE VO
odNyovV G€ PETAKIVION TOCCAAOL KOV LE OUTHV OV OVTIOTOLYEL GE TPOCOUOIWON U
otoyeio Sokov Svokapyiag £ = 8000 kN/m? (Pamuk et al., 2007), yia kowi| emiPoilopevn
dovaun.

Toykekpéva, Osmpridnkay yia Tovg maccdlove G = 23.56:10% kPa ko K = 31.31-10*
kPa. Axoun, Bempndnke demeaveio petald ToV TOGGAA®Y Kol TOL £04(POVG LE YOVIL
g ifon pe 36°. Avtictoyya, Yo TOV KEPAAOIEGHO (Ylo. TOV OTOI0 OEV VIAPYOVV
O€dOUEVA) Ol TOPAUETPOL TOV EAOCTIKOV TPOGOUOLDUNTOS OempnOnkav ioeg pe G =
70.68-10* kPa ko K = 93.93-10* kPa, 1516t1e¢ OV £€a6paAilovy emapkh Suckopyia yio
T0 otoyeio og oyéomn pe Tovg Taccalovg. Emiong, ot mdoocalol Kot 0 KEQPUAOGIESUOG
BewpnOnKay TPOKTIKA adlomépatot, opilovTag yi” avToHs T CUVTEAEGTT] SOMEPATOTTOG

ion pe 108 m/sec. e o6 T0 oMpsio avayvopileton Tmg N afePatdTNTO TG TPOGOHOIMONG
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OA®V TOV TOPATAVE GTOLEI®MV, TANV TNG PEVGTOMOWCIUNG OTPAOONE, EvVOL CLENUEV.
Qo1660, 1 £UEOOCT] GTI CLYKEKPLUEVT] OVOAVOT SIVETOL GTI) PEVCTOTOGIUN GTPAOCT KO
OTNV AmOKPICT] TOV GUGTHLOTOS TV TOUGCAAMY EVTOG VNG, 1| OTOi0 OEV AVOUEVETOL VOl

EMMPENCTEL CNUAVTIKA aTd TIG aBePaIOTNTEC TOL OVOUEEPONKAY TOPATAVE®.
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Xynua 23: X0ykpion TEIPOUOTIKOV O0E0OUEVOWY Kol OPLOUNTIKNG TPOTOUOIWONS TOD
wepauorog pvyokevipioty twv Pamuk et al. (2007) oe dpovg: (a) kot (B) ypovoicropiog
Abyov vmepmiéoewy T, (y) Ko (6) ypovoiotopiog mAevpikng petaxivions, (€) kot (ot)

mAevpikng uetoxiviong e to fabog, (£) kot () porav kéuyns tov (avavry) Haoodlov 1.

210 Zymqpe 23 yivetor agloAdynon g apBuntikng pebodoroyiog LEGm GLYKPIGE®MV

LE TO TEWPAROTIKA dedopéva yia to meipapo tov Pamuk et al. (2007). Zvykekpipéva, ota
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Yympoto 230 kot 23B ocvykpivetol 1 TEWPAUATIKA HETPOVUEVT] YpovoicTopict Adyov
VIEPTIEGEDV TOP®V Ty = AUlove pe v aplOuntikd mpofAemopevn amd Vv aviivon.
Yvykpicelg mapovctdlovrot yio Tig 400 Oéoelc TV petpnTdv mécewv topwv P7 (Zyqpa
230) kot P8 (Zypa 23pB), mov eivor tomobetnuévor o Pabog z = -2.85 m oto ehevbepo
mEeD10 KOl AVAIESH GTOVG TAGGAAOVG, avtioTotya (BA. Zynua 22P). Xe yeVIKES YPOUUEG M
oUYKPLON EVOL TKOVOTOMTIKY], HE TNV OVOAVLOT Vo TPOPAETEL GMGTA TNV €KONA®ON
PELGTOTOINGNG T060 670 eAeVOEPO TEdio (P7), 660 Kot evdlduesa oTovg Taccdrovg (P8).
‘Emerta, mapovoidlovior ot ypovoictopieg NG MAELPIKNG HETOKIVIONG ONUEi®V NG
€00LPIKNG eMPAveLng oTo eELeVOepO Tedio (XymMpa 23y) kot eni TOV KEPUAOIESHOV (Zyqpoe
230), 6mwg £xovv petpnBel mEpapaTIKG Kor OTM¢ TpoPAémovtol amd v avaivon. H
oVLYKPLON €ival TOAD TKOVOTOUTIKY GE OAN T JdpKELN THG SOVNONG Kol GTO, VO GNUELD.
Avrtiototya, ota Zynpata 23¢ Kot 236T GLYKPIVOVTOL 01 TEPOUATIKE LETPOVUEVES KOl O1
opOunTkd  mpoPrendpuevec  opllOVTIEG UETOKIVICES OAOKANPOL TOL  €00PIKOD
OYMNUOTIGHOV AOY® TAEVPIKNG EEATAMONG, MG GTIYUIOTLTIO TOV YPOVIKOV GTIYUOV t = 6 Sec
kot t = 17 sec. Ta mepapotikd dedopéva tpoépyovtar amd tovg petpntég LVDT2 éwg
LVDT6 (BA. Zyiqpae 22P). Kot €d® 1 60YKpIon €ivol opKeTA 1KOVOTOUTIKT, TOVAAYIOTOV
OGOV 0POpPd OTIC LETAKIVIGELS EVTOC TNG PEVGTOTOUGUNG GTPAOCNC, KO Y10 TG 2 YPOVIKEG
OTIYLLES.

Téhog, ota Zymqpota 23C kot 231, 1 yivetolr cOYKPIoN TOV POTOV KAUWYNG TOL
avantoocovtal 6tov (avavin) [Tacoaro 1 (PA. Zyqpa 22) Aoy TG TAEVPIKNG EEATAMONG
TOV €0GPOVG, EVIEIKTIKA YO TIG YPOVIKEG OTYHEG t = 6 sec kan t = 17 sec, 6mwg avtég
napovotalovior ot dnuocicvon tov Pamuk et al. (2007) ki 6rwg mpokdITOLY GO TNV
apOpnTikn avéivon. Ot cuykpicelg deiyvouy 0Tt 01 GNUAVTIKES E00PIKES LETAKIVIGELS (BA.
Yyqpota 23€ kot 236T) 001YOUV GE GNUAVTIKEG KOUTTIKES POTES, EIOTKA OTIG OLEMIPAVELES
TNG PEVGTOTOGIUNG CTPDOGCTG HE TNV VO KO KAT® GUEVTOTOUNUEVT] OUULMOOT GTPDOGCT, O

omoieg TPOPAETOVTOL TOAD IKOVOTOMTIKA Ao TNV aviaivon ota Zynpata 238 kot 231.

IV. XYNOYH - XYMIIEPAXMATA

YV mapovoa AtatpiPn mapovstdletot £vo VEO EAIGTO-TAAGTIKO TPOGOUOI®ILO TO 0TO{0
BaciCeton ot BOewpio Kpioywng Koatdotaong (CST), avikel 6NV OKOYEVEWDL TOV

npocopotwpdtov Oprokng emeavelng SANISAND, kot daveileton otoyeion 1660 amd
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avtd, 660 Ko arnd 1o Tpocopoiope NTUA-SAND (Andrianopoulos et al. 2010a). Boaoiko
YOPOKTNPLGTIKO TOV €ival 1 ¥pNOT TS TEAELTAING AVTIGTPOPNG POPTIONG YL TOV OPIGUO
1060 TOV EMACTIKMOV OGO KOl TOV TAACTIKOV Topapopeocewv. H éupaon divetar otov
opBd oploUd TOL ONUEIOV OVTIOTPOPNG POPTIONG MOTE VO PNV  KDTEPOKOVTILETOL
(overshooting) n oyéon tdonc-ropapdpe®ong. XpNoOoToLEl Lo, GLVAPTNOT EMIOPAOTC
NG OOUNG OV TOGOTIKOTOIEL TO TANCTIKO HETPO KPATLVOTG LE GTOYO TovV 0pBo puouod
GLCOMPEVONG TOPOUUEVOVCDY TOPOUOPPDCEDY KL 10 CUVAPTNGT] TOV TOGOTIKOTOIEL TO
OULVTEAEGTI] SLOGTOMKOTNTAG LLE GTOYO TNV 0pON amdKPIoN HETA TNV aPYIKT PEVCTOTOINOT).
To mpocopoiopa £xel GuvoAlka 14 mapapéTpovg, 12 amd tig omoieg fabpovopovvral TpmTo
KOl 0(QOPOLV GTN HOVOTOVIKN] QOPTIoN Kol 6T0 TéEA0G Pabpovopovvtal akdéun 2 mov
QPOPOVV GTNV OVOKVKAIKT POPTIOT|. ATO TIC TapapETPOVS ALTES, 9 Babovopovvtol Apeca
Kot 5 yperdlovtal ETaVOANTTIKY OoKoGia.

H xotdotpoon £ywve oe emimedo povadwaiov otoyeiov, Kot mapovstaleton
Babuovounon yuw mévte (5) aupovg g Piproypapiog (Nevada, Toyoura, Ottawa, M31,
Monterey), oAAd Kot dV0 (2) YGAKES, TOL OC GUVOLO KAAVTTOVV Eva E0POC TIUMV UEOG
dapéTpov kOKk®V Dso amd 0.1 émg 9 mm. X1 cuvéyela Eyve draxpifwon g a&lomotiog
TOV TPOGOUOLMUOTOS OVA KOKKMDOEG £30(p0G HECH OCULYKPIGEWV |E OMOTEAECLOTO
HOVOTOVIK®V, OVOKVKAIK®OV Kol OLVOUIKOV EPYOCSTNPLOK®OV OOKIUOV O EMIMEDO
povodtaiov oTotyelov Yo TEPAGTIO €XPOG APYIKMOY GLVONKAOV (GLVOAIKO €0poc Dr = 2 —
90% Kot po = 100 - 2000 kPa) kot dtapopetikés cuvnkes oTpdyylons. 1o mlaicto g
a&lohdynong xpnopomomonkay Kot EUTEPIKEG oXEGELS omd TN PifAtoypagic, 101k dTav
deV VNPYOV TO. AVTIGTOLO OESOUEV Y10 TO EAEYXOUEVE KOKK®DOT £ddon (7)., Darendeli,
2001 ywo 11¢ kapmdreg amopeioong G/Gmax kot avénong &, Idriss and Boulanger, 2008 yia
ToV ovvTeLESTH 010pBmoNg Ko TG avToyng o€ pevotonoinom A0ym vepkeiplevov @optiov).

Méow ¢ €vdereyovg auTNG Olepelivnong KOADTTETOL OAO TO €VPOG TV
OVOKVKMK®OV TOpOLope®cemy, mov cvinmonke oty Hapdypago I, oaAld kot m
povotovikny @option fwc v Kpiown Katdotaon, pe eviaio cet mopapérpov ova
KOKK®MOEG £00.p0G. H a&toAdynomn deiyvel 4Tt T0 TPOTEWVOUEVO KATOGTOTIKO TPOGOUOTMUOL

gtval, pe Pdon to oyedlacud Tov, VO TPOGOUOIMLE, YEVIKNG YPNONG, TO 0010 TUPEYEL GTO
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YPNOTN TN dvVATOTNTO Yo Uil IKOVOTOIMTIKY] TTPOGOUOIMOT), YMPIG Vo OmalTeiTon
avafodpovounon yo v ida Ao, aveEdptnta omd to av to e&gtaldpevo TpdPAnua eivor
OTOTIKO, SLVOHIKO 1| AVOKVKAKO.

Q¢ meplopicpoi Tov Tpocopowdpatog Bo mpémer vo  ovapepbovv ot kowvol
neplopiopol Tpocopotopdtov Tomov SANISAND, dniadn 6Tt TpoPArémovy povo ELaCTIKN
TOPAUOPP®OT GE OOPOUEC TACEOV UE UNOEVIKN UETOPOAT} TOL amokAivovia Adyov
tdoewv (my., 1A otepeonoinom), evd dev mpoPAémovv pe axpifeld TG TAUCTIKEG
TOPOAUOPPDOGELS TOL TPOKAAOVVTOL GE POPTIGELS LE TEPIOTPOPN TOV KVPI®V aEOvmV TmV
tdoewv AOy®m ™¢ pn-opoatovikotntag (non-coaxiality) twv tovuetdv eravénong twv
TAGEMV KOl TOV TAACTIK®OV TOPALOPPOcE®V. Ao T dtokpifwon adlomotiog o eninedo
povadiaiov otoyeiov mpodkvye OTL og YdAKeg, ovtifeTa pe TIg GUUOLS, QoiveTal vo
yperaletal angvepyomoinon g Asttovpyiag mov oyetiCeton pe v €EEMEN TS SOUNG 6T
HOVOTOVIKY]  @OpTIon (UNdeviopodg piag mopapétpov) oote va  emtevydel opn
TPOGOoLoiwo.

[Tpokeévov va kaTaoTel SuVATN N XPNOT TOL GE TPOPANUATO GUVOPLIKDY TILDV,
TO V€O TPOGOUOIMUN EVEOUATOONKE 0TOVG KMOKEG TEMEPUATUEV®VY dtopopdv FLAC ko
FLAC® yia avaldoelg og 2 kou 3 81061d0eLS, avtiototyo. O KOSIKEG oToi HTopovy Vo,
ypnoworomBodv oe  TAP®G-CLLEVYUEVEC UN-YPOUUIKEG OTOTIKEG KOl  OUVOLIKEC
OVOADGELS PEAAIGTIKAOV TPOPANUATOV OO TO LEAETNTN UNXAVIKO. ApYIKd, 01 EEIGMGELS TOV
TPOCOUOIDOUATOG TPOYPAUUATIOTNKAY 6€ YADGSo CH+ Kot 6T GUVEYELN EVOMUATOONKOLY
010 Aoylopkd ®¢ vo-povtiva ypriotn (User-Defined-Model routine). H evoopdrtoon
vAomomOnKe pe ypnon eUTPOG-Tacikng oAokAnpwong Euler pe avtdpato Ereyyo Adbovg,
n omoio €yl amodelybel a&lomoTn Yoo TPOPARUATH SLVOUIKAG POPTIONG E00(QDOV CE
Kabeotmg pevotomoinong (m.y. Andrianopoulos et al. 2010a).

Y10 tehevtoio otado g AtatpiPrg afloloynOnke EKTEVAOG 1 KOVOTNTO TOL
Boabpovounuévon TPOGOUOIMUOTOS VO TPOPAEYEL TNV ATOKPIOT] KOKKOOIMV E30(QMYV GE
EMIMEDDO TPOPANUATOV CLVOPLOK®OV TIU®OV HEYAANG KAlpokag. o tov okomd avtd,
emALYON KAV TPOPANLATA SOVVOUIKNG POPTIONG LLE EKONAWMGCT PEVGTOTOINGNG TOL Eival omd

To TAEOV TTEPITAOKA Y100 TO LEAETNTI UNYOVIKO. ZVYKEKPUUEVQ, £YIVE YPT|OT| ATOTEAEGLATOV

LVI
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evwid (9) svvapk®mv SoKiUdV QuYokeVIploT] TG PifAoypagiag, mov evidocoviol o€
1€66€p1S (4) SPOPETIKEG KATIYOPIES:
(0) ook andkpion optlovIlaG PEVCTOTOMGLUNG EGUPIKNG OTPAOCNG,
(B) mAevpikn eEATA®OT EAAPPDG KEKALLEVIC PEVCTOTOMGIUNG EGUPIKNG GTPDOCNG,
(v) oelopkn amndkpion cvoTratog ofabdovg Beperion — PELGTOTOMGIUOV E6APOVG LE
OLULPOPETIKEG GTPOUATOYPAPIEG Kol VIO S10POPETIKEC O1EYEPOELG
(0) oeopkn amdKPIoN OUASNS TAGGAAWMY VIO TAEVPIKY EEATAWMGCT) EAAPPDOG KEKALUEVIG
PEVLOTOMOMGUNG EOAPIKTG GTPAOOTG.
Ta mpofAquoata (o), (B) ko (y) diepeuvinkoay otov didtdotato ydpo (2A) pe xpnomn Tov
Moyiopkod FLAC, evéd 1o (8) otov tpidiéotato xdpo (3A) pe yprion tov FLAC®P. Kabdg
TO PEVOTOTOM|GLLO CUUMOEG E60POG vl KOO Kot 6TIG 9 dOKIUEG PUYOKEVTPLOT (GLULUOG
Nevada oJw@opetik®v TudV oyetikng mokvomrag Dr), vioBethnke: (1) xown
Babuovounon tov mpocopoldpatog (Paciopévn oe epyactTnplokés SOKIUEG o€ emMImedo
povadiaiov otoyeiov) war (i) xown apBuntikny pebodoroyior avarvong (m.y., id1eg
OLVOPLOKEG GLUVONKEG, GUVTEAECTNG OlamePOUTOTNTA Appov avaioyo pe v Tl Dr,
emmAéov pikpn apluntikn omdcPeon). 'ETol amotumdveTal opy®dg m KOvOTHNTO TOL
TPOGOUOIDUATOS VO TPOPAETEL OMOTEAECUOATIKG TNV OTOKPION TOL 10100 €d3APOLC,
aveEdptnta amd 1o eEgTalduevo TPOPANLUA, YOPIG 1 ATOTOTOGCT QVTH Vo, EXNPEALETOL 0T
™ pebodoroyia avaivong. H a&oddynon avtn €6€1Ee 1KAVOTOMTIKY TPOGOUOIMGT, XOPIg
avaykn avopadpovounong yio to 1010 KOKKMOEG £6a.pog, aveEdptnta amd To eEeTolOpUevo
TPOPAN A GuvoplaK®V TIHOV. [la Topdderypa, pe Paon Tig SOKIUEG PLYOKEVIPIGTH TOV
apOPOVV TNV GEICUIKN amdkpior Beperiov (mAdtovg 3 Kol 6 M) 6E PEVLGTOTOMGIUN GTPDOGCT
(méyovg 3 - 6 M) vrd cewoKEg deyepoelg e péytotn emtayvvon 0.15 éoc 0.38 ¢, ot
aplOuNTIKéG avaAdoels TPoPAETOVY GOGTA TV TEAKN KaBilnomn pe m06ooTd AdBovg HOAS
+30%. Movn e&aipeon otig axpifeic TpoPAréyels ivar Ta peyédn mov oyetiCoviot e Tovg
EVTOMIGUEVOVG TEPLOPIGUOVE TOL TPOGOUOLMUOTOC. [0 wapddetypo, LTOEKTIUATOL T
kaBilnon opldévtiog pevotomomoung 6aPIKNG oTpmdong (TpoPinua o), kabmg To
npocopoiopa (tomov SANISAND) mpoPrénet udévo ehaoTikn TOPApOp@mon vrd 1A

oTEPEOTOINOT).
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TéNog, exTEAECTNKAY TOPAUETPIKEC OVUADGELS KATOIWV £ QVTOV TV TPOPANUATOV
CLVOPLOKAV TIUAV PE GTOYXO TNV OMOTOTMOT TNG ELVOLCONGING TV ATOTELECUATOV TNG
TPOCOUOIONG G€ VO ATO TO TPOTOTLTTA YOUPAKTNPIOTIKA TOV TPOGOUOIDLATOS, TOL GTN
pebodoroyia opBoh opiGpov TOL ONuEioL AVTIGTPOPNG EOpPTIoNG (MOTE Vo Unv
KOTEPOKOVTICETAI 1| OYECT] TACG-TAPAUOPPOOTG) KL GTH GUVAPTIGT TOV UETUPAAAEL TO
GUVTEAEGTI OLOGTOAKOTNTOC VO S10.GTOANY LE OTOYO TNV 0pO amOKPIoN UETA TNV APYIKN
pevotonoinon. Ot avoAvcelg ovtég vmoypappilovy 0Tl Ta &V AOY® KOTOOTOTIKA
YOPOUKTNPIOTIKA ELvOL XpNoLpa, po dgv pumopovv va Bewpnbovv kpiciua, TOLALYIGTOV Yo

T €EETOCUEVO TPOPALOTO GUVOPLUKADV TULDV.
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Chapter 1

Introduction

1.1  Background and research objective

The accuracy of numerical analyses of boundary value problems of geotechnical structures
relies significantly (but not exclusively) on the use of properly calibrated constitutive
models that are appropriate for the geomaterial and the loading at hand. For granular
geomaterials (e.g., sands, gravels and non-plastic silts), users of numerical codes often
employ different constitutive models and/or different calibrations of the same constitutive
model, depending on the target loading (e.g., monotonic versus cyclic, cyclic due to
earthquakes versus cyclic due to wave action, under drained or undrained conditions). Such
materials have a complex mechanical response, which becomes even more complex under
cyclic loading. As such, their simulation has attracted a lot of attention in the literature,
leading to multiple publications of constitutive models, with some of them incorporating
the well-established framework of Critical State Soil Mechanics (Schofield and Wroth,
1968). Nowadays, a large percentage of the pertinent Critical State models is of the
SANISAND type, i.e., bounding surface models (Dafalias, 1986; Dafalias and Popov,
1975) in which the peak and the dilatancy deviatoric stress ratios depend on the state
parameter y (Been and Jefferies, 1985). Although the term SANISAND was coined in 2008
by Taiebat and Dafalias (2008), the concept was firstly proposed by Manzari and Dafalias
(1997) in their two-surface model and adopted thereafter by many. The reason for its
popularity is that it enables successful simulations for any relative density or stress level
with the same set of model parameters.

In many cases, the papers that present models for cyclic loading of sands include
accurate simulations of monotonic response, as well as of few, hand-picked, cyclic loading
tests leading to liquefaction. Such a presentation, although possibly sufficient for
monotonic loading, may not be adequately complete for cyclic loading, whose
characteristics are highly dependent on cyclic shear strain level (Vucetic, 1994). As such,
a complete model verification for cyclic loading should cover the whole range of possible

cyclic shear strains, namely: a) small-strain response, where “elasticity” predominates and
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the proper calibration of elastic parameters on the basis of dynamic measurements (e.g.,
geophysical tests) is of high importance, b) medium-strain response, where the response is
non-linear hysteretic and strain accumulation with number of cycles is observed and finally,
c) large-strain response, mainly with emphasis on resistance to liquefaction and post-
liquefaction strain accumulation. The importance of these distinct cyclic shear strain
regimes for proper simulations has started to attract attention in the literature lately. For
example, McAllister et al. (2015) showed that if the “elastic” modulus stiffness of
SANISAND-type models is calibrated on the basis of monotonic tests instead of in-situ or
dynamic measurements, it underestimates significantly the in situ shear wave velocity
leading to erroneous prediction of seismic ground response. Similarly, specialized models
are being formulated for proper simulation of strain accumulation with large number of
(medium-strain) cycles (e.g., Li and Liu, 2020; Liu et al., 2019), an issue rarely studied in
papers presenting cyclic models in the past. Finally, a multitude of recent papers deal
specifically with post-liquefaction strain accumulation (e.g., Barrero et al., 2020; Duque et
al., 2021; Tasiopoulou et al., 2020), underlining its importance for accurate simulations of
displacements of geostructures in a liquefaction regime. To our knowledge, in the pertinent
literature, there are very few papers of models verified across the whole range of response
as described above (e.g., Andrianopoulos et al., 2010a; Boulanger and Ziotopoulou, 2013;
Cheng and Detournay, 2021; Papadimitriou and Bouckovalas, 2002; Tasiopoulou and
Gerolymos, 2016). Of course, this does not mean that sophisticated cyclic models that are
not verified in this manner are inaccurate. It only means that their users should be cautious
when using them outside their verified cyclic shear strain range.

Concurrently, some of the models that have exhibited a satisfactory performance for
cyclic loading may not be as accurate when it comes to monotonic loading (e.g., the NTUA-
SAND model (Andrianopoulos et al., 2010a) requires a change in the values of 2 model
parameters in order to capture the monotonic response, while the PM4Sand model (e.g.,
(Boulanger and Ziotopoulou, 2013) has not been verified against monotonic test data). In
addition, some promising cyclic models were never implemented in numerical codes (e.g.,
Papadimitriou and Bouckovalas, 2002), while models that have been implemented in such
codes have not been necessarily verified for the whole range of cyclic loading response

(e.g., Zhang and Wang, 2012). It goes without saying that targeted verification may also
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come from use in boundary value problems (e.g., Zhang et al., 2021), which may even be
preferable from mere comparison with element test data (e.g., Manzari and EI Ghoraiby,
2021). In this respect, one should acknowledge models that have been widely used
throughout the years, at least for liquefaction-related problems (e.g., Andrianopoulos et al.,
2010a; Boulanger and Ziotopoulou, 2013; Dafalias and Manzari, 2004; Tasiopoulou and
Gerolymos, 2016). Such models should be considered as equally accurate, at least for the
problems that they have been repeatedly used effectively.

Based on the above, there is a need for a constitutive model for granular materials,
which will be able to capture accurately both the monotonic response (until the critical
state) and the cyclic response (for any shear strain level) with a single set of parameters
for any relative density, stress level and loading condition. For enhanced reliability, any
such model should be thoroughly validated against laboratory results and empirical
relationships from the literature for a multitude of granular materials. In addition, it
should also be verified against measurements from a multiple of centrifuge tests on the
same geomaterial, all with a single set of geomaterial-specific values of model parameters.
Given that the focus here is on granular materials, it would be best if the centrifuge tests

involved liquefaction that comprises the most complex response of such materials.

1.2 Scope of research

Aiming to fulfill the foregoing need, this Thesis presents the development, implementation
and validation of a new constitutive model for the monotonic and cyclic response of
granular soils with applications in boundary value problems related to seismic liquefaction.
The target is to provide a general-purpose constitutive model with a satisfactory
performance without a need for recalibration regardless of the nature of the boundary value
problem at hand.

The proposed model belongs to the SANISAND family of models and incorporates
stress reversal surfaces (Mroz and Zienkiewicz, 1984; Wang et al., 1990) facilitating the
simulation of cyclic loading without a (small) yield surface. In this respect, it is a
SANISAND-R model, a term introduced recently by Papadimitriou et al. (2019). It builds
on the constitutive framework of the NTUA-SAND model (Andrianopoulos et al., 2010a),

from which it inherits concepts like the small and medium strain nonlinearity and the fabric
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evolution index for large strain response, albeit modified. Stress reversals are appropriately
updated in order to avoid the stress-strain overshooting problem (e.g., Dafalias and Taiebat,
2016), but also to establish that strain accumulation at very small-strain cyclic loading is
limited, in accordance to the literature (Vucetic, 1994). It incorporates a fabric-related
cumulative function that scales the plastic modulus, targeting at an accurate rate of strain
accumulation, while post-liquefaction strains are in focus with an appropriate modification
of the dilatancy function. The use of the constitutive model requires the calibration of 14
parameters in total, 12 of which can be calibrated on the basis of monotonic loading tests
while the other 2 can be calibrated last and refer only to cyclic loading conditions. Of its
14 parameters, 9 may be directly measured or estimated, while the other 5 (3 for monotonic
and 2 for cyclic loading) require a trial-and-error procedure.

The constitutive formulation is built at the element level, while a complete calibration
of model’s parameters for monotonic, cyclic and dynamic loading conditions is provided
for 5 sands of the literature (Toyoura, Ottawa F-65, Nevada, M31 and Monterey), but also
for 2 gravels. The validation covers a wide range of initial conditions, in terms of density
and stress level. Thorough comparisons were made with experimental data for a variety of
initial conditions and types of loading, but also with empirical relationships from the
literature when material-specific experimental data are lacking. This extensive verification
procedure shed light on the simulative potential of the new model for the whole range of
cyclic loading, but also for the monotonic response with a single set of model parameters
per examined granular material, at least when it comes to sands. On the other hand, when
it comes to gravels, the de-activation of fabric-related functions (via nullifying the model
parameter No) in monotonic simulations has proven sufficient, without changing any other
model parameter.

Since the ultimate purpose of the proposed model is to be used in numerical analyses
of 2D and 3D boundary value problems, it was also implemented in the finite-difference
computer codes FLAC (Itasca Consulting Group Inc., 2011) and FLAC®P (Itasca Consulting
Group Inc. 2012). These u-p codes can be used for fully-coupled, non-linear numerical
analyses, of both static or dynamic geotechnical problems. Initially, the constitutive
equations and routines were written in programming language C++ and then, they were

implemented in the codes as dynamic link libraries (.dlls) using the User-Defined-Model
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(UDM) option. Integration of the constitutive equations at each finite difference zone is
performed via a second order modified forward Euler method, while the given strain
increment is applied incrementally and an automatic error control procedure is made at
each applied sub-increment.

For fully validating the new model, the Thesis also evaluates its accuracy at the
system level of boundary value problems. For this purpose, and due to their complexity,
dynamic problems related to seismic liquefaction are selected for simulation. The
validation is made on the basis of experimental results of centrifuge tests of geostructures
on Nevada sand. In total, 9 different boundary value problems were examined, that fall into
4 different categories. Specifically, the validation included the 2D seismic response of: a)
horizontal free-field liquefiable sand layer, b) a mildly sloping free-field liquefiable sand
layer and c) systems of shallow foundations on different soil profiles, including liquefiable
sand layers, excited to different seismic motions and finally, the 3D seismic response of a
pile group installed in a mildly sloping soil profile including a liquefiable sand layer. Since
the utilized liquefiable sand is common in all the above boundary value problems, its
calibration is unique in all the examined cases and is derived on the basis of laboratory data
and comparisons at element level. In addition, the same numerical methodology (e.g.,
permeability estimates, numerical damping) is adopted in all cases. This validation process
showed satisfactory accuracy of the model without any need of re-calibration or changes in
the numerical methodology, despite the range of examined problems.

In addition, the proposed model includes dedicated constitutive ingredients aiming
at complicated aspects of response, like the formulations for the post-liquefaction shear
strain accumulation and the avoidance of stress-strain overshooting. Apart from the
demonstration of their importance and constitutive role through comparisons at element-
level, their effect is also examined in the analyses of boundary value problems. This is
shown in the final section of the Thesis, by presenting parametric analyses showing the

sensitivity of the results on these additional constitutive features.

1.3 Overview of Thesis contents

The Thesis comprises seven Chapters (including the Introduction as Chapter 1), namely:
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Chapter 2 presents a review of the literature about constitutive modeling of granular
materials. Emphasis is given on elastoplastic models, that share the same fundamental
framework of the hereby proposed model. Focusing on distinct characteristic aspects of
the response of granular materials, a rough categorization of models or constitutive
frameworks is attempted.

In Chapter 3, the basic principles and the constitutive formulation of the model are
presented in the multiaxial stress space. All the equations are given in tensorial form and
their functionality is discussed in detail. Reference is made to the NTUA-SAND model of
Andrianopoulos et al. (2010a), which is essentially the basis of the proposed, and how the
present model improves, evolves or supplements some of its features. At the same time, all
the characteristic aspects of response of granular materials that are attempted to be
modeled, are clarified through references to experimental data from the literature.

In Chapter 4, the implementation procedure of the proposed model in numerical
codes FLAC (Itasca Consulting Group Inc., 2011) and FLAC?P (Itasca Consulting Group
Inc., 2012) is discussed. Initially, a brief description of the basic points of the theoretical
background of these codes is presented. Subsequently, the adopted Euler integration
scheme of the stress-strain equation and the sub-stepping technique with automatic error
control are presented in detail. Reference is made to Andrianopoulos et al. (2010b),
Andrianopoulos (2006) and Karamitros (2010), where this implementation procedure was
originally introduced, albeit modified in this Thesis.

Chapter 5 presents a step-by-step methodology for the calibration of model
parameters. The role of each parameter in the constitutive equations is explained in detail,
while the effect on the response of those that are calibrated via a trial-and-error procedure
is demonstrated through sensitivity analyses. Subsequently, the performance of the new
model is verified at element-level comparisons between simulations and experimental data
on a multitude of granular materials including 5 sands and 2 gravels from the literature.
The validation includes simulations of both monotonic and cyclic shearing tests.

In Chapter 6 the validation process of the new model is complemented by verifying
its simulative potential through comparisons with experimental data from a total of 9
dynamic centrifuge tests related to liquefaction. The same numerical methodology and

modeling procedure, as well as a unique set of sand-specific model parameters are
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maintained throughout the process, regardless of the 2D or 3D boundary value problem. In
addition, sensitivity analyses for specific boundary value problems were performed aiming
at analyzing the effects of specific novel constitutive ingredients.

Finally, in Chapter 7, the conclusions of the Thesis are summarized and directions
for future research are proposed. The Thesis ends with the bibliography of the whole
document and an Appendix that summarizes the information about all 450 laboratory tests

employed in the model validation process in Chapter 5.
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Chapter 2

Literature Survey

2.1  Constitutive modeling approaches for granular soils

In general, constitutive models describe the mechanical relationship between stresses and
strains in continuum media. When soils are considered as continua, their mechanical
response may be simulated via constitutive models. In the past decades, numerous
constitutive models for soils have been developed following different constitutive
approaches. They may be divided in several categories depending on: a) the soil type whose
behavior they attempt to model, b) the assumptions, theories and mechanical analogues on
which they are based, and c) the specific mathematical form of their constitutive equations.
The majority of these constitutive models are built on the framework of elasto-plasticity,
but there are also models that are based on other frameworks, like hypoplasticity (e.g.,
Bauer and Wu, 1993), visco-elasticity (e.g. Zhang et al., 2020), visco-plasticity (e.g.,
Askarinejad et al., 2021), barodesy (i.e., Kolymbas, 2012), or models that combine elasto-
plasticity and thermodynamics under the framework of hyperplasticity (e.g., Houlsby and
Puzrin, 2006). With regard to granular soils (e.g., sands), a breakthrough in constitutive
modeling was the incorporation of Critical State Theory (Roscoe et al. 1958; Schofield and
Wroth 1968), which can interpret the basic behavioral characteristics of granular materials
and can be combined with any of the aforementioned frameworks.

In the following paragraphs, a rough categorization of constitutive modeling
approaches for granular soils is attempted with emphasis on the elastoplastic models, since

the hereby proposed model is built on this framework.

2.1.1 Framework of elasto-plasticity

Initiating from the description of metals’ response, the theory of elasto-plasticity provides
nowadays the constitutive framework for the majority of the existing models for
geomaterials in the literature. The models adopting this framework consider the total strain
rate as the summation of an elastic and a plastic component. Their basic components

include:
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¢ an elastic equation describing the evolution of elastic strains,

e asurface in stress space (which may change in size, location and shape) defining the
points where yielding (i.e., non-zero plastic strain rates) appears,

¢ aflow rule describing the direction of plastic strain rates (e.g., as a vector perpendicular
to a so-called plastic potential surface in stress space),

e a set of hardening laws for the evolution of the hardening parameters (e.g., the size,
location and shape of the yield surface) and

e aconsistency condition ensuring that the plastic strains are consistent with the hardening
of the yield surface.

As the theory of elasto-plasticity is quite general, there is a variety of sub-categories

included and derived from it and in the following, an attempt is made to refer to the most

indicative of them. However, it should be noted that their differences are not always distinct

and a specific model can adopt features from more than one them. Therefore, the presented

categorization may be considered somewhat subjective.

A. Models of generalized plasticity

The basic characteristic of the models that belong to the framework of generalized plasticity
is that there is no need to define the flow rule on the basis of a (plastic potential) surface in
stress space. The term was originally introduced by Zienkiewicz and Mroz (1984) and
found application in many modern elasto-plastic constitutive models, mostly in the manner
introduced by Pastor et al. (1990), who proposed that the deviatoric and volumetric
components of the plastic strain direction can be determined explicitly into the stress space.

As a result, non-associativity of the flow rule appears as a general rule.

B. Multi-surface models

Mrdz (1967) and Iwan and Yoder (1983) proposed the use of multiple nested yield surfaces
(like in Figure 2.1) to predict elasto-plastic response during loading and unloading. Each
one of them defines a locus in the stress space where the plastic modulus retains a constant
value. During loading, the surface on which the current stress state lies moves until it
reaches the next (larger) surface and so, surface after surface, a continuous hardening is

simulated. These surfaces never intersect and it is like they constantly “transfer the baton”
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one to another. Plastic strains, in the same way, are also well predicted upon unloading as
the loading direction, and hence the surfaces, reverse in their movement in stress space.
However, due to their complicated geometry and challenging numerical implementation,
multi-surface models have not gained popularity in the literature. However, there are some
models for granular soils adopting this feature and among them are those proposed by

Elgamal et al. (2003) and Yang and Elgamal (2008).

I
10, 203

Principal effective stress space Deviatoric plane

Figure 2.1: Surfaces of a multi-surface model in the principal stress space and deviatoric

plane (figure after Elgamal et al., 2003).

C. Bounding surface models

Models of this category were initially proposed by Dafalias and Popov (1975) and Krieg
(1975) for the simulation of response of metals, but very quickly began to be widely used
for soils, as well. Similarly to multi-surface models, the basic feature of such models is the
existence of a second surface, apart from the yield, which bounds the feasible stress states
in the stress space. This so-called “bounding surface” encapsulates the yield surface and
can also harden, i.e., it can evolve in size, location or shape. The bounding surface is used
for scaling the plastic modulus, on the basis of the distance between the stress state and its
conjugate (or image) point on the bounding surface. The definition of this conjugate point
is made on the basis of a so-called mapping rule of the stress state. Nowadays, a large
number of models for granular soils in the literature are bounding surface models and some
examples are those proposed by Manzari and Dafalias (1997) (Figure 2.2), Papadimitriou
and Bouckovalas (2002), Dafalias and Manzari (2004), Taiebat and Dafalias (2008),
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Loukidis and Salgado (2009), Andrianopoulos et al. (2010a), Boulanger and Ziotopoulou
(2013), (Taborda et al. (2014) just to name a few. In addition, there are also other models
that incorporate a similar reference surface, acting in a similar manner, even if their
constitutive framework has some differences from the classical bounding surface plasticity

framework (e.g., Tasiopoulou and Gerolymos, 2016).
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Figure 2.2: Surfaces of a bounding surface model in principal stress-ratio space (figure

after Manzari and Dafalias 1997).

D. Vanished yield surface models

This category can be regarded actually as a sub-category of all previous categories, in the
sense that it includes models whose basic characteristic is the degeneration of the yield
surface to zero-size in the stress space, as first proposed by Dafalias and Popov (1975). The
main advantage of having a model with a vanished yield surface is that there is no need for
a consistency condition, thus allowing for a more robust stress integration. Some examples
of models incorporating a vanished yield surface are those proposed by Mrdz et al. (1979),
Andrianopoulos et al. (2010a) (Figure 2.3), Dafalias and Taiebat (2016), Tasiopoulou and
Gerolymos (2016). It has to be underlined here that having a vanished elastic region does
not mean that every step is necessarily elasto-plastic, since whether plastic strains appear
or not depends on the definition of the loading index at each step. In other words, it is
possible that purely elastic strain rates may be predicted for neutral (tangential) loading

paths along implied loading surfaces, as clarified in Dafalias and Taiebat (2016).
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E. Models with reversal surfaces

Concurrently with its numerical benefits, having a vanished yield surface does not allow
the definition of a back-stress, namely a stress point describing its recent loading history.
Such a back-stress may be used for the definition of the loading direction, or the mapping
rule (in bounding surface models). One way of solving this problem is to incorporate the
concept of “reversal surfaces”, i.e., keeping in memory a stress quantity or a whole surface
in stress space during the last load reversal in history. This quantity can then be used
similarly to a back-stress. The concept is originally proposed by Mr6z (1967), Mroz and
Zienkiewicz (1984) and Wang et al. (1990) and has been adopted by a multitude of models
that do not employ a yield surface in stress space, mainly bounding surface models (e.g.,
Andrianopoulos et al. 2010a; Papadimitriou et al. 2019). It is mentioned here that the model

proposed in this Thesis is a model with reversal surfaces.

n=s,/p

Bounding surface
~.//

rnL=s,/p r3=8;/p

Critical surface

Figure 2.3: Bounding surface model with vanished vyield surface (figure after

Andrianopoulos et al., 2010a).

F. Models with a “cap” surface

Given that granular soils produce plastic strains primarily when the deviatoric stress ratio
changes, in many models of the literature model surfaces appear as open wedges in stress
space. This poses a problem for loading paths that are characterized primarily by change in

mean effective stress. On the other hand, the traditional approach of using closed yield
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surfaces intersecting the mean effective stress p - axis, such as in the original or modified
Cam-Clay models, creates the following unacceptable paradox: one can follow a neutral
loading path starting at the point of intersection of the yield surface with the p-axis and
moving tangentially along the surface, thus, changing drastically the stress ratio without
inducing any plastic deformation. This may be accurate for clays, but is contrary to
experimental evidence for sands. Because sand deforms primarily under stress-ratio
changes, such yield surface shapes are in general unacceptable and should be avoided. One
possible solution to this problem is to implement a closed kinematically hardening yield
surface that allows for predicting plastic strains in constant stress-ratio paths, e.g., like the
SANISAND model of Taiebat and Dafalias (2008) (Figure 2.4). In models with a vanished
yield surface such a solution is not possible, and hence the incorporation of an extra yield
surface in the stress space, intersecting the hydrostatic axis and acting like a “cap” to the
other model surfaces has been proposed (e.g., DorMohammadi and Khoei 2008; Li and
Dafalias 2002; Wang et al. 1990). Based on the above, the category outlined here is not
really an independent category of models, but models included in the previous categories

that are also equipped with a “cap” surface of some sort.

yield surface
o =0
“ /
— —— y = ‘—(—J.
of ===
P P

dilatancy surface

critical surface

bounding surface

Figure 2.4: Surfaces of a bounding surface model in g-p space and closed-type yield

surface (figure after Taiebat and Dafalias 2008).
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2.1.2 Framework of Critical State Theory

The Critical State Theory (CST) has been introduced by Roscoe et al. (1958) and Schofield
and Wroth (1968) and constitutes a milestone in soil modeling, as it is the core of the
majority of constitutive models for soils (e.g., for sands: Dafalias and Manzari, 2004,
Manzari and Dafalias, 1997; Papadimitriou and Bouckovalas, 2002; Taiebat and Dafalias,
2008). This concept implies that the soil, if continuously sheared along a constant direction
it will eventually approach a well-defined critical state. In this state, for even further
shearing, the stress ratio maintains a constant soil-specific critical state value, the
volumetric strain increment is zero, while deviatoric strain continues to accumulate. While
in stress space there is a sand-specific value that the stress ratio reaches at CS, in the void
ratio-mean effective stress space, there is also a well-defined correlation of eventual critical
states that the soil may reach (Figure 2.5). Based on this figure, there are two conditions
for attaining the CS: a) attaining a deviatoric stress ratio equal to M (i.e., being on the CSL
in Figure 2.5a) , b) attaining a void ratio equal to the void ratio at CS (ecs), which translates
into being on the CSL in Figure 2.5b. Having these CSLs acting as soil-specific attractor

states, provides a base of reference and dictates the response up to CS.

For sands in particular, of importance is the state parameter y that dictates the
“distance” of the current stress ratio e from the void ratio ecs (for the same p) on the CSL
in the e-p space. Given that y = e — ecs according to Been and Jefferies (1985), values of y

< 0 imply dilative response, while y > 0 depicts contractive shearing.

Deviator %
stress Specific
volume
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Figure 2.5: Critical State in stress and void ratio- mean effective stress spaces (figure after
Schofield and Wroth, 1968).
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Based on the above, CST is isotropic. In an attempt to incorporate fabric effects and
their evolution during loading in constitutive modeling, Li and Dafalias (2012) developed
the Anisotropic Critical State Theory (ACST). The ACST enhances the traditional CST by

introducing a third, fabric-related condition for the soil to reach and maintain the critical

state, apart from those referred into the previous paragraph, as according to Theocharis et

al. (2017), these two have been proven insufficient.

CSL (4=1)

DSL (4 for n)

DSL (4 for —n)

>

Figure 2.6: Anisotropic Critical State in the void ratio-mean effective stress space and

introduction of a new DSL line and parameter { (figure after Li and Dafalias, 2012).

This is achieved via a fabric anisotropy variable A which captures the relative
orientation of the sand voids’ orientation and the loading direction, as both evolve during
shearing. Based on Figure 2.6, this parameter enables the definition of the Dilatancy State
Line (DSL) in the e-p space (DSL), which is used for definition an anisotropic state
parameter (, that dictates the “distance” of the current void ratio e from the void ratio eq
(for the same p) on the DSL in the e-p space. Positive and negative { values imply exactly

the same as positive and negative y values, only now fabric effects are accounted for.

2.1.3 SANISAND family of models

Bardet (1986) enriched the bounding surface plasticity for sands by incorporating
ingredients from CST, albeit the resulting model would still require different sets of
parameters to model the behavior of a given sand at different relative densities. This

drawback was later overcome by introducing in constitutive modeling of granular soils, the
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state parameter y proposed by Been and Jefferies (1985). The incorporation of the state
parameter concept into bounding surface plasticity in combination with CST, gave birth to
the family of SANISAND models, the main ancestor of the constitutive model presented
in this Thesis. The first model to combine the state parameter v with bounding surface
plasticity within the CST was the two-surface model of Manzari and Dafalias (1997).
Historically, it is considered the first SANISAND model, although the acronym of ‘Simple
ANIsotropic SAND’ model was firstly introduced much later, by Taiebat and Dafalias
(2008). SANISAND family of models has been growing in recent years with new members
to be introduced in order to remedy specific limitations. Whenever a model of such type
has the two-surface logic of the model of Manzari and Dafalias (1997), it is considered a
SANISAND model (e.g., Papadimitriou and Bouckovalas 2002, Dafalias and Manzari
2004, Taiebat and Dafalias 2008). If a model of such type has a vanished yield surface and
a true zero elastic range it may be considered as a SANISAND-Z model (e.g., Dafalias and
Taiebat, 2016). Similarly, if a model of such type has a vanished yield surface, but also
employs reversal surfaces it may be considered as a SANISAND-R model (e.g., Li and
Dafalias 2000, Andrianopoulos et al. 2010a). Finally, if a SANISAND model has also a
memory surface, it may be named SANISAND-MS (e.g., Liu et al., 2020)

On top of the above, if the SANISAND concept is built on the premises of the ACST
and not the CST, a suffix F is added, like in the SANISAND-F (Petalas et al., 2020) and
the SANISAND-FR (Papadimitriou et al., 2019) models. In other words, all these model
names that have appeared in the literature may be considered as model type-specific and

not constitutive model specific.

2.2 Modeling approaches of behavioral aspects of granular soils

The mechanical response of granular soils (i.e., gravels, sands, non-plastic silts) is highly
determined by their particle gradation, shape (and fabric), their relative density and the
applied stress level. Moreover, any given granular soil can exhibit quite different responses
for different types of loading and drainage conditions, albeit initiating from the same state.
Therefore, due to this complexity and behavioral diversity, there are constitutive models in
the literature that introduce themselves not as generic, but as loading-type specific, since

they target accuracy for specific aspects of sand response. However, while these models
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offer a very precise and robust numerical tool for dedicated and specialized research and
practice, their validity may not be as impressive when used for other types of loading of
the same soil. On the other hand, in the literature there are also numerous models which,
while in principle are capable of simulating the whole range of response, to achieve this,
require different calibrated sets of their model parameters depending on the target loading
conditions. This approach, while offers a flexibility in analyzing different aspects of
response with the same model, presupposes highly-experienced users in model calibration.

In the following paragraphs, a review of various constitutive models for sand
response is presented, with emphasis on those constructed within the framework of elasto-
plasticity. The most characteristic aspects of sand response are discussed separately, since
there is no model in the literature able to capture all aspects of response with the same set

of model parameters.

2.2.1 Monotonic loading

Over the years and after the meticulous observation of a plethora of experimental results,
it has been confirmed that the combination of void ratio and confining stress level play an
essential role in determining the monotonic response of sands. Such materials experience
shear induced volumetric change and this is respectively reflected upon the stress-strain
response during shearing up to the critical state. The tendency of the material to either
reduce its volume (contractive response) or increase it (dilative response) depends on the
combination of the characteristics described above with respect to the critical state location
(Figure 2.7). In addition, while in drained conditions the aforementioned volume change
is feasible, in undrained conditions, where volume remains unchanged, this is expressed
through increase or respectively, decrease of pore pressures within the sand and eventually,
change of effective stresses (Figure 2.8). What is therefore required in order for a
simulation of the monotonic behavior to be considered reliable is the verification of the
stress-strain response against numerous monotonic tests for widely different initial
conditions. What is important to ascertain is whether accuracy may be achieved with a
unique set of model parameters irrespectively of the relative density (or void ratio), stress

level, loading type and drainage conditions.
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Figure 2.7: Drained triaxial compression tests on sand samples of various initial
combinations of void ratio, e - effective stress level, p after Verdugo and Ishihara (1996)

(figure after Verdugo and Ishihara, 1996).

The constitutive model presented by Manzari and Dafalias (1997) was the first to
combine bounding surface plasticity with CST utilizing the state parameter y introduced
by Been and Jefferies (1985). This incorporation of y into the bounding-surface plasticity
framework gives its character to the so-called SANISAND family of models. Their concept
quickly gained enough ground, since it enabled successful simulations for any relative
density or stress level with the same set of model parameters, while accurate monotonic
response is predicted for both drained and undrained loading conditions. As the CST can
be combined with any constitutive modeling approach, Gajo and Muir Wood (1999)
followed also this concept by evolving the hypoplastic constitutive model originally
proposed by Wood and Belkheir (1994). In a similar vein, Cubrinovski and Ishihara (1998)
utilized a similar state index, proposed by Ishihara (1993) and Verdugo (1992), for their
model which albeit intended to predict liquefaction, showed also satisfactory monotonic
simulations. Following the same rationale, Wang et al. (2002) introduced a new state

parameter and incorporated it in an evolved version of the bounding surface hypoplasticity
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model originally proposed by Wang et al. (1990) to predict accurate monotonic response.
Concurrently, at these early stages of advanced constitutive modeling of sands, there was a
lot of research on the expression of an accurate dilatancy equation able to describe the
experimentally observed response and depend on density (via void ratio) and stress level,
but also on the applied stress-ratio level (e.g., Wan and Guo, 1998; Li et al., 1999; Li and
Dafalias, 2000).
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Figure 2.8: Undrained triaxial compression tests on sand samples of various initial
combinations of void ratio, e - effective stress level, p after Verdugo and Ishihara (1996)

(figure after Verdugo and Ishihara, 1996).

Later, Papadimitriou et al. (2001) and Papadimitriou and Bouckovalas (2002) in their
model, based on that of Manzari and Dafalias (1997), and trying to bridge the gap between
monotonic and cyclic response, added a smooth shear induced non-linearity on the elastic
moduli via a Ramberg and Osgood (1943) type of stress-strain relation and invented the
concept of a macroscopic cumulative index accounting for fabric effects on the response.
Later, Andrianopoulos et al. (2010a) implemented a vanished-yield surface version of this
model in numerical code FLAC. Both models are able to predict satisfactory monotonic
response, albeit they require the change of two model parameters between their monotonic

and cyclic calibration. Taborda et al. (2014), presented a modification of the model of
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Papadimitriou and Bouckovalas (2002) in order to enhance its predictive capabilities.
Satisfactory monotonic response is predicted also by the model presented by Tasiopoulou
and Gerolymos (2016), which builds on a joint plasticity framework combining perfect
elasto-plasticity and Bouc-Wen hysteresis, albeit utilizing different sets of model
parameters during monotonic and cyclic loading.

In the sequel, the model presented by Dafalias and Manzari (2004) is one of the most
referenced constitutive models regarding the monotonic response of sands. This model
builds on the previous work of Manzari and Dafalias (1997) and furtherly extends it to
account for the effects of fabric changes during cyclic loading following initial liquefaction.
Albeit predicting cyclic loading and liquefaction phenomena, as derived by its calibration,
emphasis is given in monotonic response which is also simulated very well. In 2008,
Taiebat and Dafalias (2008) introduced an evolution of this model, by adopting a closed-
type yield surface, thus accounting for constant stress-ratio loadings to predict plastic
strains. It was then that the term SANISAND was officially coined. Subsequently, Dafalias
and Taiebat (2016) proposed a vanished yield surface version of the same model with some

other modifications, including the non-dependency of strength on Lode angle.

A. Anisotropy

As soil layers are formed under a gravitational field, an anisotropic soil fabric with
transverse isotropy on the bedding plane is structured, affecting the mechanical response
of such formations. Oda et al. (1978) (Figure 2.9) and Vaid and Chern (1985) were among
the first to show, through undrained triaxial tests, that the critical state strength of sand
measured in extension is much lower than that in triaxial compression under otherwise
identical conditions, and that the significant difference was directly associated with the soil
dilatancy. In general, it was found that the sand response was far more contractive in triaxial
extension than it was under triaxial compression. Unfortunately, it has been proven that the
Lode angle dependency of the strength, which the majority of the previously referenced
models incorporate, is not enough to replicate these effects.

Hence, this justifies why, in recent years, the majority of attempts of constitutive
modeling of the monotonic response of sands focuses more and more on capturing the role

of fabric and its anisotropy. Li and Dafalias (2002) proposed a relatively simple approach
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to include the influence of the material-inherent anisotropy, by employing a second order

constant fabric tensor F, defined by micromechanics, to describe material-inherent
anisotropy at the initial state and a scalar-value state variable A representing the material

anisotropic state. The fundamentally different proposition from the premises of classical
Critical State Theory is that the location of the critical-state line in the e - p plane is not
unique, but it is a proper function of A. This work was then combined with the Dafalias and
Manzari (2004) model, and resulted in the publication of Dafalias et al. (2004), which is a
different version of the first, accounting for inherent fabric anisotropy in a simpler form,
i.e., considering that the location of CSL into the e - p space depends on the loading-
direction in the deviatoric plane via the Lode angle and the direction of loading with respect
to the sand fabric. These findings were also included in the model presented by Loukidis

and Salgado (2009).
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Figure 2.9: Drained plane strain shear tests for different orientations of the shear plane
with respect to the bedding plane, for initial axial 7a=50 kPa (figure after Odaetal., 1978).

After almost a decade and various experimental findings, Li and Dafalias (2012)
proposed the Anisotropic Critical State Theory (ACST), according to which, the fabric

tensor is no longer, but it evolves towards its critical value. In other words, the fabric tensor
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does not only reflect initial anisotropy, but also its evolution during shearing towards its
critical value. This approach resulted in the re-affirmation of the uniqueness of the CSL in
the e — p space. In the sequel, Papadimitriou et al. (2019) incorporated the ASCT in the
framework of bounding surface plasticity and proposed the SANISAND-FR model with
reversal surfaces and a vanished yield surface. The model accurately simulates a large
dataset of monotonic shearing tests with very different densities, loading directions,
drainage conditions and anisotropic fabric structures due to different preparation methods
and deposition plane orientations, obtained over the years at several different laboratories,
with a single set of model constants. Moreover, following the same rationale, Petalas et al.
(2020) evolved the model proposed by Dafalias and Manzari (2004) by including the
framework of ASCT and proposed the SANISAND-F model. Gao et al. (2014) proposed
also an elastoplastic model capable to predict fabric evolution effects, in combination with
a yield cap enclosing the bounding surfaces of their model. More recently, Wang et al.
(2021) developed a plasticity model incorporating fabric evolution for monotonic and
cyclic sand behavior by utilizing quantitative micromechanical information obtained

through DEM numerical tests.

2.2.2 Cyclic loading

Cyclic response of granular materials cannot be regarded separately form monotonic
response, albeit it is characterized by some different behavioral aspects. For example,
although it can be studied within the CST framework, it cannot be fully described by it.
Specifically, during undrained cyclic loading where continuous decrease of effective
stresses occurs, critical state is never reached in the e — p space. On the other hand, after
extensive shear straining, critical state may be reached in terms of stress-ratio. It is therefore
well- understood, that while in monotonic loading the critical state is well-defined by these
two aforementioned conditions, in cycling loading this is not so clear. Moreover, during
drained cyclic loading, experimental data (e.g. Shahnazari and Towhata, 2002 - Figure
2.10) imply that the material exhibits pure contractive behavior, even for large cyclic shear
strain amplitudes, albeit under monotonic loading up to that applied stain level dilation
would occur. These contradicting mechanisms make the constitutive modeling of sands,

via a common approach for both monotonic and cyclic loading, extremely challenging.
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Figure 2.10: Drained cyclic torsional simple shear tests at a single amplitude shear strain
of 3% for different initial void ratios of samples (figure after Shahnazari and Towhata,
2002) .

One of the most crucial parameters determining the cyclic response is the applied
strain level. For very small applied shear strain level (y < 10#), plastic strain accumulation
with cycles is very close to zero and shear modulus has not degraded considerably. This
strain level is commonly referred as volumetric threshold shear strain in the literature (e.g.
Vucetic, 1994). Models with (small) yield surfaces (e.g., Dafalias and Manzari 2004)
ensure elastic response within them and the zero strain accumulation may be then achieved
for a proper calibration of the yield surface size. However, this is much more difficult, or
even practically impossible, to achieve for models with vanished yield surface. For
intermediate strain levels (10“ < y < 102), shear modulus degrades and plastic strains
accumulate with number of cycles. This strain range corresponds to cyclic loading due to
earthquake, wind, waves etc. and is the most common range where models sufficient for
cyclic response apply. Finally, when it comes to undrained cyclic loading and liquefaction,
exhibited shear strains abruptly increase and then gradually accumulate with cycles,
reaching y > 3 x 102, or even much more as the number of cycles increase. Hence, it

becomes clear that, the challenge for a constitutive model to predict an accurate response
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for any given strain level is significant.

Finally, the significance of drainage conditions in cyclic response (as in monotonic
as well) should not be considered unimportant. Drained cyclic loading leads to densification
and to a continuous increase of stiffness in stress-strain terms. Concurrently, the rate of
volumetric change decreases with the number of cycles (Figure 2.11). On the contrary, in
undrained loading volumetric change is prohibited and it leads to a decrease of effective
stresses and of stiffness in stress-strain terms. At the same time, the rate of excess pore
pressure build-up is not constantly decreasing, but it abruptly increases after a number of
cycles and eventually liquefaction occurs (Figure 2.12). These complicated mechanisms
act in a contradicting way in nature, and consequently in fully-coupled numerical analyses,
and should be taken into account in constitutive modeling.

The previous paragraphs attempted to describe the complexity of cyclic loading of
granular materials, which has thus attracted a lot of attention in the literature leading to
multiple publications of constitutive models. As a whole, the key issues during cyclic
loading of sands are: a) an induced densification with cycles under drained loading and b)
progressive increase of pore pressures and eventual liquefaction under undrained cyclic
loading. In the following, a rough categorization of various models is presented, on the
basis of the basic constitutive mechanism they utilize to achieve the behavioral aspect of

interest.

A. Constitutive approaches for cyclic loading

l. Cumulative functions

The fundamental two-surface model proposed by Manzari and Dafalias (1997) predicts
apart from monotonic, also cyclic response under a unified framework. However, apart
from the effect of the evolution of the included state parameter vy, there is no other
mechanism to contribute to the densification and cyclic hardening or compliance. Hence,
while pore pressure build-up is predicted, its evolution rate is not accurate, especially for a
large number of loading cycles, and liquefaction is not actually captured. This shortcoming
revealed the need for a constitutive mechanism to replicate the progressive densification

and hardening cycle per cycle during drained conditions or the decreasing rate of pore-
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pressure build-up and the abrupt (or progressive) liquefaction. The use of functions that
accumulate a quantity that evolves continuously and progressively during loading, has been
proven a widely used constitutive ingredient so far, aiming to replicate macroscopically the
fabric evolution effects. Their role is mainly to provoke stiffening cycle per cycle and hence
a decreasing tendency for volumetric change (in drained conditions) and pore pressure
build-up (in undrained conditions) and moreover, to enable increased compliance after

dilation under undrained loading.
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Figure 2.13: Evolution of a cumulative fabric function ht during an undrained cyclic

triaxial test (figure after Papadimitriou and Bouckovalas, 2002).

In this train of thought, Papadimitriou and Bouckovalas (2002) proposed a scalar-
valued fabric evolution function, to predict macroscopically the effect of fabric on cyclic
response. It is a cumulative index of plastic volumetric strain, that renders stiffer response
during contraction thus capturing the decreasing rates of pore-pressure build up or
volumetric strain accumulation and softer response after dilation, thus leading to eventual
liquefaction (Figure 2.13). The same concept was inherited to the NTUA-SAND model of
Andrianopoulos et al. (2010a). The Dafalias and Manzari (2004) uses a similar index,
which only provides the softening response following dilation. In this way, stress softening
and eventual liquefaction are well-predicted, but rate of pore-pressure build up is
overestimated, while the decreasing rate of densification under drained conditions is not

predicted. Similarly, Ling and Yang (2006) used a cumulative function of plastic deviatoric
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strains applied on the plastic modulus to increase stiffening, while modifying the aperture
of the bounding surface for possible modulus degradation. Boulanger and Ziotopoulou
(2013) maintained the concept of Dafalias and Manzari (2004), which serves their
baseline-model, but added numerous cumulative indices related to macroscopic fabric
functions to predict undrained cyclic response and liquefaction, but also a reasonable rate
of pore pressure accumulation. In the same way, the model of Wang and Xie (2014)
considers the influence of accumulated plastic strains on plastic modulus to improve the
simulation of densification and cyclic mobility. In a similar vein, Tasiopoulou and
Gerolymos (2016a) used accumulation functions of deviatoric strain in their hardening laws
and equations of model surfaces to provide stiffening during drained cyclic loading and
control the number of cycles to liquefaction. On the other hand, Wei et al. (2020) use an
accumulation of plastic deviatoric strain to provide stiffening response on their model silty

sands under cyclic loading.

1. Memory surfaces related to fabric evolution

From another point of view, fabric evolution of granular soils is not related to cumulative
indices, but to an additional evolving model surface within the stress space. The so-called
“memory surface” exhibits isotropic and kinematic hardening and through its expansion or
shrinkage, provokes stiffening or softening, by utilizing the distance of the current stress
state from it. This concept is originally proposed by Corti et al. (2016) and can be combined
with any model under the framework of muti-surface or bounding surface plasticity.
Specifically, Liu et al. (2019) and Liu et al. (2020) incorporated this feature to the Dafalias
and Manzari (2004) model and proposed the SANISAND-MS model (Figure 2.14), while
so did Yang et al. (2020) for the SANISAND-MSf model.

I11.  Fabric tensors - Anisotropy

Postulates of Anisotropic Critical State Theory (ACST), albeit more widespread and
commonly applied in constitutive modeling of monotonic response, have started to extend
to models for cyclic loading as well. Under this framework, neither cumulative
macroscopic functions, nor memory surfaces are utilized. The response is captured by a

continuously evolving real fabric tensor, which describes the geometrical properties of void
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spaces of a granular assembly. Some models recently found in the literature, incorporating
these features are those proposed by Yin et al. (2010), Gao and Zhao (2015) and Wang et
al. (2021). Such approaches are very robust and elegant, but they are yet to provide

quantitative accuracy in all aspects of cyclic loading.

Yield surface

Figure 2.14: Memory surface of SANISAND-MS model (Liu et al., 2019) accounting for

fabric evolution, incorporated in a bounding surface model (figure after Liu et al., 2019).

IV. Degradation of elastic moduli

Some models adopt evolving mechanisms for the elastic moduli during loading apart from
the change that is already taken into account via the change in density and stress level. For
example, Papadimitriou and Bouckovalas (2002) and later Andrianopoulos et al. (2010a),
following the example of Hueckel and Nova (1979), have incorporated small-strain non-
linearity in elastic moduli by adding a Ramberg-Osgood type hysteretic degradation during
shearing. This addition enables some hysteretic response to develop, with increasing stress
ratio, even in small applied strains. Moreover, this has been proven a very useful tool to
reconcile the drained and undrained stress-dilatancy response (especially during monotonic
loading) with a unique realistic calibration of elastic moduli. In this context, this feature
was also adopted by Loukidis and Salgado (2009) and Taborda et al. (2014). A dependence

of elastic stiffness on stress-ratio is also present in ISA-model by Fuentes and
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Triantafyllidis (2015). Finally, some models (e.g., Boulanger and Ziotopoulou, 2013 or
Cheng and Detournay, 2021) adopt a degradation of elastic moduli related to cumulative
functions, which start accumulating close to liquefaction and continue as the number of

cycles increases.

V.  “Explicit models” - for high number of loading cycles

According to Niemunis et al. (2005) the explicit method links ‘explicitly’ the accumulated
strains to the number of applied loading cycles N and the strain components are only
calculated at the end of each loading cycle, without the solution of the stress-strain
constitutive equation. In this framework, the equivalent constitutive equation is the
relationship between accumulated strains and applied number of cycles N (Figure 2.15).
This correlation emerges from empirical relationships accounting for micro-
structural/mechanical properties (e.g., void ratio, grain size distribution, shear strength), as
well as loading parameters (e.g., stress or strain amplitude, stress level). Owing to their low
computational costs, explicit formulations have been widely applied to numerical analysis
of soil structure interaction problems where a high number of cycles are expected (e.g.,

offshore structures subjected to wave and wind loading), by reducing real cyclic loading
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Figure 2.15: Cyclic loading applied during two successive packages of cycles with different
average stresses and stress amplitudes using a high-cycle accumulation (HCA) explicit

model (figure after Wichtmann et al. 2017).
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histories to sequences of N driven monotonic steps. Some examples of such models are
proposed by (Niemunis et al. 2005), Wichtmann et al. (2017) and Staubach and Wichtmann
(2020). However, such models are loading type specific, i.e., they cannot be used for types
of loading different than the ones for which they were built (e.g., they cannot be used for

monotonic loading).
2.2.3 Challenging behavioral and numerical aspects

A. Post-liquefaction strain accumulation

In recent years, within the framework of performance-based design, special research
effort has been focused not only on liquefaction triggering, but also on the investigation
of post-liquefaction deformations. There is a plethora of experimental evidence (e.g.,
Kammerer et al., 2000; Wu et al., 2004 - Figure 2.16; Arulmoli et al., 1992; Bastidas, 2016)
exhibiting significant shear strain accumulation after initial liquefaction, i.e., the state when
the sand first reaches an excess pore pressure Au that is at least 95% of the initial mean
effective stress po, or equivalently when the mean effective stress p is smaller or equal to
5% of po. Hence, a multitude of recent papers deal specifically with post-liquefaction strain

accumulation.
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Figure 2.16: Post-liquefaction shear strain accumulation during undrained cyclic simple

shear tests on Monderey No. 0/30 sand (figure after Wu et al., 2004).

Elgamal et al. (2003) proposed a method to decrease the tendency for dilation upon
reloading and thus leading to increased straining. Zhang and Wang (2012) continued the

work of Shamoto et al. (1997) and proposed a theoretical and constitutive framework for
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the modeling of post-liquefaction strain accumulation, by dividing the plastic volumetric
strains into irreversible and reversible counterparts and then using an intrinsic relationship
between residual volumetric strain and shear strain. This concept was implemented by
Wang et al. (2014). The UBCSand model by Beaty and Byrne (2011) predicts also post-
liquefaction shear strain accumulation. Boulanger and Ziotopoulou (2013) included a series
of functions based on cumulative indexes in their model, targeting to decrease exhibited
dilation cycle per cycle after initial liquefaction and thus enabling shear strain accumulation
and prevent shear locking. For this purpose, Tasiopoulou and Gerolymos (2016a) proposed
the evolution of the stress ratios of the bounding and dilatancy surfaces to be a function of
the cumulative deviatoric strain increments. More recently, Barrero et al. (2020) proposed
the concept of “semi-fluidized state (Sf)” and proposed a new internal state variable that
evolves from 0 to 1 within the Sf range of low mean effective stresses and its constitutive
role is to reduce the values of parameters controlling the plastic modulus and dilatancy.
This concept was incorporated in the same way by Yang et al. (2020) in the SANISAND-
MSf model, while a similar approach is followed by Cheng and Detournay (2021).

B. Effect of overburden stress level on liquefaction resistance

The effect of overburden stress on cyclic resistance ratio CRR is often expressed and
quantified in terms of a correction factor, known as Ks, and actually describes the curvature
of the cyclic strength envelope with increasing consolidation stress (Montgomery et al.,
2012) and for overburden stress levels above latm takes values less than unity. There are
numerous experimental evidence in the literature that corroborate this effect (e.g., Idriss
and Boulanger 2008; Youd and Idriss 2001) (Figure 2.17).

Based on the above, models in the literature dealing with liquefaction incorporate
special components to consider this effect. Some examples are the PM4Sand model
proposed by Boulanger and Ziotopoulou (2013), which was one of the first discussing this
issue in the literature, the P2PSand model by Cheng and Detournay (2021), the Tager model
by Tasiopoulou and Gerolymos (2016a) (in Gerolymos and Anthi, 2019) and the UBCSand
model by Beaty and Byrne (2011).
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Figure 2.17: Relationships for K, factor proposed by Idriss and Boulanger (2008) and
Youd et al. (2001) (figure after Montgomery et al., 2012).

C. Strain accumulation at high number of (partially) drained loading cycles

The engineering analysis of cyclic response proves very challenging for long-lasting cyclic
loading events (namely, ‘high-cyclic’ loading), such as those experienced by soils and
foundations under operating offshore structures. Quite indicative is the case of monopile or
bucket foundations for offshore wind turbines, whose design must assure full functionality
of the structure during their whole operational life, while experiencing loading cycles with
alternating sequences of small-amplitude vibrations and severe storms loadings. The order
of magnitude of the number of cycles used for such type of analyses may be around 108 -
10° (Figure 2.18). The degradation of soil’s stiffness with the number of cycles may lead
to a change of the natural frequency of structure — soil system and to permanent non-
operational displacements of the structure. Actually, during the cyclic loading history,
usually partial drainage occurs and two competitive mechanisms act: a tendency for excess
pore pressure development and a resultant soil’s stiffness decay and an antagonistic
tendency for densification and increase of soil’s stiffness. In a fully coupled analysis, which
of the two aforementioned mechanisms dominates the response depends, among others, on

loading characteristics (intensity, duration, rate etc...) and drainage effects (permeability
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coefficient of the soil, drainage paths etc..). However, even if the response is closer to the
drained and volumetric straining continues with a decreasing rate for a significant part of
the loading, it is possible, at very large numbers of cycles, the stiffness of foundation to
decrease due to irreversible damages in soil’s structure (e.g., Bhattacharya et al., 2013;
Tasiopoulou et al. 2021). This topic constitutes a relatively fresh field of research in terms
of constitutive modeling of sands, as the strain range, the duration and the drainage
conditions of loading are far different of what earthquakes impose. Additionally, modeling
becomes even more challenging when considering the limited experimental data in the

literature for such loading conditions.
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Figure 2.18: Strain accumulation during high-cycle (~10°) cyclic triaxial experiments
(figure after Wichtmann et al., 2009).

Apart from the solution of “explicit” constitutive models described in a previous
paragraph, there are attempts in the literature of conventional advanced constitutive models
trying to replicate these mechanisms of response and some examples are given by Liu et

al. (2019), Liu et al. (2020) and Tasiopoulou et al. (2021).

D. Post-liquefaction reconsolidation settlements

Volumetric strains that develop during post-liquefaction reconsolidation of sand are
difficult to be predicted numerically, since they are not produced by shearing. Such a
consolidation path induces very little change in stress-ratio values, and hence, stress-ratio
driven models are bound to estimate very small plastic strains due to this type of loading.
This result highlights a well-known limitation of stress—ratio driven constitutive models, in

which a constant stress-ratio stress path leads to zero plastic straining.
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To account for plastic volumetric strains developed due to such types of loading,
additional mechanisms for plastic strain rate development may be considered. As discussed
above, a possible solution to this problem is the incorporation of an extra bounding surface
in the stress space intersecting the hydrostatic axis and acting like a “cap” to the other
(stress-ratio-based) model surfaces. The model proposed by Taiebat and Dafalias (2008)
with a closed yield surface, or the “cap” surface proposed by Wang et al. (1990) may prove
very useful constitutive tools for such additional loading mechanisms.

On the other hand, there are models in the literature, that although do not incorporate
a mechanism like those described above, bypass this inadequacy by incorporating
macroscopic formulas for predicting plastic volumetric strains in post liquefaction regime.
For example, the PM4Sand model (Boulanger and Ziotopoulou, 2013) approaches the
estimation of realistic post-shaking volumetric strains by artificially reducing the elastic
moduli. In this way, plastic volumetric strains induced during re-consolidation continue to
be negligible, but the target total values are reached by the increase of the elastic
components. Such an approach is obviously phenomenological and may prove difficult to

handle in numerical analyses of boundary value problems.

E. Stress principal axes rotation

The significance of stress principal axes rotation during phenomena like wave loading,
earthquakes, and traffic loading is well recognized in the literature (e.g., Towhata and
Ishihara, 1985). During this type of loading, as only the direction and not the measure of
the principal stresses change, the stress-ratio is maintained constant. Experimental studies
of these loading conditions (e.g., Ishihara and Towhata, 1983; Ishihara and Yamazaki,
1984;Tong et al. 2010) show considerable strain accumulation (Figure 2.19), which under
undrained conditions may even induce liquefaction after a sufficient number of cycles.
However, this is a response that cannot be captured by models based on the change
of stress-ratio to induce plastic strains. Moreover, neither the incorporation of a closed-type
“cap” mechanism would be useful, as there is not a change in the stress level — actually, the
resultant stress-ratio during such a loading is maintained constant in the stress-ratio space.
Recently, following the work of Gutierrez et al. (1991), (1993), Gutierrez and Vardoulakis
(2007) and Gutierrez and Wang (2009), Petalas et al. (2019) proposed a constitutive scheme
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to deal with this issue. They enriched the framework of the SANISAND-F model (Petalas
et al., 2020), by including the effect of non-coaxiality between stress and plastic strain rate
tensors due to plastic loading induced by the continuous principal axis’ rotation on the
plastic modulus and dilatancy terms of their model. There are also other approaches in
which a second loading mechanism is introduced, or multiple dilatancy functions, but since

the proposed model is not targeting this type of response no further analysis is considered

useful here.
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Figure 2.19: Volumetric strain accumulation in drained tests experiencing stress PA

rotation after Tong et al. 2010 (figure after Petalas et al., 2019).

F. Problem of stress-strain overshooting

One of the problems faced in models employing the last load reversal point, or in models
employing reversal surfaces in general, is the stress-strain overshooting upon unloading
and immediate reloading, i.e., the prediction of a stress-strain curve that is unrealistic since
it overshoots the expected continuation that this curve would have if this unloading-
reloading cycle had not occurred. The foregoing problem is related to the unnecessary
updating of the retained in memory stress-ratio tensor at the last load reversal point, upon
unloading and upon immediate reloading. The occurrence of these numerically “informal”
load reversal signals affects mainly the monotonic response and the predictions in static
problems (e.g., problems of static bearing capacity), where unexpected overshooting
occurs. In their recent work Duque et al. (2021) underlined the high sensitivity of both
advanced plasticity (e.g., bounding surface) and hypoplasticity models to this issue. In

models with reversal surfaces (such as the presented in this Thesis), the problem is more
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complicated, since also the loading direction tensor and the employed mapping rule may
be affected. So, the issue may be not just an overshooting problem, but in terms of
constitutive modeling it boils down to what is the “accurate” value of the load reversal
point for having a realistic response in any load path that may be encountered in boundary
value problems, both static and dynamic. This premise makes the inclusion of a mitigation
technique necessary.

This problem has been sufficiently studied in the literature leading to several
approaches for overcoming it. Dafalias and Taiebat (2016), follow the approach of Dafalias
(1986) and “adjust” the value of stress-ratio tensor “retained” at the last load reversal point,
depending on the “significance” - in-terms of accumulated deviatoric strain - of the
intervening loading path. This concept was enriched furtherly by Cheng and Detournay
(2021), who added the extra condition of a sufficiently large change in stress-ratio to occur
before the aforementioned tensor to be updated according to Dawson et al. (2001) and a
provision of reset of the reversal point when the stress ratio reaches once again the “back-
bone” curve during reloading, according to Wang et al. (1990). Similar techniques and
approaches have been incorporated in the constitutive framework of Boulanger and
Ziotopoulou (2013), while the recent literature is increasingly concerned with this issue

(e.g., Liand Liu, 2020; Zhang et al., 2021).
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Chapter 3

Constitutive Formulation

3.1 Model platform

The formulation of the model is presented in the multiaxial stress space and the equations
are given in tensorial form. Second-order tensors are written in bold characters, so as to be
distinguished from scalars, while normal stress components are considered effective. A
superposed dot over scalar or tensorial quantities implies material time derivative or rate.
A symbol : between 2 tensors denotes their double inner product or equivalently the trace
(tr) of their product. Specifically, the strain tensor is depicted as ¢ and can be decomposed
into its (scalar) volumetric component evol = tre and the (tensorial) deviatoric component e
= &— (evol 13) I, with | standing for the second-order identity tensor. According to the theory
of plasticity, the rates of these strain components are independently decomposed into an

elastic and a plastic part:
. —_ -e .
Evol = Evol T 850| (3.1)

6= g+ 6 (3.2)

where superscripts e and p denote the elastic and plastic parts, respectively. The effective
stress tensor is symbolized by ¢ and consists of its hydrostatic component p = (1/3) tre
(i.e., the mean effective stress) and its deviatoric component s = ¢ — pl. Of great importance
is also the deviatoric stress ratio tensor r = s/ p, which is instrumental in the constitutive
equations of this model.

According to isotropic elasticity, any given effective stress rate & results in an elastic

strain rate £°equal to:

e
PN S SN Y 3.3)
3 2G° 3K

where G is the shear modulus and K the bulk modulus, respectively. The plastic strain rate

&Pis defined as:
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= Do) = (A)(n +%1j (34)
R=n+(D/3)! (3.5)

where R is the plastic strain rate direction, with unit-norm tensor n constituting its
deviatoric part and D, the dilatancy function of the model, defining its volumetric part. The
n adopts all the properties of unit-norm deviatoric tensors (i.e., n=n", trn =0and n:n = 1)
and is determined according to the adopted mapping rule of the model, while the dilatancy
function D is explicitly defined. The scalar value A is the loading index, which is set in
Macauley brackets, yielding < A4 >=0when 4 <0 and <4 > = A, when 4 > 0. In stress
terms it is determined as:

1
A=—-VLVL:6=—n: pr
Kp Kp p (3.6)

where K is the plastic modulus of the model and L describes the loading direction in the

multiaxial stress space, which equals to:

n:r
L=n—-——-I ,
n 3 (3.7)

In Equation (3.4) the inclusion of loading index 4 in Macauley brackets implies that
the plastic strain rate is zero when 4 < 0 (unloading) or 4 = 0 (neutral loading), and non-
zero in cases of loading (4 > 0). According to Equation (3.6), loading takes place either
with a combination of n: ¢ > 0 (p is always nonnegative) and Kp >0 (hardening response)
or n:¥<0 and Kp < 0 (softening response). Considering all the above, a non-zero
deviatoric stress ratio rate (r = 0) serves as the necessary condition for non-zero plastic
strain rates. This concept, while quite realistic during shearing, should be used with caution
in problems where loading under constant stress ratio prevails (e.g., one-dimensional
consolidation). To account for plastic strains developed due to such types of loading,
additional mechanisms for plastic strain rate development may be considered (e.g., (Taiebat

and Dafalias, 2008 or Wang et al., 1990). However, such complications are beyond the
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scope of this model. Finally note, that a non-zero deviatoric stress ratio rate (¢ = 0) is a
necessary, but not a sufficient condition for non-zero plastic strain rates. This is because
the so-called neutral loading (4 = 0) may appear for tangential loading paths where both
n=0 and 70 continuously, but n:r =0 throughout the loading. In this sense, the
model does not have a truly zero elastic range in stress space, as was clarified by Dafalias
and Taiebat (2016) for models of this type.

In closing, Equations (3.3) and (3.4) quantify strain rates for any given stress rate.
However, in numerical codes the input is usually the strain rate, hence the above equations
are properly rearranged to give the effective stress rate ¢ as a function of any given strain

rate ¢ as:

6 = 2Gé+Ké, I —(4)(2Gn + KDI) (3.8)

where the loading index 4 is now expressed in terms of applied strain ¢ rate via:

_ 2Gn:é—(n:r)Ké,
K, +2G—(n:r)KD

(3.9)

3.2 Critical state behavior

The proposed model formulation incorporates the Critical State Theory of Soil Mechanics
(Schofield and Wroth, 1968) by adopting a unique Critical State Surface (CSS) in the stress
o - void ratio e space. In practice, it firstly employs the projection of the CSS on the mean
effective p - void ratio e space, i.e., the so-called Critical State Line (CSL) in this space. A
power relation is preferred for the CSL, allowing for a greater range of applicability for p
values. Hence, for a given mean effective stress p, the corresponding critical value of void

ratio ecs on the CSL is given by (Dafalias and Manzari, 2004; Li and Wang, 1998):

Patm

¢
s =€ — l[ij (3.10)

where eois the value of void ratio at p=0 controlling the position of CSL (a model constant),
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pam the atmospheric pressure (e.g., pam=101.3 kPa) and 1 and ¢ nonnegative model
constants forming CSL’s curvature and shape in the (p — e) space.

The current state of the material is always identified with reference to the CSL
through the state parameter y, which quantifies the difference between the current void
ratio e and the corresponding critical state value ecs at the current mean effective stress p

via (Been and Jefferies, 1985):

Y =e- e (3.11)

Parameter y determines the state of the material as a combined function of its density
(through void ratio e) and its effective mean stress (through ecs), expressing how far from
critical is the current state. It is obvious that a state (e, p) above the CSL in the (p - €) space
corresponds to w > 0 and consequently to contractive behavior, while, on the contrary, a
state below the CSL in the (p - €) space corresponds to y < 0 and consequently to dilative
behavior. A schematic illustration of  in (p,e) space is presented in Figure 3.1 The explicit
incorporation of y in model equations, starting from the model surfaces in the next Section,

is what gives the SANISAND character to this model.

N
- CSL=f(e,, A §

w>0

e .k

Cs

i w=e-e

w<0

p (kPa)

Figure 3.1: Critical state line (CSL) as a projection of the CSS on the (p — e) space and
definition of state parameter y for any current state (p , e).
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3.3 Model surfaces

Being of the SANISAND-type, the proposed bounding surface plasticity model is stress
ratio-driven. For the common case of loading in triaxial compression (TC), the critical state
M ¢, the bounding (or peak) M2 and the dilatancy M ¢ stress ratios (collectively M $°9) are

related to each other via the state parameter y, as follows:
M2=M¢ exp(nb <—l//>) (3.12)

MI=M¢ exp(ndy/) (3.13)

where, M ¢, n® and nd are nonnegative model parameters. Note that the subscript ¢ depicts
that the loading is in triaxial compression, while superscripts c, b or d clarify which of the
three stress ratios is of interest. These exponential equations are adopted from Li and
Dafalias (2000) and Dafalias and Manzari (2004). Note also that here Macauley brackets
appear in Equation (3.12) to make it qualitatively compatible with the linear form of this
equation in Manzari and Dafalias (1997). Hence, based on Equations (3.12) and (3.13), for
dilative states where y < 0, M¢ < M¢ < ME holds. This implies that the peak stress ratio is
higher than the critical state ratio, while the dilatancy stress ratio is lower than both of them.
Similarly, for contractive states (> 0) M% > M¢ = M2 holds, implying purely contractive
response (since the M ¢ is not reached) and attainment of the peak stress ratio at critical
state.

The generalization of these three stress ratios in multiaxial stress space takes the form
of surfaces, namely the critical state, the bounding and the dilatancy surface. All three
surfaces have the shape of an open cone, with their apex on the origin of stress space, are
homologous and their apertures are defined by the stress ratio values M§, Mand M4
respectively. The subscript @ in the foregoing stress ratio values depicts that this
generalization is performed with the aid of the Lode angle 6, that is hereby defined in terms

of the unit-norm deviatoric loading direction tensor n, according to:

cos(30) = x/gtr(n3) = 346 detn (3.14)
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where det is the determinant of a (second-order) tensor. Based on its definition, angle
ranges between 0° and 60°, where 0° corresponds to loading in triaxial compression (TC)
and 60° to triaxial extension (TE). All the intermediate values of 8 correspond to non-
triaxial loading conditions. Hence, the M stress ratio of the aforementioned surfaces can be
defined as a continuous function of &, a notion firstly proposed for soils by van Eekelen

(1980). In this model, this function is depicted by g and is used as follows:

MEPY =g (6,¢) MEPI (3.15)

wherec = M{/M¢ is anonnegative model parameter that is equal to the ratio of the critical
stress ratio in triaxial extension (TE) over that in TC. In this paper, the adopted g(d,c)
function is borrowed from Loukidis and Salgado (2009),although its original form dates
back to Van Eekelen (1980), and reads:

2" ¢

g(bc) = (3.16)

[1+ o - (1— cl/”) cos(30)]ﬂ

Bounding surface

n P hd
b+ “. Y
\r 3 \ Critical stafe surface

. Dilatancy surface

Figure 3.2: Model surfaces on the z-plane of the deviatoric stress-ratio space and adopted
mapping rule. The relative location of dilatancy and bounding surfaces corresponds to a
dilative state (y < 0).
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Figure 3.3: Model surfaces on the triaxial qrx - p space. The relative location of dilatancy

and bounding surfaces corresponds to a dilative state ( < 0).

where exponent x controls the convexity of the surface on the n-plane of the deviatoric
stress ratio space. This  is set fixed to 0.16 here, which provides convexity for the usual
cases of ¢ > 0.67. Observe here, that g =1 for = 0° and g = ¢ for § = 60°, thus rendering
the pertinent values for the stress ratios in TC and TE on the basis of Equation (3.15). The
procuring shape of the three model surfaces (for ¢ =0.712) on the foregoing =-plane is
shown in Figure 3.2 for an exemplary case where y < 0, which dictates their apertures as
a function of Equations (3.12) and (3.13). Moreover, Figure 3.3 shows their projection on

the triaxial g-p space, where q is the deviatoric stress.

3.4 Mapping rule

The distance of the current stress ratio r from these surfaces on the n-plane of the deviatoric
stress ratio space is a key component of the constitutive equations. The distance from each
surface is defined with the aid of the image-points r, r’ and r? (collectively r**% of r on
the critical state, the bounding and the dilatancy surfaces, respectively. These image points
are defined on the basis of the selected mapping rule, which is schematically illustrated in
Figure 3.2. This radial mapping rule has been repeatedly used in the past (e.g.,
(Andrianopoulos et al., 2010a; Wang et al., 1990).

The all-important tensor rini refers to the tensor r when the last load reversal took
place, i.e., when the loading index 4 of Equation (3.6) or (3.9) took a negative value last.

For the first shearing path it is, by default, equal to the value of tensor r at the initial state
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(e.g., end of consolidation). This correlation to the recent shear history via rini dates back
to the concept of stress reversal surfaces by Mroz et al. (1979) and Mroz and Zienkiewicz
(1984). Having determined the image point r® on the bounding surface allows for the
definition of the unit-norm deviatoric tensor n starting from the stress origin and depicting

its direction as:

(3.17)

Given the unit-norm tensor n, the image points on all three model surfaces may be

computed as:
pCbd _ \/%Mec,b,dn (3.18)

where M¢®>4 is defined in Equation (3.15). Consequently, the scalar distance between the
current stress ratio r and the model surfaces (collectively d°*9) is computed along the n

direction, as:

doPd = (rPd _ryn (3.19)

According to Equation (3.19), a positive d*>?value implies a current stress ratio r
located inside the corresponding surface, while a negative value of the distance d*>?depicts

that it is outside.

3.5 Elastic moduli

The maximum value of the shear modulus Gmax used herein follows a hypoelastic
formulation, since it is a function of the current values of the mean effective stress p and

the void ratio e. Specifically, based on Hardin (1978), it holds:
1 / P
Gmax =G, P ( ] 3.20
max o Matm 0.3+0.762 Datm ( )

where Go is a model parameter and pam is the atmospheric pressure. However, the tangential

value of the shear modulus Gt entering the calculation of the elastic strain rate (see Equation
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(3)) incorporates a Ramberg-Osgood type (Ramberg and Osgood, 1943) hysteretic
behavior, which provides a non-linear degradation with strain. This concept, originally
proposed by Papadimitriou et al. (2001) and Papadimitriou and Bouckovalas (2002) and
then used slightly modified by Andrianopoulos et al. (2010a), Loukidis and Salgado (2009)
and Taborda et al. (2014), allows for a smooth decrease of the tangential shear modulus Gt,
from its maximum value (equal to Gmax from Equation (20)) and a consequent smooth
increase of viscous damping with increasing shear amplitude (e.g. Vucetic and Dobry,

1991). In more detail, the non-linear hysteretic form of Gt is given as:

G, =@ (3.21)

where T is a positive scalar (> 1) variable, defined as:

Tots 2(i— J {3lr=rm) (=1 (322)

al [ Gmax J
& i
p

Respectively, the tangential bulk modulus K: entering Equation (3.3) is interrelated

to the tangential shear modulus Gt on the basis of a constant value v of the Poisson’s ratio

(a model parameter) according to:

1l+v
Kt:%((l—ZV)) t

(3.23)

Note that according to Equation (3.22) variable T reduces the shear modulus Gt as
the current deviatoric stress ratio r diverts from the stress ratio rini at the last stress reversal
point. The first difference from Andrianopoulos et al. (2010a) is that in the denominator of
variable T the current values of Gmax and p are used and not those at the last stress reversal
point. The second difference is the use of a1 (< 1) and y1 (> 0) that were considered as model
parameters in the foregoing model, but are fixed constants herein. Particularly, based on
Papadimitriou et al. (2001), the decrease of both a: and y1 leads to increased non-linearity,
while the y1 may be viewed as a characteristic threshold shear strain beyond which any

further degradation to the overall soil stiffness is mainly attributed to the development and

63



Constitutive Formulation

accumulation of plastic strains. For this model, the fixed values a1 = 0.85 and y1 = 0.03%
are adopted, i.e., they correspond to the upper-bound of the range originally proposed by
Papadimitriou et al. (2001). It has to be underlined here that without the additional
nonlinearity offered by variable T it is impossible to attain accurate simulations across the
whole range of shear strains, from small-strain dynamic loading to large-strain monotonic
shearing using the same set of model parameters. Moreover, it is the inclusion of this
variable T, in combination with the plastic modulus detailed in the sequel, that permit the
calibration of Gmax from truly small strain measurements (e.g., bender elements,
geophysical measurements). Another significant contribution of this formulation was
highlighted in Loukidis and Salgado (2009), where it was shown that without variable T it
is impossible to obtain compatible drained and undrained stress-dilatancy response, while

retaining realistic values of Poisson’s ratio v and Gmax irrespective of type of loading.

3.6 Plastic modulus

The plastic modulus Kp in Equation (3.24) is given by:

db
Ky=h,hyhe h h, p—m
o= P e B P o

(3.24)

where he, hr, hpp, hep are nonnegative model functions that will be discussed extensively in
the sequel, and ho a nonnegative model parameter. The formulation of plastic modulus with
its dependence on d ° and (r-rini) indicates that it smoothly decreases, resulting in increased
plastic strains, as shearing evolves monotonically and stress ratio r increases and moves
away its value at the loading initialization rini. Based on Equation (3.24), the sign of plastic
modulus Kj is controlled by the sign of the distance d®. According to Equation (3.6), and
given that A4 > 0, hardening response occurs (n:¢>0and Ky > 0) when a stress ratio lies
inside the bounding surface (d” > 0) or on the contrary softening response occurs (n: ¢ <0
and Kp < 0) when a stress ratio lies outside the bounding surface (d° < 0). Moreover,
denominator (r-rini):n implies that at the initialization of a load reversal (where rini has just
been updated to the value of r) Kp takes an infinite value, thus leading to zero plastic

straining at the beginning of every new shearing process.

Function hpp, given as:
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hop = /pa% (3.25)

in combination with p multiplying the right part of Equation (3.24), results in a total effect
of mean effective stress on Kp of an exponent of 0.5, in agreement with Equation (3.20) for
the elastic modulus, where the exponent of p is the same.

The effect of void ratio is also included in plastic modulus through a decreasing function

of e:

h,=¢€ (3.26)

where cn is a model parameter.

An interesting experimental finding that this model targets to simulate is the
differentiation in strength under cyclic undrained loading, in terms of cyclic resistance to
liquefaction (Mulilis et al., 1977; Vaid and Sivathayalan, 1996), where despite the
continuous change of loading direction between TC and TE, triaxial conditions show
greater cyclic resistance than simple shear (SS).

Without incorporating a special constitutive framework accounting for anisotropy,
an additional loading direction function is added in this model to capture this effect in a
quantitative way. This loading direction effect is already taken into account through Lode
angle (6) effect on model surfaces and distances d®and d¢ but this slight differentiation of
the position of the bounding and dilatancy surfaces, specifically for the intermediate Lode
angles 6 between TC and TE, has been proven not sufficient enough. Attempting to treat
this only through modifying function g would lead to problems of non-convexity of the
bounding surfaces. Thus, the role of function he (< 1) is to enhance this effect by

incorporating it directly on plastic modulus, as follows:

hy = [20(0"c) -1]"2 (3.27)

Function he actually utilizes function g of Equation (3.16) to capture the foregoing
effect, but for a modified Lode angle 8" = 6 + 30°. The idea of using in this expression (&

+ 30°) instead of current & stems from the need of a softer response in SS conditions, while
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not intervening TC and TE, where the effect is quite well captured by the existing model
features. In this way, for 8 = 0° (TC) and 8 = 60° (TE), the value of g entering Equation
(3.27) is the same and he attains its maximum value. For intermediate values of @, g attains

lower values, resulting in lower values also for he.

3.6.1 Effect of fabric on plastic modulus

The use of fabric functions, as empirical macroscopic indicators of sand fabric evolution
during cyclic shearing, is a common practice in constitutive modeling (Andrianopoulos et
al., 2010a; Boulanger and Ziotopoulou, 2013; Dafalias and Manzari, 2004; Papadimitriou
et al., 2001). In this model this significant effect on plastic strains is described

macroscopically by the scalar-valued function hr on plastic modulus, given as:

2

1+<fp—cf>

he = 1+<fini :n> (3.28)

According to Equation (3.28), hr - borrowing the formulation of fabric functions
introduced earlier by Papadimitriou and Bouckovalas (2002) and Andrianopoulos et al.
(2010a) - is a function of the scalar-valued function f, and fabric tensor f, both of them

starting from zero and evolving independently with plastic volumetric strains, as follows:

fo=(2—2) N hye (3.29)
f=-N hpost-liq( f+ 1:max(l-m) ”)<—é50|> (3.30)
where:
0.1
N =Nq - hs - (=) (3.31)
1
hot =[MJZE‘§ <15 (3.32)
Po
hy =6, 0" (3.33)
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fmax = max () (3.34)
0<a=—z| Wl 1]
<a= _ < (3.35)
‘Igeol

Equations (3.28) — (3.35) describe a complete framework for the evolution of fabric
function and are explained in detail in the following. Function hpost-liq iS ot presented yet,
as it accounts for cyclic mobility and accumulation of strains after liquefaction is triggered,
and its formulation is analyzed in a special section below. For now, note that hpostiiqg = 1
unless initial liquefaction occurs, i.e., the state when the current p becomes smaller or equal
to a critical value pi, defined as a pi = min (0.05 po; 10 kPa). As already mentioned, Equation
(3.28) incorporates the effect of the current fabric state on plastic modulus Kp and in extent
on plastic strains. According to Equation (3.29), function fp on the nominator of hr follows
the whole shearing history of the sand. Therefore, when the shearing path remains under
the dilatancy surface and the response is purely contractive and only positive plastic
volumetric strains occur, f, steadily increases. In subplot 3.4c of Figure 3.4, evolution of f,
is illustrated during shearing. Points a-f” show the aforementioned continuous increase of
fp, albeit some decreasing parts are apparent near the load reversal points as stress path
slightly passes in dilation (points a-f” in subplot 3.4a). Hence, a continuous stiffening
behavior is simulated during cyclic unloading-reloading paths as the nominator of Kp
always increases, too. Model constant cr, and inclusion of fp - ¢r into Macauley brackets,
implies that there is a threshold value of f,, only beyond which stiffening starts to act on
plastic modulus. This aims to prevent early stiffening during monotonic shear loadings
which pass an extensive part of their loading path under contraction. The constant value of
ce = 1, is found to be quite appropriate for the whole simulation procedure. This is well
perceived, when observing that hr becomes larger than unity for the first time (point a’ on
subplot 3.4b), since fp firstly becomes larger than one (point a’ on subplot 3.4c). On the
other hand, when loading in dilation occurs, negative value of plastic volumetric strains
decreases fp, stiffening ceases or its rate of increase falls and a slight softening starts to
prevail. The decrease of fp during dilation is shown in paths f’- j” in sublot 3.4c, where

important part of the stress paths lies into dilation (paths f’-j” in subplot 3.4a). However,
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Figure 3.4: (a) Typical stress path during undrained cyclic loading, (b) evolution of the

fabric function hr and (c) evolution of the fabric function component fp, during shearing.

the existence of Macauley brackets and the plus 1 ensure that the nominator of hr cannot
pass below unity, even if the whole attained fp is erased after extensive dilation and becomes
negative (points i, i’ and j* on subplots 3.4b and 3.4c). The evolution of f, in subplot 3.4c
is not shown for values smaller than 0.1, without this meaning that f, does not reach
negative values due to the extensive dilation of the applied shearing. In a contractive stress
path, following dilation, f, starts increasing again and since it becomes again larger than 1,
it leads hr to increase (point j on subplots 3.4b and 3.4c). At the same time, according to
Equation (3.30), the other important component of hr, fabric tensor f, starts evolving upon
dilation. However, during this dilative shear path, the denominator of hr remains equal to
1, as f - due to sign (-) on its rate equation - develops on the opposite direction of n and
thus <f:n> = 0. The denominator of hr becomes larger than 1, only after a load reversal that
follows a dilative path and maintains the value of 1 + <fini:n> until the next load reversal.
It should be noted that, although between successive load reversals tensor f evolves, the
denominator of hsremains constant, maintaining the value of f caught at the moment of the
load reversal (fini). This increase of the denominator of hr is of key importance for capturing
the softening response and the compliant unloading paths, observed after shear unloading
above dilatancy surface that eventually leads to liquefaction under undrained cyclic
conditions. Apart from the decrease of fp, the parallel increase of f during dilation leads to
a more intense decrease of fabric function hs as shown in subplot 3.4b. According to
Equations (3.29) and (3.30), the rate of both f, and f is quantified through a common
intensity of evolution, indicated as N and given in (3.31), where the value No is a model

parameter. Apart from this, the value of N is controlled by some other variables referring
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to the initial state of the sand after consolidation.

Function her, like its similar form in plastic modulus (Equation (3.26)), indicates a
decreasing void ratio dependency of N on void ratio. In other words, the denser the state of
a sand, the more intense is its rate of fabric evolution. Moreover, function hpt (Equation
(3.32)) accompanies N in Equation (3.31) and describes the effect of initial mean effective
stress on fp evolution and subsequently on cyclic shear behavior, and specifically as it gets
larger, the stiffening is less intense. The role of this function is in line with experimental
results (Hynes and Olsen, 1999; Vaid and Sivathayalan, 1996) and analytical relations
(Idriss and Boulanger, 2008) for Ks overburden stress effect on the resistance to
liquefaction. This also explains the upper-bound value of 1.5 in hyr of Equation (3.32) in
order to disallow excessive increase of liquefaction resistance for very small po values.

Finally, it should be discussed that for initial contractive states (w. > 0), the Equation
(3.31) becomes zero, implying that fabric evolution during shearing is taken into account
into cyclic response only for initially dilative states (wo < 0). However, the effects of initial
o and po, defining o, are already considered into functions her and hpr, thus an exponent of
0.1 is selected to minimize its quantitative effect on N. The form of Equation (3.30),
indicates that there is a maximum value that fabric tensor f can attain. This maximum norm,
indicated as fmax, equals to the maximum value ever reached by f, implying that softening
is the result of fabric deconstruction during dilation, and it is directly related to the intensity
of structured f, during contraction. This maximum value is always nonnegative as fp
initiates always from zero. The functionality described above is well perceived, if observing
that in subplot 3.4c there is a minimum threshold below which hs cannot further decrease.
This is because f has attained its maximum value and hr nominator cannot become lower
than unity. Moreover, the presence of function hpost-lig On the right-hand side of Equation
(3.30) aims to increase the rate of f evolution in small p regimes, since liquefaction is
reached, enhancing this way the softening of the response.

Gradual stiffening response with cycles is apparent both in drained and in early stages
of undrained cyclic element tests. That is the reason why the accumulation of fabric-related
components was conceptually chosen to develop with the plastic component of the
volumetric strain and not its total increment (e.g., Andrianopoulos et al., 2010a; Dafalias

and Manzari, 2004; Papadimitriou et al., 2001). However, this creates an inherent
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quantitative differentiation of the developing fabric function during different drainage
conditions. For example, in cases where (partial or full) drainage is allowed, there is a
differentiation of void ratio e that directly affects the plastic modulus K via function hep of
Equation (3.26), and hence the value of the plastic volumetric strain increment entering
fabric evolution via Equations (3.29) and (3.30). To counterbalance this effect, Equations
(3.29) and (3.30) continue to be directly related to the plastic volumetric strain increment
(as in previous similar models of Andrianopoulos et al., 2010a and Papadimitriou et al.,
2001), but the intensity of evolution is also set to depend on the correlation between plastic
and total volumetric strains. Hence, the intensity of fabric evolution during loading is set to
depend on the correlation between the integral of the total volumetric strain and the integral
of the plastic volumetric strain during loading via factor a that is introduced in Equation
(3.35) and takes values between 0.0 and 1.0. This factor scales appropriately the evolution
of f, and f in Equations (3.29) and (3.30). In particular, factor a is a function of the ratio of
the integral of (accumulated) total volumetric strain during loading from the initial state
over the respective integral of (accumulated) plastic volumetric strain (both in absolute
terms). Based on its definition in Equation (3.35), when total volumetric strains are equal
to zero (e.g., in the extreme case of fully undrained conditions), then a = 1.0. On the other
hand, when the ratio of the strain integrals is greater than 1.0, i.e., when volume change is
significant (e.g., in the unlikely case of fully drained conditions), then a = 0.0. For all the
intermediate states, factor a attains values between 0.0 and 1.0 according to Equation
(3.35). Given the above definitions, the term (2 — a)N that acts as the scaling factor in
Equation (3.29) takes values between N and 2N, while the maximum norm fmax**® that
fabric tensor f may take in the bracketed tensor term of Equation (3.30) takes values
between fmax and fmax®.

In essence, the role of factor a is to enhance or reduce fabric evolution effects on the
plastic modulus Kp depending on whether the loading induces volume change or not. Such
a factor does not appear in any previous similar model (e.g., e.g., Andrianopoulos et al.,
2010a; Dafalias and Manzari, 2004; Papadimitriou et al., 2001) and an example of its
necessity is discussed below. Specifically, based on its original proposal in Papadimitriou
et al. (2001) (and as a term enhancing the dilatancy in Dafalias and Manzari, 2004), the

primary role of the denominator of function hr is to offer softened response following
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dilation, that under undrained cyclic loading may lead to liquefaction. However, it is
uncertain how its formulation, while quite convenient for simulating the increased excess
pore water pressure buildup upon load reversal following dilation in undrained loading,
behaves under drained cyclic loading. For this purpose, Figure 3.5 presents the estimated
shear stress-strain (z - yss) relation and volumetric strain (evol - yss) accumulation within 30
cycles of a strain-controlled drained cyclic simple shear test with single amplitude cyclic
shear strain equal to ysscyc = 0.1%. Subplots ¢ and d include the model estimate having
factor a varying according to Equation (3.35), while subplots a and b present the same
results but with a factor a = 1.0, that leads to the lowest fp evolution rate equal to N and a
highest maximum norm of f equal to fmax. According to experimental evidence (e.g.,
Shahnazari and Towhata, 2002), in drained cyclic loading, even for large cyclic shear strain
amplitudes for which the shearing leads to dilation before the load reversal , the volumetric
strain evol accumulates with cycles, but at a steadily decreasing rate (e.g., see subplot d, in
Figure 3.5), while the stress-strain relation becomes gradually stiffer (e.g., see subplot c,
in Figure 3.5). In order to achieve this response, the new model (with variable a) employs
fp evolution rates higher than N, thus enhancing the numerator of hr, concurrently with
values of maximum norm of f lower than fma?, thus reducing the importance of the
denominator of hs. As a result, the estimated response is a gradual stiffening with cycles
due to the effect of a gradually increasing hr, which macroscopically is in accordance with
experimental evidence (e.g., Shahnazari and Towhata, 2002).

On the contrary, using a constant value of a = 1.0, leads to a milder increase of the
numerator of hr concurrently with the potential for a more intense increase of its
denominator. Such a choice may lead to the undesired response presented in subplots 3.5a,
b of Figure 3.5. Specifically, in the first cycles (phase A) the response becomes gradually
stiffer due to the increase of f, and consequently of hr. As a result, the rate of &vol
accumulation decreases with cycles, in qualitative agreement with experimental evidence.
However, as the stress-strain loops become stiffer, the values of stress ratio r become higher
and the stress point may shift outside the dilatancy surface. Due to the large maximum norm
of fmax?, this partly dilative loading is enough to increase the f and thus the denominator of
function ht. In fact, as cyclic loading continues (phase B), the hr gradually decreases, which

leads to a softening response with cycles, i.e., an accelerated rate of evor accumulation and
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Figure 3.5: Effect of factor a on the shear stress-strain (z - yss) relation and the volumetric
strain (evol - yss) accumulation in 30 cycles of a strain-controlled drained cyclic simple shear
test: (a) and (b) a = 1; (c) and (d) variable a, according to Equation (3.35).

an unrealistic “shift” of the stress-strain loops. Interestingly, the unrealistic softening leads
to gradually larger evol increments, which, in turn, allow for an intense evolution of the fp
and of the numerator of ht. As a result, phase C of the loading appears, where the hrincreases
and reduces equally within each cycle, thus leading to a, more or less, closed stress-strain
loop and a constant rate of evor accumulation with cycles, both of which are again
unrealistic. The comparison between the desired response in subplots 3.5¢, d of Figure 3.5,
versus the problematic response in subplots 3.5a, b of Figure 3.5, respectively, shows that
the role of the hr denominator should be primary only when large plastic volumetric strains
are expected (e.g., after significant excess pore pressure buildup, close to the onset of

liquefaction during undrained cyclic shearing), and not when the plastic component of
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volumetric strain is comparable to the total evol. Such observations led to the proposal of a
variable factor a, as per Equation (3.35), that affects inversely the numerator and the

denominator of hs.

3.7 Dilatancy

According to Equation (3.5), the definition of plastic strain rate direction R in this model
implies non-associativeness only on the plastic volumetric strains with the introduction of
scalar-valued dilatancy function D. The dilatancy D quantifies the incremental plastic

volumetric strain (see also Equation (3.5)), as:

& =(4)D (3.36)

and is explicitly defined in the following.

3.7.1 Contraction

Plastic volumetric strains during contraction (when d? > 0) for the model presented herein

are computed using the following expression for D:

[(r— rini):n+<—didni >}dd (3.37)

D=A, 0

pd,c

where Ao is a nonnegative model parameter and hpg.c an also nonnegative function discussed
in detail in the following. Equation (3.37), whilst founded on the principle of Rowe’s
dilatancy theory (Rowe, 1962), notably differs from it, as the addition of the multiplier
[(r=rip)in+< —diﬂi >] on the right-hand side modifies the proportionality between D
and d%. The inclusion of the term (r-rini):n in dilatancy function is crucial to improve the
slope of the relation between cyclic resistance to liquefaction (CRR) and number of uniform
loading cycles to reach liquefaction, as already referenced in the literature (Boulanger and
Ziotopoulou, 2013; Cheng and Detournay, 2021). Alternatively, but aiming at the same
target, Tsaparli et al. (2020) included in the dilatancy function the ratio of the distance from

the dilatancy surface over the value of the respective distance at the last shear reversal.
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In order to understand how Equation (3.37) works for cyclic loading, Figure 3.6
presents the estimated effective stress path during an undrained cyclic simple shear test
(subplot 3.6a), concurrently with the variation of dilatancy D vs the distance d° (subplot
3.6b) and the quantity (r — rini):n (subplot 3.6¢). Different points on the effective stress path
are depicted with letters a through i in subplot 3.6a, in order to make the correspondence
with the values of D in subplot 3.6b and subplot 3.6¢, while the dashed lines in subplot 3.6a
show the projection of the dilatancy surface in this stress space. For each of the load reversal
points of the effective stress path (points b, d, f, h), there are 2 points in each of the subplots
for D, presenting its values before and after the load reversal, the latter depicted by an
apostrophe “ following the letter. For the initial state (point a) and the load reversal inside
the dilatancy surface (point b), the quantity in Macauley brackets is zero, and the D is
analogous to [(r — rini):n] d°. Hence, at the onset of a new loading path and update of rini
(points a and b"), the D resets to zero, regardless that the distance d¢ is non-zero, a
significant differentiation from Rowe’s theory. Then, as shearing continues, the (r — rini):n
and the d“ evolve in an opposite and complementary way. Here, it should be reminded that
r and d? are fully interrelated, as the d? measures the distance (along n) between the r and
its conjugate image point on the dilatancy surface. Hence, as the r diverts from rini and so
the (r — rini):n increases, the d¢ decreases accordingly (see Equation (3.19)). This means
that after a load reversal occurs, the D is primarily affected by the rapidly increasing (r —
rini):n, before it eventually starts to decrease, as the effect of the decreasing d¢ prevails
when approaching the dilatancy surface (see paths a - b and b’- ¢ in Figure 3.6). This is
because when the r crosses the dilatancy surface (points ¢, e, g in Figure 3.6), the d =10
thus rendering D = 0, regardless of where the previous load reversal appeared. If loading
continues further, the response becomes dilative and will be described in the next Section.
Note here that the proposed Equation (3.37) for D in contraction gives positive values of D
close to zero for small values of quantity (r — rini):n. This means that for cyclic loading in
which this quantity remains generally small (e.g., for low amplitude cyclic loading), the D
remains close to zero. This constitutive trait proves very useful for estimating minimal
volume change under drained conditions, or minimal excess pore pressure buildup under
undrained conditions, when low amplitude cyclic loading is at hand. Similar formulations

for dilatancy (in contraction), that deviate from Rowe’s theory, have been proposed already
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in the literature (e.g., Boulanger and Ziotopoulou, 2013; Cheng and Detournay, 2021,

Tsaparli et al., 2020), mainly aiming at relatively “flat” liquefaction resistance curves.

40 Undrained cyclic simple shear 8

N | i .b,b'
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Figure 3.6: (a) Typical stress path during undrained cyclic loading, and evolution of the
dilatancy D as a function of (b) the distance d® from the dilatancy surface and (c) quantity

(r —rini):n from last reversal point.

Returning to Equation (3.37), the term < —d &. >, implies that when a load reversal

occurs above dilatancy surface then D does not start form a zero value, as d &, has attained
a negative value before load reversal (Figure 3.6, points d’, ', h”). Actually, this initial
value increases with the stress ratio at which the last reversal occurred, and to this extent D
at a loading process initialization is also increased (compare points d” and h’ in Figure 3.6).
In any other case, the Macauley brackets nullify this term and the concept described in the
previous paragraph is applied. The inclusion of this term enables some volumetric strain to
develop early after unloading above dilatancy surface, improving this way the volumetric
strain accumulation at large strain y amplitudes during drained cyclic loading and
enhancing the pore pressure buildup at high stress ratios regime during undrained cyclic
loading. Note also here that a term of similar functionality was used also by Boulanger and
Ziotopoulou (2013), while reduced and non-zero initial value of D upon shear reversal is
also estimated in Tsaparli et al. (2020).
The last term to be discussed, is the function hpd., given as:
Pog,c ™ default

(3.38)

Ny o= Nod ci
pd.e min[hpdlc*; r;:j’c’"q} after initial liquefaction
pl,d
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with:

0.5
hpg,c*=1- <Si9”(—wo)>[<l— (pij >— cpd,c] (3.39)
4
hoya = €Xp (_[Fﬁo.) J (3.40)

Function hpac acquires a double form, depending on whether or not initial
liquefaction has occurred. In its default form (before initial liquefaction), function hpac =
hpd.c+. This hpac+ function decreases from 1.0 as p decreases from its initial value po, thus
leading to gradual increase of D as per Equation (3.37). Due to the exponent 0.5, the
foregoing decrease of hpac* is notable only after a significant decrease of the p/po ratio (e.g.,

after significant excess pore pressure buildup) and appears only for initially dilative initial

states, i.e., only when the sign of —y. is positive, and hence the (sign(-y,))=1 . The

inclusion of cpac = 0.1 (i.e., a small positive number) guarantees that hpa,cx remains positive
and non-zero, when p = 0, while the Macauley brackets inside the bracketed term of
Equation (3.39) make sure that for p/po > 1, the hpa.cx remains constant and does not affect
the response. Once initial liquefaction occurs, the value of hpac is stored as hpd.clig.
Thereafter, the value of hpq, is estimated as the minimum of 2 values: the hpa,c+ on the basis
of Equation (3.39) and the ratio of the aforementioned stored hpac,iq Value over the function
hpia Of Equation (3.40) that introduces an effect of the p/pi ratio. As a whole, Equations
(3.38) - (3.40) ensure that in contractive paths after initial liquefaction, the hpac remains
lower than what the hpac+ prescribes and only when p/pi > 20, approximately, the hpd.c
becomes equal to hpac~ again, due to the operation of Equation (3.40). The double form of
hpac function before and after initial liquefaction is depicted in Figure 3.7 (subplots 3.7a
and 3.7b respectively). Equation (3.40) defines hpa, as a function of p/pi. However, as pi is
a percentage of po equal to 5% (and no greater than 10 kPa), hpd, can also be written as a
function of p/po. This correlation is depicted in Figure 3.7, where in subplot 3.7a hpq, is
written in terms of p/po, while in subplot 3.7b p/pi is used. Subsequently, Figure 3.8 shows
the evolution of hpac in its default form before liquefaction (subplot 3.8a) and in its form

after initial liquefaction (subplot 3.8b). In this figure hpq, is written in terms of p/po, SO as
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a direct comparison between hpd,c,lig/hpd,1 and hpa,cx to be made.
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Figure 3.7: Function hpi.a expressed in terms of: (a) p/po (b) p/p:.
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Figure 3.8: Evolution of function hpac (a) before liquefaction (b) after initial liquefaction.
3.7.2 Dilation

It has been made clear so far, that in this model distinct dilatancy functions are proposed
for contraction (d“ > 0 and dilation (d“ < 0). However, it should be noted that during the
transition from contractive to dilative stress ratio regime any discontinuity is prevented, as
both functions are proportional to d® and thus, at the crossing point with dilatancy surface
D=0.

During dilation, plastic volumetric strains are related to plastic deviatoric strains

according to:
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2h,

—= g 3.41
hpost-liq hfd ( )

D=A,

where Ao is the same model parameter as in Equation (3.37), while he is the function
incorporating the loading direction (Lode angle ) that is identical to that in Equation (3.27),
i.e., identical to that incorporated in the plastic modulus K equation, for the same reason.
It is noted here that while in contraction, the inclusion of the effect of he only in Kp is proven
sufficient, this effect is too subtle while in dilation, something that is especially true in
monotonic loading. As also mentioned in the text explaining the Kp formulation, function
hpost-lig accounts for accumulation of strains after liquefaction is triggered, and its
formulation is detailed in a following dedicated section below. It suffices here to note that
hpost-lig=1 unless liquefaction occurs. Focusing on the form of Equation (3.41) it is deduced
that, unlike Equation (3.37), it adopts directly the essence of Rowe’s dilatancy theory by
defining a linear relation between D and d“ (see also paths ¢ - d, e - f, g - h in Figure 3.6b).
Of course, the current distance d ¢ and the stress ratio r are interrelated, so the D in dilation
is indirectly a linear function of (r — rini):n as well (see paths ¢ - d, e - f, g - h in Figure
3.6¢).

What remains is the explanation of the effect of fabric evolution on D (in dilation
only) that is introduced via function hr. Its inclusion in Equation (3.41) stems from
experimental observations in cyclic loading tests with very large cyclic shear amplitudes,
in which net volume reduction is observed cycle after cycle, even if the stress state remains
outside the dilatancy surface for significant portions of the loading. Very indicative of this
observation are the drained cyclic experiments of Shahnazari and Towhata (2002), in which
medium dense (Dr = 58%) or even dense (Dr = 75%) Toyoura sand underwent successive
cycles with very large single-amplitude shear strain amplitude of 3% and produced net
contraction (e.g., evol = 5% after 40 cycles for initial Dr = 58%). This seemingly reduced
tendency for dilation seems to appear gradually, i.e., it is not consistent with the dilation
shown by the same sand under monotonic loading (e.g., Verdugo and Ishihara, 1996). As

such, it is considered in the model only in the D in dilation in the following form:

Mg = 1+<fpd - Cfd> (3.42)
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where fpd is @ cumulative index (initiating from fpa = O at initial state), whose evolution

equation is similar to that of f, in Equation (3.29), according to:

fho =(1-2) N hy (5 ) (3.43)

Oppositely to scalar f, and Equation (3.29) observe that the scalar foa evolves only
when the accumulated total and plastic volumetric strains have a comparable measure (and
hence 0 < a < 1 holds) and its evolution is solely increasing, due to the inclusion of the
plastic volumetric increment in Macauley brackets. In this way, for large intensity cyclic
loading in which the stress state goes outside the dilatancy surface, the accumulation of
positive plastic volumetric strain cycle after cycle progressively leads to less intense
dilation within each successive cycle, due to the reduction of the D in dilation in Equation
(3.42) via the increasing hr. On the other hand, for small intensity cyclic loading which
retains the stress state inside the dilatancy surface, the aforementioned effect plays no role.
Finally, the inclusion of the (fra — cfa) in Macauley brackets in Equation (3.42), similarly to
what appears in the numerator of hr in Equation (3.28), implies that a sufficiently large fta
quantity should be accumulated, before the hra starts reducing the D in dilation. This
essentially eliminates the hrq effect in monotonic loading, in accordance with experimental
evidence. For this purpose, a constant value of cra = 3 has been found capable to serve this

purpose for all sands.

3.8 Post-liquefaction response and cyclic mobility

In recent years, within the framework of performance-based design, special research effort
has been focused not only on liquefaction triggering, but also on the investigation of post-
liquefaction deformations. There is a plethora of experimental evidence (e.g. (Arulmoli et
al., 1992; Bastidas, 2016; Kammerer et al., 2000; Wu et al., 2004) exhibiting significant
shear strain accumulation after initial liquefaction, i.e., the state when the sand first reaches
an excess pore pressure Au that is at least 95% of the initial mean effective stress po, or
equivalently when the mean effective stress p is smaller or equal to 5% of po. Capturing the
response after initial liquefaction has proven a challenge for constitutive models. To this
extent, a variety of constitutive schemes has been proposed first by Elgamal et al. (2003),

then by Zhang and Wang (2012), Boulanger and Ziotopoulou (2013) and Tasiopoulou and
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Gerolymos (2016), and very recently by numerous publications targeting this issue (e.g.,
(Barrero et al., 2020; Cheng and Detournay, 2021; Liu et al., 2020; Yang et al., 2020). In
this model, the cyclic mobility response is captured with the aid of function hpostiig,
primarily in Equation (3.41) for the dilatancy D in dilation and secondarily in Equation
(3.30) for the evolution equation of the deviatoric fabric f that affects the plastic modulus
Kp. Specifically, the role of function hpostiiq IS to enable shear strain accumulation with
cycles by (primarily) decreasing the dilation potential (via decreasing the D in dilation)
after initial liquefaction in a progressive way. The target of this reduction of D is to avoid
overlaid repeating stress strain loops during cyclic mobility. This concept is already found
in the literature, where existing models (e.g., Boulanger and Ziotopoulou, 2013) utilize
fabric-based cumulative functions and fabric-related criteria to control the intensity and the
limit of the reduction of D. Here, this is achieved via a cumulative function varying
continuously with mean effective stress p once initial liquefaction occurred, a concept
originating from Barrero et al. (2020).

This function, here, is given as:

_ h
Phoseig= 1+ (27 =1) f (3.44)
where fi is a cumulative variable (initiating from fi = 0), whose evolution equation reads:

Y
Evol

fi=sLh, (3.45)

with:

L=L, e, % (3.46)

being the rate of its evolution, calibrated via Lo a nonnegative model parameter and the void
ratio eo at initial state. Equations (3.44) and (3.45) include hiand hp, two nonnegative

functions of p, given by:
D 4
h = —_— — .
| exp[ [4le ] (3.47)
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hy = exp[—[ﬁ] ] (3.48)

Crucial for the evolution of fi in Equation (3.45) is S, i.e., a flag function with a default
value of zero. This S is set equal to 1 only when initial liquefaction is reached for the first-
time during loading, i.e., when the current p becomes smaller or equal to a critical value pi.
Functions hi and hpi are plotted vs p/pi according to Equations (3.47) and (3.48), on subplot
3.9a of Figure 3.9. As pi is correlated to po via Equation (3.49), hi and hpi are also plotted

as functions of p/po in subplot 3.9b.
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Figure 3.9: Evolution of h; functions hi and hpi vs (a) p/po and (b) p/pi.

Based on the above, the fi starts to accumulate via Equation (3.45) only when the p
becomes lower than pi for the first time (due to switching to S = 1) on the basis of the
absolute value of the plastic volumetric strain rate. The use of the absolute value of this
strain rate ensures that the fi after initial liquefaction does not decrease, regardless of
whether the sand experiences contraction or dilation. Of major importance in this fi
accumulation is the hpi function which scales the rate of evolution L in Equation (3.45).
According to Equation (3.48), the hpi is a continuous non-linear function of p/pi with an
upper limit equal to 1.0 (when the p approaches zero) and a lower limit of 0.0 (when the p
has increased sufficiently beyond pi). This dependence of fi accumulation on p is

fundamental in this model. In essence, function hp allows for fi accumulation only when
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the p is within a low effective stress regime and disallows it if the p becomes much larger,
e.g., in the case of post-liquefaction re-consolidation. Such a p-dependence was recently
introduced by Barrero et al. (2020) and in the sequel by Yang et al. (2020), who
characterized every state in this small p regime as semi-fluidized and properly adjusted the
plastic modulus and dilatancy functions. Then this concept was adopted in a similar way
by Cheng and Detournay (2021) on the plastic modulus of their recently proposed model.

A p-dependence is also introduced on the hpost-iq itself in Equation (3.44), via function
hi in Equation (3.47) that is very similar to the hp function of Equation (3.48). Again, the
hi is a continuous non-linear function of p/pi with an upper limit equal to 1.0 (when the p
approaches zero) and a lower limit of 0.0 (when the p has increased beyond pi). This means
that the hpostliq varies between 1.0 (when h; = 0.0) and (1 + fi) > 1 (when h; = 1.0). The
operation of function hpost-iq 1S discussed in Figure 3.10 on the basis of the estimated
response during cyclic mobility (following initial liquefaction) in undrained cyclic simple
shear loading. Specifically, of interest is the response during the 3 overlaid effective stress
path loops of this test shown in subplot 3.10a, which correspond to the 3 non-overlaid
stress-strain loops of increasing shear strain amplitude in subplot 3.10b. Crucial in the
successful simulation of this stress-strain response is the operation of hpost-iq, Whose value
during these 3 loading cycles is shown in subplot 3.10c. Emphasis on the low mean
effective stress p regime is provided via the shading, that depicts a range of p < 20 kPa and
p/pi < 4 (since pi = 5 kPa for this example case). Observe in subplot 3.10c, that during the
dilative phases of the loading cycles the hpostiiq initiates from a set value (equal to 1 + fi) at
p — 0 (points a, c, e, g, 1, k) and remains significantly larger than 1.0 only within the low
stress regime, since the increase of p reduces the value of hiin Equation (3.44), thus leading
to hpost-liq = 1.0 asymptotically, and this regardless of the value of fi in Equation (3.45).
However, the value of accumulated fi increases cycle after cycle (due to the accumulation
of plastic volumetric strain in Equation (3.45) and so does the value of (1 + fi) from which
initiates the hpost-liq IN each successive dilative phase. The end result is increased values of
hpost-lig in each successive dilative phase, especially in the low stress regime (compare hpost-
liq Values in pathsa-b,c-d,e-f g-h,i-], k-1insubplot 3.10c). Based on Equation

(3.41), these increased values of hpostiiq lead to similarly decreased dilatancy D in
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successive dilative phases, which in turn lead to increased shear strains, especially in the
low stress regime (compare range of yss in pathsa-b,c-d,e-f,g-h,i-j, k-1linsubplot
3.10b). Note here that the above describe the primary effect of hpostliq Vvia the dilatancy

function D in dilation.
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Figure 3.10: (a) Typical overlaid effective stress path loops during cyclic mobility
following initial liquefaction in undrained simple shear loading; (b) corresponding stress-
strain loops with progressive shear strain accumulation with cycles; (c) evolution of
function hpost-liq @s @ function of p/pi and (d) effect of model parameter Lo on post-

liquefaction shear strain accumulation rate with cycles.

There is also a secondary effect, originating from having the hpost-iq multiplying the

<—é50,> term in the evolution of fabric tensor f in Equation (3.30). If one considers that this

plastic volumetric strain rate term is reduced by hpost-lig due to the D in dilation in Equation
(3.41), its multiplication by hpost-lig in Equation (3.30) essentially cancels out the post-
liquefaction effect in the evolution of the fabric tensor f, and through it, on the fabric
evolution index ht and the plastic modulus Kp. This ensures that during cyclic mobility the

effective stress path loops remain essentially overlaid (see subplot 3.10a), despite the shear

83



Constitutive Formulation

strain accumulation exhibited by the stress-strain loops cycle after cycle (see subplot
3.10b), in accordance with experimental evidence (see also the model performance in
Chapter 5).

Moreover, subplot 3.10d explores the effect of model parameter L, that controls the
rate of fi accumulation via L, as per Equations (3.45) and (3.46). It becomes obvious, that
the higher the Lo value, the faster the fi accumulation, and thus the larger the value of hpost-
ligand more intense shear strain accumulation, with the value of Lo = 2500 corresponding
to the value that is relevant to Toyoura sand (Table 5.1). The value of rate L in Equation
(3.46) is also made a function of the void ratio at the initial state eo, implying lower rates
of post-liquefaction strain accumulation with an increase in relative density and the
opposite, in accordance to experimental evidence (e.g. Tasiopoulou et al., 2020).

In closing, the formulation described above eventually leads to hpostliqg = 1 when a
future loading process leads to values of p much larger than the pi, i.e., outside the small p
value regime related to liquefaction and cyclic mobility. In addition, if this future loading
process leads to value of p > po (e.g., re-consolidation after liquefaction), the model sets fi
=0, i.e., it erases the memory of the preceding liquefaction. This approach is simple, but
has a limitation with respect to what happens if this future loading process increases the p,
but to values lower than po. The model unavoidably retains in memory the preceding
liquefaction phase and hence the accumulated fi > 0, something that may be potentially
erroneous. To address such issues an additional constitutive mechanism to eliminate and
readjust this effect for subsequent totally different loading conditions, like in Barrero et al.

(2020), should be included, but such a complication is beyond the scope of this model.

3.9 Mitigation of the stress-strain overshooting problem

The current model employs the deviatoric stress ratio tensor at the last load reversal rini for
defining a number of constitutive aspects, namely the loading direction tensor n (Figure
3.2), the small-strain nonlinearity (Equation (3.20)), the plastic modulus (Equation (3.24))
and the dilatancy in contraction (Equation (3.37)). For example, in Equations (3.20) and
(3.24), the updating of rini at load reversal allows for a smooth elasto-plastic transition, as
the T = 1 and Ky — oo, thus leading to Gt = Gmax and a zero plastic strain rate upon unloading.

One of the problems faced in models employing the last load reversal point, or in models
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employing reversal surfaces in general, is the overshooting upon unloading and immediate
reloading, i.e., the estimate of a stress-strain curve that is unrealistic since it overshoots the
expected continuation that this curve would have if this unloading-reloading cycle had not
occurred. The foregoing problem is related to the updating of rini upon unloading and upon
immediate reloading. In their recent work Duque et al. (2021) underlined the sensitivity of
both advanced plasticity (e.g., bounding surface) and hypoplasticity models to this issue. It
has been sufficiently studied in the literature leading to several approaches for overcoming
it (e.g., Boulanger and Ziotopoulou, 2013; Cheng and Detournay, 2021; Dafalias, 1986;
Dafalias and Taiebat, 2016).
A
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Figure 3.11: Schematic illustration of stress — strain overshooting problem after a small

unloading path during a monotonic triaxial compression test.

In this model, the problem is more complicated, since also the loading direction
tensor n may be affected, while the dilatancy is updated as well (e.g., rendering D = 0 if the
load reversal is inside the dilatancy surface). So, the issue here is not just an overshooting
problem, and in terms of constitutive modeling it boils down to what is the “accurate” value
of rini for having a realistic response in any load path that may be encountered in boundary

value problems, both static and dynamic.
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As a first step, here the approach of Dafalias and Taiebat (2016) is adopted for this
purpose, i.e., a robust methodology for “adjusting” the value of rini depending on the load
path. In order to understand their methodology, the following terms are defined: r™ is the

current stress-ratio tensor along the current load path (m) at the moment of load reversal

(i.e., when 4 < 0 appears), ri(rr]?) refers to the rini adopted at the initiation of load path (m),
(m-1)

ini

(m+1)

ri,i  is the rini of the previous load path (m-1) and r;;

refers to the rini that is going to

be adopted after the initiation of the upcoming (m+1) load path. When A < 0 appears during

(m+1)
ini

load path (m), the r = r™ and the quandary is whether r" ~ should be updated to r™, thus

increasing the stiffness of the stress-strain curve during the upcoming path (m+1), or
whether it should take another value. The concept described above is schematically
illustration in Figure 3.11 for the exemplary case of a triaxial test.

According to Dafalias and Taiebat (2016), the answer depends on the “magnitude”

of load path (m), that is quantified in terms of €™, the integral of plastic deviatoric strain

quantity/(2/3)eP: eP during this path. For example, if the plastic deviatoric strain e?™ is

(m+1)

negligible, then the value of r™ should be irrelevant for the definition of r,; ’, whose

(m-1)
ini

value should be based on the r that is kept in memory. On the contrary, if the plastic

(m-1)

deviatoric strain e”™ is very large, then the r;.™ should be irrelevant, and the definition

(m+1)

of r.: ~ should be based on the value of r™. For intermediate values of ™ an

(m+1)

interpolation function for r;; ™ should be used (see Figure 3.11), which according to

Dafalias and Taiebat (2016) reads:

) )1 k)™ (3.49)
p(m) )"

K = 1_[8 - ] (3.50)
&

where k is the weighting parameter of Equation (3.49), that quantifies the significance of

load path (m) on the basis of the relative magnitude of plastic deviatoric strain ™ in

(m+1)

comparison to e, a model constant serving as a shear strain threshold beyond which r;;
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= 1™, In this model, €? = 10and n, the model constant controlling the non-linearity of

Equation (3.50), is chosen to be equal to 1, following the advice of Dafalias and Taiebat

(m-1)
ini

and r™ should be kept

(2016). Based on the above, during any load path (m), both r ini
into memory, the former for use in Equation (3.49) while the latter as the rini entering all
aspects of the constitutive model presented above.

According to Equations (3.49) and (3.50), if load path (m) is negligible in terms of

m+l) _ r(rr)-l)
ini

(m)

ini

(m+1)

eP™M then r{ ini

ini and r

(due to k = 1) and for loading path (m+1), only r are

(m-1)
ini

kept into memory, while the all-important r is erased from memory. This is fine if

loading path (m+1) is significant. However, one should wonder, what will happen if loading

path (m+1) is again negligible in terms of e? ™71 and k = 1 holds again. Then, ideally, the

(m+2)
ini

(m-1)

r should be again equal to r;;

(thus neglecting the load reversals related to the two
successive un-important load paths), only that this value has been erased from memory.
This loss-of-memory problem does not only appear when k = 1, but also for 0 <k < 1, only

that it requires a number of successive un-important load paths to erase from memory the

(m-1)

effect of the all-important r; ;. Such paths with successive un-important load paths are

not uncommon in boundary value problems, especially of dynamic nature. This
shortcoming is hereby remedied, by supplementing the foregoing methodology with a
criterion on whether a load reversal (a state where A < 0) is “formal” or “informal”’. Namely,

as soon as a load reversal is detected for the initiation of load path (m+1), say at r = r™, it
(m)

is considered by default “informal” and no update of rini is performed (rini = r;;;” remains).

This holds until the accumulated stress-ratio difference from the “informal” load reversal

point is larger than a preset (small) tolerance level rl. If this occurs, then the load reversal

point is considered “formal” and the estimation of the ri(rr]?ﬂ) is performed on the basis of
Equations (3.49) and (3.50). In more detail, the condition that should be satisfied for

considering the last load reversal as “formal” reads:

\/(2/3)(r—r(m)):(r—r(m)) > Iy (3.51)

where riwo1 is @ model constant selected equal to 0.01 here. Note here that during the (small)

loading path following an “informal” load reversal that has not updated the rini, the loading
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index A usually continues to be negative, thus only elastic deformations are developed. In
Figure 3.12 the effectiveness of this enhanced methodology for mitigating overshooting is
presented. To do so, an undrained triaxial test is simulated. The test is not monotonic, since
when the axial strain becomes equal to ca = 0.5% and 1% three different cases of imposed

unloading - reloading are considered, as depicted in subplots 3.12a, b, c.

1000

single cycle with Ae, = 0.1% | | single cycle gith Ae = 0.005% | 10 cycles with Ae, = 0.005% |

800 — — —
—_
o 600 — — — 4 ==k
Q - 4
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= = — e
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—— no overshooting mitigation === mitigation via Eqs. (3.49) - (3.50) & (3.57)

Figure 3.12: Performance of different schemes to treat overshooting for the stress-strain
response of an undrained triaxial compression test, with three different cases of unloading-
reloading cycles at ea = 0.5% and 1.0%: (a) single cycle with 4ea = 0.1%, (b) single cycle
with Aea = 0.005%, (c) 10 successive cycles with 4ea = 0.005%.

Specifically, in subplots 3.12a and 3.12b, a single strain-controlled cycle with a large
Aea=0.1% is applied at both levels of a, while in subplots 3.12c and 3.12d this single cycle
has a much smaller strain amplitude of Aca = 0.005%. Finally, in subplots 3.12e and 3.12f,
at both levels of &, 10 successive cycles with Aca = 0.005% are applied. In all subplots the
curve of the reference monotonic test is included, but this may only be considered relevant

in subplots 3.12c, d and subplot 3.12¢, f where the applied unload-reload cycles are of very
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small strain amplitude. On top of this monotonic test curve, in all subplots, three stress-
strain curves and three stress paths of the actual test are compared: one without mitigating
overshooting, one that employs only Equations (3.49) and (3.50), and one that employs
the whole methodology (including Equation (3.51)). It is concluded that overshooting
correction is not needed when the unload-reload cycles are of large amplitude (subplots
3.12a, b). However, it is also shown that the overshooting correction of Dafalias and
Taiebat (2016), Equations (3.49) and (3.50), is required when the unload-reload cycles are
of small amplitude (subplots 3.12c, d), with the addition of Equation (3.51) proving
necessary for the more general case of multiple cycles of small amplitude (see subplots
3.12¢, f). In closing note that the large differences in the stress-strain response with and
without overshooting mitigation shown in Figure 3.12 (e.g., increase of gqrx by more than
100% for ea = 2% in subplots 3.12c, d and 3.12¢, f) should be viewed as an upper bound
estimate. For fully drained conditions and/or a more dilative initial state the differences
would be smaller, yet they would still vouch for the need of stress-strain overshooting

mitigation.
3.10 Summary

This Chapter describes the formulation of a constitutive model for monotonic and cyclic
shearing of sands. It is a SANISAND-type model, that does not consider a (small) yield
surface and employs the last stress reversal point for defining both the elastic and the plastic
strain rates. It introduces a double formulation of the dilatancy function in contraction and
in dilation, respectively. It is characterized by concepts like the small and medium strain
nonlinearity and the fabric evolution index for large strain response, albeit modified from
previous similar expressions in the literature. Stress reversals are appropriately updated in
order to avoid the stress-strain overshooting problem, but also to establish that strain
accumulation does not appear at very small-strain cyclic loading in accordance to literature.
Post-liquefaction strains are in focus with an appropriate modification of the dilatancy
function.

It should be clarified here that being of the SANISAND-type, the proposed model is
accurate in monotonic or cyclic shearing paths where non-zero deviatoric stress ratio rates

(¥ # 0) prevail, but underestimates plastic strain in problems where loading under constant
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stress ratio appears (e.g., one-dimensional consolidation). Accounting for plastic strains
due to such types of loading may require additional mechanisms for plastic strain rate
development, but such complications are beyond the scope of this model. Similarly, this
model is unable to capture the plastic strains appearing during effective stress principal
axes rotation, due to the ensuing non-coaxiality between the stress and the plastic strain
rate tensors. For SANISAND-type models additional plastic load mechanisms, or multiple
dilatancy and plastic modulus expressions, or, in the simplest way, a reformulation of the
dilatancy and plastic modulus expressions have been proposed in the literature to remedy
this shortcoming. Again, such constitutive complexities are beyond the target of this model.
Despite the foregoing limitations, the verification process in Chapters 5 and 6 proves that
the proposed is a useful general-purpose constitutive model for sands, since it provides the
user with a convincing satisfactory performance without a need for recalibration regardless
of the boundary value problem at hand.

In closing, all the constitutive equations of the model are outlined in Table 3.1.

Table 3.1: Outline of equations of constitutive model.

Description Equation No. F',\g?:ﬁ:
Elastic strain rate | &°= ée+(e\e,0|/3) I=[Y(26)]s+[Y(3K)] o1 | (3.3)
Plastic strain rate | £°= &P+ (&8 /3) I=(A)R= (A)(n+(D/3)I) | (3.9)
Plastic strain direction | R=n+(D/3) I (3.5)
Loading direction L=n—((n:r)/3)I (3.7)
2Gn:é—(n:r)Ks
. . Az Vv
Loading index K, +ZG—(n : r) KD (3.9)
ay e . eCS
Critical value of void E
ratio €cs =€ — A(p/patm) (3.10) ’;
State parameter W=e- e (3.11)
Deviatoric stress ratio b b ME
on bounding surface in | M =M exp(n <—w>) (3.12) ¢
TC °
Deviatoric stress ratio - ’
on dilatancy surface in | M =M/ exp(n t//) (3.13) n
TC
Lode angle cos(30) = x/gtr(n3) = 36 detn (3.14)
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Generalized model
surfaces in the

cbd _ c,b,d
deviatoric stress ratio Mg =9(0.c) Mc (3.15)
space
Shape of model ol o
surfaces on the n-plane | g(6,c) = (3.16) c
of the deviatoric stress [1+ Yu _(1_ ollu ) cos(SH)T :
ratio space
Unit-norm deviatoric
{ensor n= rb/ rP.rP (3.17)
Image points on model chd _ cbd
surfaces o0 =2/3My>"n (3.18)
Scalar distance of
image point fromthe | d®P9 = (r&Pd —r)n (3.19)
current stress ratio
Maxi h AN Y
a);?glﬂuz s Gmax = Go Patm []/(0'3+ 0.7e )i| p/ Patm (3.20) Go
G = G$ax
Tangential shear 1 (3,'[§1)
modulus \/Z(r—rini):(r—rini) (3.22)
T=1+2(1/a -1) '
al(Gmax/p)Vl
Tangential bulk _
modulus Ki _[2(1+V)/(3(1_2V))]Gt (3.23) v
b .
Kp =(h0 h@ hf hpp hep p d )/((r'rini)-n)
. Mop = \/Patm /P B29 | |
Plastic modulus h to c
hy, =€ (3.27) "
: 52
hy =[2g(0 ,c)-l]
2
h =(1+<fp —cf> ]/(1+<fini :n>)
fo=(2—a)N hyel,
: 1+ .
f=-N hpost-qu( f+ fmax( ?) n)<_8\F/)0I>
0.1
Macroscopic fabric N = Nohgs <_‘/’o> (3,'[58) N
function 1/ 262 °
3.35
hpf = ( patm/po) <15 ( )
-0.5¢
hef = eo "
frax = max( fp)

0<a= —2(|jév0||/‘j'éf,’0| —1) <1

91




Constitutive Formulation

D= (=) (= ) | fyac

Nod,c ™ default
Ppa,c=9 Mgl | after initial
i Poa™ h liquefaction
bl,d q (3.37)

Dilatancy function for to Ao

) 0.5
contraction g *=1m <sign(—t//0)>[<1—[ IOJ >_de’0] (3.40)

Po
o Y
Mot = eXp[_[Fpl] ]

D=A, (214 /(s 10 i) (3.41)

Dilatancy function for heg = 1_|_<fpd — Cfd> to

dilation
. (3.43)
foo =(1-a)N by (b )

hpost-liq: 1+ (zhl _1) fI

Y
Evol

fi=sLh,

Function for post- 0.5¢ (3.44)
liquefaction shear | L=Ly e, " to Lo

strain accumulation (3.48)
n=exo| ~(p/(4p1))’

hyy = exp[—( p/(lO o ))4}

igiml) =k rigin_l)’L(l‘ k) r("

Mitigation of K = <1_(ep(m)/ef)n> (3'.[39)

overshooting (3.51)
N R e
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Chapter 4

Implementation in Numerical codes FLAC and FLAC®P

4.1 General

The new constitutive model presented in Chapter 3 is implemented in commercial
numerical codes FLAC (Itasca Consulting Group Inc., 2011) and FLAC®P (ltasca
Consulting Group Inc. 2012). These codes provide users the option of implementing new
constitutive models as UDMs (User Defined Models) that are called during the analysis
and describe the constitutive framework of the response. The integration process of the
constitutive equations, so as - for given strain increments - stress increments to be
estimated, is instrumental for the accuracy of numerical results especially when the
response is highly non-linear. In the following, the implementation process of the new
model is analyzed. All the specific implementation components are described step-by-step
in the following paragraphs, focusing on the numerical code FLAC, while exactly the same

methodology holds for the implementation in FLAC®P.

4.2  Finite difference codes FLAC and FLAC?P

A very detailed description of the theoretical background of codes FLAC and FLAC®® is
made in their program guides (Itasca Consulting Group Inc. 2011, 2012) and needed be
repeated here. However, a brief description of the basic points of the numerical process will
be discussed here, as background information for understanding the employed
implementation process.

FLAC (Fast Lagrangian Analysis of Continua) (Itasca Consulting Group Inc. ,2011)
is an explicit finite difference program, specialized in the numerical analysis of problems
of geotechnical engineering. Soil is considered as a continuum and it is discretized in
elements (zones in FLAC’s terminology), which shape the desired geometry of the model
to be analyzed (grid in FLAC’s terminology). The forces and the motion equations are
applied at the nodes of each zone (gridpoints in FLAC’s terminology). The stress-strain

response of each element is described by the adopted constitutive law, following the
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kinematic and boundary restraints. The user-defined constitutive models (UDMs) are

encoded in C++ and are compiled in a dynamic link library form (DLL).

4.2.1 The explicit finite difference method

In the finite difference method, every derivative in the set of governing equations is
replaced directly by an algebraic expression written in terms of the field variables (e.g.,
stresses or displacements) at discrete points in space, while these variables are undefined
within elements (or zones). The fundamental difference between this method, and the finite
element method is that the latter has a basic requirement that the field variables (e.g.,
stresses or displacements) vary throughout each element in a prescribed way, using specific
functions. The formulation involves the adjustment of these variables to minimize error
terms. Moreover, finite element programs often combine the element matrices into a large
global stiffness matrix, whereas this is not normally done in finite difference programs,
because it is relatively efficient to regenerate the finite difference equations at each
computational step.

Based on the above, even for the solution of a static problem, the dynamic equations
of motion are included in the formulation. One reason for doing this is to ensure that the
numerical scheme is stable when the physical system being modeled is unstable. The
general calculation sequence embodied in FLAC is illustrated in Figure 4.1. According to
this procedure, given the stresses and forces applied at discrete points, motion equations
are invoked to derive new velocities and displacements. Velocities and displacements result
in strain rates that are inputs to the constitutive framework. Subsequently, new stresses are
derived. One step is considered as a full cycle of the procedure described above. It is very
crucial to understand, that in an explicit method like this applied here, in each stage in
Figure 4.1 all grid variables (stresses or displacements) are updated from known values
that remain fixed during the stage in question. For example, while the computational stage
is where the constitutive equation is applied (lower box in Figure 4.1), the velocities are
already calculated and for these given values, new stresses are computed. During this stage,
the velocities remain “frozen” and unchanged, i.e., they are not affected by the new stresses
just calculated. Practically, the operations in each stage (or box in Figure 4.1) are

independent of each other. This may seem unreasonable because it is expected that, a
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change of stresses within a zone will influence its neighbors and change their velocities.
The key to ensure numerical stability and prevent this from happening, is the choice of a
“timestep” adequately small, so as information cannot physically pass from one zone to its
neighbor within the duration of that timestep. In other words, the fundamental concept is
that the “calculational wave velocity” always keeps ahead of the “physical wave velocity”,
so that the equations always operate on known values that are fixed for the duration of the
calculation. The measure of this adequately small “timestep” is defined on the basis of
various parameters (e.g., size of zones, velocity at which information can propagate in each
material etc.). However, after several cycles of the loop, disturbances can propagate across

several zones, just as they would propagate physically.

Equilibrium Equation
(Equation of Motion)

new new
velocities and stresses
displacements or forces

Stress / Strain Relation
(Constitutive Equation)

Figure 4.1: Basic explicit calculation cycle (figure after Itasca Consulting Group Inc.,
2011).

The most important advantage of the explicit finite difference method is that no
iteration process is necessary when computing stresses from strains in a zone, even if the
constitutive law is intensely nonlinear. In implicit methods (which are commonly used in
finite element codes), every element communicates with every other element during one
solution step and as a result, several cycles of iteration are necessary before compatibility
and equilibrium are obtained. However, the advantage of this explicit method comes at the
price of a small “timestep”, which means that a much large number of steps must be taken

so as the computational process to be completed.
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4.2.2 Mixed grid discretization

The solid body is divided by the user into a finite difference mesh composed of quadrilateral
zones. For 2D analyses, FLAC internally subdivides each zone into two overlaid sets of
constant-strain triangular sub-zones, as shown in Figure 4.2. Velocities and forces are
concentrated and act on the nodes of these sub-zones and the equations of motions are
solved at these nodes. The spatial derivatives of velocities and forces (i.e., stresses and
strain rates) are maintained constant within the zones. The use of triangular sub-zones
eliminates the problem of hourglass deformations that may occur with constant-strain finite
difference quadrilaterals. The term “hourglassing” comes from the shape of the
deformation pattern of elements within a mesh. For polygons with more than three nodes,
there are combinations of nodal displacements which produce no strain and result in no
opposing forces. The resulting effect is unopposed deformations of alternating direction.
To overcome this problem, the isotropic stress and strain components are taken to be
constant over the whole quadrilateral zone, while the deviatoric components are treated
separately for each triangular sub-zone. This procedure, referred to as “mixed
discretization”, is described by Marti and Cundall (1982). The term mixed discretization
arises from the different discretization techniques for the isotropic and deviatoric parts of

the stress and stain tensors.
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ot ’
/N \._ ?(2» b g (1)
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Figure 4.2: (a) Overlaid quadrilateral zones used in FLAC, (b) typical triangular element
with velocity vectors and (c) nodal force vectors (figure after Itasca Consulting Group Inc.
2011).

96



Implementation in Numerical codes FLAC and FLAC®P

The four triangular sub-zones are termed a, b, ¢ and d. As explained above, the
deviatoric stress components of each triangle are maintained independently, requiring all
the stress components to be stored separately for each quadrilateral (4 - oxx, oyy, 02z, Oxy).
The force vector exerted on each node is taken to be the mean of the two force vectors
exerted by the two overlaid quadrilaterals. A similar mixed discretization technique is also
used in FLAC®P, with the difference being that the continuum is not discretized into

quadrilaterals but into tetrahedra.

4.2.3 Motion equation and constitutive law

In a continuous solid body, Newton’s law of motion is generalized as:

P ot P an PYi ( . )
where:

p . mass density
t:time

xi - components of coordinate vector

gi : components of gravitational acceleration
aij . components of stress tensor

u; : components of velocity vector

Subsequently, strain rate €; is derived from the velocity gradient:
Vo2l ek o (4-2)

Finally, according to the constitutive law adopted in each subzone the stress increment Ao
in each subzone is estimated as per:

Ao = f(0,8,k) (4.3)
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where x stands for the sum of hardening parameters of the constitutive framework.
Additionally, subscripts i and j denote the components of a vector or a tensor and can be

omitted, if reference to specific components does not need to be made.

4.2.4 Finite difference equations

The difference equations for a triangle are derived from the generalized form of Gauss’

divergence theorem, according to which:

of
n, f ds=[—dA ]
i /Ixaxi (44)

where:

[ :the integral around the boundary of a closed surface, S
S

ni : the unit normal to the surface, S
f: a scalar, vector or tensor

Xi : position vectors

ds : an incremental length

| :the integral over the surface area, A
A

Defining the average value of the gradient of f over the area A as

of 1 of
<a—xi>=x£a—xid’* )

where < f > is taken to be the average over the surface, by substitution, it is deduced that:

of \ 1
<a_xi>:K ini f ds (4.6)

And for a triangular sub-element, the finite-difference form of Equation (4.6) becomes:

ory_1 _1 @ 4 0
<6—Xi>—K§<f>niAS—ﬁ§<ni>(f +f®) 4s 4.7)
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where A4S is the length of a side of the triangle.
The summation occurs over the three sides of the triangular subzone and (a) and (b)

are two consecutive nodes on a side.

Equation (4.7) can be used to derive all the components of the strain rate tensor based

on nodal velocities, as:

oy _ 1 (@, )
an —ﬂzs:(ui +U; ) njAS (48)

4.2.5 Fluid — mechanical coupling

The formulation of coupled fluid-deformation mechanisms in FLAC is based on the Biot
theory of consolidation. The governing differential equations corresponding to FLAC’s
numerical implementation are discussed below. According to Darcy’s law, water flow is

described as:

Qi =—kijk(5)i(P—ngka) (4.9)

where:
qi: specific charge vector

kij : mobility coefficient tensor (measure of permeability, equal to the permeability

coefficient ku,ij used in Darcy’s law, divided by the fluid’s unit weight, so as: kij=kn.ij/(pwQ).
P : fluid pressure

pw . mass density of the fluid

gk : gravitational acceleration vector

For saturated/unsaturated flow in FLAC, the air pressure is assumed to be constant and

equal to zero.
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The fluid pressure P follows the constitutive law below:

P _ _\ Pvol (4.10)

ot ot
with:
evol . Volumetric strain
M : Biot’s fluid modulus equal to:

K
M = W
(4.12)

n+(a—n)(1—a)KK""

where:
a : Biot’s coefficient
n : the porosity of the porous medium
K : the drained bulk modulus of the porous medium
Kw : the fluid bulk modulus
If the compressibility of grains is neglected - compared to that of the drained bulk

material, then Biot’s coefficient a equals to 1, so:

K
M ZTW (4.12)

It should be noted, that when coupling between mechanical and fluid response
applies, the stresses are effective and the mass density of the material is the saturated one,

estimated as:
Psat = Pd T NPw (4.13)

4.2.6 “Timestep” determination

As previously described, the explicit-solution procedure is not unconditionally stable: the

velocity of the “calculation front” must be greater than the maximum velocity at which
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information propagates. As such, a “timestep” that is smaller than some “critical timestep”
must be chosen.
The stability condition for an elastic solid discretized into elements is:
AX
At<— (4.14)
C

where:

Ax : the minimum propagation distance, estimated as A/AXmax in FLAC and V/4Amax in

FLACP.

C: the maximum velocity at which information can propagate - typically, the P-wave

velocity:

c - 3 (4.15)

For a single mass-spring element, the stability condition is:

m

At<2 (4.16)

kstiff
where m is the mass, and ks is the stiffness. In a general system consisting of solid material
and arbitrary networks of interconnected masses and springs, the “critical timestep” is

related to the smallest natural period of the system, Tmin:

At < Zmin. (4.17)
T

For the simple case of a rectangular zone, with area A, thickness T, and diagonal
length Lq, the gridpoint mass and the zone stiffness can be expressed as:
1

m= ZpAsz (4- 18)

2
L (4.19)

4G
Keier =| K +—
stiff ( 3}14
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In the case of effective stress analyses, where groundwater is present, the bulk
modulus of the fluid increases the mechanical stiffness of the saturated zone, thus reducing

the selected “timestep”.

4.2.7 User defined model (UDM) routines

Both FLAC and FLAC® provide the user with the possibility to implement User Defined
Model (UDM) routines written in C++ and compiled as Dynamic Link Libraries (DLLS).
The DLL files are plugged-in the code and they can used exactly as the built-in models. For
example, they can be assigned to any zone and they can be given any properties.

In each numerical cycle, the input to the UDM algorithm is the total strain increment
of the current step and the stress state of the previous one, while the output is the new stress
state. The UDM routine is called once per subzone for every solution step, i.e., 4 times per
solution step. The output stress tensor for each subzone is exported directly from the UDM
routine to FLAC or FLAC®P, where the averaging procedure according to the mixed
discretization scheme is internally handled. This new stress tensor is then an input to the
UDM routine for the next step. Concurrently, the model’s hardening parameters are stored
for each subzone and are manually averaged inside the UDM algorithm, when the
calculation process is completed for all 4 subzones. These averaged values are common
input for all 4 subzones in the next step. The foregoing general implementation procedure
is described in detail in Andrianopoulos (2006) and Karamitros (2010). Moreover, in
Karamitros (2010) an original description is provided of the necessary components
comprising the UDM routine written in C++. The framework of the algorithm, herein, is
exactly as described in Karamitros (2010), and the new constitutive equations and
components of the new model were properly included following the same rationale.

Finally, it should be noted that the foregoing input and output stress tensors for the
UDM routine refer to effective stress tensors. Pore pressures are used, so as effective
stresses are taken for given total stresses, before the constitutive model is called in the
calculation cycle. The reverse process of calculating total stresses on the basis their
effective counterparts is performed after model calculations in each calculation cycle are

completed.

102



Implementation in Numerical codes FLAC and FLAC®P

4.3  The Integration Scheme

The numerical process during a calculation step within the UDM routine should be
structured, so as a stress increment to be computed, for any given stress state and any given
strain increment. Hence, the constitutive stress-strain relationship (Equation (3.8)) needs to
be integrated. In general, explicit integration schemes can be easily applied for the
numerical integration of complex and highly non-linear constitutive laws, as they are
straightforward to implement in explicit finite difference codes like FLAC and FLAC®P.
For the integration of the constitutive equations and the calculation of stress
increments and hardening parameters for any given strain increment, the explicit scheme
of Andrianopoulos et al. (2010a) was hereby used. Specifically, the integration of the
constitutive equations at each subzone is performed via a second order modified forward
Euler method and is accomplished by dividing the given strain increment in one or more
sub-increments (or sub-steps in FLAC’s terminology), in order for the local error at each
step to be maintained below a desired tolerance level. This integration scheme in
combination with an automatic error control and a sub-stepping technique, was originally
introduced by Sloan (1987) and Sloan et al. (2001) and the scheme adopted in this model
is presented in detail in Andrianopoulos et al. (2010b) and in Andrianopoulos (2006), with
appropriate modifications to comply with the specific constitutive form of the proposed
model. It is reminded here that for each step the integration is performed for all 4 sub-zones
that form a zone of the grid. However, at the end of each step the resultant stress tensor is
returned to FLAC (or FLAC®P) and handled appropriately according to the adopted mixed
discretization scheme. It is noted here that the hardening parameters are averaged manually

for the whole zone, as part of the UDM routine procedure.

4.3.1 Modified Euler integration scheme with automatic sub-stepping and error

control

Following the work of Andrianopoulos (2006) and Andrianopoulos et al. (2010a), the
modified Euler integration scheme with automatic substepping and error control is used
herein. In the following, the integration process will be discussed.

Specifically, for each step a pseudo-time T (0<T <1) parameter is defined, so as to

divide given strain increments in smaller fractions (sub-increments or sub-steps) to
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facilitate the error control process. State T = 0 refers to the beginning of the sub-stepping,
and it incrementally increases up to T = 1, when the total strain increment has been applied.

The step of pseudo-time is depicted by ATh and obviously 0<A7;, <1 holds. Subscripts n
and n-1 refer to the pseudo-time instances Tn-1 and Tn= Tn-1 + ATh, and denote the start and
the end of the sub-step respectively. AT controls the measure of the fraction of the currently
applied strain sub-increment, as per:

&y =ATLE (4.20)

where:

&, - the fraction of strain increment applied during a sub-step

¢ : the total strain increment for the full step

The size of ATn progressively decreases down to a minimum value, if the local error
insists on exceeding a prescribed threshold, or it may also increase after an accepted error
control, in an effort to reduce the total computational cost. The integration process follows

the flow described below.

Step 1

Reading from the code the total strain increment, éc for the step ¢, for each one of the 4

subzones. For each subzone, the value of the effective stress tensor a¢.1 from the previous
step C-1 is available, after been implicitly processed by the code according to the mixed
discretization scheme (at the end of the previous step). Moreover, for each zone, the set of
hardening parameters of the model is available, as a result of an averaging process over the
4 subzones at the end of the previous step.

Initialization also of T = 0 and ATn=1.

Step 2

While T<1, follow steps 3 - 11.

Step 3
Given a strain sub-increment ¢, = A7;,¢,, a first order prediction (i = 1) of the effective

stress incrementqg;is made according to the constitutive equations of the model. The

necessary stress tensor components entering the equations refer to the current state (o)
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when the step initiates and are derived at the end of the previous step. Moreover, a first
order prediction (i = 1) is also made for the hardening parameters of the model included in
the error control procedure, which for the proposed model are the 4 cumulative indices fp
(Eq. (3.29)),  (Eq. (3.30)), fpa (Eq. (3.43)) and fi (Eq. (3.45)). In the following the set of
these hardening parameters is denoted as x. An updated value is also calculated for the void
ratio e. Then, a temporary update of the effective stress state is made based on this first

prediction and the current (temporary) value is & + ;. The same temporary update is made

for all the hardening parameters of the model and their current (temporary) value is « +x;

Step 4

Initiating from this temporarily updated state and given the same strain sub-increment ¢,
a second approximation (i = 2) of the effective stress increment ¢, and of the hardening
parameters «, of the model is made according to the constitutive equations. The necessary

stress tensor components and hardening parameters entering the constitutive equations refer

to the (temporary) updated values derived during the previous first prediction.

Step 5

The actual increment of ¢ and « is the average value of 4, and,and «;and «, , respectively.
In other words, the final estimate of the sub-step is the state on = 6n-1+ 0.5(6,+ ¢,) and xn

Step 6

Subsequently, based on the two estimated increment predictions and the temporary

estimated values of each parameter, the local error is computed for each parameter as:

62—

ol

Ry =0.5 (4.21)

[z =R
R =052l
=05 "Kn” (4.22)
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It is underlined here that Eq. (4.22) is considered 4 times, separately for each of the
4 hardening parameters of this model. The relative error of the integration sub-step is

denoted by R and is defined as the maximum of the calculated local errors, as:

R =max[R;;R,] (4.23)

Step 7

The relative error R is compared to a predefined tolerance level of relative error, Stol.
According to Sloan et al. (2001), a good range for St is between 10 and 10, with an
optimal value equal to 103. The smaller the tolerance level, the stricter the criteria for the
acceptance of the integration during the sub-step. A value of Swi = 10 was selected in this
model, as the default one.

If R > Siwl, then the sub-step is rejected and steps 3 -7 are repeated, this time with a
smaller sub-increment of strain. For this purpose, a smaller value of ATn is adopted as per:

AT, = max[gAT,; AT pin | (4.24)

where:
Stol .
q=max| 0.9 ?,0.1 (4.25)

and ATmin = 1073, a fixed value, that leads to a division of the step into 1000 sub-steps. This
value was introduced by Sloan et al. (2001) for reasons of code robustness. This iterative
procedure is repeated until the local relative error falls below the tolerance level.

If R < Sto10r ATn = ATmin, the sub-step is accepted, all the temporary values of ¢n and
knare accepted and the integration proceeds to the next sub-step.

Pseudo-time moment Tn+1 denoting the beginning of the next sub-step is equal to:

Tns1= Ta+ATn (426)

Step 8

The new value of the new sub-step is defined as:

AT, = AT, (4.27)

where:
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q= min{o.g /h;m} (4.28)
Rn

However, if the last sub-step had been accepted because ATn = ATmin, albeit Rn > Stol,

then:

q=min[q;1.0] (4.29)

Step 9

The new ATn must be checked, so as not to be smaller than ATmin, and not to lead to a total

time T greater than 1.0.

AT, =max[AT,; ATpin | (4.30)
AT, =min[AT,;1-T] (4.31)
Go to Step 2.
Step 10

After all the sub-steps have been completed, the total increment has been applied. The final
values of stress tensor a¢ for each subzone, for the given strain increment, are returned to
FLAC (or FLAC?P) and handled further internally, while the hardening parameters «; are
kept in memory so as to be averaged for the whole zone, after the integration for all the 4

subzones is completed. The next step starts.

The integration algorithm described above is an integral part of the model.
Specifically, Figure 4.3 shows a simplified flowchart of the integration algorithm from the
beginning to the end of a calculation step, including the procedures of error control and
sub-stepping that were previously described step-by-step. Subsequently, Figure 4.4 aids in
the presentation of the second order modified forward Euler method for the integration of

stresses and of the hardening parameters governing the error control procedure.
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Start of the step
For each one of the 4 subzones
q_1,éj inputs from numerical code
K, hardening parameters, stored in memory

A 4
04, K4 1st order prediction

d5,K> 2nd order prediction
(Figure A.2)

O'n = U'n,»] +05(0'1 +d'2)
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i=1 averaged for 4 subzones
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Figure 4.3: Flowchart of the integration process of effective stress and hardening

parameters including sub-stepping.
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Figure 4.4: Schematic illustration of the second order modified forward Euler integration

method.
4.3.2 Correction of stress state when outside the bounding surface

This subroutine performs a possible correction of the stress whenever it is outside the
bounding surface. It targets to decrease the distance of the current stress state from the
bounding surface, only when the stress state lies outside it by an unrealistically large
amount. The resultant stress state, after the execution of the function, remains outside the
bounding surface, but it is transferred to a closer distance. The basic premise of this routine
is that by-design, whenever the stress is outside the bounding surface in SANISAND-type
models this appears by a very small amount sufficient to predict softening, while larger
amounts are possibly related to numerical instabilities mostly in the very small stress
liquefaction regime. Hence, a correction is required to bring the stress state closer to the
bounding surface, yet still outside from it.

The methodology was adopted by the implementation of the NTUA-SAND model,
according to Andrianopoulos (2006), Andrianopoulos et al. (2010b) and Karamitros
(2010). The tolerance level of this distance is named Fuswiz and is equal to 102
Respectively, Fos1 denotes the distance of the current deviatoric stress ratio r from the

bounding surface, along the direction of r, as:

109



Implementation in Numerical codes FLAC and FLAC®P

2
Fost =|r] - §M‘?’ (4.32)

where ||r|denotes the norm of tensor r and Mg =g(w, c)ME the aperture of the bounding

surface along the direction of r. The aperture across this direction is defined with the aid of
function g (see Equation (3.16)), only here the variable Lode angle « (see Equation (3.14))
entering the function is defined in terms of the unit-norm tensor m, which denotes the

direction of r:

r
m T (4.33)

According to Equation (4.32), negative values of Fns1 mean that r lies within the

bounding surface, while positive values mean that it is outside.

Step 1

Reading the new stress tensor and check if it lies outside the bounding surface. If Fos1 <0
then the stress state is inside the bounding surface, and no correction is needed. Otherwise,

if Fos1 >0, i.e., the stress state is outside the bounding surface, go to Step 2.

Step 2

Check how much is the stress state outside from the bounding surface. Specifically, if
Fos,1<Fbsto1,1 = 1072, then the stress state is quite close to the bounding surface and no further
modification of the distance is needed. Otherwise, the stress state is far from the bounding

surface and it should come closer to it, so proceed to Step 3.

Step 3

The current stress tensor is kept into the memory. Moreover, the utilized correction
parameter for the downscaling of &, named as acorr, is set equal to 1. Hence, the measure of
downscaling is defined, via the correction factor Feorr as per:

Acorr F Ao A
E _ Yeorr’bsl _ “corr’ bsl
T Ve (4.34)

where L, is the direction of the downscaling of &, equal to:
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L=m _(ngu (4.35)

V=m:r (4.36)
The new (downscaled) stress state odown IS:

Gdown =6 - Fcorr L (4-37)

Step 4

Check if the stress point came closer to the bounding surface, but without getting inside it.
So, if Fus1became lower than zero (Fos1 < 0), it means that the correction was larger than
needed. In this case, the previous Step 3 is neglected and it is repeated again, but with a

smaller correction parameter acorr:

acorr,new = 0.9 acorr (4.38)

Otherwise, if 0 < Fos,1 < 1072, the correction was appropriate and the new stress tensor is:

G = Gdown (439)

4.4  Mapping rule - Determination of image point on the bounding surface

The application of the mapping rule essentially refers to the determination of the image
point of the current stress ratio on the bounding surface. The employed methodology is
borrowed from the implementation of the NTUA-SAND model, according to
Andrianopoulos (2006), Andrianopoulos et al. (2010b) and Karamitros (2010). This image
point is defined as r° in Chapter 3 (see Equation (3.18)). This point lies on the bounding
surface, and simultaneously on the projection of the vector defined by the current deviatoric
stress ratio r and the rini, which refers to the tensor r when the last load reversal took place.
The location of the image point may be expressed as a function of r and rini, with the aid of

variable f as (see also Figure 3.2):

=t + B(r—"rini) (4.40)
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Then, adopting the same nomenclature like in the previous section, respectively, Fos2
denotes the distance of the image stress ratio r® from the bounding surface, from the

bounding surface, along the direction of r°, as:
2
AR )

According to Equation (4.41) negative values of Fns2 mean that r° lies within the
bounding surface, while positive values mean that it lies outside. In order for r° to stand for
the required image point the condition Fos2 = 0 should be satisfied. Hence, an iterative

procedure is necessary, so as to pinpoint an adequate value of f to satisfy this condition.

Step 1

Initialization of parameters S and f1, which will be utilized as multipliers of the vector (r-
rini). Parameter § will be determined as a linear interpolation between /5, and f1. Parameter
[o defines a deviatoric stress ratio inside the bounding surface, while g1 defines a deviatoric
stress ratio outside from it.

Po=0andp1=1 (4.42)

By substituting in Equation (4.40) the temporary image points r° defined with the use

of fo and p1 are:
r°(Bo)="Tini + Bo (r —Fini)) (4.43)
rb(ﬂl)Z Fini + A1 (r = Fini) (4.44)

and the corresponding distances from the bounding surface Fus2[r® (80)] and Fos2[r® (61)]

are computed.

Step 2
Check if the stress point r°(1) is outside the bounding surface, i.e., if Fos2[r® (61)] > 0. If

this condition is satisfied, then go to Step 3.
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Otherwise, iterations should be made to eventually to bring r°(51) outside the bounding

surface. Hence,

Po=prand f1=2 p1 (4.45)

and the new distances Fus2[r° (5)] and Fos2[r® (1)] are calculated.

This procedure continues until Fos2[r° (5o)] becomes larger than zero. Moreover, it
should be noted that in order for this step to be successful the condition, according to which
Fos.2[r® (Bo)] -Fos2[r® (61)] < 0 should be satisfied, i.e., r(8) and r°(B1) to lie on either sides

of the bounding surface.

Step 3

An iterative procedure to determine the precise value of S, which ensures that the image
deviatoric stress ratio practically lies on the bounding surface, starts. This is achieved by

using a linear interpolation between o and 1. Specifically:

B (,Bl_ﬂo)Fbs,z[rb(ﬂl):l
Fbs,z I:rb (:Bl):| o I:bs,z |:rb (ﬂo ):|

(4.46)

r° ()= tini + B(r = Tini) (4.47)

Then, if the image point is sufficiently close to the bounding surface, i.e., according
to Equation (4.41), Fes2[r® (5o)] < 1075, the iterative procedure comes to an end.

Otherwise, an effort to bring the image point closer to the bounding surface is made.
If the § has the same sign as fo, this means that the estimated image point is inside the
bounding surface, and in order to be brought closer to the bounding surface, o should be
increased. On the other hand, if the £ has the same sign as 1, this means that the estimated
image point is outside the bounding surface, and to be brought closer to the bounding
surface, 1 should be decreased. Then, the new g and the new distance of the image point
from the bounding surface are calculated. This rationale is efficient as the £ interpolates

linearly between £ and f1.
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45  Formulation to mitigate stress-strain overshooting

As described in detail in Chapter 3, two criteria are included in the formulation to remedy
the shortcoming of a stress-strain curve that is “overshooted” as a result of an “informal”
unloading-reloading cycle during the numerical analysis. The foregoing problem is related
to the unnecessary updating of rini upon unloading and immediate reloading. The first
criterion, among the two that constitute the mitigation methodology, determines whether a
load reversal (i.e., a state where 4 < 0) is “formal” or “informal”, while the second one
incorporates the methodology of Dafalias and Taiebat (2016) and adjusts the value of rini
depending on the significance of the intervening loading path, but only when the load
reversal has been approved as “formal”.

In order to understand the methodology, the following terms are defined: r™ is the

current stress-ratio tensor along the current load path (m) at the moment of load reversal
(m

mi) refers to the rini adopted at the initiation of load path (m),

(i.e., when 4 < 0 appears), r

(m-1).

ini _1s the rini of the previous load path (m-1) and r(m*)

r i refers to the rini that is going to be

adopted after the initiation of the upcoming (m+1) load path. When A < 0 appears during

load path (m), the r = r™ and the quandary is whether ri(:;”) should be updated to r™, thus
increasing the stiffness of the stress-strain curve during the upcoming path (m+1), or
whether it should take another value. The implementation of this procedure is described

step-by-step below.

Step 1

Use of an index, namely I r, which records during a step whether a load reversal signal
occurs for each subzone. This means that if all 4 subzones are given a load reversal signal

during a step, the value of this index will be equal to 4. If a load reversal signal occurs for
(m)

a subzone, then the tensor rg /.

of the subzone at that moment on path (m) is stored in

memory. This procedure continues for all 4 subzones, and after the completion of the step
(m)

subzonet€Nsors kept in memory is calculated and denoted as r™. This

an average of all the r
is a “candidate” rini tensor, for the upcoming load path (m+1).
In the interval between the moment when the signal for load reversal was detected

on path (m) and until the main constitutive calculations for one subzone to be completed,
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(m)

all the computations and functions for each subzone are performed using the r;;’ tensor,

which is not updated yet, and still holds, even for the new load path (m+1). Specifically, as
soon as a load reversal is detected, it is considered by default “informal” and no update of
rini IS performed immediately. As such, all the computations continue with a non-updated
(m)

lini = T;

ini » until it is verified if the load reversal is “formal” or not. In the meantime, plastic

deviatoric strain and stress ratio increments are calculated.

Step 2

All the main computations have been completed for all the subzones. Now, it is checked if
any of them has received a signal for load reversal. If even one subzone has received a
signal, then ILr > 0 and the option to update the rini should be checked.

The criterion for deciding if the signal was “formal” is to check how much the stress
ratio r has changed during loading on path (m+1), from the moment when the signal was
detected. In other words, of importance is the distance of the current stress-ratio r from the
tensor r at the beginning of the step, which is equal to the tensor r™, given all the subzones

where subjected to a signal for load reversal. If this distance is larger than a preset (small)

tolerance level rwoithen the load reversal is considered “formal” and the estimation of ri(:i'“)
is made according to the methodology of Dafalias and Taiebat (2016). The value of rtw is

selected equal to 102 here and the check has the form:

\/(2/3)(r—r(m)):(r—r(m)) > Iy (4.48)

In the case where the criterion above is satisfied, then go to Step 3.

However, it should be noted that the tensor r may not increase adequately in only one
step, and as such the criterion of Equation (4.48) may not be satisfied in the first step of
path (m+1), immediately after the load reversal signal is detected. In that case, the next step
is proceeded without any update of rini yet and the procedure is continued until the distance
between r - r™ to become sufficiently large and rini to be updated. During these steps, where
rini has not been updated yet, the loading index A usually continues to be negative (see

Equation (3.9)), so special attention is given so as the r™ to be caught only at the first time
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when 4 < 0 (at the end of path (m) and at the beginning of path (m+1)), and not be
continuously updated in the following steps.

It is worth mentioning that if during this sequence of steps, where rini has not yet been
updated, a new load reversal signal is detected, then the previous load reversal is considered
“informal” by result, the r™ in memory is neglected as a candidate rini and now, the
procedure of characterizing the current load reversal starts from scratch from Step 1 for the

new (m+1) path.

Step 3

This Step 3 is proceeded given the criterion described by the Equation (4.48) is satisfied.

Since loading reversal has been accepted as “formal”, the updated rini for the upcoming

(m+1) path (denoted as ri(;’i'“)) is not necessarily equal to r™, but it is estimated according
to Dafalias and Taiebat (2016). Specifically, it depends on the “magnitude” of the load path

(m) and is quantified in terms of the integral of plastic deviatoric strain developed during

path (m), as:
i =k ) (4.49)
where:
n
eP
k = 1_[_p] (4.50)
&

where K is a weighting parameter, that quantifies the significance of the load path (m) on
the basis of the relative magnitude of accumulated plastic deviatoric strain e” in comparison

to e, a model constant serving as a shear strain threshold.

The €Pis given as:

eP = (2/3)éP :¢P (4.51)
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which accumulates during load path (m). In this model, e‘leo"‘, and n, the model constant
controlling the non-linearity is set equal to 1, following the advice of Dafalias and Taiebat
(2016) for both. Since a load reversal is accepted as “formal”, the quantity e nullifies and
starts accumulating from scratch for the ongoing path, so as to be utilized at the

determination of the rini of the following load path and so on.

4.6 Summary

In this Chapter the implementation of the proposed model in numerical codes FLAC and
FLAC®P is presented. The methodology is described with emphasis mainly on numerical
code FLAC, but it extends unchanged in FLAC®P. A brief description of the theoretical
background of the codes is provided. Then, the integration scheme of the stress-strain
constitutive equation is described. Specifically, a modified Euler integration scheme is used
for this model, in conjunction with a sub-stepping technique and an automatic error-control,
which target the reduction of the local error derived at the application of strain increment.
Subsequently, supplementary routines are described that account for: a) the correction of
the stress state when it is located (far) outside the bounding surface, b) the determination
of the image point on the bounding surface (as part of the mapping rule) and c) the
formulation to mitigate stress-strain overshooting. All these components serve as an
integral part of the UDM model routine and ensure its robust response in element, but also

in system level numerical analyses.
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Chapter 5

Model Performance in Element tests

5.1 Calibration procedure

The proposed model requires in total the calibration of 14 parameters. All of them are
dimensionless, non-negative material-specific model constants and their role in the
constitutive equations is described in detail in Chapter 3. The constitutive role and the
relevant constitutive equation, where each one appears, are summarized on columns 2 and
3 of Table 5.1. The procedure of determining their values will be discussed in this Section

using experimental data of Toyoura sand, as merely an example case.

Table 5.1: Constitutive role, relevant constitutive equation and suggested calibration

procedure of model parameters.

Model I Relevant N
Parameter Constitutive role Constitutive Eq. Calibration

Go . (3.20) . .

v Elasticity (3.23) directly calibratable
Cref

A (3.10)

é CSL directly calibratable
Mg (3.12), (3.13)

c (3.16)

n° (3.12) directly calibratable
ho Plastic modulus (3.24) - .

o (3.26) indirectly calibratable
nd Dilatanc (3.13) directly calibratable
Ao y (3.37), (3.41) indirectly calibratable
No Fabric (3.31) - .

Lo Post-liquefaction (3.46) indirectly calibratable

Having deeply understood their constitutive role, it is deduced that the model
parameters, for each sand, can be divided in two separate categories, as mentioned on the
last column of Table 5.1: a) those directly evaluated on the basis of experimental data, and
b) those indirectly estimated through a trial- and-error procedure. The parameters classified
in the first category constitute the majority (9 out of 14), and their estimation is suggested

to precede that (5 out of 14) of the second category.
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5.1.1 Directly calibrated model parameters

A. Parameters related to Critical State

The 5 critical state parameters comprise the critical stress ratio in triaxial compression
(M), the ratio of critical stress ratio in extension over compression (c), and the parameters
ecs, 4, and & of Equation (3.10) that define the position of the CSL on the (p - €) space. To
calibrate these parameters, monotonic tests that have reached (or approach asymptotically)
the critical state are necessary.

The parameters ecs, 4, and &, are estimated by fitting Equation (3.10) to pairs of (p, €)
obtained after monotonic shearing, when critical state has been approached. Based on the
monotonic triaxial compression drained and undrained experiments of Verdugo and
Ishihara (1996), Li and Wang (1998) proposed for Toyoura sand a CSL with ecs = 0.934, 1
=0.019, and & =0.70, values that are adopted also here (Figure 5.1).

0.95

0.9

0.85

0.8

0.75

@ data

5 adopted CSL
0-7 1 IIIIIIII 1 IIIIIIII 1 L 1 1 11

10 100 1000 10000
p (kPa)

Figure 5.1: Calibration of CSL constants on (p - e) space for Toyoura sand. Data after
Verdugo and Ishihara (1996).

Values of M ¢ can be obtained by plotting monotonic triaxial compression stress paths

on the (qrx - p) space, and pointing the critical stress ratio. The obtained pairs of q %, and

p°® - with superscript ¢ denoting the values are at critical state - can be plotted as in Figure

5.2.
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Figure 5.2: Calibration of model parameter M¢ on grx - p space for Toyoura sand. Data
after Verdugo and Ishihara (1996).

As shown, for Toyoura sand, a quite good approximation is the value M¢ = 1.25. A
similar approach can be followed for triaxial extension stress paths to estimate the value of
¢, however, here the value of ¢ = 0.712 is adopted for Toyoura sand according to Dafalias

and Manzari (2004), Dafalias and Taiebat (2016) and Papadimitriou et al. (2019).

B. Parameters related to Elasticity

Based on Equations (3.20) and (3.23), the elasticity formulation requires the calibration of
2 model parameters. The G, parameter that defines the elastic shear modulus of sand (Gmax)
should be calibrated against small strain tests (e.g., bender elements, resonant column tests),
wave propagation tests in the field or laboratory or in the absence of specific measurements
from empirical relations of the literature. According to McAllister et al. (2015), the use of
conventional triaxial data for this purpose (as is usually performed in the literature) may
lead to underestimation of its value. Here, the data of Wicaksono and Kuwano (2009) for
Toyoura sand are used for this purpose. As shear modulus was measured through different
dynamic methods (e.g., trigger accelerometer, bender element, plate transducer), an
average value is considered for the calibration of Go. In Figure 5.3, the comparison between
the measured and estimated (by Equation (3.20)) elastic small strain shear modulus, Gmax,

is presented, for the estimated value of Go = 650. The comparison is made in terms of Gmax
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versus mean effective stress p, for three different values of void ratio (e =0.811 - Dr = 45%,
e =0.756 - Dr = 60 % and e = 0.700 - Dr = 75 %). Based on the good fitting of the data in
Figure 5.3, apart from the appropriate Go value, the calibrated Equation (3.20) estimates

quite well the correlation of Gmax with relative density and applied stress level.
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Figure 5.3: Comparison of estimated Gmax values as a function of void ratio e and mean
effective stress p, after calibration of parameter G, for Toyoura sand. Data after Wicaksono
and Kuwano (2009).

The second elastic parameter, Poisson’s ratio v, is considered constant in the current
model. The determination of Poisson’s ratio requires the use of local-strain transducers,
which are rarely available on laboratory experiments. Alternatively, for dry soil only it can
be estimated by using the measured wave velocities from wave propagation tests of P and

S waves (e.g. Crosshole or Downhole tests), as per:

T2 (5.1)
v 2
2 [pj -1
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Herein, a value of 0.15 is adopted for Toyoura sand in accordance with Shibuya et
al. (1994) and Tatsuoka et al. (1994). As this parameter shows a small variation in the
literature (0.05-0.33), it is believed that the selected value can be assumed as quite
representative for sands in general, in absence of more specific experimental measurements

(Loukidis and Salgado, 2009).

C. Parameters related to Model Surfaces

The next two parameters, n® and n?, correlate the aperture of model’s surfaces on the
deviatoric stress ratio space with the current state parameter . The parameter n°, referring
to the bounding surface of the model, can be determined by fitting Equation (3.12) at
experimental peak stress ratio values from monotonic, drained and undrained tests plotted
against the corresponding  value. Here, the monotonic drained and undrained triaxial
compression tests of Verdugo and Ishihara (1996) are used for this purpose, so the utilized
stress ratios refer to triaxial conditions. Specifically, if properly manipulating Equation
(3.12) and replacing M2 and M ¢ by the peak ((qrx/p)°) and critical ((qrx/p)°) stress ratios
measured during the experiment at hand, where the deviatoric stress gqrx = oa - or, With oa

denoting the axial effective stress and or the radial. Hence, n® can be derived as per:

nP :i.m M} (5.2)
'//b [(QTx/p)b
0.10
00 - & data
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Figure 5.4: Calibration of model parameter n° for Toyoura sand. Data after Verdugo and
Ishihara (1996).
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Figure 5.5: Calibration of model parameter n? for Toyoura sand. Data after Verdugo and
Ishihara (1996).

As shown in Figure 5.4, a value of n® equal to 1.1 can be considered quite appropriate
for Toyoura sand, as typically referenced in the literature (Dafalias and Manzari, 2004;
Loukidis and Salgado, 2009).

Similarly, the parameter n?, controlling the aperture of the dilatancy surface of the
model, can be estimated by fitting Equation (3.13) at experimental stress ratios from
monotonic, drained and undrained, tests at the phase transformation state plotted against
the respective y value. The same dataset of Verdugo and Ishihara (1996) is used for this

purpose, so in triaxial conditions, Equation (3.13) can be transformed to:

a_ L M} 5.3
R n[(QTX/p)C ©7

After interpretation of the experimental monotonic data, according to Figure 5.5, a
value equal to 2.0 is adopted, which is very close to 2.1 proposed also by Taiebat and

Dafalias (2008) for Toyoura sand.

5.1.2 Indirectly calibrated model parameters

Trial-and-error repetitive tests are necessary to be performed to estimate the value of these
parameters. At this calibration step, the values of the aforementioned directly calibrated

model parameters are kept fixed throughout the process according to the procedure
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described above, while values of the parameters under estimation are arbitrarily initialized
for the first iteration. Although the model is able to estimate satisfactorily the response
regardless the applied stress level and density, it is suggested that during this process,
emphasis to be given to comparison with experimental data of initial conditions (stress level
and void ratio) and shearing conditions (drained/undrained, monotonic/cyclic) indicative
of each specific application. Moreover, it is recommended that the calibration procedure to
be holistic and not case specific, so as all the aspects of the response to be explored. This

approach is also followed herein.

A. Parameters related to Plastic Modulus

Apart from n°, controlling the aperture of bounding surface according to state parameter y
and hence the hardening response, parameters ho and cn entering plastic modulus function
of the model (Equations (3.24) and (3.26)) need to be calibrated. The plastic modulus
multiplier ho is determined through a trial-and-error process, so that in drained monotonic
tests there is an adequate match between the estimated and the actual stress-strain curve up
to peak stress state. To illustrate the sensitivity of the simulated response on parameter ho,
Figure 5.6 compares reference simulations to the data of monotonic drained triaxial
compression tests of Verdugo and Ishihara (1996) for the indicative cases of eo = 0.831 (Dr
~ 43%), 0.917 (Dr = 23%) and 0.996 (Dr < 3%), where po = 100 kPa. In subplots 5.6a and
5.6b ho is considered equal to 20, in subplots 5.6e and 5.6f equal to 180, while subplots
5.6¢ and 5.6d refer to the finally calibrated value of ho which is equal to 60. For these
etsimates, apart from the continuously changing ho, all the other parameters are kept fixed.

This figure shows that an increase in ho leads to a stiffer response in terms of stress-
strain curves at the part before peak-strength (subplot 5.6e), but also limits the shear
induced volumetric strain, especially when it comes to contraction (subplot 5.6f). The
opposite observations hold, if the adopted value of ho is smaller than that implied by the
data (subplots 5.6a and 5.6b). The best match is achieved for the finally calibrated value of
ho= 60 (subplots 5.6¢ and 5.6d).

On the other hand, in undrained monotonic tests, ho should be determined so as an
adequate match of stress paths until phase transformation to be achieved. As in Figure 5.6,

Figure 5.7 similarly compares reference simulations to the data of monotonic undrained
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Figure 5.6: Sensitivity of simulated monotonic drained triaxial response to model
parameter ho: (a,b) ho = 20, (c,d) ho = 60 - (calibrated value) and (e,f) ho =180. Data after
Verdugo and Ishihara (1996).

triaxial compression tests of Verdugo and Ishihara (1996) for the indicative cases of e =
0.833 (Dr = 37%) and po = 100, 1000 and 2000 kPa. In subplots 5.7a and 5.7b, ho is
considered equal to 20, in subplots 5.7e and 5.7f equal to 180, while subplots 5.7c and 5.7d
refer to the finally calibrated value of ho which is equal to 60, while keeping again the
values of all other parameters fixed. The effect of ho in the simulated undrained response
is the same as in drained conditions, although possibly more intense. Specifically, an
increase of ho leads to a stiffer response in terms of stress-strain curves (subplot 5.7¢) and
concurrently to a limited tendency for pore pressure buildup and subsequent decrease of p
in terms of grx - p stress paths (subplot 5.7f) and vice versa.

A trial-and-error process is also necessary to estimate the proper value of parameter
Ch, SO as the correct void ratio effect is captured on the hardening response. This is achieved
by fitting the response of samples with very different initial void ratio e, values. To
illustrate the sensitivity of the simulated response to parameter cn, Figure 5.8 compares re-
ference simulations to the already shown data of monotonic drained triaxial compression

tests of Verdugo and Ishihara (1996). The significant variation of eo in these tests, between
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Figure 5.7: Sensitivity of simulated monotonic undrained triaxial response to model
parameter ho: (a,b) ho = 20, (c,d) ho = 60 - (calibrated value) and (e,f) ho =180. Data after
Verdugo and Ishihara (1996).

0.831 (Dr = 43%) and 0.996 (Dr < 3%), proves very useful for the proper calibration of c.
It should be noted that while trying different values of cn, the values of ho, No and Lo should
also be appropriately readjusted. According to Equations (3.24) and (3.26), (3.31) and
(3.33) and (3.45) and (3.46) it is implied that any change of cn modifies not only the effect
of void ratio on the respective functions, but also their measure for a given value of void
ratio e. Hence, in order to keep the value of K - for a reference value of void ratio — at a
desired level, regardless of any change of cn, the value of ho should also be properly adapted.
By adopting practically unaffected the response for a reference void ratio, the effect of e
will be relatively illustrated to this reference response. For comparisons of Figure 5.8, the
test with a value of e equal to 0.831 is selected as reference, and so, ho is modified in parallel
with cn, so as that corresponding response of this test to remain unaffected despite any
change of cn. In subplots 5.8a and 5.8b, cn is considered equal to 3, in subplots 5.8e and
5.8f equal to 20, while subplots 5.8b and 5.8c refer to the finally calibrated value of c,
which is equal to 12. The respective values of ho are estimated according to the rationale

previously described and are noted on the respective figures. It is observed that the lower
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Figure 5.8: Sensitivity of simulated monotonic drained triaxial response to value of model
parameter cn: (a,b) cnh = 3, (c,d) ch = 12 - (calibrated value) and (e,f) cn = 20. Data after
Verdugo and Ishihara (1996).

the value of cn, the smaller the effect of void ratio on stress-strain response, as all the
simulated curves plot close one to another (subplot 5.8a). Smaller than the experimentally
measured is also the effect of void ratio on accumulation of volumetric strain (subplot
5.8b). The opposite observations are made when the value of cn is greater than what the
data indicate (subplots 5.8e and 5.8f).

Here it should be noted that the effect of void ratio, via model parameter cn, enters
also the intensity functions of fabric accumulation (Equation (3.31)) and post-liquefaction
shear strain accumulation (Equation (3.46)), acting during cyclic loading - the latter only
during undrained conditions after liquefaction. The effect is similar, as an increase of cn
leads to a more pronounced effect of Dr on these intensity functions and hence, on the
accumulation of the relative hardening parameters. Moreover, it is similarly implied that
any change of cn modifies not only the effect of void ratio on the respective functions, but
also their measure, for a given value of void ratio e. Hence, as in the case of plastic modulus,
in order to keep the values of N and L - for a reference value of void ratio - at a desired

level, regardless of any change of cn, the values of No and Lo should also be properly
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adapted.

B. Parameter related to Dilatancy

The estimation of dilatancy parameter Ao requires stress-dilatancy data and can be
calibrated against volumetric strain vs deviatoric strain curves from derived drained
monotonic tests, so as the volumetric strain accumulation during shearing is properly
quantified. Figure 5.9 presents comparisons between sensitivity simulations and the
drained monotonic data of Verdugo and Ishihara (1996). In subplots 5.9a and 5.9b, Ao is
considered equal to 0.5, in subplots 5.9e and 5.9f equal to 3.0, while subplots 5.9b and 5.9¢c
refer to the finally calibrated value of Ao which is equal to 1.5. Observe that the appropriate
calibration of Ao, proves very important for the correct simulation of volumetric strain
accumulation and dilatancy response. A small value of Ao leads to lower accumulation of
evol (Subplot 5.9b) than the measured and vice versa (subplot 5.9f). Observe, also, that the
effect of Ao on stress-strain response is less important and it mainly affects the response

after peak stress is reached, resulting in a more softening response as Ao increases.
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Figure 5.9: Sensitivity of simulated monotonic drained triaxial response to value of model
parameter Ao: (a,b) Ao = 0.5, (c,d) Ao = 1.5 - (calibrated value) and (e,f) Ao = 3.0. Data
after Verdugo and Ishihara (1996).
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C. Parameter related to fabric evolution intensity

In paragraphs A and B above, the parameters ho, ch and Ao are calibrated, as they suffice
for monotonic loading. In the current paragraph C, and in the next paragraph D, the
remaining two parameters No and Lo are calibrated, respectively. Specifically, The fabric
evolution intensity constant No determines the cyclic response and may be estimated after
all the 12 preceding parameters only on the basis of cyclic tests. It is calibrated by a trial-
and-error process by targeting either the accumulated volumetric strains during cyclic
drained tests, or the number of cycles to reach initial liquefaction during cyclic undrained
tests. The selection of type of cyclic tests to be used depends on availability, or the task at

hand, but both can be used equally well. Figure 5.10 illustrates the key role of No that con-
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Figure 5.10: Effect of fabric evolution function and its scaling parameter No on: (a)
effective stress path during an undrained cyclic triaxial test; (b) rate of accumulation of
volumetric strain during a drained cyclic simple shear test; (c) effective stress path during
an undrained monotonic triaxial compression test; (d) stress-strain response during a

drained monotonic triaxial compression test.
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trols the intensity of fabric evolution function hr (Equation (3.31)) in four indicative loading
conditions: two under cyclic (subplots 5.10a and 5.10c) and two under monotonic
conditions (subplots 5.10b and 5.10d). In subplot 5.10a, the effective stress path of a cyclic
undrained triaxial test shows how the parameter No can be used to adjust the estimated rate
of excess pore-pressure buildup and the number of cycles until initial liquefaction is
triggered. Model results are compared with an undrained cyclic triaxial test performed by
Toyota and Takada (2017) (e = 0.756 - Dr = 60%, po = 98.1 kPa). In the same way, in
subplot 5.10c the effect of No on the rate of accumulation of volumetric strains during a
drained cyclic simple shear test - with the same initial conditions as the undrained one - is
explored. For this type of loading, experimental data for Toyoura sand are not available,
but at least the accumulation of volumetric strains is validated against the empirical
realtionship of Duku et al. (2008).

Moreover, subplots 5.10b and 5.10d compare model results to monotonic triaxial
compression tests of Verdugo and Ishihara (1996) (subplot 5.10b: undrained test with e =
0.831 - Dr= 40%, po = 100 kPa and subplot 5.10d: drained test with e = 0.833 - Dr = 40%,
po = 100 kPa). These comparisons with monotonic test data show that the fabric evolution
function affects marginally the monotonic response, but is crucial for a satisfactory cyclic

loading estimate.

D. Parameter related to post-liquefaction shear strain accumulation

The last model parameter Lo requiring calibration is linked to the post-liquefaction shear
strain accumulation and is quantified also by a trial-and-error procedure. It controls the
intensity of the decrease of dilation after initial liquefaction occurs, and thus the rate of
strain accumulation (Equations (3.41) and (3.44) - (3.48)). Note that it has no effect on the
pre-liquefaction phase and this is why it can be calibrated last. Supplementarily to Figure
3.9, Figure 5.11 depicts the effect of Lo on post-liquefaction shear strain accumulation
through sensitivity analyses for the indicative cases of Lo = 0 (shear strain accumulation
locking) (subplot 5.11b), Lo = 2500 - (calibrated value) (subplot 5.11c) and Lo = 5000
(subplot 5.11d). Model results are compared with an undrained cyclic torsional shear test
performed by Zhang (1997) (Dr = 70%, po = 100 kPa). The calibration of Lo requires good

quality cyclic undrained tests reaching well beyond initial liquefaction, thus allowing the
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estimation of the rate of strain accumulation thereafter. In absence of specific experimental
data, the semi-empirical framework of post-liquefaction shear deformation accumulation
in sands, recently proposed by Tasiopoulou et al. (2020), can prove a very useful tool for

this purpose.
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Figure 5.11: Sensitivity of post-liquefaction shear strain accumulation to value of model
parameter Lo: (a) Data after Toyota and Takada (2017), (b) model estimate for Lo = 0, (c)
Lo = 2500 - (calibrated value) and (c) Lo = 5000.

5.2 Model Verification

In this Section, the performance of the new model is verified through element level
comparisons between simulations and experimental data on Toyoura sand, i.e., a fine
subangular-to-angular silica sand with Dso = 0.16 mm, for which a large amount of
experimental data can be found in the literature. Its gradation curve, according to Ishihara
and Watanabe (1976) is presented in Figure 5.12, although some small variations of this
gradation curve have appeared in the literature. The most commonly referenced values for
emin and emax are 0.597 and 0.970 respectively, but as a significant variation occurs in the
literature, in the following it will be clarified if they are considered different, according to

the specific data and information at hand.
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Figure 5.12: Gradation curve of Toyoura sand. Data after Ishihara and Watanabe (1976).

The values of all 14 model parameters for Toyoura sand, as they were estimated
according to the calibration procedure described in detail above, are presented in Table 5.2.
The validation includes simulations of both monotonic and cyclic shearing tests on Toyoura
sand, that were performed with these values of model parameters. In order to present a
thorough evaluation of model performance that addresses all important aspects of
monotonic and cyclic response, wherever sand-specific data are lacking, the model
performance is validated against empirical relations from the literature, especially for cyclic
loading. All the information regarding the characteristics of the element tests employed for

Toyoura sand is summarized in Tables Al and A2 in the Appendix.

5.2.1 Drained and undrained monotonic loading

The new model is used to simulate drained triaxial compression tests (TC) on Toyoura
sand, performed by Verdugo and Ishihara (1996) on isotropically consolidated samples
prepared using the moisture placement or wet tamping method. Figure 5.13 compares
numerical simulations to experimental data in the (triaxial) deviatoric stress qrx = oa - or
versus axial strain, ea (subplots 5.13a and 5.13c) and &a (equal to &1 for TC) versus volume-
tric strain, evol (Subplots 5.13b and 5.13d) spaces. Subscripts a and r denote the axial and

radial directions of the triaxial sample, respectively. Subplots 5.13a and 5.13b pertain to

133



Model Performance in Element tests

tests with po = 100 kPa, while subplots 5.13c and 5.13d to tests with po = 500 kPa, with po
denoting the initial mean effective stress of the sample. The model simulates quite
accurately the three distinct behaviors of the sand, as they emerge from the tests based on
the initial value of void ratio, eo, of the samples after consolidation. More specifically, stress
- strain response and volumetric strain are properly estimated both in the cases of the
dilative response of the medium dense (e. = 0.810 - 0.830, with Dr = 38% - 43%) and the
slightly (eo = 0.886 - 0.917, with Dr = 23% - 14%) or intensively (eo = 0.960 -0.996, with

Dr < 3%) contractive specimens, for both stress levels.

Table 5.2: Values of model parameters for Toyoura sand.

Constitutive part Parameter Values
Toyoura sand
. Go 650
Elasticity v 0.15
Cref 0.934
A 0.019
CSL ¢ 0.70
M¢ 1.25
c 0.712
n° 1.1
Plastic modulus ho 60
Ch 12
. nd 2.0
Dilatancy Ao 15
Fabric No 1550
Post-liquefaction Lo 2500

In the sequel, the model performance is evaluated against the drained torsional shear
tests (TS) of Pradhan et al. (1988). These torsional shear tests were performed after Ko -
consolidation of the samples to an initial axial stress cao, and then, shear deformation is
applied producing shear stress z in the torsional shear apparatus, while retaining the
effective axial stress constant (oa = a,0). At the same time, radial and circumferential strain
increments were kept equal to zero throughout the test, ensuring simple shear loading
conditions. Three different combinations of initial axial stress ga,0 and initial void ratios eo

are presented. In Figure 5.14, the comparison of data to simulations is presented in terms
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of the stress ratio z/oa versus shear strain y = 1 - e3 (subplot 5.14a) and evor versus y (subplot
5.14b), where subscripts 1 and 3 denote the maximum and minimum principal values of
the tensor, irrespective of its direction. The overall response is simulated with fair accuracy,

besides the slight stiffer stress-strain response, mainly for the very dense sample with e, =

0.674 (Dr = 81%).
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Figure 5.13: Experimental results and model estimates of drained monotonic triaxial

compression tests. Data on Toyoura sand after Verdugo and Ishihara (1996).

1.2 -4
| 0.798
100 kPa
1 e, = 0674 0.797 -3~ 0758
L o = 200 kPa 5 .

o,, = 200 kPa 100 kPa

0.797
200 kPa

[ e, =0674
" 0., =200 kPa

1/0,

wss
......
.
o
ae?

au
-----
wee
-------------------------
---------------------

Y (%)

Figure 5.14: Experimental results and model estimates of drained monotonic torsional
shear tests. Data on Toyoura sand after Pradhan et al. (1988).
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Subsequently, in Figure 5.15, the model is evaluated against the undrained TC tests
of Verdugo and Ishihara (1996). The comparison of data versus simulations is shown in the
spaces of qrx versus p (subplots 5.15a and 5.15c) and qrx versus ea (subplots 5.15b and
5.15d). The simulations concern two relative densities (e = 0.735 and 0.833, with Dr = 63%
- 37%) and a great range of initial mean effective stresses, from po = 100 kPa to the
extremely high value of po = 2000 kPa. Hence, the versatility of the model to estimate both
contractive or dilative response for this wide range of initial conditions, depending on the
combination of e - po, is depicted.

Then, Figure 5.16 compares experimental data to numerical simulations for
undrained simple shear tests (SS), performed by Yoshimine et al. (1998), on isotropically
consolidated samples of Toyoura sand. The initial mean effective stress po has a common
value of 100 kPa for all samples, and the examined relative densities cover a range between
loose and medium dense conditions (e = 0.804 — 0.888, with Dr = 22% - 45%). In all cases,
the comparison is made in terms of effective stress paths q = o1 — o3 versus p (subplot 5.16a)
and stress-strain relations q vs y (subplot 5.16b). The simulations are fair for the most
dilative of the examined densities and show a gradually increasing contractive response as
the void ratio e increases. However, an underestimation of the effect of void ratio e may be
observed, as well as an inability to estimate the intense contraction presented by the data
for the looser states. It is underlined here that this is not necessarily a limitation of the
model, but of the selected calibration, whose emphasis is to provide satisfactory simulations
for a huge range of void ratio values of Toyoura sand, from e = 0.674 (Dr = 81% in Figure

5.14) to e = 0.994 (Dr < 0% in Figure 5.13).

5.2.2 Undrained cyclic loading

With the same set of model parameters, as listed in Table 5.2 and used for the simulations
of the monotonic drained and undrained tests of the previous Section, undrained cyclic
loading tests are simulated here. Figure 5.17 shows the model capability in simulating an
undrained cyclic torsional shear test conducted by Zhang (1997) on Toyoura sand and
presented by Zhang and Wang (2012). It was isotropically consolidated at po = 100 kPa and
a relative density Dr = 70%, which according to the given values of emax = 0.973 and emin =

0.635 corresponds to a void ratio e equal to 0.736. The single amplitude of the cyclically
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applied shear stress for this test is zcye = 33 kPa. The comparison is made in the spaces of
shear stress 7 versus mean effective stress p (subplots 5.17a and 5.17c¢) and 7 vs shear
strainyss (subplots 5.17b and 5.17d), where ypss is the directly measured shear strain during

a torsional shear test. The comparison is quite satisfactory as the model successfully
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Figure 5.15: Experimental results and model estimates of undrained monotonic triaxial

compression tests. Data on Toyoura sand after Verdugo and Ishihara (1996).
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Figure 5.16: Experimental results and model estimates of undrained monotonic simple
shear tests (Ko = 1). Data on Toyoura sand after Yoshimine et al. (1998).
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captures the cyclic mobility between loading-unloading paths and illustrates “butterfly-
shaped” stress-strain (z versus yss) loops when approaching p = 0 (initial liquefaction).
Moreover, shear strain continuously increases during the cyclic shearing after liquefaction

triggering in good agreement with the experimental data.
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Figure 5.17: Experimental results and model estimates of undrained cyclic torsional shear

test. Data on Toyoura sand after Zhang (1997).

Then, in Figure 5.18 the simulation of an undrained cyclic triaxial test performed
on Toyoura sand by Toyota and Takada (2017) is presented. Here, the sample was
isotropically consolidated at an initial mean effective pressure po = 100 kPa and a relative
density Dr = 60% which, according to the given values of emax = 0.990 and emin = 0.597,
corresponds to a void ratio e = 0.754. The single amplitude of the cyclically applied triaxial
deviatoric stress grx.cyc equals to 50 kPa. The model response is in good agreement with
the experimental curves and fully captures the decrease of mean effective stress, as a result
of excess pore pressure buildup, at the phase before initial liquefaction. Moreover, at the
phase after initial liquefaction the expected accumulation of axial strain is acceptable,

although the model shows small bias in strain accumulation in the stress-strain relation (qrx
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Versus ¢a) towards the extension side. This is attributed to the different shear strengths in
triaxial compression and extension, which lead to different strain accumulation rates. This
bias is a common shortcoming of constitutive models aiming at liquefaction response and
has been reduced, yet not alleviated, due to the introduction of the post-liquefaction
constitutive ingredient hpost-liq Of Equation (3.44). Note here that this bias is not evidenced
in cyclic loading in simple shear or torsional shear (e.g., in Figure 5.17) where the Lode
angle 8 change within a loading cyclic is very small in comparison to the “jump” between
6 =0°and € = 60° in cyclic triaxial loadings. This is why any model aiming at successful
liquefaction estimates should always be verified in both triaxial and simple shear or

torsional cyclic loading.
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Figure 5.18: Experimental results and model estimates of undrained cyclic triaxial test.

Data on Toyoura sand after (Toyota and Takada (2017).

A. Liquefaction resistance curves for different relative densities

Liquefaction resistance curves is a practical tool for assessing the simulation success for

undrained cyclic loading, since it provides a grouping of many element tests for different
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cyclic stress ratio amplitudes, relative densities and stress levels, and even different loading
conditions. Toyoura sand is one of the most widely used sands for the study of liquefaction,
so there is a plethora of experimental liquefaction resistance curves published by different
researchers worldwide. Given the use of different Toyoura sand batches, there is significant
scatter in the pertinent data, even when pertaining to the same values of relative density,
initial stress level, as well as the same preparation method or loading type. Hence, it was
deemed fairer to evaluate the model’s accuracy in estimating liquefaction resistance
through comparison with a group of liquefaction resistance curves of Toyoura sand from
the literature (Ishihara and Tsukamoto, 2004; Lombardi et al., 2014; Toyota and Takada,
2017; Wang et al., 2014; Yamashita and Toki, 1993) instead of a single set of curves. In
this perspective, in Figure 5.19 a wide range of liquefaction resistance curves from cyclic
triaxial tests is presented. The grouping of the experimental data was based on the relative
density Dr of the sand, in groups of test data with Dr = 45% (subplot 5.19a), 60% (subplot
5.19b) and 75-80% (subplot 5.19c). Notice that, there is a large deviation between the
referenced values of emin (0.597 - 0.635) and emax (0.970 - 0.990) in the employed studies.

Since the model requires values of void ratio e and not Dy, their calculation is based on the
average values of emin = 0.609 and emax = 0.976 that were estimated on the basis of the
employed studies. So, the simulated void ratio for Dr = 45% is 0.811, for Dr = 60% is 0.756
and for Dr = 77.5% (a mean value between 75% and 80%) is 0.691. To reduce the scatter
of the literature results, all selected literature resistance curves refer to isotropically
consolidated samples at initial mean effective stress po = 100 kPa which are prepared with
the method of air-pluviation, except for the data of Yamashita and Toki (1993) at Dr = 80%,
where the vibration method was used. The comparison is made in terms of cyclic stress
ratio CSR = qrx.cyc /(2po) versus Ni, the number of cycles required so as the liquefaction
criterion to be achieved. Here, the criterion requires a double amplitude axial strain equal
to 5% to be developed. Observe that the liquefaction resistance curves procuring from the
simulations generally plot within the range of the experimental data, albeit showing a
slightly steeper inclination. However, it should be acknowledged that the typical
experimental observation of no liquefaction (N1 — o) at small CSR values is well captured
by the model, i.e., the model remedies a common shortcoming of liquefaction models (e.g.

Andrianopoulos et al., 2010a; Dafalias and Manzari 2004). On the other hand, the model
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simulates well the experimentally established increase in liquefaction resistance with

relative density.
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Figure 5.19: Experimental results and model estimates of liquefaction resistance curves
on the basis of undrained cyclic triaxial tests: (a) Dr = 45%, (b) Dr = 60% and (c) Dr =
80%. Data on Toyoura sand after (Ishihara and Tsukamoto, 2004; Lombardi et al., 2014;
Toyota and Takada, 2017; Wang et al., 2014; Yamashita and Toki, 1993).
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B. Effect of confining stress on liquefaction resistance

As already discussed in a previous Section, the effect of overburden stress on cyclic
resistance ratio CRR is often expressed and quantified in terms of a correction factor, known

as Ks, which is defined as:

CRR,

K=" (5.4)
’ CRRcap:lOOkPa

In order to assess the ability of the model in estimating the K factor, the undrained
cyclic triaxial test simulations for Toyoura sand that were presented in Figure 5.19 and
referred to po = ga,0 = 100kPa are now repeated for higher levels of initial mean effective
stress, namely po = 200 kPa and 400 kPa, without changing the void ratio values. By
comparing the CRR values obtained at 15 uniform loading cycles (in compliance with other
studies, e.g., Boulanger and Ziotopoulou, 2013; Cheng and Detournay, 2021) the values of
Ks are thus estimated for different oa,0 and Dr values. The same procedure is then followed
for estimating Ko values for undrained cyclic simple shear tests of Toyoura sand, for the
same initial states (a0 and €). These values are compared to the well-established empirical
curves of Idriss and Boulanger (2008) and Hynes and Olsen (1999) in Figure 5.20,
According to Idriss and Boulanger (2008):

K =1-C.In| 222 |<11
atm

1

C,=—————<0.3
7 18.9-17.3D, (56)

while according to Hynes and Olsen (1999):

o Y &D
K, {ﬁj <1.0 (5.7)

Patm

with f values suggested by Youd et al. (2001) as:
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fo -%,o.sg f<08 (5.8)

The comparison is in good agreement with the literature and especially with the
empirical relationship of Idriss and Boulanger (2008). The model estimates accurately that
liquefaction resistance decreases with increasing confining stresses and that the rate of
decrease is nonlinear. Moreover, the model also estimates that the cyclic strengths for dense

sands are comparatively more affected by confining stress than what is observed for loose

sands.
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Figure 5.20: Comparison of K, values for different loading types and different relative
density Dr values estimated by the model for Toyoura sand versus the empirical relation of
Idriss and Boulanger (2008) and Hynes and Olsen (1999).

5.2.3 Drained cyclic loading

A. Shear modulus degradation and damping ratio increase curves

Figure 5.21 shows the normalized secant shear modulus G/Gmax degradation curves
(subplot 5.21a) and the damping ratio ¢ increase curves (subplot 5.21b) derived from
simulations of strain-controlled cyclic simple shear loading. The horizontal axis of both
diagrams ypss.cyc depicts the single amplitude cyclic shear strain of the performed numerical

simulations, which covers a range from 0.0001% to 1%. The secant shear modulus G and
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the corresponding damping ratio ¢ refer to the 1st cycle of loading, while the initial void
ratio eo is selected to correspond to an initial Dr almost equal to 60% for Toyoura sand (e =
0.756). Two extreme levels of initial effective axial stress oao are examined, namely 100
and 1000 kPa. In terms of shear modulus degradation, the results estimated by the model
are consistent with the empirical relation proposed by Darendeli (2001), while they exhibit
a less pronounced non-linearity with respect to the Vucetic and Dobry (1991) curve.
Moreover, the simulated G/Gmax reduction shows a dependency on stress level consistent
with the empirical correlations. In terms of damping ratio &, the results of the new model
up to the strain level of 0.1% are compared satisfactorily with the empirical relations.
However, for larger strain levels, there is an overestimation of ¢ values, especially at the
lower stress level. As explained by Taborda et al. (2014), this is a well-known problem of
constitutive models that comply with original Masing rules (Masing, 1926), and this model
is no exception. At least, significant overestimation appears only for very large cyclic shear
strains that are not very common in boundary value problems of practice, and only for low
vertical stresses (e.g., in free-field conditions, or under light structures). It should be
underlined here that evaluating model accuracy in terms of G/Gmax VErsus ysscyc CUrves
makes sense, only if the Gmax value is accurately estimated. In the proposed model, the Gmax
is calibrated directly on the basis of small strain measurements (e.g., see Figure 5.3 for
Toyoura sand) and thus satisfies this requirement, but this is unfortunately rarely the case
in papers presenting constitutive models in the literature, where the Gmax is seldom

validated, thus undermining the reliability of the G/Gmax Versus ysscyc relation.
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Figure 5.21: Comparison of shear modulus degradation curves and damping ratio
increase curves estimated by the model for Toyoura sand versus the empirical relations of

Darendeli (2001) and Vucetic and Dobry (1991).
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B. Accumulation of strains with cycles

Figure 5.22 presents a summary of estimated values of accumulated volumetric strains vl
after 10 cycles of strain controlled drained simple shear loading, at various levels of single
amplitude cyclic shear strains ysscyc ranging from 0.01% to 0.5% The initial relative
densities of 40% and 80%, which correspond to initial void ratios of eo = 0.829 and e, =
0.683, for Toyoura sand, are examined. The samples are consolidated at an initial effective
axial stress 2,0 = 100 kPa. The estimated values are compared with the empirical relations

of Duku et al. (2008), according to which:

Eyol (Nd) = CNgvol (15) (59)
with:
Cy =RIn(N,)+1-RIn(15) (5.10)
b
gvol(ls):a(j/ss,cyc_ytv) (511)

where Na stands for the applied number of cycles, evoi(15) is the evol at the end of 15" cycle,
R is a parameter related to Dr with a median value equal to 0.3 adopted herein and yw the
volumetric strain threshold ranging between 0.01-0.03% - the value of 0.01% was selected
here. Parameters a and b were estimated by the authors from experimental data for each
examined sand and after statistical analysis, Duku et al. (2008) proposed a constant value
for b equal to 1.2, while a is given as per:

a=538exp(-0.023D,) (5.12)

Supplementarily to the semi-empirical methodology described above, experimental
data of Silver and Seed (1971) were also used for validation. The data refer to simple shear
tests conducted on samples of Crystal silica sand of relative density ranging between 40%
to 80%, consolidated at a vertical stress between 25 kPa to 100 kPa. As in the study of
Silver and Seed (1971) semi-empirical relationships, correlating shear strain amplitude and

induced volumetric strains, were not proposed, their experimental results for the stress level
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Figure 5.22: Comparison of accumulated volumetric strains from drained cyclic simple
shear tests estimated by the model for Toyoura sand versus the empirical relations of Duku
et al. (2008) and the range of experimental data of Silver and Seed (1971).

of 100 kPa, after 10 applied cycles are presented here as a shade covering the range of
relative densities mentioned above. The lower bound of the shading refers to the density of
80%, while the upper bound refers to the density of 40%. It is observed that, on the whole,
the comparison is acceptable. Specifically, at small and intermediate ysscyc Strain levels, the
estimated volumetric strains by the model are closer to the range of experimental data of
Silver and Seed (1971), while at larger yss.cyc Strain levels, the accumulation of volumetric
strains is in accordance to the empirical relations of Duku et al. (2008). Moreover, the
qualitative dependency of accumulated volumetric strains on relative density Dr is
reasonably consistent with the empirical data. Finally, note that the form given to the
dilatancy function in contraction, as well as the inclusion of the enhanced formulation for
addressing the overshooting problem reduces significantly strain accumulation at very
small ysscyc Strains. As such, the evol accumulated in cyclic shearing with ysscyc lower than
a volumetric strain threshold yw (e.g., smaller than 0.01% on average for sands) is
insignificant.

Figure 5.23 presents a summary comparison of accumulated volumetric strains &vol

(subplot 5.23a) and accumulated shear strains yrx = ¢a— &r (Subplot 5.23b) in cyclic drained
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triaxial tests as estimated by the new model versus the pertinent values from the empirical

relations of Bouckovalas et al. (1984) and Stamatopoulos et al. (1991), according to which:

&vol (Ng) = &vor (1) Ng™* (5.13)
71x (Ng) = rrx (1) Ng™* (5.14)
where:
( / ) 11
&yo1 (1) =0.00685| 1 - (qu\);—dpJ rrx o2 (5.15)
q 2
y1x (1) =0.0349 (%j Yrxo (5.16)

where Ng stands for the applied number of cycles, evo(1) and yrx(1) are the evor and yrx at
the end of 1%t cycle, yTx is the double amplitude shear strain as a percentage (%) and M ¢
the position of dilatancy surface on the stress-ratio space.

Strain accumulation is measured after Ng¢ = 1, 30, 100 and 300 cycles, which means
that the model is hereby verified for boundary value problems that include many more
cycles than what earthquakes produce. Specifically, the initial relative densities of Dr =
40%, 60% and 80%, with initial void rations e, = 0.829, 0.756 and 0.683 are examined. All
simulated tests were anisotropically consolidated at a mean effective stress po = 200 kPa,
with an appropriate combination of initial axial and radial stresses, so as initial stress ratios
grx,0o/po = 0.35 and 0.75 to be attained after consolidation. The anisotropic consolidation
permits, in addition to accumulation of volumetric strain evor With cycles (e.g., see Figure
5.22), to also study the concurrent accumulation of shear strains ytx. Moreover, depending
on the applied deviatoric stress increment qrx.cyc, the simulations corresponded to both one-
way (when grx remains non-negative) and two-way cyclic tests (when grx alternates
between positive and negative values). Hence, in both subplots of Figure 5.23 different
symbols depict the different number of cycles, while the solid diagonal line is the locus of
points of perfect agreement between estimates by the model and estimates by the empirical
relations. Similarly, the two dashed lines define the loci of overestimation and

underestimation by the denoted factor. In terms of accumulated volumetric strains evol
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(subplot 5.23a), a quite good overall agreement is observed, as the ratio of numerical over
empirical values ranges between 0.5 to 2.0. On the other hand, in terms of accumulated

shear strains ytx (subplot 5.23b), the comparison is less impressive, but remains

satisfactory.

_(a) x2
TE
= x 0.5
o - A
Q
$ |
E 01 E
3 =
L L
K i A N,=1
“ 0.1 -
A N,=30
A N,=100
A Ny =300
0001 1 IIIIIIII 1 Illllu] 1Ll
0.001 0.01 0.1 1
£, (%), empirical
(b) x3 A
{ A
]
QO
3
g 01
S ‘
i -
A N,=1
> 0.0 ¢
A N,=30
A N,=100
A N, =300
0001 1 Illlluj 1 Illllul 1 Illllu] L1
0.001 0.01 0.1 1

Yrx (%), empirical

Figure 5.23: Comparison of accumulated volumetric strains and shear strains from
drained cyclic triaxial tests estimated by the model for Toyoura sand and by the empirical
relations of Bouckovalas et al. (1984) and Stamatopoulos et al. (1991).
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5.3 Model Verification for Ottawa-F65 sand

In this Section, the performance of the new model is verified through element level
comparisons between simulations and experimental data on Ottawa F-65 sand. Ottawa F-
65 sand is a fine subrounded-to-subangular silica sand with Dso ~ 0.20 mm and is the mainly
used sand in LEAP Project (El Ghoraiby et al. 2017, 2018; Vasko et al. 2018). Its gradation
curve according to El Ghoraiby et al. (2017, 2018) is presented in Figure 5.24. All the
information regarding the characteristics of the element tests employed for Ottawa-F65
sand is summarized in Tables A3 and A4 in the Appendix.

A range of emax and emin Values have previously been reported for Ottawa F-65 sand.
In the following, if there is no specific information about the exact void ratio of a test, the
emin and emax Values reported and measured by Vasko (2015) will be used. These values are

equal to emin = 0.492 and emax=0.739.

O@\x% Silts Sands Gravels
100

=]
=]
|

60 -

40 -

Passive through sieve (%)

20

0 e L | - (I | [
0.001 0.01 0.1 1 10
Sieve size (mm)

Figure 5.24: Gradation curve of Ottawa sand. Data after EI Ghoraiby et al. (2017, 2018).

The values of all 14 model parameters for Ottawa F-65 sand, as they were estimated
according to the calibration procedure described in detail in Section 5.1, are presented in
Table 5.3. The validation includes simulations of both monotonic and cyclic shearing tests

on Ottawa F-65 sand, that were performed with the foregoing values of model parameters.
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The presentation is structured like for Toyoura sand. In order to present a thorough
evaluation of model performance that addresses all important aspects of monotonic and
cyclic response, wherever sand-specific data are lacking, the model performance is

validated against empirical relations from the literature, especially for cyclic loading.

Table 5.3: Values of model parameters for Ottawa F-65 sand.

L Values
Constitutive part Parameter Ottawa F-65 sand
. Go 400
Elasticity v 015
Cref 0.81
A 0.02
CSL & 0.75
M ¢ 1.38
c 0.74
n® 0.7
Plastic modulus ho 29
Ch 8
) nd 2.0
Dilatancy Ao 54
Fabric No 600
Post-liquefaction Lo 5000

5.3.1 Drained monotonic loading

Figure 5.25 shows model’s performance for drained TC tests on Ottawa F-65 sand
conducted by Vasko (2015) and Vasko et al. (2018) for medium dense (g0 = 0.604, Dr =
55%) and denser (eo = 0.585, Dr = 62%) sand specimens. The adopted sample preparation
technique was dry pluviation with minor tapping on the mold. The comparison is presented
in terms of grx versus ea (subplots 5.25a and Figure 5.25c¢) and evol Versus a (subplots 5.25b
and 5.25d) curves. Three stress levels, between 100 kPa and 300 kPa, are examined for
each density. The comparison for e, = 0.604 is quite satisfactory, while that for e, = 0.585
is considered fair, with a slight underestimation of the peak strength of these denser samples
and an expected variation in dilation in terms of evol With stress level, which is not apparent

in the experiments.
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5.3.2 Undrained cyclic loading

With the same set of model parameters, as listed in Table 5.3 and used for the simulations
of the monotonic tests of the previous section, undrained cyclic loading tests are simulated
here. In Figure 5.26 the model is evaluated against a cyclic undrained triaxial test on
Ottawa F-65 sand, performed by El Ghoraiby et al. (2018). The soil is prepared using dry
pluviation where a constant drop height is maintained. The test is performed on a void ratio
of 0.585 and the sample was initially consolidated at a mean effective stress of 100 kPa.
The comparison is made in the spaces of grx versus radial effective stress or (subplots 5.26a
and 5.26¢) and grx vs axial strain ea (subplots 5.26b and 5.26d). The test is performed as
stress controlled with a single amplitude of grx.cyc equal to 34 kPa. Both stress and stress-
strain response are captured quite well by the model, while strain accumulation bias is
observed also in this cyclic triaxial simulation. Model simulations are in good agreement
with the experimental data when stress path heads towards liquefaction, but also at the post

-liquefaction stage when strain continues to accumulate with number of cycles.
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Figure 5.25: Experimental results and model estimates of drained monotonic triaxial

compression tests. Data on Ottawa F-65 sand after Vasko et al. (2018).
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Figure 5.27 shows model’s performance for an undrained torsional shear test of
Ueda et al. (2018), which was performed on Ottawa F-65 sand. The sample was
isotropically consolidated at a mean effective stress of 104 kPa with a measured relative
density Dr = 60% after consolidation. As there is no information about the exact void ratio,
considering the emin and emax Values reported and measured by Vasko (2015) equal to 0.492

and 0.739, the aforementioned density corresponds to a void ratio almost equal to 0.590.

60

e=0.585 data

drx (kPa)

PSS N T I T I )
60
30 —
T
$
3¢
= \\
ol L ¢ 101yl ] o S N T N Y ()
o 20 40 60 80 100 120 -4 -3 -2 -1 o 1 2
o, (kPa) £, (%)

Figure 5.26: Experimental results and model estimates of undrained cyclic triaxial test.
Data on Ottawa F-65 sand after El Ghoraiby et al. (2018).

The comparison is presented in terms of shear stress z versus p (subplots 5.27a and
5.27¢) and 7 vs shear strain yss (subplots 5.27b and 5.27d). The single amplitude of the
cyclically applied shear stress zcye = 18.1 kPa. The simulation shows that the model
estimates well the initially decreasing rate of excess pore pressure buildup with cycles and
then how this rate increases to bring the sand to initial liquefaction. This non-constant rate
of excess pore pressure buildup is typical of sand response (see also Figure 5.26). However,
it is rarely commented on in the literature of constitutive models for liquefaction, despite

its importance for accurate simulations of boundary value problems. Finally, observe how
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the model estimates very well the intense shear strain accumulation following initial

liquefaction, without any bias since it is a torsional shear test.

A. Liquefaction resistance curves

Subsequently, Figure 5.28 presents the liquefaction resistance curves for the

undrained cyclic triaxial tests on Ottawa F-65 conducted by EI Ghoraiby et al. (2018). The
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Figure 5.27: Experimental results and model estimates of an undrained cyclic torsional

shear test. Data on Ottawa F-65 sand after Ueda et al. (2018).

comparison is made for two void ratios, e = 0.585 and e = 0.542, corresponding to Dr =
60% and 80% according to the values of emin and emax presented earlier for Ottawa F-65.
The consolidation stress level and preparation method are described above in Figure 5.26,
as the element test presented there is included to the liquefaction curve of e = 0.585. The
experimental data and the simulations are compared in terms of CSR vs cycles Ny, to reach

axial strain of single amplitude equal to 2.5%. The simulations are in good agreement with
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the model results, with a slightly steeper inclination for the case of e = 0.585 estimated by
the model. Notice, again that the tendency of the model, in accordance with the data, is to

estimate non liquefaction when a small CSR ratio is applied.
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Figure 5.28: Experimental results and model estimates of liquefaction resistance curves
on the basis of undrained cyclic triaxial tests. Data on Ottawa F-65 sand after El Ghoraiby
et al. (2018).

B. Effect of confining stress on liquefaction resistance

The same procedure as for Toyoura sand is followed for estimating Ko values for undrained
cyclic triaxial tests of Ottawa sand for a range of initial axial stresses a0 and Dr = 40% -
80%. These values are compared to the well-established empirical curves of Idriss and
Boulanger (2008) and Hynes and Olsen (1999) in Figure 5.29. The K values estimated by
Hynes and Olsen (1999) are lower than that estimated by Idriss and Boulanger (2008). The
comparison shows very good agreement with the relationship of Hynes and Olsen (1999),
i.e., the model estimates quite accurately that liquefaction resistance decreases with
increasing confining stresses and that the rate of decrease is nonlinear. As according to
Equations (3.31) and (3.32) the effect of confining stress level on cyclic resistance depends
on initial void ratio, it is expected the lower values of initial void ratios corresponding to

Ottawa sand, lead to lower values of K values.
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Figure 5.29: Comparison of K, values for different relative density Dr values estimated by
the model for Ottawa sand versus the empirical relations of Idriss and Boulanger (2008)
and Hynes and Olsen (1999).

5.3.3 Drained cyclic loading

A. Shear modulus degradation and damping ratio increase curves

Figure 5.30 shows the normalized secant shear modulus G/Gmax degradation curves
(subplot 5.30a) and the damping ratio ¢ increase curves (subplot 5.30b) derived from
simulations of strain-controlled cyclic simple shear loading. The horizontal axis of both
diagrams yss,cyc depicts the single amplitude cyclic shear strain of the performed numerical
simulations, which covers a range from 0.0001% to 1%. The secant shear modulus G and
the corresponding damping ratio £ refer to the 1st cycle of loading, while the initial void
ratio €. is selected to correspond to an initial Dr almost equal to 60% for Ottawa F-65 sand
(e = 0.585). Two extreme levels of initial effective axial stress a0 are examined, namely
100 and 1000 kPa. In terms of shear modulus degradation, the results estimated by the
model are consistent with the empirical relation proposed by Darendeli (2001), while they
exhibit a less pronounced non-linearity with respect to the VVucetic and Dobry (1991) curve.
Moreover, the simulated G/Gmax reduction show a dependency on stress level consistent
with the empirical correlations. In terms of damping ratio &, the results of the new model

up to the strain level of 0.1% are compared satisfactorily with the empirical relations.
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However, for larger strain levels, there is an overestimation of ¢ values, especially at the

lower stress level.
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Figure 5.30: Comparison of shear modulus degradation curves and damping ratio
increase curves estimated by the model for Ottawa sand versus the empirical relations of
Darendeli (2001) and Vucetic and Dobry (1991).

B. Accumulation of strains with cycles

Figure 5.31 presents a summary of estimated values of accumulated volumetric strains &vol
after 10 cycles of strain controlled drained simple shear loading, at various levels of single
amplitude cyclic shear strains psscyc ranging from 0.01% to 0.5% The initial relative
densities of 40% and 80%, which correspond to initial void ratios of e, = 0.640 and eo =
0.542, for Ottawa F-65 sand, are examined. The samples are consolidated at an initial
effective axial stress ga,0 = 100 kPa. The numerical values are compared with the empirical
relations of Duku et al. (2008). Supplementarily, experimental data of Silver and Seed
(1971) was also used for validation. It is observed that, on the whole, the comparison is
acceptable. Specifically, at small and intermediate ysscyc Strain levels, the numerical
volumetric strains by the model are closer to the range of experimental data of Silver and
Seed (1971), while at larger yss,cyc Strain levels, the accumulation of volumetric strains is in
accordance to the empirical relations of Duku et al. (2008). Moreover, the qualitative
dependency of accumulated volumetric strains on relative density Dr is reasonably
consistent with the empirical data.

Figure 5.32 presents a summary comparison of accumulated volumetric strains svol
(subplot 5.32a) and accumulated shear strains ytx = ¢a - &r (Subplot 5.32b) in cyclic drained

triaxial tests as estimated by the new model versus the pertinent values from the empirical
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relations of Bouckovalas et al. (1984) and Stamatopoulos et al. (1991). Strain accumulation
is measured after Na = 1, 30, 100 and 300 cycles. Specifically, the initial relative densities
of Dr = 40%, 60% and 80%, with initial void rations e, = 0.640, 0.585 and 0.542 are
examined. All simulated tests were anisotropically consolidated at a mean effective stress
po = 200 kPa, with an appropriate combination of initial axial and radial stresses, so as
initial stress ratios grxo/po = 0.35 and 0.75 to be attained after consolidation. In both
subplots of Figure 5.32 different symbols depict the different number of cycles, while the
solid diagonal line is the locus of points of perfect agreement between estimates by the
model and estimates by the empirical relations. Similarly, the two dashed lines define the
loci of overestimation and underestimation by the denoted factor. In terms of accumulated
volumetric strains evol (Subplot 5.32a), a quite good overall agreement is observed, as the
ratio of numerical over empirical values ranges between 0.5 to 2.0. On the other hand, in
terms of accumulated shear strains yrx (subplot 5.32b), the comparison is less impressive,

but remains satisfactory.

18 model
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Figure 5.31: Comparison of accumulated volumetric strains from drained cyclic simple
shear tests estimated by the model for Ottawa F-65 sand versus the empirical relations of
Duku et al. (2008) and the range of experimental data of Silver and Seed (1971).
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Figure 5.32: Comparison of accumulated volumetric strains and shear strains from
drained cyclic triaxial tests estimated by the model for Ottawa F-65 sand and by the

empirical relations of Bouckovalas et al. (1984) and Stamatopoulos et al. (1991).

5.4 Model Verification for Nevada sand

In this Section, the performance of the new model is verified through element level for
Nevada fine silica sand with Dso ~ 0.10 mm, which is the sand material used in VELACS
Project (Arulmoli et al., 1992). Its gradation curve according to Arulmoli et al. (1992) is
presented in Figure 5.33. The measured values of emin and emax are equal to 0.511 and 0.887
respectively. The values of all 14 model parameters for Nevada sand, as they were
estimated according to the calibration procedure described in detail above, are presented in
Table 5.4. All the information regarding the characteristics of the element tests employed

for Nevada sand is summarized in Tables A5 and A6 in the Appendix.
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Figure 5.33: Gradation curve of Nevada sand. Data after Arulmoli et al. (1992).

Table 5.4: Values of model parameters for Nevada sand.

o Values
Constitutive part Parameter
Nevada sand
. Go 500
Elasticity v 015
Cref 0.875
A 0.079
CSL & 0.19
M ¢ 1.25
c 0.74
n® 1.1
Plastic modulus ho 235
Ch 4
) nd 1.2
Dilatancy Ao 26
Fabric No 4400
Post-liquefaction Lo 750

5.4.1 Undrained monotonic loading

Figure 5.34 presents one-to-one comparisons of the model simulations to the respective

experimental data for undrained monotonic triaxial compression tests (TC), performed by
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Arulmoli et al. (1992) on isotropically consolidated specimens of Nevada sand. The
comparison of data versus simulations is shown in the spaces of grx versus p (subplots
5.34a and 5.34c) and qrx versus ea (subplots 5.34b and 5.34d). The simulations are
performed for two relative densities of Dr = 40% and 60%, and a range of initial mean

effective stresses, from po = 40 kPa to 160 kPa.
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Figure 5.34: Experimental results and model estimates of undrained monotonic triaxial

compression tests. Data on Nevada sand after Arulmoli et al. (1992).
5.4.2 Undrained cyclic loading

Then, Figure 5.35 shows model’s simulations of two indicative cases of undrained cyclic
simple shear tests performed on Nevada sand by Arulmoli et al. (1992). Subplots 5.35a -
5.35d refer to a sample of relative density equal to 40%, while subplots 5.35e - 5.35h refer
to a sample of relative density equal to 60%. Both of them were consolidated at an initial
axial effective pressure ga,0 = 160 kPa. The single amplitude of the cyclically applied shear

stress 7 equals to 21.5 kPa for the sample with Dr = 40% and 26 kPa for the sample with D
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= 60%. The comparison is made in the spaces of shear stress z versus axial effective
confining stress oa (subplots 5.35a and 5.35c and subplots 5.35e and 5.35g) and z vs shear
strain yss (subplots 5.35b and 5.35d and subplots 5.35f and 5.35h). Special attention was
given to capture both liquefaction triggering response and post-liquefaction shear strain

accumulation.
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Figure 5.35: Experimental results and model estimates of undrained cyclic simple shear

tests. Data on Nevada sand after Arulmoli et al. (1992).

A. Liquefaction resistance curves

Figure 5.36 compares the liquefaction resistance curves derived from the available element
tests and the respective model results. The available data for the examined relative densities
of Dr = 40% and 60% refer to the experimental work of Arulmoli et al. (1992), while the
data for Dr = 90% refer to the experimental work of Kammerer et al. (2000). The points
refer to the specific element tests at hand, obeying to the various implied initial conditions,
while the dashed ruby-red lines are model’s numerical liquefaction curves of the various
Dr, with an average initial effective axial stress between these reported in the element tests,
i.e., 100 kPa. Moreover, it should be noted that the data points for Dr=40% and 60% refer
to the triggering of initial liquefaction, while the data point for Dr =90% refers to the

liquefaction criterion of accumulation of single amplitude shear strain equal to 3%.
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Figure 5.36: Liquefaction resistance curves. Experimental results and model estimates of
undrained cyclic simple shear tests. Data on Nevada sand after Arulmoli et al. (1992) and
Kammerer et al. (2000).

B. Effect of confining stress on cyclic resistance

The same procedure as for Toyoura and Ottawa sands is followed for estimating Ko values
for undrained cyclic triaxial tests of Nevada sand for a range of initial axial stresses ga,0 and
Dr = 40% - 80%. These values are compared to the well-established empirical curves of
Idriss and Boulanger (2008) and Hynes and Olsen (1999) in Figure 5.37. The estimated

values of Ks fall int the range defined by the two groups of empirical relationships.

5.4.3 Drained cyclic loading

A. Shear modulus degradation and damping ratio increase curves

Figure 5.38 shows comparison of the elastic shear modulus of Nevada sand at small strain
level, i.e., Gmax (subplot 5.38a), of the normalized secant shear modulus G/Gmax and of the
equivalent damping ratio ¢ curves (combined in subplot 5.38b), between experimental
results of Arulmoli et al. (1992), empirical relations of Darendeli (2001) and model
estimates. Subplot 5.38a shows an one-to-one comparison of the measured Gmax values

according to the data and those estimated by the model, for densities Dr = 40% and 60%
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and initial mean effective stresses equal to po = 40 kPa, 80 kPa and 160 kPa. The solid
diagonal line is the locus of points of perfect agreement between estimates by the model
and experimental data. The comparison is quite fair, indicating a realistic calibration of
Gmax and a correct estimate of shear modulus at the small level of strain. Then, subplot
5.38b presents the reduction of G (left vertical axis) and the simultaneous increase of
damping ratio, ¢ (right vertical axis), with strain level. Results for relative densities Dr =

40% and 60% for the indicative stress level of po = 80 kPa are compared to the experimental
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Figure 5.37: Comparison of K, values for different relative density Dr values estimated by
the model for Nevada sand versus the empirical relations of Idriss and Boulanger (2008)
and Hynes and Olsen (1999).
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Figure 5.38: Comparison of (a) Gmax values and (b) shear modulus reduction curve and
damping ratio curve estimated by the model and measured experimentally. Data on Nevada

sand after Arulmoli et al. (1992) and empirical relation after Darendeli (2001).
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data of Arulmoli et al. (1992). The comparisons refer to element tests depicted with
symbols, while the dashed line is added for reasons of visual continuity. In terms of G/Gmax
the comparison is quite fair primarily against the experimental data, but also against the
empirical relation. On the other hand, in terms of damping ratio, & the comparison is not
so satisfactory, with the model here overestimating the & value compared to that shown by
the data, which, however, is quite low. The numerical curve approaches more the damping

curve of Darendeli (2001), but again the estimated values are higher.

B. Accumulation of strains with cycles

Figure 5.39 presents a summary of numerical values of accumulated volumetric strains évol
after 10 cycles of strain controlled drained simple shear loading, at various levels of single
amplitude cyclic shear strains ysscyc ranging from 0.01% to 0.5% The initial relative
densities of 40% and 80%, which correspond to initial void ratios of e, = 0.737 and eo =
0.585, for Nevada sand, are examined. The samples are consolidated at an initial effective
axial stress oa0 = 100 kPa. The numerical values are compared with the empirical relations
of Duku et al. (2008). Supplementarily, experimental data of Silver and Seed (1971) was
also used for validation. It is observed that, on the whole, the comparison is acceptable.
Specifically, at small and intermediate yss cyc Strain levels, the estimated volumetric strains
by the model are closer to the range of experimental data of Silver and Seed (1971), while
at larger ysscyc Strain levels, the accumulation of volumetric strains is in accordance to the
empirical relations of Duku et al. (2008). Moreover, the qualitative dependency of
accumulated volumetric strains on relative density Dr is reasonably consistent with the
empirical data.

Figure 5.40 presents a summary comparison of accumulated volumetric strains evol
(subplot 5.40a) and accumulated shear strains yrx = ¢a — &r (Subplot 5.40Db) in cyclic drained
triaxial tests as estimated by the new model versus the pertinent values from the empirical
relations of of Bouckovalas et al. (1984) and Stamatopoulos et al. (1991). Strain
accumulation is measured after Na = 1, 30, 100 and 300 cycles. Specifically, the initial
relative densities of Dr = 40%, 60% and 80%, with initial void rations e, = 0.640, 0.585 and
0.542 are examined. All the simulated tests were anisotropically consolidated at a mean

effective stress po = 200 kPa, with an appropriate combination of initial axial and radial
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stresses, so as initial stress ratios grx.o/po = 0.35 and 0.75 to be attained after consolidation.
In both subplots of Figure 5.40 different symbols depict the different number of cycles,
while the solid diagonal line is the locus of points of perfect agreement between numerical
results and values given by the empirical relations. Similarly, the two dashed lines define
the loci of overestimation and underestimation by the denoted factor. In terms of
accumulated volumetric strains evor (subplot 5.40a), a quite good overall agreement is
observed, as the ratio of numerical over empirical values ranges between 0.5 to 2.0. On the
other hand, in terms of accumulated shear strains ytx (subplot 5.40b), the comparison is

less impressive, but remains satisfactory.
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Figure 5.39: Comparison of accumulated volumetric strains from drained cyclic simple
shear tests estimated by the model for Nevada sand versus the empirical relations of Duku

et al. (2008) and the range of experimental data of Silver and Seed (1971).

55 Model Verification for M31 sand

In this section, the performance of the new model is verified through element — level
comparisons between simulations and experimental data on M31 sand. M31 sand is a

medium-fine sub-angular quartz sand with Dso ~ 0.30 mm and is the sand material mainly
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studied experimentally in the Laboratory of Soil Mechanics in NTUA. Its gradation curve
according to Pavlopoulou and Georgiannou (2021) is presented in Figure 5.41. Its
measured values of emin and emax are equal to 0.528 and 0.870 respectively. The values of
all 14 model parameters for M31 sand, as they were estimated according to the calibration
procedure described in detail above, are presented in Table 5.5. All the information
regarding the characteristics of the element tests employed for M31 sand is summarized in

Table A7 in the Appendix.
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Figure 5.40: Comparison of accumulated volumetric strains and shear strains from
drained cyclic triaxial tests estimated by the model for Nevada sand and by the empirical
relations of Bouckovalas et al. (1984) and Stamatopoulos et al. (1991).
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Figure 5.41: Gradation curve of M31 sand. Data after Pavlopoulou and Georgiannou
2021).

Table 5.5: Values of model parameters for M31 sand.

o Values
Constitutive part Parameter M31 sand
.. Go 450
Elasticity v 0.05
Cref 0.786
A 0.013
CSL & 0.61
M¢ 1.25
C 0.712
n® 1
Plastic modulus ho 200
Ch 4
) nd 2.6
Dilatancy Ao 13
Fabric No 3400
Post-liguefaction Lo 200

167



Model Performance in Element tests

5.5.1 Drained and undrained monotonic loading

Figure 5.42 shows model’s performance for drained (TC) tests on M31 sand conducted by
Pavlopoulou and Georgiannou (2021) for medium dense (eo = 0.717, Dr = 45% and e, =
0.710, Dr = 47%) and denser (eo = 0.691, Dr = 52% and e, = 0.676, Dr = 57%) sand
specimens. The adopted sample preparation technique was water sedimentation. The
comparison is presented in terms of grx versus ea (Subplot 5.42a) and &vo Versus ea (subplot
5.42b) curves. Three stress levels, between 200 kPa and 700 kPa, are examined. The
comparison in terms of peak stress is satisfactory, while a stiffer initial stress-strain
response is captured for all the examined cases. In terms of volumetric strain accumulation
through shearing, model estimates are very close to the final evor according to the
experimental results, albeit more dilation than that indicated by the data is shown,

especially for the lowest stress level of 200 kPa.
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Figure 5.42: Experimental results and model estimates of drained monotonic triaxial

compression tests. Data on M31 sand after Pavlopoulou and Georgiannou (2021).

Subsequently, Figure 5.43 presents one-to-one comparisons of the model
simulations to the respective experimental data for undrained monotonic triaxial
compression tests (TC), performed by Pavlopoulou and Georgiannou (2021) on
isotropically consolidated medium - dense (e = 0.708, Dr = 47%) and denser (e = 0.681, Dr

= 55% and e = 0.661, Dr = 61%) specimens of M31 sand. The comparison of data versus
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simulations is shown in the spaces of grx versus ea (subplot 5.43a) and grx versus p (subplot
5.43b). The simulations refer to three levels of initial mean effective stresses, from po =
300 kPa to 2000 kPa. The comparisons are quite fair, especially in terms of peak strength,

with model exhibiting a less contractive response up to the strain level of 10%.
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Figure 5.43: Experimental results and model estimates of undrained monotonic triaxial

compression tests. Data on M31 sand after Pavlopoulou and Georgiannou (2021).

5.5.2 Undrained cyclic loading

Then, Figure 5.44 and Figure 5.45 shows model’s simulations for two indicative cases of
undrained cyclic triaxial tests performed on Nevada sand by Pavlopoulou and Georgiannou
(2021). Figure 5.44 refers to a sample of initial void ratio equal to 0.633 with relative
density equal to 69%, while Figure 5.45 refer to a sample of initial void ratio equal to 0.742
and with relative density equal to 37%. Both of them were consolidated at an initial axial
effective pressure ga0 = 200 kPa. The single amplitude of the cyclically applied deviatoric
stress grx equals to 76 kPa for the sample with Dr = 69% and 78 kPa for the sample with
Dr = 37%. The comparison is made in the spaces of shear stress grx versus mean effective
confining stress p (subplots 5.44a, 5.44c and subplots 5.44a, 5.44c) and grx vs axial strain
ea (Subplots 5.45b, 5.45d and subplots 5.45b, 5.45d). Special attention was given to capture

both liquefaction triggering response and post-liquefaction shear strain accumulation.
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Figure 5.44: Experimental results and model estimates of undrained cyclic triaxial tests.

Data on M31 sand after Pavlopoulou and Georgiannou (2021).
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Figure 5.45: Experimental results and model estimates of undrained cyclic triaxial tests.

Data on M31 sand after Pavlopoulou and Georgiannou (2021).
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A. Liquefaction resistance

Figure 5.46 shows a comparison of estimated response and experimental data of M31 in
CSR vs Ni space. The available data are collected by the available dataset of Soil
Mechanics’ Laboratory of NTUA (personal communication with Pavlopoulou E-M.) and
refer to samples with density Dr =~ 65% (e = 0.653 - 0.633), which are initially isotropically
consolidated at 100 kPa and 200 kPa. All the data points correspond to the triggering of

initial liquefaction.
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Figure 5.46: Experimental results and model estimates of undrained cyclic triaxial tests,
in terms of liquefaction resistance. Data on M31 sand collected by the available dataset of

Soil Mechanics’ Laboratory of NTUA (personal communication with Pavlopoulou E-M.).

5.6 Model Verification for Monterey sand

In this section, the performance of the new model is verified through element - level
comparisons between simulations and experimental data on Monterey sand. Monterey sand
is a medium-sized sub-angular to sub-rounded quartz sand with Dso =~ 0.37 mm. Its
gradation curve according to Kammerer et al. (2000) is presented in Figure 5.47. Its
measured values of emin and emax are equal to 0.541 and 0.885 respectively. The values of
all 14 model parameters for Monterey sand, as they were estimated according to the
calibration procedure described in detail above, are presented in Table 5.6. All the
information regarding the characteristics of the element tests employed for Monterey sand

is summarized in Table A8 in the Appendix.
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5.6.1 Undrained cyclic loading

A. Liquefaction resistance

This sand material is used, together with Nevada sand calibrated in a previous section, to
the centrifuge testing series conducted by Dashti et al. (2010) to evaluate the response of
different structures on liquefiable sand profiles. These centrifuge tests, among others, are
utilized in Chapter 6 for the validation of the present model against boundary value
problems at system level. Hence, the model is initially calibrated against the undrained

cyclic response of this sand, at element level here.
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Figure 5.47: Gradation curve of Monterey sand. Data after Kammerer et al. (2000).

The calibration of the model parameters to simulate the cyclic response of Monterey
sand with Dr = 85% was based on the cyclic undrained simple shear tests performed by Wu
et al. (2004). This relative density was chosen, as it rspresents that used in the centrifuge
testing series of Dashti et al. (2010). Figure 5.48 shows the liquefaction resistance curve
derived from the available experimental data with initial conditions referring to a relative

density of Dr = 85% and an initial effective axial stress equal to 80 kPa applied to samples
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prepared by wet tamping. As the data show a scatter, the ruby red line is an average
numerically derived liquefaction resistance curve by the model, adopting the same initial
conditions. Both the experimental and the numerical results adopt the criterion of induced

strain of double amplitude equal to 6%, so as the liquefaction resistance to be reached.

Table 5.6: Values of model parameters for Monterey sand.

I Values
Constitutive part Parameter Monterey sand
- Go 400
Elasticity v 0.15
Cref 0.934
A 0.019
CSL ¢ 0.70
M¢ 1.25
c 0.72
n° 1.1
Plastic modulus ho 200
Ch 7
. nd 0.5
Dilatancy Ao 2
Fabric No 1800
Post-liguefaction Lo 200
0.6
B 0,, =80 kPa
05 D.=85%
o = 0]
804~ ©
2 T o ©
~ 03 |- @
n i
X 92 | )
8 - Q@ data
0.1 — = model
0 i 1 L 111l II 1 L1 111 III
1 10 100

N, cycles to D.A. = 6%

Figure 5.48: Experimental results and model estimates of undrained cyclic simple shear

tests, in terms of liquefaction resistance. Data on Monterey sand after Wu et al. (2004).
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5.7 Model Verification for Pea gravels

Model’s results are here validated against experimental data of coarser granular soils.
Specifically, experimental data are acquired after the work of Hubler (2017) and Hubler et
al. (2017) and two gravel soils are examined. Pea gravels consist of rounded-to-subrounded
particles, with a Dso ~ 9 mm and the grain distribution curve of the material is presented on
Figure 5.49. The measured values of emin and emax are equal to 0.574 and 0.772 respectively.
The values of all 14 model parameters for Pea gravels, as they were estimated according to
the calibration procedure described in detail above, are presented in Table 5.7. For this
more coarse - grained material, the monotonic and cyclic response could not be coupled
equally well as in the previously examined sand materials, using exactly the same set of

model parameters. However, the de-activation of functions related to fabric accumulation
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Figure 5.49: Gradation curve of Pea gravels. Data after Hubler (2017) and Hubler et al.
(2017).

during monotonic loading, through nullifying the model parameter No, has proven sufficient
enough to permit capturing the monotonic and the cyclic response without intervening to
the rest set of uniquely calibrated parameters. An alternative calibration, would be based
on the increase of the parameter ho, that scales the plastic modulus, during cyclic loading,

compared to its adopted monotonic value, to capture the induced ratio of pore pressure
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buildup according to the data, while keeping the values of all the other parameters (and No)
common between monotonic and cyclic loading. However, this scheme was deemed more
complicated for the users, and hence is not adopted as the proposed one in the following
comparisons. All the information regarding the characteristics of the element tests

employed for Pea gravels is summarized in Table A9 in the Appendix.

Table 5.7: Values of model parameters for Pea gravels.

Constitutive part Parameter Values
Pea gravels
. Go 580
Elasticity v 0.05
Cref 0.72
A 0.019
CSL ¢ 2
M¢ 1.1
c 0.74
n° 0.05
Plastic modulus ho 300
Ch 0.5
Dilatanc n® 1.25
y Ao 15
Fabric No 0 (monotonic)
7250 (cyclic)
Post-liquefaction Lo 50

5.7.1 Undrained monotonic loading

Figure 5.50 presents one-to-one comparisons of the model simulations to the respective
experimental data for undrained monotonic simple shear (SS) tests, performed by Hubler
(2017) on medium dense (e = 0.674 - 0.685, Dr =~ 43% - 49%) and very dense (e = 0.592 —
0.598, Dr = 87% - 90%) specimens of Pea gravels. The comparison of data versus
simulations is shown in the spaces of zversus yss (subplots 5.50a and 5.50c) and 7 versus
oa (subplots 5.50b and 5.50d). The simulations refer to three levels of initial axial effective
stresses, from oa = 100 kPa to 400 kPa. The model results can be evaluated as generally

fair, especially for the denser gravel samples, while for the medium dense samples
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contractive response is slightly underestimated. It should be noted here that the
experimental results show relatively very small effect of void ratio on the response and an

effort is made while calibrating, this trend to be captured also by the model.
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Figure 5.50: Experimental results and model estimates of undrained monotonic simple
shear tests. Data on Pea gravels after Hubler (2017).

5.7.2 Undrained cyclic loading

Then, Figure 5.51 shows model’s simulation of an indicative case of undrained cyclic
simple test performed on Pea gravel material by Hubler (2017). Figure 5.51 refers to a
sample of initial void ratio equal to 0.686 with relative density equal to 43%, consolidated
at an initial axial effective pressure a0 = 100 kPa. The single amplitude of the cyclically
applied deviatoric stress z equals to 9.4 kPa. The comparison is made in the spaces of shear

stress 7 versus axial effective confining stress ga (subplots 5.51a and 5.51c) and 7 vs shear
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strain yss (subplots 5.51b and 5.51d). The data and numerical results are compared
satisfactorily, with model estimating higher decrease of axial effective stress during the
first cycle, but reaching the accurate number of cycles until initial liquefaction, as the

experiment indicates.
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[ D, = 43% (e = 0.686) data
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Figure 5.51: Experimental results and model estimates of undrained cyclic triaxial tests.

Data on Pea gravels after Hubler (2017).

A. Liquefaction resistance

Figure 5.52 shows a comparison of estimated response and experimental data of Pea
gravels in CSR vs Ni space. The available data are presented by Hubler (2017) and refer to
samples of Pea gravels with density Dr~ 43 - 49 % (e = 0.680 - 0.686) and Dr =~ 87 - 92 %
(e =0.589 - 0.602). In subplot 5.52a the examined axial effective stress levels range from
50 to 100 kPa, while subplot 5.52b focuses only on the stress level of 100 kPa. The adopted
liquefaction criterion corresponds to the triggering of initial liquefaction. The comparison

is quite satisfactory.
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Figure 5.52: Experimental results and model estimates of undrained simple shear tests, in

terms of liquefaction resistance. Data on Pea gravels after Hubler (2017).

5.8 Model Verification for 8-mm Crushed Limestone (CLS8) gravels

The response of the second gravel material, examined in this study, is also introduced by
Hubler (2017) and Hubler et al. (2017) and refers to Crushed Limestone gravels with
relatively uniform gradation and particle size around 8mm. The grain size distribution curve
of this material is presented on Figure 5.53. The measured values of emin and emax are equal
to 0.513 and 0.953 respectively. The values of all 14 model parameters for CSL8 gravels,
as they were estimated according to the calibration procedure described in detail above, are
presented in Table 5.8. Also for this gravel material, the de-activation of functions related
to fabric accumulation during monotonic loading, through nullifying the model parameter
No, has proven sufficient enough to permit capturing the monotonic and the cyclic response
without intervening to the rest set of uniquely calibrated parameters. Again, n alternative
calibration, would be based on the increase of the parameter ho, that scales the plastic
modulus, during cyclic loading, compared to its adopted monotonic value, to capture the
induced ratio of pore pressure buildup according to the data, while keeping the values of
all the other parameters (and No) common between monotonic and cyclic loading.
However, this scheme was deemed more complicated for the users, and hence is not
adopted as the proposed one in the following comparisons. All the information regarding
the characteristics of the element tests employed for Pea gravels is summarized in Table

A10 in the Appendix.
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Figure 5.53: Gradation curve of CSL8 gravels. Data after Hubler (2017) and Hubler et al.

(2017).

Table 5.8: Values of model parameters for CSL8 gravels.

o Values
Constitutive part Parameter CSL8 gravels
. Go 660
Elasticity v 0.05
Cref 0.825
A 0.003
CSL & 15
M¢ 1.3
c 0.712
n® 0.01
Plastic modulus ho 200
Ch 0.5
. nd 1.3
Dilatancy Ao 06
Fabric No 0 (monotonic)
11700 (cyclic)
Post-liguefaction Lo 50
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5.8.1 Undrained monotonic loading

Figure 5.54 presents one-to-one comparisons of the model simulations to the respective
experimental data for undrained monotonic simple shear (SS) tests, performed by Hubler
(2017) on medium dense (e = 0.738 - 0.755, Dr = 45% - 48%) and very dense (e = 0.581 -
0.563, Dr = 85% - 88%) specimens of CSL8 gravels. The comparison of data versus
simulations is shown in the spaces of zversus yss (Figures 5.54a and 5.54c) and z versus oa
(Figures 5.54b and 5.54d). The simulations refer to four levels of initial axial effective
stresses, from ga = 50 kPa to 400 kPa. The model results can be evaluated as generally fair,
especially for the denser gravel samples. It should be noted here that, as for Pea gravels,
experimental results show a relatively small effect of void ratio on the response and while

calibrating, an effort is made in the calibration, so as this effect to be also captured by the

model.
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Figure 5.54: Experimental results and model estimates of undrained monotonic simple
shear tests. Data on CSL8 gravels after Hubler (2017).
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5.8.2 Undrained cyclic loading

Then, Figure 5.55 shows model’s simulation of an indicative case of undrained cyclic
simple test performed on CSL8 material by Hubler (2017). Figure 5.55 refers to a sample
of initial void ratio equal to 0.755 with relative density equal to 45%, consolidated at an
initial axial effective pressure oa,0 = 100 kPa. The single amplitude of the cyclically applied
shear stress z equals to 9.4 kPa. The comparison is made in the spaces of shear stress z
versus axial effective confining stress ga (subplots 5.55a and 5.55c¢) and 7 vs shear strain yss
(subplots 5.55b and 5.55d). The data and model results are compared satisfactorily, with
model estimating higher decrease of axial effective stress during the first cycle, but

reaching the accurate number of cycles until initial liquefaction, as in the experiment.
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Figure 5.55: Experimental results and model estimates of undrained cyclic triaxial tests.
Data on CSL8 gravels after Hubler (2017).

A. Liquefaction resistance

Figure 5.56 shows a comparison of the numerical response and experimental data of CSL8

gravels in CSR vs Ni space. The available data are presented by Hubler (2017) and refer to
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samples of CSL8 gravels with density Dr = 45 - 49 % (e = 0.738 — 0.755) and Dr = 85 -
89% (e = 0.563 — 0.581). In subplot 5.56a all the examined axial effective stress levels are
compared, ranging from 50 to 400 kPa, while subplot 5.56b focuses only on the stress level
of 100 kPa. The adopted liquefaction criterion corresponds to an axial strain accumulation

of single amplitude equal to 3.75%. The comparison is again quite satisfactory.
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Figure 5.56: Experimental results and model estimates of undrained simple shear tests, in

terms of liquefaction resistance. Data on CSL8 gravels after Hubler (2017).

5.9 Summary

The Chapter presents the model formulation and the step-by-step calibration process of its
14 constants, first of the 12 constants required for monotonic loading and then the 2
additional constants related to cyclic loading. Being a SANISAND-type model, its
calibration process includes trial-and-error runs, however these have been clearly identified
and explained. Model performance is verified against a large database of monotonic and
cyclic shearing tests, both drained and undrained, on samples of 4 sands: Toyoura, Ottawa-
F65, Nevada and M31 and 2 gravels: Pea and CSL8 gravels. Wherever material-specific
data are lacking, empirical relations are also used for validating specific aspects of the
response, thus targeting a thorough and complete model verification.

The validation of the model at element level covers the whole range of cyclic
response, in terms of straining. It starts from the small strain regime and the “quasi-elastic”
response, where the calibration of its model parameters is based on actual dynamic

measurements. Then, it continues to the medium strain regime, where a well verified
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accumulation of strains with cycles is exhibited. Finally, the large strains related to
liquefaction are well captured.

The monotonic response is captured effectively until the critical state, using the same
model parameters as in the cyclic loading conditions, at least when it comes to sands. On
the other hand, when it comes to gravels, the de-activation of functions related to fabric
accumulation during monotonic loading, through nullifying the model parameter No, has
proven sufficient enough to permit capturing the monotonic and the cyclic response without

intervening to the rest set of uniquely calibrated parameters.
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Chapter 6

Model Performance in Centrifuge tests

6.1 General

Apart from the meticulous validation against element tests, the model verification may be
considered successful after supplementary extensive use and comparisons of numerical and
experimental results from boundary value problems (BVPs) (e.g., Manzari and El
Ghoraiby, 2021). Recent advances in geotechnical earthquake engineering and the well-
established need for performance-based design of the structures make increasingly
necessary the proper simulation of the non-linear dynamic response of the soil. Hence, non-
linear dynamic analyses of BVPs of geotechnical structures have become a routine in
research, and more and more in practice as well. This has been historically using a series
of constitutive models (e.g., Andrianopoulos et al., 2010a; Beaty and Byrne, 2011;
Boulanger and Ziotopoulou, 2013; Cheng and Detournay, 2021; Dafalias and Manzari,
2004; Taiebat and Dafalias, 2008; Tasiopoulou and Gerolymos, 2016; Zhang and Wang,
2012) and the results vary depending on the selected model, its calibration and the type of
problem. More specifically, given the complexity of the dynamic response of geostructures,
especially in a liquefaction regime, the results often show a significant deviation and
require deep understanding of the activated failure mechanisms of geostructures. Based on
the above, in this Chapter, the validation process of the new plasticity model is
complemented by verifying its simulative potential through comparisons with experimental
data from dynamic centrifuge tests related to liquefaction. Aiming to build even greater
confidence in the new model, the same numerical methodology and modeling procedure,
as well as a unique set of sand-specific model parameters are maintained, regardless of the
specific conditions of the problem at hand (arrangement of soil layers of different density,
different excitation characteristics, different deformation mechanisms, etc.). This
validation is performed by beginning from a systematic validation of the presented model
against experimental data at element level performed for Nevada sand. Then, comparisons
between results from centrifuge experiments on the same sand and model estimates are

made for a variety of liquefaction related BVPs. The validation process includes:
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o the simulation of the free field response of a level-ground liquefiable sand layer
(Taboada and Dobry, 1994),

e the simulation of an inclined liquefiable sand layer producing lateral spreading
phenomena (Taboada and Dobry, 1994b),

e the simulation of shallow foundations’ seismic response on level liquefiable soil
(Carnevale and Elgamal, 1994; Dashti et al., 2010a; b; Farrel and Kutter, 1994;
Krstelj and Prevost, 1994),

o the simulation of a pile group response in an inclined liquefiable soil profile (Pamuk
etal., 2007).

As already described in Chapter 4, the new model has been implemented in FLAC
(Itasca Consulting Group Inc., 2011) and FLAC?P (Itasca Consulting Group Inc. 2012),
hence all the simulations below are performed with the explicit finite-difference method of
these numerical codes. All the examined cases in the following adopt a unique set of sand-
specific model parameters and follow the same modeling procedure. Small variations may
appear according to the specifications and restrictions of each experiment, as explained
wherever necessary. The primary goal was to demonstrate the model’s ability to simulate
satisfactorily the response of the same sand in a variety of boundary value problems without

case specific changes, in model parameters or modeling procedure.

6.2  Case 1: Seismic response of horizontal liquefiable layer - VELACS 1

Results from centrifuge Model test No. 1 of the VELACS project (Taboada and Dobry,
1994a) have been used to validate the new model’s ability to simulate the one-dimensional
(1D) seismic response of a liquefiable soil layer under level ground conditions. In prototype
scale, a 10 m deep Nevada sand layer of approximately 40% relative density is examined.
The model was built into a laminar box of internal dimensions equal to 22.86 m x 12.70 m
x 13.2 m and the water table was set 1 m above the ground surface. The configuration of
the model is illustrated in Figure 6.1.

The input motion applied at the base of the box consisted of approximately 20 cycles
with a duration of almost 13.5 sec, with a peak horizontal acceleration of 0.235g and a
predominant frequency of 2Hz, the time-history of which is plotted in Figure 6.2. It should

be noted that the motion was baseline corrected, so as to result in a practically zero

186



Model Performance in Centrifuge tests

displacement of the base at the end of shaking. The response of the horizontal liquefiable
ground was monitored along the axis of symmetry of the box, as well as closer to the
boundaries, with a number of accelerometers, pore pressure transducers and LVDTs
measuring displacements. The model was spun up to a 50g centrifugal acceleration and

water was used as a pore fluid.
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Figure 6.1: Experimental setup of Model test No. 1 of the VELACS project (figure after
Taboada and Dobry, 1994a).
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Figure 6.2: Baseline corrected applied motion at the base of the model (data after Taboada
and Dobry, 1994a).
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The modeling procedure follows the rationale described by Andrianopoulos et al.
(2010a) and Andrianopoulos, (2006). The finite-difference grid used for the numerical
analysis was uniform with 0.994mx1m square elements, as it is discretized in Figure 6.3,
which illustrates the test layout as modeled numerically and the positioning of selected
instruments, the measurements of which are utilized for the validation process. A uniform
sand layer was assumed, with an initial void ratio equal to 0.736, corresponding to a Dr=
40%. The bottom boundary of the grid was forced to follow the time-history of the input
horizontal acceleration, while the vertical acceleration during the experiments was assumed
as parasitic and was not taken account into the numerical simulation. At the vertical edges
of the mesh, the boundary condition of tied nodes was adopted. This boundary condition

imposes the same horizontal and vertical velocity at the nodes of the same elevation, so as

—{LVDT7]
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) 22.86 m i

Figure 6.3: Layout of the numerical model - Model test No. 1 of the VELACS project.

they are forced to move as attached to one-another. As the horizontal and the vertical
displacements of the two vertical boundaries are common, the kinematic restraints of the
laminar box were simulated. The existence of a 1m water above the ground surface was
simulated by applying a uniform normal stress and a respective pore pressure equal to 9.81
kPa. Lateral and bottom boundaries were assumed impermeable, so water flow is permitted
only towards the free surface of the model. Initially, the geostatic stress field is achieved

assuming elastic response with a Ko value equal to 0.50, under static equilibrium. Then,
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fluid-mechanical coupled dynamic analysis was performed. The permeability coefficient
of Nevada sand was measured to range with relative density according to constant-head
permeability tests with water as pore fluid under a 1g field, conducted by Arulmoli et al.
(1992). For a relative density of approximately 40%, a permeability coefficient equal to k
= 6.5-10° - 6.6:10° m/sec is documented. To allow for an accurate replication of the
experiment performed at a 50 g centrifugal acceleration with water as a pore fluid, the
adopted permeability coefficient value in the analysis was firstly scaled up by 50. However,
as described by Tan and Scott (1985), there is a conflict between the timescales of dynamic
pore pressure generation and diffusion during centrifuge experiments. Hence, many
researchers (e.g., Dashti and Bray, 2013; Liu and Dobry, 1997; Popescu and Prevost, 1993)
have indicated the necessity of using a lower permeability coefficient during the dynamic
excitation in the numerical simulation. Specifically, Popescu and Prevost (1993) proposed
a division by 4 and this is also adopted by Dashti and Bray (2013). In this simulation, the
rationale described above is followed and the adopted value for permeability coefficient is
derived by scaling up by 50 the k value measured at 1g, and then decreasing it by a factor
of 4. So, if denoting as k’ the final permeability coefficient used in the numerical analysis,
it equals to k” = (50/4) k = 8.25-10™* m/sec.

Additionally, concerning the compressibility of water, the excess pore pressure
buildup is slightly overestimated when adopting a fluid bulk modulus of de-aired water
equal to 2:10° kPa, which corresponds to a saturation ratio Sr = 100%, given that full
saturation is practically unlikely to be achieved in centrifuge tests (e.g., Dashti and Bray,
2013; Shahir and Pak, 2010). On this basis, a fluid bulk modulus of water equal to 4-10°
kPa was adopted here, which corresponds to an average saturation ratio Sr ~ 99% (Dashti
and Bray, 2013). Finally, additional local damping of 2% was considered in the dynamic
analyses in order to account for the approximately zero hysteretic damping simulated by
any constitutive model at the very small strains.

Figure 6.4 compares the time-histories of generated excess pore pressure ratio ry =
Aulov,e between the measured values with pore pressure transducers of the experiment and
the numerical results. The quantity Au refers to the generated excess pore pressure, while
ovoto the vertical effective stress of the initial geostatic stress field before shaking. It should

be noted that for all cases presented in this Thesis, as the experimental data are given in
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Figure 6.4: Experimental results and model estimates of excess pore pressure ratios, ru, at
various depths along the axis of VELACS Model test No.1. Data after Taboada and Dobry
(1994a).

terms of generated excess pore pressures, the same ovo - derived from the numerical
analysis - is used for expressing both experimental and numerical results in terms of ru.
Comparisons are presented for the three indicative locations of transducers P5 (subplot
6.4a), P6 (subplot 6.4b), P7 (subplot 6.4c) and P8 (subplot 6.4d), which are installed at
depths z = -1.5 m, -2.5 m, -5.0 m along the axis of the model, with z counting from the
ground surface. The ruby-red lines refer to the results derived numerically, while the gray
lines refer to the experimental results. In general, the comparison is satisfactory. Though
numerical results exhibit a faster pore-pressure buildup, both recordings and simulations
reach ry =~ 1, for shallow depths z, in the first few seconds and remain in this liquefied state
until the end of shaking. However, it should be noted that the model estimates liquefaction

even for the deepest position (P8), in contrast to the experiment where this depth does not
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seem to liquefy (maximum ru = 0.8). Moreover, the rates of pore-pressure dissipation are
quite well captured by the model for all depths, although the draining process initiates

earlier in the numerical simulations.
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Figure 6.5: Experimental results and model estimates of the horizontal acceleration at
various depths at the axis of VELACS Model test No.1. Data after Taboada and Dobry
(1994a).

Subsequently, Figure 6.5 shows a comparison between the recorded (gray lines) and
the numerical (ruby-red lines) horizontal acceleration time-histories at the locations of
accelerometers AH3, AH4 and AH5 at the center of the mesh. The depths of the
accelerometers are z = 0.0 m, -2.6 m and -5.0 m respectively. Here, the numerical results

after t = 2 sec, show a more intense and faster attenuation of the motion. This is a
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consequence of the higher ry values already obtained in the first seconds of the shaking in
the numerical analysis. This attenuation due to liquefaction is a well-established finding in
the literature (e.g., Bouckovalas et al., 2016; Kokusho, 2014; Taiebat et al., 2010).
However, once liquefaction is reached according to recordings, experimental and numerical
results are in a good agreement. The comparison becomes less accurate as the depth z

increases, as the model estimates generally higher ru values for depths z greater than 5.0 m.

Finally, Figure 6.6 compares the value of the free-field settlement recorded during
the experiment with LVDT1 and that estimated by the model. Here, the numerical results
are far from the data, with numerical results underestimating the measured settlement by
approximately one order of magnitude. This is a well- known limitation of stress-ratio
driven constitutive models, in which a constant stress-ratio stress path leads to zero plastic
straining. In this test, the large settlement of ground surface in free-field conditions is not
induced by shearing, but is due to the development of intense plastic volumetric strains
caused by post-liquefaction consolidation. To account for plastic volumetric strains
developed due to such types of loading, additional mechanisms for plastic strain rate
development may be considered (e.g., Taiebat and Dafalias, 2008 or Wang et al., 1990).
However, such formulations were beyond the scope of the constitutive model presented

here, as discussed already in Chapter 3, and were not adopted in its formulation.

0

IR .. ' N A NN A A data
= - W — model
Eor b N 7
"E -
& R
g R
Q
s 02 -
» F |

n LVvDT1

. Zz=0.00m

0]3 1 I 1 I 1 I 1 I 1 I 1
0 5 10 15 20 25 30

t (sec)

Figure 6.6: Experimental measurement and numerical estimate of the ground surface free-
field settlement at the axis of VELACS Model test No.1. Data after Taboada and Dobry
(19944).
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6.2.1 Effect of varying permeability coefficient with time

So far, the applied methodology - which is considered as the default methodology for this
problem - adopts the permeability coefficient value k’ as described above and maintains it
constant with time. Now, a second scenario is analyzed here, according to which a variation
of the permeability coefficient occurs with time, as this is a common assumption in the
literature for the numerical analysis of Model test No. 1 of the VELACS project. In the

literature, it has been shown that the permeability coefficient of sand increases during
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Figure 6.7: Time-history of varying permeability coefficient with time.

liquefaction (e.g., Arulanandan and Sybico, 1992; Jafarzadeh and Yanagisawa, 1995;
Shahir and Pak, 2010; Taiebat et al., 2007). Arulanandan and Sybico (1992) investigated
the change of sand fabric during liquefaction and correlated the maximum increase of
permeability coefficient with the occurrence of initial liquefaction, when the soil particles
lose their contacts and hence, flow paths increase. These findings were incorporated by
Manzari and Arulanandan (1994) in the numerical analysis of Model test No. 1 of the
VELACS project, where the initial permeability coefficient increases rapidly, as the soil
approaches initial liquefaction, and then it decreases more smoothly to its initial value. This
concept was also adopted by Andrianopoulos et al. (2010a) for Model test No. 1 and is
examined also here in a similar way. Specifically, the value k’ of permeability coefficient

was increased up to 6.7 times, as the soil approaches initial liquefaction (att= 1.8 sec in
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this problem) and then it decreases again to k’ (at t = 7.8 sec). The time-history of k’ is

presented in Figure 6.7.
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Figure 6.8: Experimental results and model estimates of excess pore pressure ratios, ru,
for two examined permeability coefficient scenarios, at various depths along the axis of
VELACS Model test No.1. Data after Taboada and Dobry (1994a).

In Figure 6.8, Figure 6.4 is repeated with a comparison between the two examined
scenarios of k’. The ruby-red lines refer to the results derived assuming constant
permeability coefficient (k”) with time, while the navy-blue lines refer to the scenario with
varying permeability coefficient with time (k* = f(t) — according to time-history of Figure
6.7). In the case where k’ varies with time, there is a delay at the pore-pressure buildup,
especially at the larger depths. Specifically, for greater absolute values of z the numerical
results with varying permeability coefficient are closer to the data, as the higher
permeability coefficient prevents full liquefaction. Moreover, it is shown that after shaking
the rate of dissipation is slightly higher when k’ varies with time.
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Figure 6.9: Experimental results and model estimates of the horizontal acceleration, for
two examined permeability coefficient scenarios, at various depths at the axis of VELACS
Model test No.1. Data after Taboada and Dobry (1994a).

Subsequently, in Figure 6.9 a comparison is made between the effects of two
permeability coefficient scenarios on the acceleration time-histories. Again, the ruby-red
lines refer to a constant k* with time, while the navy-blue to a varying k’. In case of a
varying k’, the attenuation observed in Figure 6.5 is not so intense, as the ru values are
generally smaller for this case. This is better depicted at greater depths, e.g., at z=-7.50 m,
where the liquefaction is not attained by adopting a varying permeability coefficient, which
also leads to a time-history of horizontal acceleration very close to the experimental.

Finally, Figure 6.10 compares the value of the free-field settlement recorded during
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the experiment with LVDT1 and that estimated by the model for the two permeability
coefficient scenarios. In case of k* =f(t), the estimated settlement is slightly larger due to
the contribution of enhanced drainage. However, the estimates still significantly remain far

from the data due to the limitation of the employed constitutive model.
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Figure 6.10: Experimental results and model estimates of the ground surface free-field
settlement, for two examined permeability coefficient scenarios, at the axis of VELACS
Model test No.1. Data after Taboada and Dobry (1994a).

6.3  Case 2: Seismic response of mildly-sloping liquefiable layer - VELACS 2

The model's ability to simulate the seismic response of a mildly-sloping liquefiable soil
layer undergoing lateral spreading is verified against the experimental data of centrifuge
Model test No. 2 of the VELACS project (Taboada and Dobry, 1994b). The layout is quite
similar to that of Model test No.1. In prototype scale, a 10 m deep Nevada sand layer of
approximately 40% relative density is examined and the model was built into a laminar
box, where the water table was set 1 m above the ground surface. The only difference is
that, in this test, the box was tilted by 2° towards the clockwise direction thus inducing an
equal mild inclination of the ground surface. This enables the investigation of the response
of a laterally spreading liquefied soil layer (Figure 6.11). The input motion was applied at
the base of the box and consisted of approximately 20 cycles with a duration of almost 13.5
sec, with a peak horizontal acceleration of almost 0.23g and a predominant frequency of
2Hz, whose time-history is plotted in Figure 6.12. It should be noted that the motion was
baseline corrected, so as to result in a practically zero displacement of the base at the end

of shaking. The response of the inclined liquefiable ground was monitored along the axis
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of symmetry of the box, as well as closer to the boundaries, with the installation of
accelerometers, pore pressure transducers and LVDTs measuring displacements. The

model was spun up to a 50g centrifugal acceleration and water was used as a pore fluid.
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Figure 6.11: Experimental setup of Model test No. 2 of the VELACS project (figure after
Taboada and Dobry, 1994b).

The finite-difference grid used for the numerical analysis has the same discretization
as in Model test No.1 in Figure 6.13, along and with the location of a number of selected
instruments is plotted on Figure 6.13. Given the overall similarities, the modeling
procedure for this test in termsof dynamic boundary conditions (tied nodes), pore fluid
modulus (4 x 105 kPa), local damping (2%) are identical to those for Model test No.1 and
needn’t be repeated here. The actual inclined stress field in this test was induced by
applying an extra horizontal gravitational component, which in combination with the
vertical one, reproduce the inclined stress field. Hence, the resultant vector of gravity is
rotated towards the counterclockwise direction by 2°. Moreover, a slightly smaller initial
value of void ratio is adopted, as there was a variance of the relative density of the sand
into the box after consolidation (Taboada and Dobry, 1994b). The finally selected value of
void ratio e = 0.724 refers to the average between the referenced values of Dr = 40 % and
45% (Arulmoli et al., 1992; Taboada and Dobry, 1994b). For the permeability coefficient

the default scenario of constant k” with time is only investigated.
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Figure 6.12: Baseline corrected applied motion at the base of the model (data after
Taboada and Dobry, 1994b).

Figure 6.14 presents a comparison of the time-histories of excess pore pressure ratio
ru between the measured values and the estimated numerical results. Comparisons are
presented for the four indicative locations of pore pressure transducers P5, P6, P7 and P8
at the axis of the grid, which correspond to the depths z = -1.5 m, -2.5 m, -5.0 m and -7.5
m, with z counting from the ground surface. The ruby-red lines refer to the results derived
numerically, while the gray lines refer to the experimental results. The numerical results
are again, in general, satisfactory. Though numerical estimates exhibit a faster pore-
pressure buildup, both recordings and simulations reach values of ru > 0.95 in the first few
seconds and maintain this state up to 13.5 sec. However, the model results experience more
intense dilation spikes throughout the shaking, which eventually result in an earlier drop of
ru with time. Unlike what was observed for the horizontal ground of Model test No.1, even
a very mild ground inclination - like in in this test - in combination with the generated
excess pore pressures and potential liquefaction cause significant non-symmetrical shear
strain accumulation and an eventual lateral displacement of the soil layer. As a result, soil
experiences dilative response, especially at the lower depths of the layer. Moreover, the
post-shaking rates of pore-pressure dissipation are quite well captured for all depths by the
model, with the draining process initiating a little bit earlier in the numerical simulations,

as in Model test No.1.
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Figure 6.13: Layout of the numerical model - Model test No. 2 of the VELACS project.
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Figure 6.14: Experimental results and model estimates of excess pore pressure ratios, ru,
at various depths along the axis of VELACS Model test No.2. Data after (Taboada and
Dobry 1994b).
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Figure 6.15: Experimental results and model estimates of the horizontal acceleration at
various depths at the axis of VELACS Model test No.2. Data after (Taboada and Dobry,
1994b).

In the sequel, Figure 6.15 shows a comparison between the recorded (gray lines) and
the measured (ruby-red lines) horizontal acceleration time-histories at the locations of
accelerometers AH3 and AH5 at the axis of symmetry of the grid. The depths of the
accelerometers are z = -0.25 m and -5.0 m respectively. Generally, there is a satisfactory
agreement, as both the experimentally recorded accelerations and those estimated by the
model show a comparable de-amplification, in relation to the applied acceleration time-
history at the bottom of the mesh. This de-amplification is due to the generated excess pore
pressures and is observed in both examined depths. Moreover, it should be noticed that, in
this test, the motion has not totally nullified, unlike in Model test No.1, despite that
liquefaction has occurred. The intense dilation in this test, is attributed to the tendency of
the soil to spread laterally towards the downslope side, since high excess pore pressures
have been generated and the soil's shearing resistance has diminished. This intense dilative
response prevents the total attenuation of the motion and is fairly well captured by the
model. Finally, the numerical time-histories maintain a small value after the time of 13.5

seconds, in contrast to the recording, as the estimated ru values start dissipating earlier than
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in the test. This small residual vibration in the analysis gradually fades with time as the

input motion has already ceased.
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Figure 6.16: Experimental results and model estimates of the lateral displacement of soil
layer at various depths along the right edge of VELACS Model test No.2. Data after
(Taboada and Dobry, 1994b).

Subsequently, Figure 6.16 compares the time-histories of induced lateral
displacements measured during test with those estimated by the numerical analysis. The
results refer to the locations of transducers LVDT3 (subplot 6.16a), LVDT4 (subplot
6.16b), LVDTS5 (subplot 6.16¢) and LVDT6 (subplot 6.16d). Again, the gray lines refer to
the experimental data, while the ruby-red lines refer to model results. According to the
experimental results, the lateral displacement accumulates practically linearly with time,
and this is well captured also by the model. Exception is the depth z = -2.50 m, where the

the measured lateral displacement is practically equal to that of z=0.00 m, while the model
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Figure 6.17: Experimental results and model estimates of snapshots of the lateral

displacement of the soil layer along the right edge of VELACS Model test No.2 at various

time moments. Data after (Taboada and Dobry, 1994b).

estimates decreasing displacement with depth and hence, a lower displacement for z = -

2.50 m. Moreover, as the depth of the examined locations increases, numerical results

slightly overestimate the displacement, but the comparison is quite fair at the surface of the

laterally spreading layer, where experimental and numerical results plot very close.

Figure 6.17 presents a comparison of the displacement data and the pertinent

numerical results from a different perspective. Here, the lateral displacements are compared

as snapshots along the axis of the whole liquefied layer at the specific time moments of t =
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3 sec (subplot 6.17a), 6 sec (subplot 6.17b), 9 sec (subplot 6.17c) and 12 sec (subplot
6.17d). The comparison is generally satisfactory, with numerical results sightly
overestimating the displacements at the lower depths (as already shown in Figure 6.16)
and approaching them at the shallower locations.

Finally, Figure 6.18 depicts a snapshot of contours of accumulated shear strains at
the end of shaking, in order to gain insight on the deformation mechanism of the liquefied
layer. The layer has been sheared, experiencing downslope lateral permanent displacement.
Moreover, it is shown that the lateral deformation does not decrease linearly with depth, as

the region at the middle of the layer has been sheared more intensively.

accumulated shear strain (%)

Figure 6.18: Contours of shear strain increment and deformed mesh at the end of shaking
of VELACS Model test No.2.

6.3.1 Effect of intensity of post-liquefaction shear strain accumulation

For this boundary value problem, a different scenario is also examined, this time in terms
of the intensity of shear strain accumulation during the post-liquefaction phase. In the first
scenario, which is considered as the default one, the value of the model parameter Lo —
controlling the intensity of post-liquefaction shear strain accumulation (Equations (3.44) —
(3.46)) — is the one calibrated against the experimental data for Nevada sand and is equal
to 750. In the second scenario, a significantly higher value was selected for Lo ( = 75000),
so as the role of post-liquefaction strain accumulation feature and its intensity to be

demonstrated.
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In Figure 6.19, Figure 6.14 is repeated with a comparison between the two examined
scenarios for the value of model parameter Lo. The ruby-red lines refer to the use of the
default calibrated value of Lo, while the navy-blue lines refer to the much higher value of
Lo. In general, the results for the different values of Lo do not differ significantly. However,
the response for Lo = 75000 exhibits more intense dilation spikes and the draining process
initiates earlier in this case. This is justified by Figure 6.20 in the sequel, where a
comparison of the induced lateral displacements according the both examined scenarios of
Lo is shown. As expected, the value of Lo = 75000 results in larger lateral displacements of
the soil layer and this demonstrates the effect of post-liquefaction shear-strain accumulation
intensity on the response. Namely, the higher the Lo, the larger the shear strain

accumulation. Of particular inte rest is that the time - histories of displacements for both
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Figure 6.19: Experimental results and model estimates of excess pore pressure ratios, ru,
for two examined scenarios of model parameter Lo, at various depths along the axis of
VELACS Model test No.2. Data after Taboada and Dobry (1994b).
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Lo = 750 and 75000 practically coincide until the moment of t = 2 sec, where ruy values
obtain a value larger than 0.95 for the first time and initial liquefaction occurs. After that
point, significant differentiation initiates. However, it should be noted that the increase of
displacement — up to 100% difference if one considers all depths and all time instances —
is not proportional to the increase of the value of Lo, thus indicating that this parameter is
significant, but not crucial for the numerical modeling of the response.

Figure 6.21, illustrates the snapshots of lateral displacements of the liquefied soil
layer vs depth for distinct time moments. Here, it is also clear that as the value of Lo
increases the soil layer experiences more intense lateral displacement. This is also reflected

on the contours of shear strain accumulation at the end of shaking in Figure 6.22.
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Figure 6.20: Experimental results and model estimates of lateral displacements for two
examined scenarios of model parameter Lo, at various depths along the axis of VELACS
Model test No.2. Data after Taboada and Dobry (1994b).
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Specifically, the strain accumulation is greater here with a maximum value close to 6% in
the middle of the mesh, by comparing it to Figure 6.18 where the calibrated, lower value

of Lo was adopted and the maximum value was approximately 4%.
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Figure 6.21: Experimental results and model estimates of lateral snapshots of
displacements for two examined scenarios of model parameter Lo, at various depths along
the axis of VELACS Model test No.2. Data after Taboada and Dobry (1994b).

Finally, in Figure 6.23 a comparison is made for the effects of the two scenarios of
Lo in terms of acceleration time-histories. Again, the ruby-red lines refer to Lo = 750, while

the navy-blue to Lo = 75000. The numerical results for the two different values of Lo are
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generally close one to another, with the results with Lo = 75000 giving few more intense

(unrealistic) spikes for the reasons already discussed above.
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Figure 6.22: Contours of shear strain increment and deformed mesh at the end of shaking
of VELACS Model test No.2 for the scenario of Lo = 50000.
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Figure 6.23: Experimental results and model estimates of the lateral acceleration for two
examined scenarios of model parameter Lo, at various depths at the axis of VELACS Model
test No.2Data after (Taboada and Dobry, 1994b).
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6.4  Case 3: Seismic response of shallow foundations on liquefiable layer

In the following paragraphs the ability of the model to simulate the typical structural
response of a shallow footing founded on a liquefiable layer is validated through
comparisons with experimental data from VELACS Model test No.12 (Carnevale and
Elgamal, 1994; Farrel and Kutter, 1994; Krstelj and Prevost, 1994), as well as centrifuge
experiments performed by Dashti et al. (2010a; b). For reasons of clarity, the pertinent

simulations are presented in different paragraphs.

6.4.1 Validation against VELACS Model test No. 12

Firstly, the numerical analysis of VELACS Model test No.12 is presented. In prototype
scale, a 6 m deep Nevada sand layer of approximately 60% relative density is examined.
This liquefiable soil layer is overlaid by a 1m thick Bonnie silt layer, and the water table
was set 1m above the surface of the silt. A rigid structure of square plan, with height equal
to 4 m and width 3 m was founded 0.50 m below the interface of silt and sand. It was made
out of aluminum and filled with lead shot, so as a bearing pressure of 150 kPa to be
achieved. The model was built into a rigid box with internal dimensions of 28.2 m x 12.8
m (Figure 6.24) and was spun up to a 100 g centrifugal acceleration. The pore fluid used
during test was water. The response of the soil-structure system was monitored with

accelerometers located at different depths below the footing, pore pressure transducers,

600

| 1250 | a2 | 1250

| | I I

Figure 6.24: Experimental setup of Model test No. 12 of the VELACS project (Source:

www.princeton.edu).
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placed both below the footing and at free field, and 1 LVDT placed on the top of the
structure to measure its settlement. The original specifications defined a base input motion
of almost 10 uniform cycles of 0.25g peak horizontal acceleration with a frequency of 2Hz.
However, as this test was performed by 3 different research teams at 3 different universities
(Carnevale and Elgamal, 1994; Farrel and Kutter, 1994; Krstelj and Prevost, 1994), a
deviation from the target input motion was finally observed. Specifically, the applied peak
ground acceleration, amax, ranged from 0.21 g to 0.40 g and the average ground acceleration,

aave, from 0.18 g t0 0.34 g.
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Figure 6.25: Layout of the numerical model - Model test No. 12 of the VELACS project.

The modeling methodology follows also here the logic described by Andrianopoulos
et al. (2010a). The numerical layout of the test and the arrangement of the measuring
instruments selected to be used for the validation process are shown in Figure 6.25. The
finite-difference grid used for the numerical analysis was not uniform, with the zone size
varying from 0.75 m x 0.50 m far from the footing to 0.50 m x 0.50 m at the vicinity of the
footing. A uniform sand layer was assumed with an initial void ratio equal to 0.668,
corresponding to a Dr = 60%. Both bottom and lateral boundaries of the mesh were forced
to follow the time-history of the input ground acceleration, so as the kinematic constraints
of the rigid box to be simulated. The vertical acceleration during the experiments was
assumed as parasitic and was not taken account into the numerical simulation. At the lateral
boundaries of the mesh, no restraint was considered in the vertical direction, thus not
disallowing settlements. The input motion used for the simulation approaches the input
motion of Test No.1 of RPI (Carnevale and Elgamal, 1994) and consists of 1 transitional

cycle at the beginning of the motion, 10 main cycles with a peak ground acceleration of
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0.26 g and a frequency of 2 Hz, and 7 transitional cycles at the end, as depicted in Figure
6.26. The existence of a 1m water above the ground surface was simulated by applying a
uniform normal stress and a respective pore pressure equal to 9.81 kPa at the free ground
surface, like in the previous cases. Lateral and bottom boundaries, but also the structure,
were assumed impermeable, so water flow is permitted only towards the free surface of the
soil in the model.

The simpler Ramberg and Osgood (1943) constitutive model was used to simulate
the nonlinear hysteretic response of the Bonnie silt layer. As the Bonnie silt covers only a
1 m layer at the top of the soil profile, a low shear wave velocity equal to 60 m/sec was
assumed for the calibration of elastic shear modulus, while the other parameters of the
model were calibrated against the experimental shear modulus reduction and damping ratio
curves of Vucetic and Dobry (1991) for a plasticity index equal to Pl = 15%. However, it
should be noted that this simplified approach for the simulation of this material is not
expected to affect significantly the response of the structure, as the silt layer is placed at the
top of the sand profile, it covers a small amount of the total height of the soil layer, the
structure is not founded on it and given the generated excess pore pressure regime
developed in Nevada sand layer, the resulting failure mechanism is not practically affected

by this thin silt crust on its sides.

inputmotion | | || | — data (RPI)
| — model

t (sec)
Figure 6.26: Applied motion at the base of the model (Carnevale and Elgamal, 1994).

The structure was simulated as a rigid elastic block and the elastic parameters of
aluminum (shear modulus equal to 29 GPa and bulk modulus equal to 39 GPa) were

adopted. The unit weight of the superstructure was adjusted appropriately to reproduce the

210



Model Performance in Centrifuge tests

target contact pressure. Since the performed analysis is two-dimensional (2D), assuming
plane strain conditions, a possible reduction of the contact pressure induced by the structure
should be examined to properly take into account the three-dimensional (3D) conditions
under which the prototype test was carried out. Popescu and Prevost (1993) suggested that
for the equivalent strip foundation a reduced value of the contact pressure should be
considered, so as this pressure produces the same elastic static settlements in 2D plane
strain conditions, as that produced by 150 kPa in 3D conditions. This was also adopted by
Andrianopoulos et al. (2010a). In this study, this effect was taken into account in a similar
way, by applying empirical relations from the literature for the calculation of elastic
settlements of footings (e.g., Janbu et al., 1956). Specifically, the relation proposed by
Janbu et al. (1956) was adopted, where the correlation between 2D and 3D geometry is
expressed via the correction factors of Christian and Carrier (1978), where the dimensions
and the depth of the compressible soil layer below the footing are considered. If L is the
length of the footing and B its width, the comparison between the case of L/B =1 (actual
3D conditions) and the case of L/B — o, which corresponds to the applied 2D conditions
of a strip footing, gives that the applied contact pressure should be reduced to the value of
120 kPa, so as the resulting settlements to be common in both cases. This result is taken by
considering that the depth of the compressible soil layer below the footing, hereafter
indicated as D, is approximately twice the width of the footing, as in the layout of the test
(D = 5.5m versus B = 3m). Moreover, according to Itasca Consulting Group Inc. (2011),
the real footing width in the numerical analysis is something larger than the designed
footing width on the mesh, as the vertical component of the velocity vector developing,
while the footing is settling, varies linearly from the value developed at the last gridpoint
of the designed footing to zero at the next neighboring gridpoint of the mesh. This means
that the "real” footing width may be considered equal to the designed width plus half the
width of the zones on either side of the footing. In other words, the "real” footing width is
3.0 + 2x0.5/2 = 3.6 m. Hence, in order for the bearing load not to be overestimated, the
applied pressure was appropriately reduced for this reason. The finally applied pressure
was 102.85 kPa. Initially, the geostatic stress field is achieved assuming elastic response
with a Ko value equal to 0.50, under static equilibrium, while the superstructure was

constructed gradually in multiple steps. Then, coupled dynamic analysis was performed.
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For a relative density of Nevada sand approximately equal to 60%, a permeability
coefficient equal to k = 5-10" - 5.5-10° m/sec is documented (Arulmoli et al., 1992). As in
previous cases, to allow for an accurate simulation of the experiment performed at a 100 g
centrifugal acceleration with water as a pore fluid, the adopted permeability coefficient was
firstly scaled up by 100 and then decreased by a factor of 4 to account for the conflict
between dynamic and diffusion times. The permeability coefficient of Bonnie silt was
assumed equal to 2-10"® m/sec, while the structure was presumed practically impermeable.
Similarly in this case, a fluid bulk modulus of water equal to 4-10° kPa was adopted, which
corresponds to an average saturation ratio Sr = 99% (Dashti and Bray, 2013) and a local

damping value of 2% was used.
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Figure 6.27: Experimental results and model estimates of excess pore pressure ratios, ru,
at various locations of VELACS Model test No.12. Data after Krstelj and Prevost (1994)
and Carnevale and Elgamal (1994).
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Figure 6.28: Experimental results and model estimates of the horizontal acceleration
below the structure at the axis of VELACS Model test No.12. Data after Carnevale and
Elgamal (1994).

Figure 6.27 presents a comparison of the time-histories of excess pore pressure ratio
ru between the measured values with pore pressure transducers during the experiment and
the numerical results. Comparisons are presented for the four indicative locations of P1
(subplot 6.27a), P2 (subplot 6.27b), P3 (subplot 6.27c) and P4 (subplot 6.27d), which
correspond to the depths z = -1.75 m, - 4.00 m (under footing and in free-field) and -6.75
m, with z counting from the ground surface. Pore pressure transducers P1, P2 and P3 are
placed below the footing, while P4 is placed at the same elevation as P2 at the free field.
The comparison includes experimental data only from the tests which were excited with
similar base input motions like the applied in the numerical analysis. Namely, RPI test and
UCD test No.3 are included. By comparing the experimental data and the numerical results,
it is shown that the model results are quite satisfactory. The measurements of excess pore

pressure generation at the locations of transducers P1, P2 and P3 below the footing, show
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that liquefaction has not occurred at this area and the peak observed value of ru ranges
between 0.25 - 0.30. This is well captured by the model, thus its ability of estimating
accurately intermediate phases before liquefaction is proved. On the contrary, in free-filed
location of transducer P4, excess pore pressure ratio attains larger values and specifically
in RPI test liquefaction occurs gradually, while in test UCD ru does not exceed the value of
0.50. The numerical results, in accordance with the data, give higher ru values at this
location with an average ry around 0.75 and full liquefaction is not actually predicted. The
intense, almost harmonic fluctuation of ry with time at this location, apart from the induced
dilative response due to the settlement of the building, is directly related also to the selected
boundary conditions of the lateral edge of the grid. As already discussed, the same
acceleration time-history is applied at the bottom and lateral boundaries to simulate the
kinematic conditions of the rigid box. Hence, the response at the location of transducer P4
is highly affected by the applied motion, since it is very close to the vertical boundary of
the rigid (and not flexible or laminar) box.

In the sequel, Figure 6.28 shows a comparison between the recorded (subplots 6.28a,
6.28c and 6.28e) and the estimated (subplots 6.28b, 6.28d and 6.28f) horizontal
acceleration time-histories at the locations of accelerometers AHB, AHC and AHD placed
at the depth of z= - 1.75 m, -3.75m and -6.75 m at the axis of symmetry of the grid. The
experimental data refer to the RPI test, as they provide the only available acceleration
recordings. In the case of the numerical analysis (ruby-red line) the results plot very close
to the data. The slight amplification of the motion in AHB is similar in the numerical and
the experimental results and implies that the soil layer has not fully liquefied, in good
agreement with the ru time-histories depicted in Figure 6.27.

Subsequently, Figure 6.29 compares the time-history of the induced settlement of
the structure during the test and that estimated by the numerical analysis. As before, the
comparison includes experimental data only from the tests which were excited with similar
base input motions like the applied one in the numerical analysis. Namely, RPI test and
UCD test No.3 are presented. Actually, a deviation between the experimental results is
observed due to the differences in the applied motion and the induced excess pore pressure
field, with the numerical results falling closer to the experimental results of UCD test No.3.

This is explained by observing that the model predictions agree more with the results of the
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UCD test No.3 also in terms of ry (Figure 6.27), while the larger values of ry exhibited in
the RPI test are expected to result in larger settlements. Moreover, by comparing the
experimental and the numerical results in Figure 6.29 one finds qualitative agreement, i.e.,
the settlements accumulate linearly with time, and they stop accumulating when the base
motion ceases.

In order to examine the model’s ability to estimate the increase of settlement of the
superstructure due to a stronger shaking event, two supplementary numerical analyses with
peak ground acceleration amax = 0.32 g and 0.375 g and 12 main cycles instead of 10 were
carried out, keeping the frequency of the motion unchanged. The analysis with amax = 0.375
g approaches the excitation characteristics of UDC test No.2. The results, in terms of the
final settlement of the structure, are included in Figure 6.30, where the vertical axis refers
to the induced settlements at the end of shaking and the horizontal axis refers to the peak
ground acceleration of the applied input motion. The numerical results are satisfactorily
compared, both qualitatively and quantitatively, to the experimental data of UCD and RPI,
with the trend of the settlement to increase with increasing amax being correctly captured,
though the model predicts a smaller effect of the intensity of the applied motion than the

experiments.
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Figure 6.29: Experimental results and model estimate of the time-history of the induced
settlement of the structure of VELACS Model test No.12. Data after Carnevale and Elgamal
(1994).
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Figure 6.30: Experimental results and model estimates of the induced settlement of the
structure of VELACS Model test No.12 for different applied maximum accelerations. Data
after Krstelj and Prevost (1994) and Carnevale and Elgamal (1994).

Figure 6.31 depicts a snapshot of contours of accumulated shear strains at the end of
shaking, in order to gain insight into the soil deformation mechanisms that contribute to the
induced settlement of the structure, and whether they are realistically captured by the
model. The primary mechanism is of deviatoric type, as the structure tends to punch into
the soil during shaking. The area of the soil under the structure may not have liquefied, but
to its right and left side the shearing resistance of the soil has significantly diminished, due
to the generated excess pore pressures, and the footing is not prevented from settling (e.g.,
Karamitros et al., 2013). Quite characteristic are also the horizontal shear bands at the
bottom of the failure mechanism, but also the areas with high shear strain accumulation
below the edges of the footing. With a ratio B/D = 0.55, the deformation mechanism adopts
characteristics also from the bearing capacity type of failure, hence being flatter and
extending horizontally, in contrast to a pure punching failure mechanism as will be formed
for very low values of B/D (e.g. Adamidis and Madabhushi, 2017). Moreover, due to the
rigidity of the structure and the imposed cyclic loading, rocking response and ratcheting
are induced leading to symmetrically localized straining areas on both sides of the structure
(e.g. Adamidis and Madabhushi, 2017; Dashti et al., 2010a).

Figure 6.32 shows a snapshot of displacement vectors at the time of t = 6 sec and the
shape of the deformation mechanism that resembles that of failure in bearing capacity, with

flatter shear bands at its bottom.
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Figure 6.31: Contours of accumulated shear strain (ssi in FLAC’s terminology) and
deformed mesh at the end of shaking of VELACS Model test No.12.

Figure 6.32: Displacement vectors derived from the numerical analysis at t = 6 sec.

A. Effect of mitigation of stress-strain overshooting

As already discussed in Chapter 3, a routine mitigating the effect of stress-strain
overshooting throughout the numerical analysis is incorporated in the model formulation.
In that Chapter the significance of this routine is demonstrated at element level. As already
clarified, the occurrence of these numerically “informal” load reversal signals affects
mainly the monotonic response and the numerical results in static problems (e.g., problems
of bearing capacity), for which the inclusion of such a mitigation technique is considered
necessary. However, as this mitigation scheme constitutes an integral part of the model
acting both in monotonic and cyclic problems, it was considered quite interesting to
examine its effect in a cyclic problem like that presented here. So, for this test, another
numerical scenario was performed, where the formulation for mitigation of stress-strain
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overshooting according to the methodology described in Chapter 3 is deactivated. It should
be noted that the default scenario examined so far, refers to the inclusion of the formulation
for mitigating stress-strain overshooting.

Figure 6.33 presents a comparison of the time-histories of generated excess pore
pressure ratio ru between the experimentally measured values and the two numerical
scenarios with and without including the formulation for the mitigation of stress-strain
overshooting. The ruby-red lines refer to numerical results incorporating the routine for

overshooting, while the navy-blue lines refer to numerical results where this routine is
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Figure 6.33: Experimental results and numerical estimates of excess pore pressure ratios,
ru at various locations of VELACS Model test No.12, with and without including the routine
for overshooting mitigation. Data after Krstelj and Prevost (1994) and Carnevale and
Elgamal (1994).
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deactivated, as discussed above. Overall, the differences are not big, e.g., in both cases the
lower ry values below the footing are captured, in comparison to the higher values at the
free field, but the analysis with the formulation being active seems more in accordance with
the data. Looking at this comparison in more detail, one observes that in the first seconds
of the excitation (e.g., up to t = 3 sec) the model without mitigation of stress-strain
overshooting estimates higher values of ry at all locations, something that may be
considered counter-intuitive. However, in this model, also the elastic moduli employ the
rini for predicting their nonlinearity via a Ramberg-Osgood type formulation, and not only
the plastic strain rate. Hence, “informal” load reversals appearing at the early stages of
shaking seem to disallow the nonlinear degradation of the elastic moduli, thus leading (via
the non-degraded elastic bulk modulus) to more intense excess pore pressure buildup in the
analysis without mitigation of overshooting. Thereafter (for t > 3 sec), the ry values are
reduced and become lower than in the analysis with mitigation of overshooting. This will

be related to enhanced dilation in the figures that follow.
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Figure 6.34: Experimental results and numerical estimates of the time-history of the
induced settlement of the structure of VELACS Model test No.12, with and without
including the formulation for stress- strain overshooting mitigation. Data after Carnevale
and Elgamal (1994).
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Additionally Figure 6.34 shows a comparison between the numerically estimated
footing settlements with and without the aforementioned formulation for stress-strain
overshooting mitigation (ruby-red and navy-blue lines), compared with the experimentally
measured. Here, it is illustrated that by omitting the inclusion of this routine, the numerical
displacements are slightly increased by 15 - 20% and that this result is more in tune with
the measurements. On the other hand, the analysis without the foregoing formulation seems
to overestimate the rate of settlement accumulation during the strong shaking. This
increased rate is intense only in the initial stages of loading (for t < 3 sec), while the
accumulation rates become similar for t > 3 sec, with the structure ceasing its settlement

after the end of strong shaking (for t > 6 sec) in both analyses. This comparatively increased
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Figure 6.35: Experimental results and numerical estimates of the horizontal acceleration
below the structure at the axis of VELACS Model test No.12, with and without including

the routine for overshooting mitigation. Data after Carnevale and Elgamal (1994).
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settlement rate for t < 3 sec is consistent with the larger ru values estimated by this analysis
(Figure 6.33). For t > 3 sec, the structure has comparatively larger settlement in the analysis
without the foregoing formulation, thus increased shearing and consequently enhanced
dilative response in the foundation soil. Hence, the ry becomes eventually smaller (Figure
6.33). Despite these notable differences, the overall effect of this formulation cannot be
considered crucial for the accuracy of the numerical results. This conclusion is considered
valid for liquefaction-related dynamic BVPs, but cannot be necessarily generalized for
other types of BVPs (e.g., static analyses).

Finally, Figure 6.35 shows a comparison of the two scenarios in terms of horizontal
acceleration time-histories. The numerical results without the inclusion of the formulation
mitigating the stress-strain overshooting show slightly lower values of acceleration at the
first seconds of the excitation especially for the lower depths, as a result of the higher
induced ry values. On the other hand, this is inversed for t > 3 sec, when the ru values for
the analysis not including the formulation drop. For the larger depth, the difference is
practically negligible. Hence, overall the differences between the two examined scenarios
are significant, but not crucial for the predicted accuracy, at least for this type of

liquefaction-related BVPs..

6.4.2 Validation against the T3-50 Moderate P.I. test performed by Dashti et al.
(2010a; b)

Dashti et al. (2010a; b) performed a set of centrifuge experiments to explore both
quantitatively and qualitatively the liquefaction-related settlements and deformation
mechanisms of buildings founded on shallow footings. The series of centrifuge models
included three types of steel and aluminum structures with varying dimensions and bearing
pressures, placed on 1 m thick rigid mat foundations. Different soil profiles were examined
with varying density and thickness of the liquefiable soil layer and different materials at
the ground surface are placed. The models were subjected to a sequence of shaking events
with increasing intensity, consisting of scaled versions of the north-south, fault-normal
component of the 1995 Kobe Port Island (P.1.) recording.

The experiment utilized here for the validation of the model is the T3-50 Moderate

P.I. test. In prototype scale, the stratigraphy includes a 3 m thick medium dense Nevada
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sand layer with a relative density of approximately 50%, underlain by a 21 m thick layer of
dense Nevada sand with a relative density of 85% - 90 %. The medium dense Nevada sand
layer is overlain by a 2 m thick dense Monterey sand layer with a relative density equal to
approximately 85%, and the water table was set 1 m below the ground surface. Each
experiment includes all three examined structures, arranged next to each other, with a
sufficiently large distance between them so as their response to be completely independent
(Dashti et al. 2010a; b; Dashti and Bray 2013). The layout of the experiment is illustrated

in Figure 6.36.
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Figure 6.36: Centrifuge model layout in experiment T3-50 with most of the approximately
120 transducers omitted for clarity: (a) plan view; (b) cross section view. (source: Dashti
et al., 2009).

The analyzed case in this Section focuses on Structure A (or BL) of the experiment,
which refers to a 5 m high single-degree-of-freedom structure, founded on a rigid mat with
a width equal to 6 m and a length equal to 9 m, carrying a bearing pressure equal to 80 kPa.
The embedment depth of the foundation mat was 1 m. The model was built into a flexible
container and was spun up to a 55 g centrifugal acceleration. The pore fluid used during
test had a viscosity 22 times larger than that of water. The response of the soil-structure
system was monitored with numerous accelerometers and pore pressure transducers placed
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at different locations in the vicinity of the structure, but also in the free-field and linear
potentiometers placed on the corners of the structure to measure its displacement. The input
motion applied horizontally at the base of the container was a scaled version of the fault-
normal component (north-south) of ground motion recordings at the depth of 83 m at Kobe
Port Island (P.1.) during Kobe earthquake in 1995. The input motion was scaled, so as a
peak ground acceleration of 0.15 g to be achieved and the predominant frequency was about
1.2 Hz (Dashti et al. 2010a; b; Dashti and Bray 2013). The finite-difference grid used for

the numerical analysis was not uniform, with the zone size varying from 0.80 m x 1.00 m

Medium dense Nevada sand

59.6 m

Figure 6.37: Numerical model layout for analysis of Structure BL of T3-50 test performed
by Dashti et al. (2010b).
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Figure 6.38: Time-history of the applied horizontal base acceleration. Scaled version of
Kobe Port Island (P.l.) earthquake in 1995 (Dashti and Bray 2013).
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far from the footing to 0.60 m x 0.50 m at the vicinity of the footing, as presented in the
Figure 6.37. The bottom boundary of the grid was forced to follow the time-history of the
input horizontal acceleration of Figure 6.38, while the vertical acceleration during the
experiments was considered zero. At the vertical edges of the mesh, the boundary condition
of tied nodes was adopted, so the kinematic restraints of the flexible container to be
simulated.

The foundation mat was simulated as a rigid elastic block of 1 m high, embedded 1
m below the ground surface, and the elastic parameters of aluminum (shear modulus equal
to 29 GPa and bulk modulus equal to 39 GPa) were adopted. The bearing pressure due to
the superstructure was modeled as a constant stress applied on the foundation. This
simulation, while quite simplified, is not expected to affect significantly the induced
building settlements, since the specific structure selected to be analyzed is not of high
slenderness (H/(B/2) = 1.67 — where H denotes the height of the structure and B its width)
— with a fixed-base period, Tst, equal to 0.21 sec (Dashti et al., 2009a), thus indicating a
relatively rigid system (Dashti et al. 2010a; b). More specifically, previous studies have
shown that a rigid structure settles approximately the same with a shallow foundation of
equal total weight in a liquefied regime, with Soil Structure Interaction (SSI) effects being
minimal in this case (e.g., (Karamitros et al., 2013). Additionally, Karimi et al. (2018) and
Bullock et al. (2019) have shown that the lower the slenderness ratio of the structure, the
lower also the applied rocking-induced structural moments, thus rendering SSI effects less
important. Hence, the target final bearing pressure of 80 kPa was reproduced by the sum of
the pressure induced by the unit weight of the foundation mat and the applied constant
stress. Additionally, following the same course of thought as in the simulation of VELACS
Model test No. 12 for the probably necessary reduction of the applied pressure due to 2D
conditions, the methodology of Janbu et al. (1956) - combined with the factors of Christian
and Carrier (1978) - was followed also in this analysis. The difference here is that the ratio
D/B, where D stands for the thickness of the compressible soil layer below the footing, is
only 0.50. This value is deduced by taking into account that the medium dense Nevada sand
layer is the only one prone to liquefaction, thus almost the total settlement of the structure
is expected to occur within this layer (e.g., Bertalot and Brennan, 2015), leaving the dense

Nevada sand layer below practically unaffected. So, in this case, for D/B = 0.50 and L/B
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=1.5, itis calculated that the applied contact pressure does not need to be reduced. A similar
choice, of not reducing the contact pressure in the 2D plane-strain numerical simulation of
this test, was also made by Dashti and Bray (2013), but there it was on the basis of a more
accurate simulation of the dynamic properties of the SDOF structures they have modeled.
Moreover, as in Model test No. 12 of VELACS project, according to Itasca Consulting
Group Inc. (2011), the real footing width in the numerical analysis is something larger than
the designed footing width on the mesh, as the vertical component of the velocity vector
developing, while the footing is settling, varies linearly from the value developed at the last
gridpoint of the designed footing to zero at the next neighboring gridpoint of the mesh. This
means that the "real™ footing width may be considered equal to the designed width plus half
the width of the zones on either side of the footing. In other words, the "real™ footing width
is 6.0 + 2x0.6/2 = 6.6 m. Hence, in order for the bearing load not to be overestimated, the
applied pressure was appropriately reduced for this reason. The finally applied pressure
was 72.72 kPa.

The calibration of the model parameters to simulate the cyclic response of Monterey
sand with Dr = 85% was based on the cyclic undrained simple shear tests performed by Wu
et al. (2004), as detailed in Chapter 5. Figure 6.39 compares the liquefaction resistance

curves derived from the available element tests and the respective numerical results for
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Figure 6.39: Liquefaction resistance curves. Experimental results and model estimates of

undrained cyclic simple shear tests. Data on Monterey sand after Wu et al. (2004).
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initial conditions referring to a relative density of Dr = 85% and an initial effective axial
stress equal to 80 kPa. To give a sense of the comparative resistance to liquefaction of all
the sand materials used in the model, the liquefaction resistance curves of Dr = 50% and

90% Nevada sand at stress level of 80 kPa were also added in Figure 6.39.
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Figure 6.40: Experimental results and numerical estimates of excess pore pressure ratios,
ru, at various locations of T3-50 test. Data after (Dashti et al. 2010a; b).

Initially, the geostatic stress field is achieved assuming elastic response with a Ko
value equal to 0.50, under static equilibrium and then, coupled dynamic analysis was
performed. For a relative density of approximately 50%, a permeability coefficient equal
to k= 6-10"° m/sec is documented (Arulmoli et al., 1992; Dashti and Bray, 2013) for Nevada
sand, while for the denser layer of Dr = 85% - 90% a lower permeability coefficient equal
to k = 2.25-10° m/sec is adopted (Arulmoli et al., 1992; Dashti and Bray, 2013). For
Monterey sand with Dr = 85%, k is measured equal to 5.29-10* m/sec (Dashti and Bray,

2013; McCartney et al., 2005). In this test, as the used pore fluid has a viscosity 22 times
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higher than that of water’s, the adopted permeability coefficient was firstly scaled up by

55/22 and then decreased by a factor of 4 to account for the time-scale gap between dynamic

and diffusion times. Similarly in this case, a fluid bulk modulus of water equal to 4-10° kPa

was adopted, which corresponds to an average saturation ratio Sr ~ 99% (Dashti and Bray,

2013) and a local damping value of 2% was used.
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Figure 6.41: Experimental results and numerical estimates of the horizontal acceleration

at various locations in medium dense Nevada sand of T3-50 test. Data after (Dashti et al.
2010a; b).
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Figure 6.40 presents a comparison of the time-histories of generated excess pore
pressure ratio ru between the measured values with pore pressure transducers of the
experiment and the numerical results. Comparisons are presented for the 3 indicative
locations of P16 (subplot 6.40a), P19 (subplot 6.40b), P17 (subplot 6.40c) and P20 (subplot
6.40d) which correspond to depths at the top and the bottom of the medium dense Nevada
sand. Pore pressure transducer P16 is located at the axis beneath the footing, transducers
P17 and P19 are placed at a 3m distance adjacently to the footing, while P20 is located at a
9m distance in the free field. The comparison of data to the numerical results are in general
quite satisfactory. The measurement of excess pore pressure at the location of transducer
P16 below the footing shows that liquefaction has not occurred in this area and the peak
observed ru reaches the value of 0.25. This same low peak ru value is also captured by the
analysis. However, then the analysis shows ru value to decrease until the end of shaking, in
contrast to the experimental results where the ry value remains practically constant with
time. It is mentioned here that the tendency of excess pore pressures underneath and close
to the footing to initially increase and then decrease is commonly referenced in the
literature, both from experimental (e.g., Adalier et al., 2003) and numerical (e.g.,
Karamitros et al., 2013). The same pattern holds for the location of transducer P19, placed
adjacently to the right edge of the footing at the top of medium dense Nevada sand. Here,
the peak ruvalue is higher but again it does not exceed the value of 0.50 - 0.75 and this is
captured by the analysis. At a larger depth, where the transducer P17 is located, larger
values of ru have been measured and the numerical results, albeit with a faster rate of pore
pressure buildup, estimate satisfactorily the time history of the generated ru. Finally, at free
field where the transducer P20 is located, larger values of ru have been measured and this
is also satisfactorily captured also by the analysis.

In the sequel, Figure 6.41 shows a comparison between the recorded and the
numerical horizontal acceleration time-histories at the locations of accelerometers AH14,
AH13, AH20, AH15 and AH18. Specifically, accelerometers AH14 and AH13 are located
below the footing at the top and middle of the medium dense sand layer respectively, while
accelerometers AH20, AH15 and AH18 are located at the free field at the top, middle and
bottom of the medium dense sand layer respectively. The numerical results compare

similarly to the recordings at all locations, with the analysis estimating a small
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amplification of the motion in the first 7 sec of shaking, especially at the locations below
the footing and at the top of the liquefiable sand at free field. For t > 7 sec the numerical
results plot quite close one to another. In this case, like in VELACS Model test No. 12, the
motion is not totally attenuated as full liquefaction has not occurred under the footing and

this is reflected on the non-nullified acceleration time-histories.
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Figure 6.42: Experimental measurement and model estimate of the time-history of the
induced settlement of the structure of T3-50 test. Data after Dashti et al. (2010a; b).
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Figure 6.43: Contours of accumulated shear strain (ssi in FLAC’s terminology) and
deformed mesh at the end of shaking of T3-50 test.

Subsequently, Figure 6.42 compares the time-histories of the induced settlement of
the structure during the centrifuge test and that estimated by the numerical analysis. The
numerical results refer to the axis of the footing, while for the comparison the average value

between the measurements of linear potentiometers LP34 and LP36 was considered in the
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figure. Qualitatively, the nearly linear with time accumulation of the settlement with time
is similar in experimental data and the numerical results, while settlement stops
accumulating when the base motion fades. Quantitatively, the results are comparable, with
the numerical analysis slightly underestimating the final settlement of the footing.

Figure 6.43 depicts a snapshot of contours of accumulated shear strains at the end of
shaking of test T3-50 Moderate P.l. The primary soil mechanism is of the deviatoric type
and the structure tends to punch into the soil during shaking. However, as the liquefiable
medium dense sand is underlain by a non-liquefiable dense layer of Nevada sand, the
deformation mechanism remains within the medium dense layer. This confirms that the
settlement practically occurs in total due to the medium dense Nevada sand layer (e.g.,
Bertalot and Brennan, 2015), as the lower dense sand layer practically acts as an
incompressible barrier limiting the settlement. As a result, the footing width over compliant
layer thickness ratio B/D has a value of 2, indicating a shallow deformation mechanism
more similar to that of bearing capacity failure, with horizontal outwards displacements
and shear bands that is limited by the underlain stiffer layer (e.g. Adamidis and
Madabhushi, 2017; Bertalot and Brennan 2015). This result also confirms the assumption
for not reducing the bearing pressure of the footing for performing a 2D, rather than a more
accurate 3D analysis.

In order to examine the model’s ability to estimate the settlements of the
superstructure due to different shaking events and different thicknesses of liquefiable layer,
two supplementary numerical analyses were carried out. That for the T3-50 Large P.I. 1
and that for the T6-40 Moderate P.l. tests performed by Dashti et al. (2010a; b) were
numerically simulated. The T3-50 Large P.l. 1 test adopts the same geometry and soil
layering like the test presented meticulously in the previous paragraphs, but it the laminar
box is excited by a stronger shaking event. Namely, the same component of the Kobe Port
Island recording is used, but now it is scaled to a larger value, so as a peak ground
acceleration of 0.38 g to be achieved. On the other hand, in the T6-40 Moderate P.I. test,
the excitation is the scaled version of 0.15 g of the P.I. recording, but the liquefiable
medium sand layer has a thickness of 6 m, instead of the 3 m in T3-50 test, and its relative
density is now equal to 40% instead of 50%. In this way, the ability of the model to capture

the effects of the applied peak ground acceleration, the relative density of the liquefiable
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soil layer and its thickness, is roughly examined. Here, it should be noted that for the case
of T6-40 test, where the ratio of the thickness of the compressible liquefiable soil layer over
the width of the footing is unity (D/B = 1), the applied bearing pressure on the footing was
reduced appropriately, in order to be consistent with the methodology described earlier for
the transition from 3D to 2D conditions (Janbu et al. 1956). Specifically, according, to the
aforementioned methodology of common elastic settlements in 2D and 3D, the adopted
contact pressure was set equal to 65kPa. The comparison between the experimental and
numerical results is made in terms of induced settlements and is concluded in Figure 6.44,
where the horizontal axis refers to the experimental measurements for these aforementioned
tests, while the vertical axis refers to the numerical values. The solid diagonal line is the
locus of points of perfect agreement between results by the analyses and the experimental
data. The results are generally well compared, , showing that the analyses capture quite
satisfactorily the effects of relative density and thickness of the liquefiable sand and peak

ground acceleration in a range of +/- 25%.
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Figure 6.44: One to one comparison of experimental results and model estimates of
induced settlements of the structure of T3-50 Moderate P.I., T3-60 Large P.l.1 and T6-40
Moderate P.I. tests. Data after Dashti et al. (2010a; b).
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6.4.3 Summarized numerical results in terms of settlements

In the previous paragraphs the ability of the model to simulate the typical structural
response of shallow footings founded on soil profiles including liquefiable layers is
validated through comparisons with experimental data from VELACS Model test No.12
(Carnevale and Elgamal, 1994; Farrel and Kutter, 1994; Krstelj and Prevost, 1994), as well
as centrifuge experiments performed by Dashti et al. (2010a; b). Figure 6.45 shows a
summarized comparison of the numerical results in terms of settlements against their
respective experimental values from all the 6 centrifuge tests, which are used for the
validation of the model. Collectively, 2 widths of foundations, B, equal to 3m and 6m are
examined. The structures are founded on soil profiles with different stratigraphies,
including always liquefiable Nevada sand layers with average relative densities, Dr, ranging
between 40% and 85%, while the thickness of these liquefiable layers, Hiig, are 3 m and 6
m. The applied peak ground acceleration, amax, ranges between 0.15 and 0.38 g. The
comparison shows satisfactory accuracy (x 30%) in the estimation of shallow structures’

settlement in liquefaction regime.
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Figure 6.45: Comparison of experimental data from centrifuge tests and numerical results

in terms of settlements of shallow foundations.
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6.5 Case 4: Seismic response of deep pile foundation in a mildly-sloping

liquefiable layer
In this final paragraph, the model is validated in a 3D boundary value problem, including a
deep pile foundation placed in a mildly-sloping liquefiable sand layer. For this purpose, the
centrifuge experiment of Pamuk et al. (2007) is simulated numerically by using the finite
difference code FLAC®P (ltasca Consulting Group Inc., 2012), where the model is
implemented via the UDM option as described in Chapter 4.
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Figure 6.46: Experimental setup of centrifuge experiment of Pamuk et al. (2007) (Source:
Pamuk et al., 2007).

Pamuk et al. (2007) performed a set of centrifuge experiments to explore the effect
of passive stabilization with colloidal silica on the seismic response of a soil-structure
system consisting of a pile group installed in a three-layered, mildly-sloping soil profile
including a liquefiable sand layer as the middle layer. The same layout was examined with
and without passive stabilization of the liquefiable sand layer, so as the potential benefits
of the applied mitigation measure to be evaluated. For the validation of the model presented
in this Thesis, the default experiment without passive stabilization is numerically analyzed.
The layout consisted of a 10 m-deep three-layered soil system with a 2 x 2 end-bearing pile

group and a pile top-cap. In prototype scale, the stratigraphy included a bottom layer of 2
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m-thick cemented, non-liquefiable sand, followed by a 6 m-thick uniform liquefiable
Nevada sand layer of relative density close to 40%, topped by a 2 m-thick cemented, non-
liquefiable sand layer. As in the free-field test of VELACS Model test No. 2, the soil profile
had a clockwise inclination of 2° to the horizontal, so as a mild slope to be created. Similarly
to VELACS Model test No. 2, the actual inclined stress field in this test was induced by
applying an extra horizontal gravitational component, which in combination with the
vertical one, reproduce the inclined stress field. Hence, the resultant vector of gravity is
rotated towards the counterclockwise direction by 2°. The pile top-cap had dimensions
equal to 3 m (width) x 3 m (length) x 0.7 m (height) in prototype units and was embedded
in the top cemented sand layer at the center of the box. The piles had a diameter of D = 0.6

m in prototype scale and were spaced at a distance of 3D. Their bending stiffness (EI) was
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Figure 6.47: (a) Numerical model layout of analysis of centrifuge test performed by Pamuk
et al. (2007), (b) cross- section A-A’ of numerical layout, (c) top-cap plan view and (d)

time-history of input base motion.
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measured 8000 kNm?. The model was built into a 35.5 m (length) x 17.5 m (width) laminar
box and was spun up to a 50 g centrifugal acceleration. The experimental setup is showed
in Figure 6.47. A sinusoidal input motion was applied horizontally at the base of the
laminar box and it consisted of 29 main cycles of frequency equal to 2 Hz and peak
acceleration equal to 0.25 g and 2 transitional cycles before and after the main event
(Figure 6.47d). Given that the experimental setup is totally symmetrical (four piles of
common geometry, connected with a top-cap placed centrally in the laminar box and a uni-
directional applied seismic motion), it was chosen to simulate the half of the numerical
problem, as depicted in Figure 6.47.

In general, the applied numerical methodology at this boundary value problem
follows exactly the same rationale as in the 2D numerical problems described in the
previous paragraphs, while for its specific characteristics the assumptions of Tiptiris (2017)
and Pavlopoulou (2021) were mainly adopted. Here, it should be noted that since in Pamuk
et al. (2007) the information about the cemented sand layers and the structural elements is
rather limited, rational assumptions about their properties and their proper simulation were
made, on the basis of the experimental results and the observed system response.
Specifically, both the base and the surface cemented sand layers were simulated as elastic.
After a sequence of sensitivity analyses for the cemented sand layer of the base, values for
elastic shear modulus equal to 4350 kPa and a bulk modulus equal to 11300 kPa were
adopted, by observing its lateral displacement at the end of the shaking. As the same
cemented material is used also for the surficial sand layer, reduced values of the elastic
moduli of the base were adopted, so as the effect of the mean effective stress p to be taken
into account. Specifically, the values of 1450 kPa and 3782 kPa for the elastic shear and
bulk moduli were respectively considered. For the saturation of the soil profile, water was
used as pore fluid and water table was set at ground surface. For both of these layers, the
permeability coefficient k’ was considered equal to 10® m/sec, indicating practically
impermeable sand layers due to cementation. On the contrary, for the middle liquefiable
loose Nevada sand layer a value of k’ equal to 8.25-10* m/sec was adopted, following the
same rationale of previous paragraphs, (i.e., the 1g permeability coefficient k = 6.6 -10°
m/sec was multiplied by a scalar of 50 and then divided by 4). As in all numerical analyses

in this Thesis, the calibration of model parameters for this layer follows the values reported
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for Nevada sand in Table 5.3. Finally, additional local damping of 2% was considered in
the dynamic analyses in order to account for the approximately zero hysteretic damping

simulated by any constitutive model at the very small strains.
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Figure 6.48: Experimental results and model estimates of excess pore pressure ratios, ru,

at locations of pore pressure transducers P7 and P8. Data after Pamuk et al. (2007).

The structural elements, including the piles and the top-cap, were simulated also as
elastic, while their elastic moduli were chosen to be in accordance with the values of
stiffness reported by Pamuk et al. (2007). Here, it should be noted that the simulation of
piles with solid elements, as is done here, is not equivalent to their simulation with beam
elements in terms of bending stiffness. Thus, the elastic moduli of the piles were properly
adjusted, so as - for the same imposed horizontal force at their top - a common horizontal
displacement to be derived, either piles are simulated with solid or beam elements with El
= 8000 kN/m?. Specifically for the piles, G = 23.56 - 10* kPa and K = 31.31. 10* kPa were
adopted via the foregoing procedure. Moreover, an elasto-plastic interface with friction
angle equal to 36° was considered between the piles and the surrounding soil. Finally, for
the elastic simulation of the top-cap the values of G = 70.68 - 10* kPa and K = 93.93. 10*
kPa were adopted, which are 3 times larger than the respective values for the piles. Given
the lack of information for the top-cap material used in the experiment, these specific
properties were selected sufficiently large to ensure the rigidity of the connection between
pile and top-cap, without sacrificing the runtime of the analysis. Both piles and the top-cap
were simulated as practically impermeable, adopting a value of k’ equal to 10 m/sec. At

this point, it should be recognized that the numerical analysis has significant uncertainty,
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regarding all the materials utilized in this centrifuge test except from the liquefiable Nevada
sand. However, in this analysis, emphasis is given on the liquefiable sand layer and on the
response of piles’ system in it during lateral spreading, which is not expected to be
significantly affected by the uncertainties mentioned above.

Figure 6.48 presents a comparison of the time-histories of excess pore pressure
ratios, ru, between the measured values with pore pressure transducers during the
experiment and those given by the numerical analysis. Comparisons are presented for the
indicative locations of P7 (subplot 6.48a) and P8 (subplot 6.48b), which correspond to the
depth of z =- 2.85 m at the free field and between piles P1 and P2 respectively (see location
in Figure 6.46). In comparison to the experimental data, the numerical results show good
agreement, albeit the analysis estimates less intense dilation spikes than the experiment.
The measurements of excess pore pressure generation at both locations show that
liquefaction has occurred not only in the free field, but also in between the piles and this is
accurately captured by the numerical analysis. On the other hand, the ry values above 1.0
which are instantly recorded during the experiment are not captured by the model. These
recorded high ru values are probably attributed to an increase of the total stress field during
the experiment, compared to the geostatic, due to the displacement of the pile group, thus
increasing the potential for excess - pore pressure. However, while the numerical ry may
instantly acquire values slightly higher than 1.0 due to transient increase of total vertical

stresses during shaking, these values do not reach a 25% increase as shown by the data.
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Figure 6.49: Experimental results and model estimates of lateral displacements of free-
field surface and top-cap. Data after Pamuk et al. (2007).
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Subsequently, Figure 6.49 compares the time-histories of the induced lateral

displacement of the surface at the free-field (subplot 6.49a) and of the top-cap (subplot

6.49b) measured during the experiment and those given by the numerical analysis. The

lateral displacement is the result of the lateral spreading of the liquefied loose Nevada sand

layer, as already discussed in Section 6.4.1. The comparison is very satisfactory in terms

of lateral displacements in both locations throughout the shaking.
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Figure 6.50 presents a comparison of the data and the numerical results of lateral
displacements of the free-field as snapshots along the whole soil profile depth at the
locations of LVDTs 2 - 6 at the specific time moments of t = 3 sec (subplot 6.50a), 6 sec
(subplot 6.50b), 12 sec (subplot 6.50c) and 17 sec (subplot 6.50d). The comparison is
generally satisfactory, with numerical results sightly overestimating the displacements at
the lower depths and approaching them at the shallower locations, and thus showing a more

curved distribution of lateral displacement with depth.
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Figure 6.51: Experimental results and model estimates of snapshots of bending moments

along Pile 1. Data after Pamuk et al. (2007).
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Figure 6.52: Experimental results and model estimates of snapshots of bending moments

along Pile 2. Data after Pamuk et al. (2007).

Additionally, Figures 6.51 and 6.52 compare the recorded and the numerically pre-
dicted bending moments that developed along Pile 1 (Figure 6.51) and Pile 2 (Figure 6.52)
at the specific time moments of t = 3 sec (subplots 6.51a and 6.52a), 6 sec (subplots 6.51b
and 6.52b), 12 sec (subplots 6.51c and 6.52c) and 17 sec (subplots 6.51d and 6.52d). The
numerical results are derived analytically utilizing the induced lateral displacement of the
piles. The comparison is in general quite satisfactory, with numerical results estimating

both quantitatively and qualitatively well the developed moments on the piles at all depths
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and at all times. The “S” shaped distribution of the moments with depth and their high
values at the interfaces between the loose liquefied Nevada sand layer and the cemented
upper and lower sand layers are consistently captured by the analysis.

Finally, Figure 6.53 depicts a snapshot of contours of accumulated shear strains
within the soil medium at the moment of t = 17 sec and provides insight into the
deformation mechanism of the system. The soil profile has been sheared, experiencing
downslope lateral permanent displacement due to the liquefaction of the middle loose Ne-
vada sand layer. The upper cemented sand layer actually follows its underlain layer and
their relative displacement is rather limited. On the contrary, significant relative
displacement is induced between the cemented non-liquefied base sand layer which
practically has not displaced and its overlain liquefied layer that has experienced lateral
spreading. This justifies the intense shear strain accumulation at their interface. Shear strain
has also accumulated on both sides and between the piles, as a result of their movement
during shaking. The deformed mesh follows the shape of the distribution of lateral

displacement through depth, as already shown in Figure 6.50.
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Figure 6.53: Contours of accumulated shear strain (ssi in FLAC’s terminology) and
deformed mesh at the end of shaking, for the simulation of the centrifuge experiment of
Pamuk et al. (2007)

6.6  Summary

This Chapter employs the same set of values of model parameters (derived in Chapter 5)
for Nevada sand and verifies model’s simulative potential at the system level, via

comparisons with data from 9 dynamic centrifuge tests performed on the same sand. These
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tests refer to: a) the free-field response of a horizontal liquefiable layer (Model test No. 1
of VELACS Project), b) the lateral spreading response of a gently sloping liquefiable layer
(Model test No. 2 of VELACS Project), c) the seismic response of rigid foundations on a
single-layered liquefiable ground (3 tests for Model test No. 12 of VELACS Project), as
well as on a two-layered horizontal liquefiable ground (3 tests of Dashti et al., 2010b) and
d) the piles’ system response in an inclined liquefiable soil profile (Pamuk et al., 2007).
The caterories a) - ¢) are simulated in 2D (plane strain) conditions, while the category d) is
simulated in 3D conditions.

The model is proven to provide satisfactory accuracy in simulating accelerations,
excess pore pressures and (vertical and horizontal) displacements of geostructures in a
liquefaction regime, without the need of case-specific re-calibration, despite that in the
analyzed BVPs the peak acceleration varied from 0.15 g to 0.38 g, while the relative density
Dr of Nevada sand varied from 40% to 90%. Note that this accuracy is achieved with a sand
permeability value that only depends on the Dr of the sand, without resorting to
approximations of time-dependent (or possibly excess pore pressure ratio, ru -dependent)
permeability coefficient due to liquefaction, as often performed in the literature.

Additional analyses of these same BVPs show that incorporating a post-liquefaction
strain accumulation formulation leads to larger accumulated displacements of
geostructures, without this increase of displacements being overly significant. This means
that such formulations, that have started to appear in different forms in sand constitutive
models lately, are useful, but their accuracy relies on proper calibration. To be frank, their
properly-calibrated use seems not to be critical for BVPs involving liquefaction, which
means that the reliability of existing and widely used liquefaction models in the literature
without such a formulation (e.g., (Andrianopoulos et al. 2010a; Dafalias and Manzari
2004)) is not significantly undermined on the basis of this finding (e.g., (Reyes et al. 2021)).
Similarly, additional analyses of these same BVPs show that the formulation for the
appropriate updating of the rini in order to avoid stress-strain overshooting is a useful tool,
especially in the employed model in which both the elastic and the plastic strain rates are

affected by its definition. Specifically, the analyses show a differentiation of up to 20% on
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displacements, which means that the overall effect of this formulation cannot be considered
crucial for the accuracy of the numerical estimates. This conclusion is considered valid for
liquefaction-related dynamic BVPs, but cannot be generalized for other types of BVPs
(e.g., static analyses) without further study.

Given the depicted underestimation of free-field ground settlements in 1D liquefied
ground response, it should be clarified here that being of the SANISAND-type, the
proposed model is accurate in monotonic or cyclic shearing paths where non-zero
deviatoric stress ratio rates (i # 0) prevail, but under-estimates plastic strain in problems
where loading under constant stress ratio is significant (e.g., one-dimensional
consolidation). This is a limitation shared by many similar stress-ratio driven models in the
literature, that do not incorporate a double-yield mechanism, either via a closed (convex)
yield surface shape (e.g., (Taiebat and Dafalias 2008)) or via a cap (e.g., (Wang et al.
1990)). Such constitutive formulations were beyond the scope of the new constitutive
model. Despite the foregoing limitation, the verification process in this paper proves that
the proposed model is a reliable numerical tool for user-friendly performance-based design

of geostructures in a liquefaction regime.
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Chapter 7

Summary, Conclusions and Future Research Directions

7.1  Summary

In this Thesis, a new constitutive model for the simulation of the monotonic and
cyclic response of granular soils is formulated, calibrated and validated at the element and
system levels. Specifically, this research effort has two major parts: (a) the formulation of
the new constitutive model, its calibration and validation at the element level, against a
large database of experimental data and empirical relationships from the literature and (b)
its implementation in numerical codes FLAC and FLAC®P and its validation at system level,
against results from numerous dynamic centrifuge tests related to liquefaction.

The first part of the Thesis proposes a new bounding surface plasticity model
developed in conjunction with the concept of stress reversal surfaces. It is a member of the
SANISAND family of models and builds on the NTUA-SAND model, from which it
inherits constitutive concepts, like the small and medium strain nonlinearity via a Ramberg-
Osgood type formulation and a fabric evolution index for large strain response, albeit
modified. Being of the SANISAND-type, the model employs three surfaces, the bounding,
the dilatancy and the critical state surface, that take the form of homologous open cone
surfaces with apex at the stress origin, without a (small) yield surface. The aperture of these
surfaces depends on the Lode angle # and the state parameter . The model incorporates
different formulations for dilatancy in contraction and dilation. The concept of reversal
surfaces is incorporated via the updating of rini, i.e., the deviatoric stress ratio tensor value
at the last load reversal, which enters the calculations of the mapping rule and the loading
direction, the elastic moduli, the plastic modulus and the dilatancy (in contraction). As such,
the model incorporates a robust formulation for the appropriate updating of the rini in order
to avoid stress-strain overshooting, but also to establish that strain accumulation is
insignificant at very small-strain cyclic loading in accordance to the literature. Fabric-
related cumulative functions are used to scale the plastic modulus and the dilatancy (in
dilation), targeting strain accumulation with cycles. Moreover, post-liquefaction strains are

in focus, with an appropriate modification of the dilatancy function (in dilation) in the small
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mean effective stress regime. The calibration procedure of its 14 model parameters, as well
as its verification at the element level is performed for 7 granular materials from the
literature, including 5 sands and 2 gravels.

The second part of the Thesis includes the new model’s implementation in the finite-
difference codes FLAC and FLAC?®®. Its implementation as a UDM (User-Defined-Model)
routine inherits the methodology and the concepts that were used for the same
implementation of the NTUA-SAND model in the past, after proper modifications. For this
purpose, an explicit stress integration algorithm with automatic error control and a sub-
stepping technique were used. Then, the model is validated at the system level, against
dynamic problems related to seismic liquefaction. The validation is performed on the basis
of experimental results from centrifuge tests of geostructures on Nevada sand. In total, 9
different boundary value problems were examined, that fall into 4 different categories.
Specifically, the validation included the 2D seismic response of: a) a horizontal liquefiable
sand layer, b) a mildly sloping liquefiable sand layer and c) systems of shallow foundations
on different soil profiles including liquefiable sand layers and excited by different seismic
motions and finally, the 3D seismic response of a pile group in a mildly sloping soil profile
including a liquefiable sand layer. Since the utilized liquefiable sand is the same in all 9
boundary value problems, the model calibration is unique in all the examined cases, as it
was derived on the basis of laboratory data and comparisons at the element level. In
addition, the same numerical methodology (e.g., permeability coefficient, numerical

damping) is adopted in all centrifuge test simulations for a clearer model verification.

7.2 Conclusions

The main conclusions, that arise from this work, can be summarized in the following:

a)  The proposed SANISAND-type constitutive model serves as an effective numerical
tool for simulating both the monotonic and the cyclic response of granular soils, with
a unique (per soil) set of 14 model parameters irrespective of stress level, density or
loading conditions. Of these parameters, 12 are related to monotonic loading and the
last 2 are required for cyclic. Overall, 9 parameters may be directly calibrated, while

the last 5 require trial-and-error runs in a well-defined procedure.
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b)

d)

The simulative potential of the new model at element level was based on comparisons
with experimental data and empirical relations from the literature for 7 different
granular soils, that in terms of mean particle diameter Dso cover a range between
0.10-9 mm. This process included 5 sands and 2 gravels and the total number of
simulated element tests is 450. These tests cover a huge range of initial conditions,
namely: the initial mean effective stress po ranges from 33.33 to 2000 kPa, while the
initial relative density Dr from <2% to 90%.

For cyclic loading in particular, its validation at element level covers the whole range
of possible cyclic shear strains and serves as a paradigm for such procedures.
Namely, it starts from the small strain regime and the “quasi-elastic” response, for
which the calibration of elastic moduli is based on dynamic measurements, and not
the initial part of monotonic tests which underestimate their values. Then, it continues
to the medium strain regime, where an accurate accumulation of (volumetric and
shear) strains with cycles is exhibited, along with a satisfactory estimate of shear
modulus degradation and hysteretic damping increase, with the latter being
overestimated at large cyclic strains (e.g., 0.5%) as in all Masing-type models.
Finally, it concludes with the large strain regime, for which liquefaction strength and
post-liquefaction strain accumulation are well captured.

The monotonic response is captured effectively until the critical state, using the same
model parameters as in the cyclic loading conditions, at least when it comes to sands.
On the other hand, when it comes to gravels, the de-activation of fabric-related
functions (via nullifying the model parameter No) in monotonic simulations has
proven sufficient, without changing any other model parameter. Yet, further study
for gravels is required, since there are few laboratory databases in the literature that
include both monotonic and cyclic tests for the same gravel material.

The validation at system level was performed after the model implementation in
FLAC and FLAC?®P using an explicit stress integration algorithm, that proved efficient
for problems involving liquefaction. Specifically, the validation was performed via
2D and 3D simulations against data from 9 dynamic centrifuge tests (from the
literature) involving liquefaction of the same (Nevada) sand, but different soil-

structure systems. It revealed the potential of the new model in providing satisfactory
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f)

9)

h)

accuracy in simulating ground accelerations, excess pore pressures and (vertical and
horizontal) displacements of geostructures in a liquefaction regime, without the need
of problem-specific model recalibration. This accuracy is achieved despite that in the
analyzed boundary value problems the peak ground acceleration varied from 0.15 g
to 0.38 g, while the relative density Dr of the liquefiable sand varied from 40% to
90%. It should be underlined here that this unique set of model parameters was
derived on the basis of element tests on the utilized sand and not back-estimated on
the basis of the centrifuge test results. More importantly, all centrifuge test
simulations were performed without altering the numerical methodology per test
(e.g., sand permeability coefficient was a function of Dr, numerical damping of 2%).
Additional sensitivity analyses of these same boundary value problems focusing on
specific novel constitutive ingredients show that incorporating the post-liquefaction
strain accumulation formulation leads to larger accumulated displacements of
geostructures, without this increase of displacements being overly significant.
Similar analyses also show that the formulation for the appropriate updating of the
rini in order to avoid stress-strain overshooting is a useful tool, especially in the
employed model in which both the elastic and the plastic strain rates are based on its
proper updating.

As any other model, the proposed one has limitations. For example, the model is
accurate in shearing paths where non-zero deviatoric stress ratio rates prevail, but
predicts only elastic strains in problems where loading under constant stress ratio
appears (e.g., one-dimensional consolidation). This shortcoming is based on the
definition of the loading index, is common in all SANISAND-type models and its
importance was shown in the underprediction of the free-field settlement of a
horizontal liquefiable soil layer (in 1 of the 9 centrifuge tests). Accounting for plastic
strains due to such types of loading may require additional mechanisms for plastic
strain rate development (e.g., Wang et al., 1990).

Similarly, this model is, by design, unable to capture the plastic strains appearing
during effective stress principal axes rotation, due to the ensuing non-coaxiality
between the stress and the plastic strain rate tensors. Such paths may appear in

seabeds due to wave action, and for SANISAND-type models additional plastic load
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7.3

mechanisms, or multiple dilatancy and plastic modulus expressions must be
considered for this purpose, if necessary (e.g., Petalas et al., 2019)

In closing, note that the proposed model is, by design, a general-purpose constitutive
model for granular soils. Hence, its accuracy may not always be equal to that of
problem-dedicated models. For example, the accuracy of a fabric-based anisotropic
model (e.g. Papadimitriou et al., 2019) may be superior for monotonic loading, or,
similarly, the plastic strain accumulation under thousands of small-amplitude cycles
(e.g., during storm loading of offshore structures) may be better captured by
dedicated “high-cycle” models (e.g., Niemunis et al., 2005). However, the proposed
model enables the user to have satisfactory accuracy regardless of the problem at

hand and without a need for problem-specific calibration.

Future Research Directions

It has been concluded that the new constitutive model achieves quite satisfactorily its

primary purpose of serving as a general-purpose constitutive model of granular soils.

However, there is still a need for improvement. In the following, future research directions

involving the proposed model are outlined:

a)

b)

Until now, the model has been verified against fine and medium sands (Dso = 0.10 —
0.37 mm) and medium gravels (Dso = 8 - 9 mm). Hence, in the future, emphasis
should be put on verifying the model for other granular soils, like coarse grained
sands (Dso = 0.5 - 2 mm) and fine gravels (Dso = 2 - 6 mm), but also for non-plastic
silts. Additionally, emphasis should be put on sand-silt and sand-gravel mixtures, i.e.,
on granular soils that are not uniform, as those already studied herein. This task will
not be easy, since published laboratory test databases are not as rich as the ones
employed herein, which include many different types of tests on each soil.

The model has 14 model parameters, whose calibration is described in detail.
However, for practical applications their calibration is not the easiest task. The fact
that the model has already been calibrated for 7 granular soils, highlights the
sensitivity of model parameters to different soil types and may act as a guideline for
fixing some of them. Calibrating the model, as is, to more granular soils will also add

reliability to this process.
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d)

Until now, the model has been verified against dynamic centrifuge tests involving
seismic liquefaction. Hence, in the future, emphasis should be put on verifying the
model for other types of boundary value problems, not necessarily seismic and not
necessarily involving liquefaction. For example, such tests could focus on drained
response, either under static loading, or under low-frequency cyclic loading. This
task will not be easy, since published physical modeling test results on granular soils
have mostly focused historically on the problem of seismic liquefaction, but also
because the published physical tests are not accompanied by element tests allowing
proper model calibration.

Research may focus on alleviating the depicted constitutive limitations of the new
model. Possibly the most important limitation is that the model is stress-ratio driven
(as all SANISAND models). To account for plastic strains developed due constant
stress-ratio loading paths, additional mechanisms for plastic strain rate development
may be considered. The incorporation of model surfaces with a modified closed form
in multiaxial stress space, or more simply of a “cap” in addition to the existing model
surfaces may significantly contribute towards this direction (e.g., as in the models of
Wang et al., 1990).

In the same train of thought, and aiming at more accurate monotonic shear paths, the
model could consider inherent and evolving anisotropy until the unique Critical State
condition. The more robust manner in performing this task is the incorporation of the
Anisotropic Critical State Theory (ACST) of Li and Dafalias (2012). For example,
Papadimitriou et al. (2019) proposed the fabric-based anisotropic SANISAND-FR
model, but showed the pros and cons of reducing their model to an “isotropic”
SANISAND-R variant (with fewer model parameters). This juxtaposition of model
formulations may be used as a guideline for incorporating the ACST in this model.
Similarly, if principal stress axes (PSA) rotation is of importance, then additional
plastic load mechanisms, or multiple dilatancy and plastic modulus expressions must
be considered. The work of Petalas et al. (2019) in proposing the SANISAND-FN
model that accounts for PSA rotation, in juxtaposition to the simpler SANISAND-F
model Petalas et al. (2020) that does not include a PSA rotation formulation, may be

used as a guideline for this purpose.
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Appendix

This Appendix presents Tables A1 — A9 that summarize the information about the
laboratory tests employed in the model validation process in Chapter 5. This information
includes the sand name, the type of test and its initial conditions in terms of void ratio eo,

axial effective stress oa,0, mean effective stress po and state parameter yo.

Table Al: Initial conditions of tests used in model validation process for Toyoura sand

against experimental data.

Figure Initial void In|t|_al axial Initial mean Initial state
Sand Test* . effective stress, . parameter,
No. ratio, eo oy effective stress, po Vo
513 Toyoura DM/TC  0.831 100 100 (Ko =1) -0.084
513 Toyoura DM/TC  0.917 100 100 (Ko =1) 0.002
513 Toyoura DM/TC  0.996 100 100 (Ko =1) 0.081
513 Toyoura DM/TC  0.810 500 500 (Ko =1) -0.066
513 Toyoura DM/TC  0.886 500 500 (Ko =1) 0.010
513 Toyoura DM/TC  0.960 500 500 (Ko =1) 0.084
Toyoura  DM/TS 0.674 200 113.33 (Ko = -0.239
514 0.350%*)
514 Toyoura  DMI/TS 0.798 100 61 (Ko=0.415**) -0.123
Toyoura  DM/TS  0.797 200 121.87 (Ko = -0.115
514 0.414%%)
515 Toyoura UM/TC  0.735 100 100 (Ko =1) -0.180
515 Toyoura UM/TC  0.735 1000 1000 (Ko =1) -0.105
515 Toyoura UM/TC  0.735 2000 2000 (Ko =1) -0.046
515 Toyoura UM/TC  0.833 100 100 (Ko =1) -0.082
515 Toyoura UM/TC  0.833 1000 1000 (Ko =1) -0.007
515 Toyoura UM/TC  0.833 2000 2000 (Ko =1) 0.052
516 Toyoura UM/SS  0.804 100 100 (Ko =1) -0.111
516 Toyoura  UMI/SS 0.816 100 100 (Ko =1) -0.099
516 Toyoura UM/SS  0.844 100 100 (Ko =1) -0.071
516 Toyoura UM/SS  0.876 100 100 (Ko =1) -0.039
516 Toyoura UM/SS  0.863 100 100 (Ko =1) -0.052
516  Toyoura UM/SS  0.888 100 100 (Ko =1) -0.027
517 Toyoura UCyc/TS 0.736 100 100 (Ko =1) -0.179
518 Toyoura UCyc/TX 0.754 100 100 (Ko =1) -0.161
519 Toyoura UCyc/TX 0.811 100 100 (Ko =1) -0.104
519 Toyoura UCyc/TX 0.756 100 100 (Ko =1) -0.159
519 Toyoura UCyc/TX 0.691 100 100 (Ko =1) -0.224

*DM: Drained monotonic, UM: Undrained monotonic, DCyc: Drained cyclic, UCyc:
Undrained cyclic

TC: Triaxial compression, TX: Triaxial, TS: Torsional shear, SS: Simple shear

** Ko = 0.526e0 according to Pradhan et al. (1988)
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Table A2: Initial conditions of tests used in model validation process for Toyoura sand

against empirical relations.

Figure I_nitial_ Initi_al axial Initial mean Initial state
Sand Test* void ratio, effective stress, . parameter,

No. e a0 effective stress, po Vo

520 Toyoura UCyc/TX 0.811 100 100 (Ko =1) -0.104
520 Toyoura UCyc/TX 0.811 200 200 (Ko =1) -0.092
520 Toyoura UCyc/TX 0.811 400 400 (Ko =1) -0.073
520 Toyoura UCyc/TX 0.756 100 100 (Ko =1) -0.159
520 Toyoura UCyc/TX 0.756 200 200 (Ko =1) -0.147
520 Toyoura UCyc/TX 0.756 400 400 (Ko =1) -0.128
520 Toyoura UCyc/TX 0.691 100 100 (Ko =1) -0.224
520 Toyoura UCyc/TX 0.691 200 200 (Ko =1) -0.212
520 Toyoura UCyc/TX 0.691 400 400 (Ko =1) -0.193
520 Toyoura UCyc/SS 0.811 100 100 (Ko =1) -0.104
520 Toyoura UCyc/SS 0.811 200 200 (Ko =1) -0.092
520 Toyoura UCyc/SS 0.811 400 400 (Ko =1) -0.073
520 Toyoura UCyc/SS 0.756 100 100 (Ko =1) -0.159
520 Toyoura UCyc/SS 0.756 200 200 (Ko =1) -0.147
520 Toyoura UCyc/SS 0.756 400 400 (Ko =1) -0.128
520 Toyoura UCyc/SS 0.691 100 100 (Ko =1) -0.224
520 Toyoura UCyc/SS 0.691 200 200 (Ko =1) -0.212
520 Toyoura UCyc/SS 0.691 400 400 (Ko =1) -0.193
521 Toyoura DCyc/SS 0.756 100 100 (Ko =1) -0.159
521 Toyoura DCyc/SS 0.756 1000 1000 (Ko =1) -0.084
522 Toyoura DCyc/SS 0.829 100 66.67 (Ko =0.50)  -0.091
522 Toyoura DCyc/SS 0.683 100 66.67 (Ko =0.50)  -0.237
523 Toyoura DCyc/TX 0.829 246.67 200 (grx.o/po =0.35) -0.074
5.23 Toyoura DCyc/TX 0.756 246.67 200 (grx.o/po =0.35) -0.147
5.23 Toyoura DCyc/TX 0.683 246.67 200 (grx.o/po =0.35) -0.220
523 Toyoura DCyc/TX 0.829 300 200 (grx.o/po =0.75) -0.074
523 Toyoura DCyc/TX 0.756 300 200 (grx.0o/po =0.75) -0.147
5.23 Toyoura DCyc/TX 0.683 300 200 (grx,o/po =0.75) -0.220

*DCyc: Drained cyclic; UCyc

: Undrained cyclic; TX: Triaxial; SS: Simple shear
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Table A3: Initial conditions of tests used in model validation process for Ottawa-F65 sand

against experimental data.

Figure Initial void Initial axial Initial mean Initial state
Sand Test* X effective stress, . parameter,
No. ratio, eo s effective stress, po .
5.25 Ottawa-F65 DM/TC  0.585 100 100 (Ko =1) -0.205
5.25 Ottawa-F65 DM/TC  0.585 200 200 (Ko =1) -0.192
5.25 Ottawa-F65 DM/TC  0.585 300 300 (Ko =1) -0.180
5.25 Ottawa-F65 DM/TC  0.604 100 100 (Ko =1) -0.186
5.25 Ottawa-F65 DM/TC  0.604 200 200 (Ko =1) -0.173
5.25 Ottawa-F65 DM/TC  0.604 300 300 (Ko =1) -0.161
5.26 Ottawa-F65 UCyc/TX 0.585 100 100 (Ko =1) -0.205
5.27 Ottawa-F65 UCyc/TS  0.590 100 100 (Ko =1) -0.200
5.28 Ottawa-F65 UCyc/TX 0.585 100 100 (Ko =1) -0.205
5.28 Ottawa-F65 UCyc/TX 0.542 100 100 (Ko =1) -0.248

Table A4: Initial conditions of tests used in model validation process for Ottawa-F65 sand

against empirical relations.

.. .. . Initial
Figure I.mt'al. Inlt!al aial Initial mean state
Sand Test* void ratio, effective stress, .

No. effective stress, po parameter,

€o 0a0 Vo
5.29 Ottawa-F65 UCyc/TX 0.640 100 100 (Ko =1) -0.150
5.29 Ottawa-F65 UCyc/TX 0.640 200 200 (Ko =1) -0.137
5.29 Ottawa-F65 UCyc/TX 0.640 400 400 (Ko =1) -0.114
5.29 Ottawa-F65 UCyc/TX 0.585 100 100 (Ko =1) -0.205
5.29 Ottawa-F65 UCyc/TX 0.585 200 200 (Ko =1) -0.192
5.29 Ottawa-F65 UCyc/TX 0.585 400 400 (Ko =1) -0.169
5.29 Ottawa-F65 UCyc/TX 0.542 100 100 (Ko =1) -0.248
5.29 Ottawa-F65 UCyc/TX 0.542 200 200 (Ko =1) -0.235
5.29 Ottawa-F65 UCyc/TX 0.542 400 400 (Ko =1) -0.212
5.30 Ottawa-F65 DCyc/SS 0.590 100 100 (Ko =1) -0.200
5.30 Ottawa-F65 DCyc/SS 0.590 1000 1000 (Ko =1) -0.109
5.31 Ottawa-F65 DCyc/SS 0.640 100 66.67 (Ko =0.50) -0.155
5.31 Ottawa-F65 DCyc/SS 0.542 100 66.67 (Ko =0.50) -0.253
5.32 Ottawa-F65 DCyc/TX 0.640 246.67 200 (gTx,0/po =0.35) -0.137
5.32 Ottawa-F65 DCyc/TX 0.585 246.67 200 (grtx.0/po =0.35) -0.192
5.32 Ottawa-F65 DCyc/TX 0.542 246.67 200 (grx,o/po =0.35) -0.235
5.32 Ottawa-F65 DCyc/TX 0.640 300 200 (grx,0/po =0.75) -0.137
5.32 Ottawa-F65 DCyc/TX 0.585 300 200 (grx,0o/po =0.75) -0.192
5.32 Ottawa-F65 DCyc/TX 0.542 300 200 (grx,0o/po =0.75) -0.235
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Table A5: Initial conditions of tests used in model validation process for Nevada sand against

experimental data.

Figure Initial void Initial axial Initial mean Initial state
Sand Test* X effective stress, . parameter,

No. ratio, eo s effective stress, po .

534  Nevada UM/TC  0.736 40 40 (Ko =1) -0.073
534 Nevada UM/TC 0.729 80 80 (Ko =1) -0.070
5.34  Nevada UMTC  0.725 160 160 (Ko =1) -0.064
534 Nevada UM/TC 0.660 40 40(Ko =1) -0.149
534 Nevada UM/TC 0.657 80 80 (Ko =1) -0.142
534 Nevada UM/TC 0.649 160 160 (Ko =1) -0.140
535 Nevada UCyc/SS 0.727 160 96 (Ko =0.40) -0.070
535 Nevada UCyc/SS 0.655 160 96 (Ko =0.40) -0.142
536 Nevada UCyc/SS 0.724 100 60 (Ko =0.40) -0.079
536 Nevada UCyc/SS 0.655 100 60 (Ko =0.40) -0.148
536 Nevada UCyc/SS 0.549 100 60 (Ko =0.40) -0.254
536  Nevada UCyc/SS 0.727 160 96 (Ko =0.40) -0.070
536 Nevada UCyc/SS 0.725 160 96 (Ko =0.40) -0.072
536 Nevada UCyc/SS 0.719 80 48 (Ko =0.40) -0.087
536 Nevada UCyc/SS 0.715 80 48 (Ko =0.40) -0.091
536 Nevada UCyc/SS 0.723 160 96 (Ko =0.40) -0.074
536 Nevada UCyc/SS 0.732 160 96 (Ko =0.40) -0.065
536 Nevada UCyc/SS 0.727 160 96 (Ko =0.40) -0.070
536  Nevada UCyc/SS 0.650 80 48 (Ko =0.40) -0.156
536 Nevada UCyc/SS 0.652 80 48 (Ko =0.40) -0.154
536 Nevada UCyc/SS 0.656 160 96 (Ko =0.40) -0.141
536 Nevada UCyc/SS 0.661 160 96 (Ko =0.40) -0.136
536 Nevada UCyc/SS 0.655 160 96 (Ko =0.40) -0.142
536 Nevada UCyc/SS 0.654 160 96 (Ko =0.40) -0.143
536 Nevada UCyc/SS  0.655 160 96 (Ko =0.40) -0.142
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Table A6: Initial conditions of tests used in model validation process for Nevada sand against

empirical relations.

. . . Initial
Figure I_n|t|al_ In|t|_a| axial Initial mean state
Sand Test* void ratio, effective stress, .

No. effective stress, po parameter,

€o 0a,0 Vo
537 Nevada UCyc/TX 0.737 100 100 (Ko =1) -0.059
537 Nevada UCyc/TX 0.737 200 200 (Ko =1) -0.048
537 Nevada UCyc/TX 0.737 400 400 (Ko =1) -0.035
537 Nevada UCyc/TX 0.661 100 100 (Ko =1) -0.135
537 Nevada UCyc/TX 0.661 200 200 (Ko =1) -0.124
537 Nevada UCyc/TX 0.661 400 400 (Ko =1) -0.111
537 Nevada UCyc/TX 0.585 100 100 (Ko =1) -0.211
537 Nevada UCyc/TX 0.585 200 200 (Ko =1) -0.200
537 Nevada UCyc/TX 0.585 400 400 (Ko =1) -0.184
538 Nevada DCyc/SS 0.737 80 80(Ko =1) -0.063
538 Nevada DCyc/SS 0.664 80 80 (Ko =1) -0.138
539 Nevada DCyc/SS 0.737 100 66.67 (Ko =0.50)  -0.065
539 Nevada DCyc/SS 0.585 100 66.67 (Ko =0.50)  -0.217
540 Nevada DCyc/TX 0.737 246.67 200 (grx.o/po =0.35) -0.048
540 Nevada DCyc/TX 0.661 246.67 200 (grx.o/po =0.35) -0.124
540 Nevada DCyc/TX 0.585 246.67 200 (grx.o/po =0.35) -0.200
540 Nevada DCyc/TX 0.737 300 200 (grx.o/po =0.75) -0.048
540 Nevada DCyc/TX 0.661 300 200 (grx.o/po =0.75) -0.124
540 Nevada DCyc/TX 0.585 300 200 (grx.o/po =0.75)  -0.200

Table A7: Initial conditions of tests used in model validation process for M31 sand against

experimental data.

Figure Initial void Initial axial Initial mean Initial state
Sand Test* - effective stress, . parameter,
No. ratio, eo oy effective stress, po .
5.42 M31 DM/TC  0.710 200 200 (Ko =1) -0.042
5.42 M31 DM/TC  0.717 300 300 (Ko =1) -0.028
5.42 M31 DM/TC 0.691 500 500 (Ko =1) -0.044
5.42 M31 DM/TC 0.676 700 700 (Ko =1) -0.050
5.43 M31 UM/TC 0.708 300 300 (Ko =1) -0.037
5.43 M31 UM/TC  0.681 1000 1000 (Ko =1) -0.033
5.43 M31 UM/TC  0.661 2000 2000 (Ko =1) -0.020
5.44 M31 UCyc/TX 0.633 200 200 (Ko =1) -0.119
5.45 M31 UCyc/TX 0.742 200 200 (Ko =1) -0.010
5.46 M31 UCyc/TX  0.653 100 100 (Ko =1) -0.106
5.46 M31 UCyc/TX  0.650 100 100 (Ko =1) -0.109
5.46 M31 UCyc/TX 0.633 200 200 (Ko =1) -0.119
5.46 M31 UCyc/TX  0.653 200 200 (Ko =1) -0.099
5.46 M31 UCyc/TX 0.649 200 200 (Ko =1) -0.103
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Table A8: Initial conditions of tests used in model validation process for Monterey sand against

experimental data.

Figure Initial void Initial axial Initial mean Initial state
g Sand Test* X effective stress, . parameter,
No. ratio, €o o effective stress, po

a,0 o
5.48 Monterey UCyc/SS  0.610 80 53.33 (Ko =0.50)  -0.312

Table A9: Initial conditions of tests used in model validation process for Pea gravels against

experimental data.

Figure Initial void Inltl_al axial Initial mean Initial state
Sand Test* - effective stress, . parameter,
No. ratio, eo oy effective stress, po Vo
550 Peagravels UM/SS 0.685 100 66.67 (Ko =0.50)  -0.027
550 Peagravels UM/SS  0.681 200 133.33 (Ko =0.50) -0.006
550 Peagravels UM/SS 0.682 400 267.67 (Ko =0.50)  0.095
550 Peagravels UM/SS  0.592 100 66.67 (Ko =0.50)  -0.120
550 Peagravels UM/SS  0.598 200 133.33 (Ko =0.50) -0.089
550 Peagravels UM/SS  0.593 400 267.67 (Ko =0.50)  0.006
551 Peagravels UCyc//SS 0.686 100 66.67 (Ko =0.50)  -0.026
5.52 Peagravels UCyc//SS 0.680 50 33.33 (Ko =0.50)  -0.038
552 Peagravels UCyc//SS 0.680 100 66.67 (Ko =0.50)  -0.032
5.52 Peagravels UCyc//SS 0.681 100 66.67 (Ko =0.50)  -0.031
552 Peagravels UCyc//SS 0.684 100 66.67 (Ko =0.50)  -0.028
5.52 Peagravels UCyc//SS 0.589 50 33.33 (Ko =0.50)  -0.129
5.52 Peagravels UCyc//SS 0.589 100 66.67 (Ko =0.50)  -0.123
5.52 Peagravels UCyc//SS 0.590 100 66.67 (Ko =0.50)  -0.122
5.52 Peagravels UCyc//SS 0.599 100 66.67 (Ko =0.50)  -0.113
5.52 Peagravels UCyc//SS 0.602 100 66.67 (Ko =0.50) -0.110

Table A10: Initial conditions of tests used in model validation process for CSL8 gravels against

experimental data.

Figure Initial void Inltl_al axial Initial mean Initial state
Sand Test* X effective stress, . parameter,
No. ratio, eo o effective stress, po Vo
554 CSL8gravels UM/SS  0.738 50 33.33 (Ko =0.50)  -0.086
5.54 CSL8gravels UM/SS  0.756 100 66.67 (Ko =0.50)  -0.065
5.54 CSL8gravels UM/SS  0.747 200 133.33 (Ko =0.50)  -0.062
5.54 CSL8gravels UM/SS  0.748 400 267.67 (Ko =0.50) -0.014
554 CSL8gravels UM/SS  0.572 50 33.33 (Ko =0.50)  -0.252
5.54 CSL8gravels UM/SS  0.575 100 66.67 (Ko =0.50)  -0.246
5.54 CSL8gravels UM/SS  0.569 200 133.33 (Ko =0.50)  -0.240
554 CSL8gravels UM/SS  0.574 400 267.67 (Ko =0.50) -0.188
5.55 CSL8 gravels UCyc//SS  0.755 100 66.67 (Ko =0.50)  -0.066
5.55 CSL8 gravels UCyc//SS  0.755 100 66.67 (Ko =0.50)  -0.066
5.55 CSL8 gravels UCyc//SS  0.755 50 33.33 (Ko =0.50)  -0.066
5.55 CSL8 gravels UCyc//SS 0.751 100 66.67 (Ko =0.50)  -0.070
.55 CSL8 gravels UCyc//SS  0.581 100 66.67 (Ko =0.50)  -0.240
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