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Prologue

This doctoral dissertation is an outcome of research carried out in the Control and Decision
Laboratory (CDL) of the School of Electrical and Computer Engineering (ECE), NTUA,
under the supervision of Professor GP Papavasilopoulos, from October 2016 to June 2022.

The object of the dissertation is the study of applications of game theory in decentralized,
interconnected dynamical systems, modelled with graph theoretic tools. At the same time,
control protocols for finite-time consensus, secure consensus and decentralized optimization
in such systems were studied.

The applications studied include, at first, the study of the effect of manipulative behaviors
in social choice procedures, such as elections, and their limitation through the redesign of
the network topology. The initial results of this study were presented at the AMASES 2018
conference, in Naples, while the overall results of this study were published in the scientific
Journal of the Franklin Institute, Elsevier, in March 2022.

Secondly, social distancing during the outbreak of an epidemic was modeled and studied
as a game among the members of a community, taking into account two different types of
information available to the decision makers. This work has been submitted in the scientific
journal Computer Methods and Programs in Biomedicine Update, Elsevier, and is currently
under revision. In parallel, dynamic games of social distancing with asymmetric solutions
were studied and the results were published in the scientific journal Dynamic Games and
Applications, Springer, in October 2021. Furthermore, the effect of equity constraints on
social distancing and on the spread of the epidemic was analysed and it was shown that
inequality aversion affects the spread of an epidemic. This work has been submitted for
publication in the scientific journal Applied Mathematics and Computation, Elsevier, and is
currently under revision.

Thirdly, a stochastic consensus protocol was introduced and proved to converge almost-
surely in finite time. The results of this study will be submitted for publication in the
scientific journal IEEE Transactions on Circuits and Systems, in July 2022. At the same
time, decentralized optimization protocols and secure communication protocols in multiagent

systems were studied. A paper on decentralized optimization protocols will be published in
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the scientific journal IEEE Transactions on Automatic Control in August 2022, while the
study of secure communication protocols is in progress.

This dissertation includes the game theoretic applications on the study of manipulative
behaviors in a social choice procedure and on the study of social distancing with different
information available to the agents and the application which studies the finite-time stochastic
consensus protocol.

The elaboration, writing and publication of all the aforementioned research works and
the completion of my doctoral research was a long and demanding process that would not
have been completed without the contribution and support of many remarkable scientists and
people. I would therefore like to thank all those who contributed directly or indirectly to my
research.

First of all, I would like to thank my supervisor, prof. George Papavasilopoulos, for
the scientific guidance and the insightful discussions we had, especially at the beginning of
my doctoral research, as well as for the freedom of choice he gave me both in terms of the
content and of the way that this research was finally conducted. It is worth mentioning that |
realized the value of many of his suggestions quite late, but I am now convinced about their
validity and I have to thank him.

In particular, I would like to thank the lecturer of the school and member of the advisory
committee Mr. Charalambos Psillakis, as well as, Dr. Ioannis Kordonis and Athanasios
Gessoulis, who were my closest research collaborators during these years. Most of the
scientific research I have done, including the research contained in this dissertation, has been
done in collaboration with these scientists. Apart from being excellent scientists, I would
like to emphasize that they are amazing people and working with them was an experience
that contributed significantly both to my scientific and personal development.

Moreover, my colleagues in the Control and Decision Laboratory should be included
in the people that contributed to my research. I am referring to my friend and collaborator
Spyros Patmanidis, that we spent a lot of time together in the laboratory and we tried to
collaborate on our common research interests, as well as Nikos Chrysanthopoulos, Nancy
Zlatinski, Elena Sarri and Nasos Vassilakis with whom we worked on similar subjects, we
had many interesting discussions and we shared a great working environment. I also thank
the professor of Polytechnique Montreal, Mr. Roland Malhamé for our brief collaboration,
our interesting discussions and his invitation for collaboration at Polytechnique Montreal,
which unfortunately did not take place.

I would like also to make a special mention to two mathematicians. The first one, is the
professor of the School of Applied Mathematics and Physics, Mr. Spyros Argyros, who I

would like to thank for the opportunity he gave me at the beginning of my scientific career to
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collaborate with him and thus be able to get a glimpse of the fascinating world of theoretical
mathematics and in particular of functional analysis. The second one that I would like
to thank is one of my teachers in secondary education, Mr. Konstantinos Boutsikos, who
instilled in me a love for mathematics, which was probably the motivation and the starting
point for my research activity.

All the aforementioned people undoubtedly contributed to my research, however, that
research would not be feasible if there were not some people who supported me, helped
me to face all my personal problems and guaranteed me a good quality of life, so that |
can continue my research. I am referring to my parents Eleni and Panagiotis, to my brother
Dimitris and to all my friends who stood by me all these years. I thank them all warmly, their

contribution is definitely invaluable.

ATHANASIOS RAFAIL LAGOS
December 2022






Abstract

In this thesis, game theoretic and control methods have been applied in problems arising in
decentralised networked systems. Three applications have been considered. The first deals
with opinion dynamics and manipulation in social networks. The second is related to the
spontaneous response of a population to an epidemic outbreak through social distancing. The
third introduces a stochastic consensus protocol for finite-time coordination of agents with
high-order dynamics. In these three applications, the structure of the system is interconnected,
the agents possess some kind of intelligence and act in a decentralised way. So, either game
situations arise and the equilibria are studied or decentralised control protocols are necessary
to achieve some collective goal.

In the first application, a social choice procedure is modeled as a Nash game among the
agents. The agents are communicating with each other through a communication network e.g.,
a social network, modeled by an undirected graph and their opinions follow a dynamic rule
modelling conformity. The agents’ criteria for this game are describing a trade off between
self-consistent and manipulative behaviors. Their best response strategies are resulting in a
dynamic rule for their actions. The stability properties of these dynamics are studied. In the
case of instability, which arises when the agents are highly manipulative, the stabilization of
these dynamics through the design of the network topology is formulated as a constrained
integer programming problem. The constraints have the form of a Bilinear Matrix Inequality
(BMI), which is known to result in a nonconvex feasible set in the general case. To deal with
this problem a genetic algorithm, which uses a Linear Matrix Inequality (LMI) solver during
the selection procedure, is designed.

The second application deals with the choice of a population to apply social distancing,
which is modeled as a Nash game where the agents determine their social interactions. The
interconnections among the agents are modeled by a network. The information available
to the agents plays a crucial role. Two information patterns are examined, the case that the
agents know exactly the health states of their neighbors and the case they have only statistical
information for the global prevalence of the epidemic. The agents are considered to be
myopic, and thus, the Nash equilibria of static games for each day are studied. The Nash

equilibria are characterized and algorithms are introduced to compute them. Moreover, the
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effects of the network structure, the virus transmissibility, the number of vulnerable agents,
the health care system capacity and the information quality (fake news) are examined through
simulations.

In the third application a novel stochastic minimum-maximum consensus protocol is
introduced and analyzed. The stochastic mixing and the low computational effort make
this protocol well suited for secure consensus in cyber-physical systems, composed by
autonomous agents with limited resources. It is proven that the protocol converges almost-
surely in finite time. Furthermore, the application of the stochastic consensus protocol
coupled with a finite-time control law on a distributed system of agents with high-order
dynamics is considered and it is proven that the agents’ states converge in finite time. Finally,
simulations showing the efficiency of this decentralised finite-time control scheme on double-
integrator agents are presented.

Keywords: Networked Systems; Multiagent Systems; Games on Networks; Nash Games;
Opinion dynamics; Epidemics on Networks; Finite-time Consensus; Network Topology
Design; Genetic Algorithms; Stochastic Algorithms; Information Patterns.



Summary in Greek

Avtixeipevo tng moapoloag BidoxTopAC BlatEBhC eivon 1 UEAETN TEOBANUATWY Tou £U-
paviCovTon OE TOAUTPUXTOPIXE CUCTHUNTA, UE EUPAUCT) OF TEOBAAUATA UTOXEVIPWUEVNS
Mne amodoewy.

H peydn e€dniowon cOvIeTev amoxevTpwUévemy, ahhd SLUGUVOEDEUEVLY, GUCTNUATODVY
o€ TOMAG TEB0L, OTWE OL TNAETUXOWVWVIES, 1) EVERYELY, 1) ETUONULOAOY LN, Tol XOWVWVIXE BixTUY
%0, ebvon yopoxtneloTxd e enoyng poc. H toyela avdmtuln twv TnAETXove:voxy
TEYVOROYLWY, TWV EVOWUATWUEVLY CUCTNUATOV X TV UXPOUTONOYIOTMY GUVERAAE OE
oUTO, xS TAEOV Ol TEQIGOOTERES GUOKEVES BLIETOUY BUVATOTNTES BIUCUVOESTNC, AAASL
X0l GTOLYELWOT] EVQULNL, UTO TNV EVVOLAL TOV OLUUECIIWY UTOAOYLOTIXMY TOPMY, XUl G EX
TOUTOU UTOPOUV VO CLVERYAOTOUY al Vo emiteEAécouy cOvieTeg Aettoupyiec o eninedo
CUCTAUATOC.

E€aitioc autod Tou Yetaoyuatiopod TS TAEIOVOTNTIC TV CUCTNUATWY OE OTOXE-
VTPWUEVA Xt TEQITAOXA CUOTAUNTA HE OXTUAXT TOTOAOY{O avaxOTTOUY OPXETES VEEQ
TEOXANOELC X0 TEOPBAAUAT OO0V apopd oTNY oYEdlacY| Toug xat TNV AetTovpyia Toug.
Tétolec mpoxhfoelg eivol 1) ATOXEVTRWUEVT QUCT| TOU GUG TAUATOS, 1) TOAUTAOXOTNTO TV
OANAETUORACEWY UETAL) TV AELTOURYIXMY GTOLYEIY TOU, 1) AVOUOLOYEVELN TGV GTOLYE-
lwv autoy, N acvuueteio Tng dtadEowung TAnpogoplag o auTd X.o.

ITpo¢ AVTETOTION QUTOY TWV TEOXAACEWY, VEX AAAY xat 101 uTdpyovto Yewpentixd
HOVTEAD xoi €QYUAElN ETOTEUTEVOVTOL YioL TNV UOVIEAOTOINGT %ok TNV avdAuoT) QTG
TWY CUOTNUATWY. LUYXEXPWEVA, VewenTnd cpyoheio and TS TEPLOYEC TOU UTOUMTOU
ehéyyou, Tng Vewplag yedpwy xou dixtimy, Tng Yewplag monyvieny xa tng BeAtiotonolnong
£QoEUOLOVTAL XATA XOPOV OE QUTHY TNV EVERYY| EQEUVNTIXT| TEQLOYT).

LT oLYXEXEWEVT SLaTEBN, Ol PEAETEC E0TIALOUV GTNY YOVIEAOTOMGCT Xo OVAAUGCT)
TOAUTRUXTOPWWY GUGTNUATWY. To cuoThuaTa autd yopaxtneilovton and eupuelc xou-
Boug, TwV onolwY 1) CUUTERLPOET LOVTEROTIOLELTAL ATtO XATOLoL XAUTAAANAT, duvoxr|. TTapa-
OElyUoTa TETOLWY CUCTNUATOLY elvol GURAVY antd PouToT, dixTua aoUNTHPwWY, UXEOdIXTUY
(evépyelag), xowvwvixd dixtua x.o. Boaoixd TATNUa TV UEAETHOV GE TONUTEUTXOPIXY GU-

oTHUTA, oL omoleg TeEpthaBdvovTal 6TV OLaTELfT, Elvon oL ATOXEVTEWUEVES dLadixacieg



Xiv Summary in Greek

Mg amogdoewy, Yo THY avdIAUoT TwV OTolwY EToTEATEDOVTOL TEYVIXES TNE Vewplog
Touyviwy xan Tou autoudTou ehéyyou. Ouctactixd, ta xowd autd Vewpnuxd cpyohe-
lo amoTteA0lV TOV CUVDETIXG Xpix0o avdusoa ota uépn Tng SlTedhc, To omola apopoLY
EQUPUOYES OE OLUPOPETIXS TEDL.

Or eappoyéc mou mapouctdlovton ota Tela Sloxettd Uéen Tng dlatpBhc apopolv:

* oty oyedlaon Tonoroyiug BixTOOU UE GTOYO TOV TEPLOPIOUO YELPUYWYNTIXWY CU-

UTIEQLPORMY XUTE T1) OLAEXELDL Lo DLUdWAGTAG XOWVWVIXAG ETLAOYYC

* OTNV UOVIEAOTIOMGT TNG XOWWVIXNG UTOC TUCLOTOINONG XAUTA T OLIEXELN UG ETiL-
onuioc we matyvio YETOEY TV YeEA®Y evOg TANYUOHOD, UE WIUTERT EUQOoT) GTOV
e6ho TNg dlodéaiung TAnpogopiag

* otV AvdAuoT EVOS GTOYACTIXOU TEWTOXOMAOL OpOYWVIaS, TO oTolo amodeLxveE-
Ton OTL oUYXAivEL oY EBOV-LBERona OE TETEQPUOUEVO YPOVO, XaL OTNY oYedlaon evog
ATOXEVTPWUEVOL VOUOU EAEYYOU YLo TOAUTEAXTOPLXA GUC THUATO UE GTOYO TNV GU-

VEVVONOT) OE TENEQUOUEVO YEOVO

Y1ic axdhovleg UTOEVOTNTES AUTOV TOU ELOUY WYXV XeQulatou, TopouctdlovTal Gu-
VOTTIXG. TOL LOVTEA, OL TEYVIXES X0 TOL AMOTEAECUOTA TNG EPELVAC TIOU TR YA TOTOLAYNXE

Tl TWV CUYHEXPWIEVLY EQPUDUOY V.

Meépog 1: Yyedloon Tonoroylag diXTOOU UE GTOYO TOV TEPLOPLOUS YELRUY LY NTIXODY

GUUTIEQLPORMY XU TE T1) SLEEXELOL Lo OLadIXaciog XOWWVIXTG ETLAOY S

H mpdtn depotinn evotnra mou yeketivnxe oyetileton ue povtéha diddoone amddenmy
oe AR xou MPne amogpdoewy ot pior Stadixacion xowwvixic emhoyAc (T.y. exhoyés),
OTOU Ol TUUXTEG €Y0LV YEWRAYOYNTIXES ouuTEpLpopés. Eloutiog twv ouunepLpopmy ou-
TV 0L BUVIUIXES TWV TouxXTwY elvar actadelc oe oplouévec Tepimtwoelc. ¢ ex To0TOoL,
uehetAdnxe 1 enoavacyedlaon tng Tomoloyiag Tou BIxTOOU UE GTOYO TNV ATOPUYY| TV
AO TUIELDY QUTOV.

Yuyrexpuéva, yioo ta wovtéla dLddoong andeny xar Adng anogpdocwy évououa
otédnxe 1 epevvnTny| epyooia [38], mou pehetd éva Taly Vo OTOU oL TUXTES €YOUV YEL-
EAYOYNTIXEC CUUTEQLPORES. LTNV TopoUGH UEAETH ENAUEACAUUE TO LOVTELO TNE Epyaoiog

TS VewpvTog TK oL amdels Twv TauxToy eéeMocovton duvoutxd. Ot BUVIUIXES TV
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AMOPEWY TV TOUXTWV UOVIEAOTOOUY TO (PULVOUEVO TNG ETLEPOYTG AT6 TIC ATMOPES TeV
YELTOVOY TOUC Xo TG 6UYXAONE O %dmolo onpeio cuupwviag. Ot TEdEelc Twy Toux Ty
TEOXUTITOUY 0¢ oL BéATIoTeg amoxpioelc Toug (best responses) 6Tl TEAZE TWY YELTOVGWY
TOUG, UE Bdon To aTopd Toug XELThpla, ol omoleg odrnyolv oe €va onueio ooppomiog
Nash. Ta xpitrptar TV TUXTOV LOVTEAOTOO0V APEVOS TNV CUVETELN TV TRUEEWMY TOUG
UE TIC amOPES TOUG Xou apeTEQOU TNV emiupia TOUC Vo EMNEEACOUY TO OTOTEAECUA TNG
OLodactog XOWWVIXHG ETAOYAS TEOG OPEAOS TOUG YELRUYWYWOVTIS TOUS YEITOVES TOUG.

And Tic oLleLYREVES BUVUUIXES TV ATOEWY XaL TV TEALEWY TWV TUXTOV, TOU
TEOXUTTOLY OTLG TEPLY PUPTHE TOQUTAVE, XATUATYOUUE GE EVoL GUOTNHO BEUTERUS TUCEWC.
H evotdieio Tou cuyxexpevou cuoTAUATOG PEAETHUTXE Xou 0OVTMaY taveEg cuVINeES
OOTE oL duVoXES Vo efvan eucTadelc. Ot cUVITIXEC AUTEC BLATUTOVOVTOL (G Lo OVIGOTNTOL
TWVAXWY, To 0ploUaTo TwV oTolwy eCUPTOVTOL OTO TIC TOPUUETEOUS TOU LOVTIEAOTIOLOUY
TOGO YELRUYOYNTXOL Elvo oL TaXTES Xt amd TNV ToToAoYIa TOU BXTUOU.

Eloutiag authc g e€dptnong 1 tomohoyia Tou dixthou Yewphinxe wg oyedloo Tixy
TOUEAPETEOS UE OTOYO Vo ATOPeUY IOV oL 0o TAVELEG OTIC DUVOIXES TGV TAULXTMY - OL OTO-
{ec umopoLy va epuNVELTOLY WS YAUVOUEVI XOWVWVIXYC TOAWONG 1) xaL oUyxpouong. 'Etol
ototuTedUNe Eva TEOBANUL oY EdiooNE TNG TOTOAOY(C TOU BIXTOOU MHOTE OL BUVIUIXES VA
etvan euotadeic. To mpdPAnuo autd etvan TeéBAnua cuvduac Tixg BeATioToToiNoNG UE TE-
PLOPLOUOUE U XUPTOUS S TEOC TIC UETABANTEC andgacels. Autéd amodelydnxe avdywvTog
TOUG TEPLOPLOKOUE G Wior Buypauuixh oviootnta Tvéxwy (Bilinear Matrix Inequality), mou
ebvon un xwpth. ¢ TéTol0 TO CLYNEXEEVO TEOBANUA BeATioToTolnoNg elvon évar SUoXOAX
ETAUCIIO TEOBANUOL Xt Yot 0UTO TOV AOYO avamTUYINxE €vog yeveTxde alyoprduoc o
omolog G GUYOUACHO UE EVAL AOYLOUIXO TIOU ETUAVEL ATOTEAECUAUTING. YROUULKES UVIOOTNTEG
mvéxwyv (Linear Matrix Inequalities), Bploxet euplotixd xdmoto utoBértio tn hbon, 1 onola
»OTO00 elvor @iTxt|, OnAadr AOvel To TEOBANUA TNE ELCTANOTOMONG TWV BUVOULXGY ol
umopet va Bploxetar xovtd otny BérTioTn Abon).

Ev téhn, yio Ty e&étaom Tou npotevouevou alyopituou tporyuoatortoliinxay talog
TPOGOUOUCEWY OF OLAPORES TOTOAOYIES YRAPWY. ATO TIC TOOCOUOUNCELS AUTES TOQUTT-
erInxe aevog 6Tt 0 ahydErIuog ETOTEEPEL EPIXTEC AUOELS OYETIXA XOVTE OTNY dEytxY
Tomoloyio xaL GUVETOC xoVTd 670 BEATIOTO. A@eTéPOu, OTL OE OPIGUEVES TIEQLTTWOELS, OL
Tomohoyleg Tou TEOXVTTOLY Elval U1 CUVOEDEUEVES, TOU OTUALVEL OTL ATOXAELEL XOVWVL-
%8 (ATOLOUG YELRUYWYNTIXOUE TiXTEG, TO OTOl0 WO TOGO UTOPEL Vo PNV EVOL XOWVWVIXS.
omodexT6. AUTO EMAVETAL UE TNV ELOUYWYT| XATOUWY VEWY YROUUIXMDY TEQLOPLOUNOY GTO
TeoBAnua Bedtio tomoinomg, ol onofol dev emneedlouy TNV TOAUTAOXOTNTA TOU XoL GUVTE-

o0V otV €0pecT UTOBEATIOTWY AAS GUVBEBEUEVMY TOTOAOYLOV.
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Mépoc 2: Ialyvia Kowvwvixric Anoctaclonoinong xatd tn didexetor wog Emornuiog:
Tomxr| évavtt Xratiotixrc [Iinpogpdeia

H 8ebtepn Yepotin| evotnto mou peretidnxe oyetiCeton Ye to CATNHO TNG XOVWVIXHG
ATOC TACLOTOINO NG XATA TNV OLdEXELa Yo ETONULAS, TO onofo yovtelonote{ton we matyvio
UETAED) TV PEAGY Wwag xowotntog. ISwidtepa yopoxtneloTnd g perétng authg ebvor
TS Yenotwomo|inxe éva atouoxevtpixd wovtélo (agent-based model), 569nxe onuo-
olo oY Yovreromoinom Tng BixTuaxhc PUOTE TV VIPOTIVEDY GUVIVIG TEOPMOY XoL OTIG
CUVETIOYOUEVES TOTUXEG OAANAETORAOELS UETAC) TOUC, XS ot 6ToV pOAo NG Slodéot-
ung mAneogoplug xatd v dradixacta Mg amopdoewmy Tept TG EQUPUOYAC XOWOVIXTHS
AMOG TUCLOTOMOTNC.

270 YOVTENO TIOU YENOWOTOWINXE OL GUVIVIGTROPES TWV ATOUWY HOVIEAOTOLOUVTOL
ue T yenomn evog yedgou. H xatdotaon vyelag, 1 omolo Soxplvel av To dtouo dev €yel
VOONOEL, av VOOEL 1) av €yElL avapp®oel, Jovtehonoteiton Ue T yerorn 000 UeToBANTOY
xatdotaong mou eCellooovial BuVaULXS ETNEEUlOUEVES A6 TIG CUVAVICTROPES TOU XdlE
atopov.  Alilel vo avageplel mwe ue xatdAAnAn emAoyr g mbavotnTog Yetddoong
NS VOGOU amd ETOUO GE GTOUO XUTA TNV CUVOVICTROPT) TOUC TO ATOHOXEVIPIXO OUTO
uovTélo Tou yenolponoloue Tpooeyyilel To Yvwoto SIR povtého mou yenoulomoleitol
EUPEWC OTNV ETUONULOAOY L.

‘Ocov agopd 6NV LOVTEAOTOINCT TNG XOWWVIXY|S ATOCTACLOTOMONS 06 Talyvio Yew-
eolpe Tor oxdhouda. O ueTaBANTéS amdpaong Tou xdle atduou amoTEAOUY Evar BLAVUCUA
TOL EXPEACEL TNV EVTUOT| TG CLUVAVIGTEOPNC ToU PE Xde €vay amd Toug YelTovég Tou
eml Tou ypdgou xdie pépa tng e€éhing tng emodnuiog. Tao xpurhpla TV ATOUWY EX-
ppdlouv agevog TG amoloBéc (omo')\cxuon) TIOU XYTOLOC ELOTIOYUTEL U0 TIC XOWVWVIXES TOU
CLVOVIO TPOPES XAl APETEQOU TOV POS0 TOU EVOEYOPEVOL VoL VOOTIGEL EEAUTIOG TWY GUVVO-
o TEOPOY aUT®Y. Ot TdEelc Twv atouwy xadoptlovtal Tomixd we ol PEATIOTEC amoxploelg
TOUG OTIG TRALEIC TOV YELTOVWY TOUG, Ue Bdom ta xpithptd Toug, YewpmvTag Teg Ta dTo-
o €youv xivntpo va mailouv o€ xdmolo onueio wwoppotiag Nash. Idaitepo poro oTic
AMOPACELS TWV aTOuwY Tailel 1 TAnpogopia Tou €youv oTn BLdecy| Toug xou €T oUTOD
e&etdlovtan 500 GEVAQLNL, AUTO TNG TOTUXAC XL AUTO TNG OTATIC TN TANPOPOplaC.

270 TEMOTO GEVAPLO, aUTO TG TOTUXAC TANPogoplag, Vewpeiton Twe To dTopd YVe-
eiCouy Tic axpBelc XaTACTACELS LYELNG TV YEITOVWY TOU %de YeoViXT OTIYHT XL UTo-
eoLV va emAelolv opoloyixd mololg and autolc Yo 800V avoAdYWwS ToV %(VBUVo Tou
OLTEEYOLY. M€ QUTHY TNV TEQITTWOT ATOOEMVOETOL T T oruelor looppoTiag Nash
Beloxovtar 6T0 GUVORO TOU YMEOU TWV CTEATNYIXWY, dNAadY xdle dtoyo Blahéyel eite

Vol oUVIO TEAPEL TAHEWS UE Xdmolov efte var unv Tov ouvavtrioel xodohou. llpoteiveton
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eniong €vag xataveunuévog ahyopriuog mou ouyxhivel oe onueio woppotiag Nash tou
Ty viou.

Y10 5elTERO OEVAPLO, AUTO TNG OTATICTXAC TANPogoplac, Jewpeiton Twe Tor dtopa
YVweilouvy PoVo xdmoloug oTaTIoTIXoUS OeixTeg Yo TV e&dmhwon Tng emdnuiog, To To-
COGTO TWV VOCOUVIWY X0l TV UVIPEMOAVIWY. ME qUTHY TNV nepinTtwon Aoufdvovto
xdmoleg emmAéov umovécelg BLoTL 1 EMAern TAnpogoplag dev emtpénel TNV AN 600
CUYXEXQUEVOY ATOPACEWY OTwe 0To dhho cevdpto. Ou utodéoeic autég ebvar mwg To
GTOUO EMAEYEL Ulal XOWVT EVIAOT) CUVIVIC TEOPHC UE OAOUS TOUS YEITOVES ToUg xod®E OEV
UTOPEL Vor BLAXEIVEL TIC XATAC TAOELS LYELNG TOUG Xl TS TOL TOMA oy VOOUV TG OTIOLEG
oAANAOCLOYETIOEIC PETOED TOV XATACTACEWY LYElag Toug. Me Bdorn autég Tic unodéoeig
OmOBELXVIETOL Xl OE AUTHY TNV TERITTWOT Twg To oruela toopporiag Nash Ppioxovton oto
oOVOPO TOU Y(MEOU TWY GTRUTNYIXGY, dNAudY| xdle dtopo dlahéyel lte vor cuvao TRl
TAewS Toug Yeltoveg Tou elte va amopovedel. Ko oe authv tnv tepintwon), tpoteiveto
XATEAANAOG XATAVEUNUEVOS ahyOpLiuog ou cuyxhivel oe onueio woppotiag Nash tou
Ty viou.

Ev cuveyeia, mopoucidlovial TeOGOUOWOCES TOU XATAUSEXVUOUY OleCodixd Tar yo-
EAXTNELOTIXG TwV dUo cevapiwy Tou Touyviou xovwvixfc arnoctaclonoinong. Baoixod
CUUTEQOGUO ATOTEAEL TS XAl OTIC 600 TEPLTTWOELS 1) EEAMAWGT TNE emdNuiog Teplopile-
ToL OO TIG ATOXEVTPWHEVES ATOPUCELS XOWVWVIXHG AToC Tactonolnong mou Aaufdvouy to
droua, ahAd oTNY TERITTWOT TNG O TATIO TLXNG TANEOPOREIUS 1) XOLVWVLIXY| ATOG TACLOTONOT)
Tou e@apuoleTan elvon TOM) O UG TNEY AOY e TNG EARELPNG YVMONE VLo TNV XUTAG TOO
vyelog TV eTapOY Ty atéuwy. Eriong, civar alioonueinto 611, oe eninedo amorafcv,
TO ®OGTOG QUTAG TNG THO AUCTNENS XOWWVIXAG ATOC TUCLOTOMNOTE TO TANEWYOUV Tol THO
euntadr) péAn g xowodtnTog, xowg autol PofolvIal TEPLOGOTEQD UE ATMOTEAECUO VA
OTEPOUVTAL TIC XOWVWVIXES TOUG GUVOLVIGC TROPEC.

Hoapdhhnha, Tapovotdlovton TOMES ETUEPOUC TEOGOUOIWOELS UEGW TWV OTOIWY UEAE-
TdTon 1) ETBEAUOT) SLUPOEWY TURUUETEWY TWY UOVTEAWY TNV eEATAWON TN emONuUiog xou
OTNV GUUTEQLPORE TWV TALXTMY. LUYXEXQPIIEVA, EEETALOVTOL BLOPORETIXES TOTOAOYIEC TOU
BXTOOU XOVWVIXDY GUYAVIC TROYMY, BtapopeTxol Baduol (uéoog aprdude Yertovwy), dSua-
(POPETIXY| UETABOTIXOTNTA TOU 100, DLAPOPETIXG TOGOG TY EUTAHDY ATOUWY GTNY XOWVLV{aL,
E&etdlovton, Téhog, To GeVApLo 1) EUTEUEL TWV ATOUWY Vo e€apTdToL amd TNV ECATAWON
¢ emodnuiog, 6Twg unopel vo oupPel oty TEpinTWOoT EVOC OYETINE AVETOEXOUS GUC THUA-
T0¢ ONUoOsLag UYEG X To GEVARLo BLddooTg Peudole oTATIO TIXAC TANPOQORiaC YLor TNV

e&dmhwon tne emodnuiog.
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Meépog 3: Mroyaotxd Hpwtéxorho Nuvevvonong mou cuyxAlvel Myedov-Béfoa oe
Iemepaouévo Xpbdvo

H tpitn Yepotiny) evotnta agopd oTny UEAETN EVOC VEOU GTOYUGTIXOV TEWTOXOANOU
ouvevvonone (consensus) Tou cuyxAiver oyeddv-BEéBata oe TETEPUOPEVO YpdVOo, xadde
XL OTNY OYEDLUOT EVOG XUTAVEUNUEVOU VOUOU EAEYYOU YLd TOAUTRUXTOPIXY CUCTAUATY,
OTIOU OL BUVOULXES TV TEUXTOPMY UTOPOLY VUL TEQLYPAUPOLY (G UAUGIDES OAOXANPMTOY,
(OOTE VoL EMTUYYAVETOL CUYXAGCT]) TOV DUVOULXOY GE XATOL0 XOWO ONUEID OE TETEPOUEVO
YPOVO.

XopoxTNELoTIxd TOU TROTEWOUEVOU TEWTOXOANOL Efval OTL 1) TUYUOTNTO ELOAYETOL
OXOTUPA, 00TOG WOTE TO TEWTOXOAAO Vo elvar acparég Evavtt mavig Tpoomdielag utto-
xhomhc TNE TG ovyxong. Emlong, yopoxtneio ind Tou TpoTEVOUEVOU VOUOU EAEYYOU
elvot TS yeNnooTotodvIaL UOVO BElyUoTa TV EEO0WY TWV YELTOVIXMY TEUXTOPMY, UE O-
rotéheoya e€oovounon edpouc Lwvne xat evépyeloc. Télog, To 6ToYAcTING TEWTOXOA-
MO GUVEVYONOTC XL O YOUOG EAEYYOU BOUAEOLY GE BixTud PE HETUBUAAOUEVT TOTIOAOY 0L,
Boow| undieon etvor auth| 1 yetaBahhouevn tonoloyio va efvan opotduoppa, amd xowou,
oy ved ouvdedepévn (Uniformly Jointly Strongly Connected).

To oToYaoTIXG TEWTOXOMAO TOU ELOAYOUUE GTNY CUYXEXEWEVY UEAETN Elvon ouoia-
o TG plar ooy Ao T MIEN (XUPTOC CLVBLACHOC UE TUYAOUS GUVTEAEGTES) TNG EAAYIOTNG
XU TNG PEYIOTNG TWAC TV €600V TwV YELTOVWY xdle mpdxtopa. Ol cuvteheoTég TOU
%UPTOV oWTOV GLVBUUCUOU EEUPTMVTOL OO XATOLES TUYAUES UETABANTES X uToVETOUNE
OTL €youy VeTinée xan un @divouceg otov ypdvo mavoTnTeS Vo EMAEYOLY TNV EAGYLO T
( 100B80vope TNV PéytoTn) Tun.

H 16éo tng amédeléng tng oUYXAoTE TOU TEWTOXOAAOU 0UTO) OF METEQUOUEVO YPOVO
elvor var BEEOVUE T TO EVOEYOUEVO OL TPAXTOPES VoL ETLAEYOLY BLOBOY XS YOl LXOVOTIOL-
nuxd ddotnua Ty eEAG ot (H TV PéYoTn) T Tov 60wV TOV YELTOVLY TOUG - UE
AMOTENEOPO TO TPOTOXOANG Vo YiveL ot amhr Suddoon tou ehayiotou (¥ tou peyioTtou)
%o VoL GUYXADVEL - elvon xdTew pearyuévn. TowTixd, apol To eVoeyduevo autd Exel VeTiny
THUvVOTNTAL OV TO TEWTOXOANO EQPUQUOCTEL YLl UEYHAD YEOVIXG DLAG TN XETOLL G TLYUY
Yo mparypatomomnel oyedov-BELona.

2T CUVEYELYL, ELOBYETOL O XATAVEUTUEVOG VOUOG EAEYYOL YLl TOAXTOPES UE DUVOLXES
TOL TEELYPAPOVTUL G ahLOIBES oAoXANEwT®Y. O vouog autdg deyeTan To debypota Ty
£CO0WY TWV YEITOVMY XAl UE TN YPTON XATOUY XATIAANAWY, ETUEXELS PORES BLaPopioLunY,
OLYHOEBOY oLVOPTACEWY 0pllEL Xdmoleg cuveyEic UeTafANTéC opdiuatoc. ‘Enetta, pe v
YeNon €VOC xATAAANAOU VOUOU EAEYYOL Yia AAUGIDEC OAOXANEOTOV TIOU ELGAYETOL OTNV

gpeuvnTxy epyaocio [14] odNYel T BUVOIXES TWV UETUBANTOV CQAIANIATOC OTO PNdEV
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OE TEMEQUOUEVO YPOVO. XE CUVOLOOUO HPE TO GTOYUCTIXO TEWTOXOAAO GUVEVVONOTG
EPOPUOOUEVO GTa OelypaTa TwV £0BMY TWV YEITOVWY, AUTOC O VOUOS EAEYYOU 0BNYEL Tig
QEYIHES DUVOHIXES TWV TEUXTOPMY OE XYTOLL XOWY| TIT OF TETEQUOUEVO YPOVO.

H amoteAeoUATIXOTNTO TOU CUYKEXQUIEVOU GTOYUGTIXOU TRWTOXOANOU GE GUVOUIGHO
UE TOV XOTAVEUNUEVO VOUO EAEYYOU TOPOUGIALETOL UEGEL TEOCOUOLOOEMY, N6 TIC OTOlES
CUVAYOUUE TKG TIG TEPLOCOTERES POPEC OL DUVAULIXEG CUYXAIVOUY ETOPXMS YR Y0P Yid

U0 optiud TEUXTOPWY.
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Chapter 1

Introduction

1.1 The emergence of a networked world

In the last decades, a huge progress has been carried out in computing and communication
technologies, automation and digitalization, which has drastically transformed many areas of
human activity. The changes brought out in the industry and society have been characterized
as the 4" Industrial Revolution, since their momentum has significantly affected many
industrial sectors and many domains of human social life.

A core characteristic of this revolution is the emergence of networked systems in place
of traditional stand-alone systems and facilities. Since the development of the Internet, that
was indisputably a most successful implementation of a network of computer networks,
the advances in microcomputing and embedded systems, which enhanced the capabilities
of small devices and the breakthroughs in Machine to Machine (M2M) communication
contributed to the emergence of a highly networked world.

The transformation of industrial production and energy facilities into large interconnected
systems, the access and active participation of the majority (63%) of the global population
to the internet and the emergence of networks of interconnected devices in almost every
sector of our daily life e.g., smart phones, smart buildings, smart cars etc, clearly indicate the
significance of network science in our era.

There is a large variety of applications of engineered networked systems that are currently
well-established and widely applied. Some indicative examples are the telecommunication
networks, computer networks, power distribution networks, cyberphysical systems, networks
of mobile agents, sensor networks and social networks.

The fast development of network science was a natural outcome of that technological
revolution. Except from the study of the various types of networks that humans have

engineered to communicate, interact and facilitate their activities, network science has also
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contributed to the better understanding of physical phenomena. The modelling, study and
analysis of several physical systems as networked systems have offered valuable insights
about their functioning and their intrinsic properties. For example, applications of models
that take under account the networked structure of complex systems exist in physics, material

science, biology, epidemiology and sociology.

1.1.1 Features, challenges and problems of networked systems

The majority of networked systems share some common features. Such features are the
spatial distribution of their nodes (agents, subsystems, stations), the interconnection between
them, the information exchange and/or the exchange of some other commodity, the local
or global interactions between the nodes and their interdependence. Another feature, not
common for all networked systems yet worth to be mentioned, is the inhomogeneity of the
nodes or of the relations between them.

These features of networked systems make their analysis very challenging. So, a detailed
mathematical formulation is necessary for their study. For this reason, networks are usually
considered as a set of nodes and a set of communication links between these nodes. This
abstract representation is the concept of a graph. Graph theory has contributed to the analysis
of networked systems through its notions, such as connectivity, reachability, coverage etc, its
mathematical formulation e.g., algebraic and spectral graph theory and its results.

The design, modelling and analysis of networked systems, in many cases with the use of
graph theoretic methods, aims in achieving important goals for the system architecture and
functionality, such as scalability, resilience, security and efficiency of its overall operation.
Almost all of these problems are very challenging, in many cases their tractability depends
on the specific application and if they are solvable the solution is usually computationally
intensive. However, even more delicate problems have been arisen recently in this field, since
the nodes obtained some kind of intelligence, that is increased computing capabilities. Such
problems is the decentralised coordination, distributed optimisation, distributed estimation

and control, consensus and formations.

1.2 Multiagent systems

A special category of networked systems where the nodes have computing capabilities and
individual behavior described by some dynamics are called multiagent systems and they
are of significant importance in modern engineering and other applications. Some typical

examples of multiagent systems are the following:
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* Networks of autonomous agents, such as Unmanned Aerial Vehicles (UAVs), Un-
manned Ground Vehicles (UGVs) and Unmanned Underwater Vehicles (UUVs)

* Computer networks
* Sensor networks

* Microgrids

* Social networks

The problems of coordination and implementation of several complex operations, such
as optimisation, in a distributed and decentralised way are the main topic of many studies
on multiagent systems. The books of M.Mesbahi & M.Egerstedt [85] and M.Ren & Y.Chao
[98], give a thorough description of the theoretic tools and the current advances and results
in this area. However, in many cases, the nodes of these systems, called agents, except from
applying a predefined protocol to achieve an operation they can also take decisions in a

rational and decentralised way.

1.3 Decentralised decision making in Multiagent systems

The issue of decentralised decision making is a very important and challenging aspect of
many multiagent systems, especially when humans are involved in the decision loop. For the
study of such decision making procedures the use of game theoretic models and tools is a
well-established and powerful approach.

In the field of game theory, the decentralised nature of the decision process, the possible
conflicts of interests and the lack of access to the same information are not novel ideas. In
contrast, these issues are essential, especially in the case of noncooperative games. The
fact that multiagent systems are also characterised by decentralization, asymmetry on the
available information during the decision making procedure and, in some cases, conflicting
interests among the agents, makes game theoretical models very appealing for the analysis of

such systems.

1.3.1 Applications of game theoretic models

Due to that fact, the use of game theory in the analysis of multiagent systems is an emerging
research area. Driven by the technological developments, which resulted in the emergence

of many networked systems, and some major events of our era (pandemic, political turmoil,
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wars), when the population was concerned to take decentralised decisions over important
issues, there is a variety of applications of that research area the last years.

Following we provide some examples of multiagent systems, where game theoretic
models have been used:

» Computer networks, telecommunication networks & cyberphysical systems: Important
issues that may deal either with the confrontation of a malicious attacker, such as cy-
bersecurity and privacy [121],[32], or with energy saving and efficiency improvements,
through distributed computing on the cloud, are applications where game theoretic

modelling is thriving [24].

* Power distribution networks: The enhancement of the power distribution network with
communication and computing infrastructures resulted in the smart grid, which is
a large interconnected system with nodes possessing some kind of intelligence. So,
game theoretic models have emerged in problems related to the interactions between

microgrids or the demand side management [104].

* Social networks: The study of human decision making was the raison d’ étre for game
theory. So, the analysis of the behavior of the users of a social network, the dynamics
of their opinions during advertising or marketing campaigns, the clustering of the users

and their privacy issues are applications well suited for game theoretic models [108].

* Epidemics: The response of a population of interconnected agents to an epidemic
outbreak can be characterised as a game situation, where spontaneous reactions, ap-
plication of social distancing, vaccination, respect of the government’ s instructions
and spread of misinformation are issues useful to be studied in a game theoretic setting
[22],[62].

For a more complete and detailed description of game theoretic applications in engineered

networked systems we refer to the book of D.Bauso [12].

1.4 OQOutline of the dissertation

This doctoral dissertation deals with several problems in the area of decentralised networked
systems and focuses more in the game theoretic applications in such systems. Specifically
three distinct problems have been studied and presented in the following chapters.

In Chapter 2, a game theoretic model dealing with the existence of manipulative behaviors

in a social choice procedure is presented. These manipulative behaviors are considered to
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arise in the process of opinions spreading over a social network and in some cases they lead
to instabilities in the dynamics of the agents’ actions. For this reason, a topology design
problem is studied, so as the network administrator to be able to contain the instabilities arisen
from intense manipulation with a proper redesign of the communication structure among
the agents. This topology design problem is formulated as a nonconvex integer optimisation
problem and a genetic algorithm is developed to tackle with it. The system dynamics and the
optimisation problem solutions are presented through numerical simulations.

In Chapter 3, games of social distancing during the outspread of an epidemic are studied.
These games take place among agents whose interactions have a networked structure i.e.,
each agent communicates only with her neighbors and these local interactions affect the
spread of the epidemic. The difference between these games is the information available to
the agents. Two cases are studied, one that the agents have perfect local information for the
health states of their neighbors and one that the possess only statistical information for the
prevalence of the epidemic. In both cases, the Nash equilibria are computed through proper
decentralised algorithms. Comparative studies for the two games and various case studies
are presented through simulations.

Finally, in Chapter 4, a stochastic min-max consensus protocol is introduced and ana-
lyzed. Despite the fact that it is not a game theoretic application, consensus is definitely
a core problem in the field of networked systems and consensus protocols with enhanced
characteristics are a thriving research area with many industrial applications. The protocol
presented in Chapter 4 is proven to converge almost-surely in finite time and it could be
suitable for security applications, where the agents need to converge to some common, yet
random, state that could not be eavesdropped. Moreover, this protocol is implemented using
only samples of the agents’ states saving both bandwidth and power for communication,

which are usually scarce resources in multiagent systems.






Chapter 2

Manipulative Behaviors in a Social
Choice Procedure and Network Topology
Design to Affect their Effects

2.1 Introduction

In recent years great progress has been made in the mathematical modeling and study of social
phenomena. A topic of current interest is the study of the evolution of social agents’ opinions
about a certain issue. The knowledge of the mechanisms of the formation and the propagation
of the agents’ opinions are very useful in several fields. For example, in marketing the
advertisers care about the opinion of the consumers for the advertised product and in politics
the politicians care about the opinion of the agents about their agenda. Thus, a lot of work has
been done in this field [31],[43],[44],[111],[571,[58],[42],[75],[4],[49],[48],[1],[41], many
interesting cases have been modeled and analysed, some of which are summarized in [99],
[45], and new ideas continue to be proposed and studied up to now [37],[39],[38].

Many of these works e.g., [31], [48], consider a single state for the agents, modelling
their opinion, belief or attitude about an issue, and they study the dynamics of this state.
The dominant mechanism that determines the evolution of the opinions is considered to be
the averaging of the opinions of the agent’s peers. The reason for this modelling are the
tendencies of an agent to imitate her peers and to conform to her social group attitudes, which
are both well-studied social phenomena. In fact, this modelling of opinion dynamics has
been verified to be realistic by experimental data of a field research in India [20].

However, in many cases, such as social choice procedures (e.g. elections, referendums,

polls), the organisation who studies the opinion dynamics cares to predict or to affect the
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outcome of this procedure, which is determined by the agents actions or behaviors. So, the
question whether an agent’s opinion imply a specific behavior-action naturally arises. The
answer that the field of social psychology gives to this question is negative, in many cases the
opinions do not imply specific actions [77],[124],[50]. Behavior is not solely dependent on
one’s beliefs but is drastically affected by the situations and in some cases behavior affects
ones attitudes and beliefs [84].

In addition to moral and situational factors, game theory suggests that an agent’s behavior
is also dependent on her desire to maximize her private interests [117]. So, the action-
behavior of an agent is also shaped by her utility gained form the outcome of the social choice
procedure, which also depends on the other agents’ actions. This indicates that an agent’s
action depends on her neighbors’ actions and it is a best response to them. This perspective
adds the useful insight that the agents usually act antagonistically to their neighbors and they
do not just conform to their peers’ pressure [74].

An advantage of the game theoretic modelling for the agents’ actions is that it can explain
better the emergence of manipulative behaviors in social choice procedures, which is a
topic of significant interest. Several recent studies on several countries like U.S. [13],[6]
and Argentina [112] indicate that social networks have become an arena of manipulative
behaviors [125]. Paid brokers of political parties, fake accounts (bots), echo chambers,
organised disinformation (fake news, slandering) are some of the manipulation techniques
that have arisen in the fertile ground of the online political conversations. Furthermore, in
this new environment of political struggle each agent may act in a manipulative way in an
effort to pull the social outcome to her favor, however, she may be less manipulative than
an expert of the previous categories. Such behaviors are considered in some recent works
[11,[37],[39], [38].

In this work, we extend a model introduced in [38] describing a social choice procedure,
where the population structure is modeled by an undirected graph and the agents’ actions
depend both on their opinions, which evolve dynamically in our model, and on their neighbors’
actions. Specifically, we consider that each agent has an internal belief or opinion, which
evolves in time in a way modelling a tendency of conformity to the public opinion. Each
agent has also an expressed action in the social choice procedure. Each opinion matches
to a proper action. However, the action of each agent isn’t identical to her proper action,
but it derives from the minimization of a criterion modeling the tendency of the agent to
manipulate, i.e. to deviate from her proper action in order to pull the social outcome to her
favor.

The resulting game between the agents is considered to be repeated in discrete time

steps. The action shaping criteria of each agent retain the same form at each step. So, we
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formulate a series of one-step games where we seek for the Nash strategy profiles. These
strategy profiles result in a dynamic rule for the actions of the agents coupled with the opinion
dynamics. It is interesting that in the case that the agents are highly manipulative these
dynamics become unstable, since the social outcome stands as a tug of war among the agents
who try to pull it to their side.

Motivated form this fact, we study the stability properties of these dynamics and we
deduce a sufficient condition that guarantees the convergence of the system to a bounded
state. This condition implicates the manipulative tendencies of the agents and the graph
structure with the stability of the system, stating that the acceptable manipulative behavior of
an agent is relative to her position in the graph. Simulations are presented in order to examine
how the opinion and action dynamics behave over several well known graph structures, such
as random graphs, lattices and small world graphs.

Subsequently, we consider the problem of changing the social network’s topology in
order to influence the effects of manipulative behaviors. The network topology has been
chosen as our designing parameter for two basic reasons. At first, the network topology
is a parameter that the social network’s administrator can affect and thus influence the
agents’ behaviors in an indirect way, which may lead to less effort and costs than the
enforcement of strict rules to the users of the network. Secondly, the network topology
design is an emerging problem in many scientific fields nowadays, such as security [72],
multi-agent systems (MASs) [83],[110], communication networks [25], sensor networks
[40], [65], distributed optimization [54], distributed LANs [68], [103], UAVs navigation [23],
cyberphysical systems [67], convergence of mean field games [73] etc.

Special attention should be paid in two recent works, which deal with very similar
problems with the one analysed in this work. The first is presented in [19], where the
authors consider a random consensus protocol for discrete variables (Voter Model) and
design the topology of a weighted graph (adjust the weights) to control its convergence. The
main differences with our approach is that the decision variables of the topology design are
real instead of integers and the constrain set is convex, thus the authors use semidefinite
programming to solve this more tractable -in terms of complexity- problem. The second
one [8] deals with the problem of optimal link addition to affect the outcome of an election
procedure, which was introduced in [107]. The problem is very similar to ours since the
authors consider strategic agents, whose decisions are affected by their neighbors actions,
thus, from the topology of the network. Moreover, they develop an algorithm for the topology
design, which is application oriented - as in our case - and they prove its optimality. The
main difference between [8], [107] and our approach is the problem formulation since they

model the elections as an ordering among the finite candidates (finite state space) and the best
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responses of the agents are derived by a rule of thumb, while in our approach the opinions of
the agents are dynamically evolving states with real values and their actions are derived from
the Nash equilibrium computation, resulting in a dynamic discrete-time system that we want
to stabilize through the topology design.

A general formulation and study of a network topology design for the stabilisation of a
system of unstable dynamics of interconnected agents can be applied to many problems of
current interest. It must be specified that in our work the term social network corresponds to
its digital realisation and not to its abstract concept of a representation of human relationships,
so an administrator exists and the topology can be affected. We would like to note here that
in contrast to its practicality the existence of one or more administrators in such networks
raises the more intriguing question of who will control the administrators, who have the
power to affect the other agents’ manipulability and the final outcome.

For the topology design procedure, we study the case of an initial topology resulting in
unstable dynamics and we want to find a new topology that results in stable dynamics and
that is close to the initial topology with respect to the number and the exact position of their
edges. This problem is formulated as an integer programming problem with a Lyapunov
inequality for discrete time systems (known also as Schur’s inequality) as constraint. Each
decision variable of this optimisation problem represent either the existence of an edge
between two agents or one of the components of the Lyapunov matrix. The constraint is
nonlinear with respect to our decision variables and it can be written as a Bilinear Matrix
Inequality, which is known to be a nonconvex problem in its general case [86]. A similar
approach involving integer optimisation with a Bilinear Matrix Inequality constraint for the
graph topology design problem has been addressed in [54], where the authors considered a
LMI relaxation of the problem and a branch and bound technique to deal with the integer
decision variables.

In this work, we develop a genetic algorithm to deal with this problem. This algorithm
searches only for the values of the integer decision variables representing the edges of the
graph, while a Linear Matrix Inequality solver is used to check the feasibility of each new
topology by solving the Lyapunov inequality with the topology variables fixed, which results
to be linear with respect to the symmetric matrix of the Lyapunov function. This procedure
is repeated for many generations, where new topologies are produced by the application of
the genetic operators.

Finally, simulations of the results of the proposed algorithm are presented. The behavior
of the algorithm is studied over several different initial topologies, where the agents’ pa-
rameters have been chosen properly so as to arise instabilities in the dynamics. Through

the examination of these test cases, we derive conclusions on the functionality of the pro-
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posed algorithm and the relevancy of our results with the expected ones from our empirical

perception of social networks and social choice procedures.

2.2 Problem formulation

2.2.1 Notation

We consider an undirected graph G = (V,E). By n we denote the number of the vertices
of the graph, which represent the agents. We denote by N; the neighborhood of the agent
i, Ni=1{j:(i,j) € E} and by d; the degree of node i, that is the size of its neighborhood.
Let A be the adjacency matrix of the graph, it is a n X n symmetric matrix and its (i, j) entry
is 1 if nodes i and j are adjacent to each other and 0 otherwise. Let D = diag{d;} be the
diagonal degree matrix, C = diag{c;} be a diagonal matrix of the self-confidence parameters
ci and G = diag{g;} be a diagonal matrix of the manipulability parameters g;. The symbol 1
stands for the n x 1 vector with all its coordinates equal to 1. The symbol Z stands for the
identity n X n matrix and the symbols e;,i = 1...n stand for the standard basis of R" . For a
set S we denote X its indicator function, i.e. Xs(x) =1 if x € S and X5(x) = 0 elsewhere.
The symbolism [-] denotes rounding to the next natural number and the symbolism [-|¢yen
denotes rounding to the next even natural number. The space of the square n X n symmetric
positive definite matrices is denoted M5 . The symbol AT stands for the transpose of the
matrix A and the symbol A;(A) denotes the i-th eigenvalue of A. All the norms || - || that have
no subscript stand for the 2-norm.

2.2.2 Derivation of the Opinion Dynamics

At first, the mechanism that determines the evolution of the agents’ opinions is studied. The
opinions, beliefs or attitudes of the agents are a state variable, that expresses what they
believe about an issue and not what they actually do. The opinion/attitude of the agent i
is denoted by 6;(k) at each time step k, and its value is a real number. In field researches,
attitudes are usually measured in a five point scale, however, we consider here a continuous
and unbounded analogue, which is common in the opinion dynamics literature.

It is considered that the main factors that shape the opinions in time are imitation and
conformity. That is, the agents’ opinions tend to be affected with their neighbors’ opinions
through continuous dialogue and finally reach a consensus. This model of opinions’ evolution
is well known and studied for many years [31],[44], [48]. In fact, in [44], [48] the model has
been enriched with the inclusion of stubborn agents, i.e. people who insist on their initial

beliefs, but since their presence affects primarily the equilibrium of the opinion dynamics
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and not their stability properties, we shall not include such agents in our model. So, every
agent has an initial opinion 6;(0) and she changes her opinion at each time step according to

following dynamic rule:

Ci 1
9,' k+1)= 9,' k) +
(k+1) di+ci ® di+ci /%,

0;(k) (2.1)

where ¢; 1s a factor analogue to the self-confidence of the agent for her opinion.

2.2.3 Derivation of the Action Dynamics

The actions of the agents represent what they actually do, in our case what they choose in the
social choice procedure. The action/behavior of each agent is denoted by u;(k) at each time
step k and its value is a real number. As with the opinions, the actions could also be modeled
to take values in a discrete scale, however, in this work we consider a continuous relaxation
of that more difficult problem.

In contrast with the opinions which are shaping by a progressive conformity to the
average beliefs, the criteria determining the action of each agent in every time step depict
the tendency of the agents to manipulate the social outcome to their favor. That is, each
agent may deviate her action from the one dictated by her beliefs in order to pull the social
outcome towards her desired direction. In other words, as pointed out in [39], it is a common
phenomenon in politics that the people who disagree with what they perceive as the expected
social outcome tend to overstate their opinions, leading their neighbors to misperceptions of
the public opinion and conform to these false estimations, thus pulling the social outcome to
their favor. For this reason, an important parameter of their criteria is their estimation of the

social outcome, based on their available information.

Assumption 1. It is assumed that the agents have local information of the other agents’

actions, that is they know only the actions of their neighbors.

Assumption 2. It is assumed that the information pattern is Markovian, i.e. at each time

step they know only the last actions of their neighbors forgetting the past.

So, the available information for each agent is:

Li(k) = {6i(k), 0;(k),u;(k—1),Yj € N;} (2.2)
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According to this information pattern the estimated social outcome for each agent is her local

average, evaluated on the available samples at time k:

_ Liew, uj(k—1) +u;(k)
di+1

i (k) (2.3)
Based on the aforementioned concepts the criteria that determine the actions of each agent
are dependent on her current opinion and on her locally estimated social outcome, so they

are defined at each time step as follows:
TE(L(k)) = (ui — 0:(6:))* + gi(d: — 6:(6:)) (2.4)

where ¢;(.) is a continuous transformation matching each agent’s opinion to a desired
behavior-action. The first term of the cost function (u;(k) — ¢;(6;(k)))? indicates the self-
consistency of the agent, i.e. how close her action is to an action consistent with her opinion,
while the second term g;(ii; — ¢;(6;(k)))? indicates the manipulative/opportunistic ends of
the agent, i.e. how much she cares to affect the social outcome through her action so as
to bring it close to her desirable outcome. The parameters g; determine the ratio between

self-consistent and manipulative behaviour for each agent.

Remark 1. If Assumption 2 is relaxed by adding memory to the agents, so as to be able to
predict the social outcome based on all the previous actions of their neighbors, the one-step
Nash game examined here will be converted to a dynamic one. The dynamic game is of high
complexity, so assuming that the social agents have bounded rationality and they do not seek
to solve a difficult problem to determine their social behavior, we deal with the one-step Nash

game which is tractable.

Assuming that the agents choose their actions rationally based on their criteria we seek
for the Nash equilibrium solution of the one step game. These best-response actions derive

from the solution of the following system of equations:

aJk
{ 8u,~ N

0} 25)

which have the following form:

2k Ly i+t 1
S = 0= 2(u; — ¢(6;)) +2g; (T B ¢i(6i)) di+1 0
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solving these equations with respect to u; and using the information pattern ;(k) to evaluate
each quantity in accordance with the available sample at time k we obtain the following

dynamics for the actions:

wilk+ 1) =(1+ — %8 2)¢i(ei(k+1))—%z‘uj(k) 2.6)

gi+(di+1)

Introducing the following notation:

: digi
Go = diag{1+——5___1 2.7
‘ el gi+(di+1)2} &7
G, = diag{ — 51 2.8)
gi+(di+1)>
and
Au=G,A 2.9)

we rewrite the equation (2.6) in matrix form:

w(k+1) = Go®(O(k+ 1)) — Agu(k) (2.10)

where u(k) = [u1 (k)...u,(k)]T and ®(0(k+ 1)) = [¢1 (01 (k+1))...0,(8,(k+1))]”.

2.3 Stability Analysis

2.3.1 Known results on opinion dynamics

For the evolution of the opinions of the agents (2.1), which can be summarized using the
matrix notation
Ag=(D+C) 1 (A+0C) (2.11)

to the following expression:

O(k+1) =Ag0(k) (2.12)

where 0(k) = [0(k),...,0,(k)]” and Ag is a row-stochastic, aperiodic matrix. So, 6(k)
converges to a limit 8¢ which is actually a consensus on each connected subgraph. For some
results on these the reader could study [31] and for a more general description one could
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study the criteria summarised in [95]. So the following statements hold:

16 (k) — 6¢|| = 0 (2.13)

2.3.2 Stability analysis of the coupled opinion and action dynamics

We continue our analysis by considering the augmented state vector

2(k) = [01(k), ..., 0u(k),u1 (k), ..., un (k))T

and the resulting augmented system dynamics. For simplicity of the presentation we will
use the notation @ 0 Ag 6 (k) to denote the nonlinear function ®(6(k+ 1)) . So we obtain the

following dynamics:

k+1) =
D=1 G doay —a,

Ao 0 ] 2(k) (2.14)

Lemma 1. If there exists a symmetric, positive definite matrix P such that ATPA, — P < 0
and the function ® is continuous in R" and locally Lipschitz in a neighborhood of 6° with
a Lipschitz constant L, then the coupled dynamics (2.14) have an equilibrium which is
globally asymptotically stable.

Proof. At first, we define the P-norm of a vector x: ||x||p := VxT Px and of a matrix M:
[M||p := supyjjj =1} {|Mx]|p}. So, we have that if ATPA,, — P < 0 holds then ||A,||p < 1.

The opinion dynamics, 6(k+ 1) = Ag0(k), it is known to be stable as we have already
discussed. So, 3K : Vk > K 6(k) belongs to a neighborhood of 6¢ where the mapping P is
Lipschitz. Thus Vk > K the following holds for the actions:

lu(k+1) —u(k)||p =|[Ge®P(6(k+1)) — Ayu(k) — Ge®(6(k)) +Auu(k —1)||p
<|Ge®(0(k+1)) = GoP(6(k))l|p + [|[Auu(k) — Auu(k — 1) p
<Lo||Gollp|[0(k+1)—O8(Kk)|p+ [[Aullpllu(k) —u(k—1)[lp (2.15)

leta=||A,||p <1 and

& = Lo||Gellp[|6(k+1) = 8(k)[|p — O
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due to (2.13) and the fact that ||x||p < \/Apmax(P)]x||.Thus, denoting x; = ||u(k) —u(k—1)|
we rewrite the previous inequality:

P

X1 < axy+ O (2.16)

witha < 1 and 1STka — 0. Inequality (2.16) satisfies the conditions of lemma 3, p.45 of [97]
and consequently it converges to zero, thus the sequence ||u(k+ 1) — u(k)||p is convergent
to zero, so the sequence u(k) is convergent to an equilibrium point. So finally, the coupled

dynamics have an equilibrium which is globally asymptotically stable. [

Remark 2. These results can be generalised in the cases of directed, weighted graphs with
switching topology, modeled by an adjacency matrix A(k) = [a;;(k)] at each time step k,

where a;j > 0 if node i receives information from node j, if the following two conditions hold:

1. There exists T > 0 such that for every interval [k,k+ T the union of the interaction

graph across the interval contains a spanning tree.

2. There exists a symmetric, positive definite matrix P such that AT (k)PA, (k) — P < O for
all k=1...00,

That generalisation can be derived from Proposition 1 in [91] or Lemma 1 in [70]. The
existence of a spanning tree can be characterised as a rational assumption for networks
modelling social relationships. We argue for this because social relationships are usually
mutual, yet not of the same intensity for both parts, so they can be modelled by a weighted,
directed and strongly connected graph. If a directed graph is strongly connected then it has

a spanning tree.

The usefulness of Lemma 1 arises form the fact that the opinion dynamics are stable for
every graph structure as the matrix Ag = (D +C)~!(A 4 C) has the desired properties for
every adjacency matrix A and its degree matrix D. So, this lemma enables us to focus on the
stabilization of the action dynamics, through the graph design and the consequent tuning
of the matrix A,, guaranteeing that the coupled dynamics will remain stable for every such
design.

From the previous lemma, using P = 7 in the Lyapunov matrix inequality (thus || - ||p =
|-1l2) and G,A = G,(D+T)(D+Z)"'A we can derive the following simple but restrictive
stability condition for the spectral radius of G,(D+7Z), p(G,(D+I)) = max{|Ai(G,(D +

7))|,i =1...N} to be less than one as well or equivalently:

(di+1)gi

1 1
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since it this case
ALl < |Gu(D+ DD +TI) Al < max{|Ai(Gu(D+1))|,i = 1..N}|(D+I)" Al

because the matrix G, (D +Z) is diagonal. For the second norm it holds:

I(D+D)7'Al < I(D+T)7M|]IAll = 1Al

dmax + 1

and for ||A]] it holds
A< VAl Al = dimax-
So,

d
D+I) Al < - .
I ( ) “_dmax+1

Remark 3. We state this simple observation here because we can exploit its simplicity to use
it as a heuristic for a stable topology design. That is, since this condition guarantees that
the coupled dynamics converge on a graph with min{d;} > max{g;} — 2 we know that a ring

lattice of degree di = [max{g;} — 2]even is a topology that stabilizes these dynamics.

2.3.3 Simulations on the model’s stability properties

We present here some simulations of the aforementioned dynamics over different graph
structures, that motivated us to formulate the topology design problem. In these simulations
we consider a network of n = 20 agents participating in a repeated social choice procedure for
T = 100 times. The parameters c; indicating the obstinateness of the agents are chosen from
the interval [10, 100]. The parameters g; indicating the manipulative tendencies of the agents
are randomly chosen from the interval [0, 15]. Their initial opinions are randomly chosen
from the [0, 10] interval. Their initial actions are the desired ones according to their initial
opinions u;(0) = ¢(6;(0)), where the function & is considered to be () = 10tanh(6/10),
which is both continuous and locally Lipschitz.

Firstly, we present the convergent opinion and action dynamics (Figure 2.2) on a real-
ization of a random graph [36] with edge probability p = 0.4 (Figure 2.1). In the presented
case the graph has |E| = 81 edges and the spectral radius of the resulting matrix A, equals
Amax{Au} = 0.7774, so it has the necessary stability properties.

Subsequently, a case of nonconvergent dynamics will be presented. The dynamics (Figure
2.4) result from a realization of a random graph with edge probability p = 0.3 (Figure 2.3),
which has |E| = 54 edges and A, {A,} = 1.0418.
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Figure 2.2 Opinion and action dynamics.

We consider now the problem of choosing a proper graph structure, which will result in
stable dynamics and it will be as close as possible to the aforementioned unstable structure
with respect to the edge number |E| in this case. We make several experiments beginning
from an L*-lattice (a graph where all the agents have the same degree L*), which satisfies our
sufficient condition (L* > g,qx — 2), L* = 14 in this example. Then we relax this condition
by considering lattices of smaller node degree until the dynamics become unstable, as shown
in Table 2.1.

The most interesting observation we made from our experiments was that while the 6 de-
gree lattice results in unstable dynamics if we rewire some of its edges and thus create a small
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Figure 2.4 Opinion and unstable action dynamics.

Graph structure A,,,(A,) |E|

L*-lattice 0.4042 140
8-lattice 0.7758 80
6-lattice 1.0114 60
Small-world 0.9491 60

Table 2.1 Stability of several graph structures

world graph, as introduced by J. Watts and S.Strogatz (1998), the dynamics become stable.

This indicates that a well structured topology -whose properties can be studied analytically-
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is not necessarily the best choice for our problem, on the opposite the introduction of some
random rewirings results in better structures. This was a motivation for the following general
formulation of the topology design problem, which is not restricted on several special classes
of topologies.

2.4 Network topology design for the stabilization of the

action dynamics

2.4.1 Notation and Problem statement

The network topology design problems are emerging in many different fields [72]-[73] and
in more formulations they are considered to be difficult (NP-hard) problems. That is because
the decision variables stand for the presence, the addition or the removal of nodes or links and
so they take integer values, resulting in Integer Programs with various types of constraints.

Similarly, in our case we consider the vector
xe {01y 072,

which denotes the occurrence of a change of an edge -addition or removal of an edge- in
the existing graph structure and constitutes our decision variables. The nodes of the graph
remain unchanged.

Let {P* k= 1@} be a basis of the symmetric n x n matrices. Specifically, consider
the matrices P* with Pl.’; = P]'?i =1 if i = maxu>o{L/'(n— (I —1)) <k} and j=i—
l+k-Y_t(n—(—-1)) and Pl.’;- = 0 elsewhere. The diagonal matrices of this basis, i.e.
(Ptke K, = {Z;;'l (n—(I—1))+1,i=1...n}}, we will denote them P! since each k € Ky

corresponds to an i € {1...n}.

Example 1. We present for example the aforementioned basis for the 2 x 2 symmetric

b |10 |01 p_ |00
1o o 110 o1

The set K; = {Pl ,P3}, SO P‘} — P! and Pj — p3.

matrices:

Using this notation we can write

Ao="Y xo(k)P*,
k¢Ky
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where the vector xq stands for the coordinates of Ap with respect to the aforementioned basis
{Prk=1.. "H } except its diagonal elements whose coordinates are all zero. From the
definition of Pk it holds that xo(k) € {0,1}.

The topology design procedure consists of the addition of some new edges and the
removal of some existing edges. So, we define the following sign function Sy, (k) =1 if
xo(k) =0 and Sy, (k) = —1 if xo(k) = 1, which multiplied with the vector of changes x
indicates which changes correspond to an addition of an edge and which to a removal.

So the adjacency matrix of the graph depends linearly on the changes’ vector x:

= Ao . Z (k)P Sy, (k) (2.18)

form this equation we deduce that A(x) = [E‘i“j (x)] where Dl-“j (x) are linear functions of x. The
degree matrix changes accordingly:

n

D(x) =Y ei(A(x)1)" P} (2.19)
i=1

which also depends linearly on x, i.e. D(x) = diag{£P(x)} where L£P(x) are linear functions
of x.

Subsequently, we define the matrix functions:

G,(x) = G(G+ (D(x) %—1)2)_1

ST 8i

= d1ag{g‘ TP+ 1)2} (2.20)
and

Au(x) = Gy(x)A(x) (2.21)

which are nonlinear with respect to the decision variables x.
Applying the Lyapunov stability criterion on the matrix A,(x) = G,(x)A(x) we obtain
the following matrix inequality for P > 0 and x:

AR)Gu(X)PG,(DA(x) —P < Q (2.22)

The matrix Q is a negative definite matrix, for example Q = —gZ, where g is a design
parameter affecting the stability properties of the system as well as the size of the feasible
region of the optimisation problem. In the simulations presented in the next section this

parameter takes values of the order: ¢ ~ 1072,
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Let the Fy = {x: 3P > 0: A(x)Gy(x)PG,(x)A(x) — P < —gZ}. This set contains all the
feasible designs, i.e. the vectors x for witch the induced graph described by the adjacency
matrix A(x) has the desired stability properties.

In order to choose an element of the aforementioned feasible set as a best design, we
consider the criterion of the minimum change from the initial graph structure, which is
a natural criterion as especially on graphs representing social interactions it may be very
difficult to persuade someone to abandon a friend or make a new one. So we consider the
minimization of ||x||;, which is equivalent to the minimization of the linear objective 17 x.

The resulting problem is:

m}Dn{lTx} (2.23)
x e {0,1}(n=1/2 (2.24)
AP > 0:A(x)G,(x)PG,(x)A(x) — P < —¢Z (2.25)

Remark 4. If for some reasons some edges of the network are considered to be more
important than others, or the cost to add or remove them is different, we can formulate a
similar optimisation problem substituting the objective by a weighted sum of the changes
wl'x, w; > 0. Moreover, several linear constraints may be added so as to describe restrictions
on the design parameters due to special structural characteristics of the network, which
may be important to be preserved or due to special characteristics of several nodes, whose
neighborhood cannot be affected. These changes in the optimisation problem formulation do

not increase the difficulty of the problem as it lies on the constraint (2.25).

In order to simplify the nonlinear, non-polynomial (on the decision variables x) con-
straint 3P > 0: A(x)G,(x)PG,(x)A(x) — P < —qZ we consider the change of variables
Z = G,(x)PG,(x) and prove the following proposition.

Proposition 1. For every point x, if there exists a matrix Z > 0:
AX)ZA(x) — G, ' (x)2G, ' (x) < —¢T (2.26)
then there exists a matrix P > 0:

A(x)G,(x)PGy(x)A(x) — P < —¢T. (2.27)
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Proof. We use the mapping Z = G, (x) PG, (x) from P € M5* to Z € M3 ". For each element
of the matrices Z and P it holds that :

8i8j Pii
[+ (LP(0) + 1)2][g; + (L2 (0 + 1))

Zij =

which is a bijection. Moreover, if Z > 0 then for P = G, 'ZG,, ! it holds that for every vector
X:
xPx = xTGJIZGu_lx =vIZv>0

for v = G, 'x, so P > 0. Finally, substituting the change of variables Z = G, (x)PG,(x) in
AX)ZA(x) — G, ' (x)2G, (x) < —¢T
we take the desired inequality

A(x)Gy(x)PGy(x)A(x) — P < —qT

]

The new constraint (2.26) is polynomial in the decision variables x, so with a proper
change of variables it can be transformed to a Bilinear Matrix Inequality (BMI). We give the

following simple example, from [116] p.372, to explain this change of variables:

Example 2. Let the polynomial inequality x> +yz < 1 . Defining w = x* and v = x we have

the following equivalent system of bilinear inequalities:

I—xw—yz>0
w—xv>0
xw—w>0

x—v>0
v—x>0

In our case, each element ;; of the polynomial matrix A(x)ZA(x) — G, ' (x)ZG, ! (x) is a

4'h degree polynomial of the decision variables x:

V(Y LAWAD L) — g+ (P () + 1)l + (L2 + 1))

=1 k=1 gigj)
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Using the fact that (x(k))" = x(k) for every n since x(k) is 0 or 1 and introducing some extra
variables y;; = x(k)x(l) we can write the polynomial matrix inequality (2.26) as a Bilinear
Matrix Inequality, with the aid of the matrices of the basis {P¥}.

The feasibility of a BMI is known to be a nonconvex problem in its general case [86],
so the same holds for our initial problem (2.23)-(2.25). The difficulty to deal with the BMI
integer constrained problem is also discussed in [54]. Moreover, due to the difficulty of
the topology design problem in general, it has to be stated here that our references in this
topic [72],[73] use heuristics or meta-heuristics, except the ones considering simplifying

assumptions or relaxations to deal with a convex problem in the end.

2.4.2 A genetic algorithm for the topology design problem

Genetic algorithms are a well known meta-heuristic which can be applied to obtain suboptimal
solutions in a variety of difficult (NP-hard) search and optimisation problems [51]. As such,
it is evident that these algorithms are a useful tool for dealing with network topology design
problems and they have already been applied in this field [40], [76]. Following this direction,
we develop a genetic algorithm to obtain a feasible solution for the nonconvex integer
programming problem (2.23)-(2.25). In order to avoid the explosion of the dimensionality
which results to a very slow convergence for the genetic algorithm, we use the genetic
algorithm to search only in the space of the decision variables x rather than in the whole
space (x,P). However, this search may lead to several topologies which will not satisfy
the constraint (2.25). To deal with this we observe that the constraint (2.25) is linear with
respect to the matrix variable P, so its feasibility can be efficiently checked with the use of
a projective method based algorithm for Linear Matrix Inequalities (LMIs). So, for each
new topology produced by the genetic operations we check its feasibility with an LMI solver
and we drop it out of the next generation if it is infeasible. The basic characteristics of this

algorithm are enlisted below:

Chromosomes: Each chromosome of the genetic algorithm is a 0-1 sequence of length
@ representing the vector xo +x - Sy, for some changes’ vector x. The vectors xg, X
and Sy, are defined in the previous section, while the symbol "-" denotes elementwise

multiplication of the two vectors.

Initial population: As initial population for the genetic algorithm we consider a specific
number of feasible random perturbations of the initial topology xo. That is we produce a
number of chromosomes of the form xo +x - Sy,, which satisfy the constraint (2.25), where

x are randomly derived 0-1 sequences. The feasibility check, which is described below, is
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applied on these chromosomes in order to verify which of them are satisfying the constraint

(2.25) and reject the others from the initial population.

Fitness function: The fitness function of the genetic algorithm coincides with the
objective function of the problem (2.23)-(2.25), so it has the following form

fitness(chromosome) = ||chromosome — xg ||1 = ||xo +x- Sy, — xol|1 = ||x]]1

Selection: For the choice of a portion of the population for the breeding of the next
generation we use a simple truncation selection criterion. We choose the 50% fittest part of
the population in the case the size population exceeds a specific lower bound or we hold the
whole population if its size is smaller than this lower bound. The reason for this is to avoid
the diminishment of the population in the case that many new offsprings are rejected because
they do not satisfy the constraints. The next generation of the population is initialised by the
selected part of the previous population. The truncation selection has the drawback that it
may lead to elitism, that is the selection of only the temporarily best chromosomes which
may be far from the global optimum. Thus, the algorithm may converge to a local minimum
of the optimisation problem, but the convergence speed of the algorithm if we use another
selection procedure, such as fitness proportionate selection, is much slower, so we have kept
this simple method for our experimental simulations. Moreover, by choosing our initial
conditions relatively close to the optimum - we initialise the algorithm with perturbations
of the initial infeasible topology which are adequately close to it and feasible - we enhance
our chances to find the global optimum even with this selection procedure. Of course, in
cases of practical interest where great accuracy is needed and with sufficient computing
power available, we can easily replace this subroutine by one applying fitness proportionate

selection.

Crossover: The crossover operator considered here chooses randomly two parents form
the selected portion of the population and chooses also randomly a crossover point between
1@ and produces two offsprings form the two possible combinations of the parent

chromosomes around this point.

Mutation: The mutation operator applied to an offspring changes each of its bits with

probability p,, = o 2

A=) resulting on an average change of one bit per chromosome.
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Feasibility check: After the production of the new offsprings with the application of
the genetic operators, each offspring is checked for the feasibility of the constraint (2.25).
For this we use an LMI solver, which uses a projective method algorithm, to examine the
existence of a matrix P > 0 which satisfies the LMI (2.25), where the matrices A(x) and
G, (x) have the fixed values corresponding to the vector x of the offspring’s chromosome
X +x - Sy,. If this LMI is found feasible the new chromosome is added to the next generation,

else it is rejected.

Termination criterion: The genetic algorithm terminates after a specified number of
generations N. In fact, in the following simulations we have chosen the number of generations
through experimentation so as to not observe any improvement in the objective function in
the final generations. The fittest chromosome of the last generation is returned as solution for
our topology design problem.

Remark 5. This algorithm can be generalised to the case of a network topology modeled by
a directed graph, with an appropriate change in the basis (P*) of the space of the adjacency

matrices and the respective change in the form of the chromosomes.

2.4.3 Simulations of the results of the genetic algorithm

In the following simulations we consider a network of n = 20 agents participating in a
repeated social choice procedure for 7 = 300 times. The parameters c; are chosen randomly
from the interval [10,100]. The parameters g; are randomly chosen form the interval [0, 10].
The function ® which maps the opinions to the desired actions is considered to be ®(0) =
10tanh(6/10), which is both continuous and locally Lipschitz. The initial opinions 6;(0) are
randomly chosen from the interval [0, 10] and the initial actions are the ones corresponding
to these opinions ;(0) = ¢(6;(0)). All the aforementioned parameters remain the same in
both simulations.

The initial graph topology is the realisation of a random graph with edge probability
p = 0.2 shown in Figure 2.5. The resulting opinion and action dynamics are shown in Figure
2.6, where we can see that the action dynamics are unstable.

Applying the genetic algorithm presented in the previous section to the initial graph
topology we obtain the graph topology presented in Figure 2.7, which differs from the initial
one only on three edges. The resulting opinion and action dynamics are shown in Figure 2.8,

where we can see that the action dynamics are stable over the designed graph topology.

Comments:
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Figure 2.5 The initial graph topology, derived as a random graph with edge probability
p=0.2.
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Figure 2.6 Unstable action dynamics on the initial graph topology.

1. As we observe from the simulations above the graph topology that derived from the
genetic algorithm is a feasible point of our optimisation problem that satisfies the BMI
constraint and it results in stable action dynamics. So, at first, our algorithm returns a
feasible solution.

2. Moreover, with respect to its optimality, we note that the designed topology differs
from the initial one on just 3 edges (specifically 1 edge has been removed and 2 new
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Figure 2.7 The designed graph topology by the genetic algorithm.
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Figure 2.8 Stable action dynamics on the designed graph topology.

edges have been added), meaning that ||x||; = 3 which is very small. It may be a
suboptimal solution, but in most cases it might be an acceptable design.

3. Finally, compared with the heuristic approaches developed in section 4.3 it outperforms
them by far, since the best we had achieved there was a difference of 8 on the amount,
not on the exact location, of the existing edges of the two topologies, while now we

achieved a difference of 3 on the exact location of the edges of the two topologies.

To the best of our knowledge there does not exist global and efficient algorithms for nonconvex

integer optimisation problems, thus, the convergence of the algorithm to a feasible, yet
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suboptimal, solution is a positive result per se.

Heuristic and meta-heuristic algorithms are common in the related literature [8],[107],
[76, 40, 68, 72, 73]. Such algorithms are usually application oriented i.e., they are designed
to tackle efficiently a specific problem. In the same way, our algorithm is designed to solve
efficiently our topology design problem, based on its features, and through an appropriate
design we reduce the difficult nonconvex problem to many - easier to solve - convex problems
(LMI feasibility check). That design results in an efficient algorithm, especially for networks
of small size, and we demonstrate its effectiveness through the simulations of many different
cases in this section and in the following section.

However, we want to point also the drawbacks of our algorithm, that can be summarised in

the following:

* There is no guaranteed convergence to the global optimum of the design problem and

the algorithm may return suboptimal solutions.

* The algorithm can be considered slow if applied to large network topologies with lim-
ited computing power. This drawback can be tackled with distributed implementation
of the algorithm in large computer centers, which are usually available to network

administrators.

2.4.4 Simulations over Special Structured Initial Topologies

In the following simulations we consider a network of n = 20 agents and we check just the
structure of the resulting topologies after the implementation of the genetic algorithm on
several special structured initial topologies. The parameters g; indicating the manipulative
tendencies of the agents are chosen accordingly in each case in order to make the initial

topology resulting in unstable dynamics.

Ring

For the ring topology (Figure 2.9) the parameters g; indicating the manipulative tendencies of
the agents are chosen randomly from the interval [0, 10]. The ring is a very sparse structure
for a connected one. It has only 20 edges while 19 are needed in order to be connected. Fur-
thermore, its stability properties are not very enhanced - even small manipulative parameters
result in instabilities. So, a connected stable topology differs a lot from the initial one. That’s
why our algorithm returns an unconnected topology as the optimal solution, Figure 2.10.
This topology has 5 edges and differs from the initial one on 15 edges. The unconnected

designed topology is stable, since the isolation of the agents pauses their social interactions
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and results in the preservation of their initial opinions and actions, which are stable in the

sense they remain bounded.

Figure 2.9 Initial ring topology
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Figure 2.10 Designed unconnected topology from a ring(optimal)

Even if it is mathematically acceptable, the isolation of the agents is a bit unrealistic and
in many cases undesirable design. Subsequently, we add a linear constraint in the topology

design problem demanding the designed topology to have at least 19 edges -the minimum
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* 20

Figure 2.11 Designed connected topology from a ring

edges needed to be connected. This is a heuristic approach, since this constraint does not
guarantee that the topology will be connected. However, it is a simple constraint, which
interestingly works and we obtain a connected topology shown in Figure 2.11, which has 39

edges and differs from the initial one on 20 edges.

4-lattice

For the 4-lattice (Figure 2.12) the parameters g; indicating the manipulative tendencies of
the agents are chosen randomly from the interval [0, 20]. This increase in the values of the
manipulation parameters shows from the beginning that the lattices have enhanced stability
properties in comparison with the ring, as it is expected since they are more dense and well
connected topologies. The 4-lattice depicted in Figure 2.12 has 40 edges. Our design results
in the topology of Figure 2.13 which has 43 edges and differs from the initial one on 5 edges.

Star

For the star topology (Figure 2.14) the parameters g; indicating the manipulative tendencies
of the agents are chosen randomly from the interval [0,20], except the one of the central
node which is chosen much larger (here g(1) = 70). That is because the star structure is a
very robust one with respect to its stability properties, since the central node is very difficult
to manipulate and to be manipulated as she has the most neighbors she could have. So,

the parameters should be chosen large enough in order to arise instabilities on this initial
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Figure 2.13 Designed topology from 4-lattice

topology. Moreover, the star graph has the least possible edges needed to be connected (19
edges), so it seems to be a very robust design for the number of its edges. That is the reason
why our algorithm converges to an unconnected topology, Figure 2.15, which is closer to the
star topology than any connected stable one. It has only 3 edges and it differs form the initial
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topology on 18 edges. It shall be noted here that, as in the case of the ring, the unconnected

designed topology is stable.
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Figure 2.14 Initial star topology
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Figure 2.15 Designed unconnected topology from a star (optimal)

Subsequently, as in the case of the ring topology, we add an extra constraint for the
topology to enhance a connected design and we derive the final topology depicted in Figure

2.16. It has 47 edges and it differs from the initial one on 42 edges.
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Figure 2.16 Designed connected topology from a star

Comments: From the study of these special structures we deduce several interesting
conclusions. At first, in the case of topologies with very few edges, such as a ring or a
star graph, the isolation of some agents from the rest network is sometimes optimal as
it effectively stops their manipulative activity. The fact is that such a design may not be
acceptable by these agents and by the society. So, we add more constraints, which do not
affect the difficulty of the problem, in order to avoid a design which may be optimal but
inapplicable in social networks. Fortunately, since the increase of the agent’s friends leads to
the decrease of her ability to manipulate each one of them, as we deduce from the sufficient
condition (2.17), it is guaranteed that there exists another topology with more edges than
the initial, which satisfies the stability constraints and it is in fact a local minimum of our
optimisation problem. We can also design this topology to be connected by adding more

edges and not affecting its stability.

2.5 Conclusion and Extensions

The main contributions of this work are a) the enrichment of the model for social choice
procedures proposed in [38] by considering dynamically changing opinions and thus resulting
in second order dynamics, b) the new approach for the stabilization of these dynamics through
the graph topology design, which results in an integer programming problem with a BMI

constraint and ¢) a proper genetic algorithm for the solution of this problem.
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There are some interesting directions for future research, that is a) the study of the
topology design problem for the case of weighted graphs and the case of networks with
switching topology, b) the study of the effect of the graph topology on the equilibrium
of the system and c) the examination of other techniques to solve the nonconvex integer

optimisation problem and the implementation of comparative studies with our approach.






Chapter 3

Games of Social Distancing during an
Epidemic

3.1 Introduction

The emergence of the Covid-19 pandemic is one of the most significant events of this era.
It affects many sectors of human daily life and psychology. It indicates the inefficiency of
many health care systems and it leads to state interventions in the functioning of the society
through urgent measures and to economic depression. Especially at the beginning of the
pandemic, non pharmaceutical methods were used on a large scale to contain its outspread.
This happens because the behavioral changes of the agents can have significant effects on
the delay and the prevalence of the epidemic. So, the central authorities, governments and
health organisations, give guidelines and rules in order to induce social distancing and apply
regional quarantines in many cases. However, it is up to the individuals to follow these rules,
so the choice for social distancing can be modeled as a Nash game.

A lot of research has been conducted recently in the field of social distancing during an
epidemic [15, 115,96, 7, 30, 55, 5, 59, 34,78, 114, 21,26, 17,9,47, 16, 27, 28, 3, 60, 71].The
main compartments of these works are a model for the spread epidemic and a game model for
the decision making. Two well-organised surveys of game theoretic models for these issues
are [62] and [22]. From the analysis of such models we obtain insights for the evolution of
the epidemic and the human response to it and derive conclusions for the policies that should
be followed and their consequences.

For the epidemic modelling almost all of the aforementioned references use compartmen-
tal models e.g., the SIR model. These models were introduced a century ago [101],[66] and
they are well studied. Some works use more recent variations of the classic compartmental
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models, such as [78] where a spatial compartmental model is studied and [5, 30, 17] where
the population is considered to consist of many types or classes with respect to the agents age,
number of contacts etc, with each of these classes having a compartmental model with differ-
ent parameters. Alternative approaches for the epidemic modelling are the percolation theory
on networks [93, 90, 87, 46, 105] and the agent-based models [21, 35, 29, 33, 52], which
emphasize more on the structure of human interconnections that affects the transmission of
the disease.

The application of quarantines and social distancing has effects both on the economy
and on human psychology, so the decisions for the measures to be followed concerns both a
central policy maker and all the agents of the society. The works that focus on the decisions
of a central policy maker model the social distancing as a control problem [78, 21, 17, 47,
16, 27].0n the other hand, the works that focus on the agents’ response to the epidemic
outspread are considering game theoretic models [15, 115, 96, 7, 30, 55, 5, 59, 34, 114, 26],
the majority of which are mean-field dynamic games. Finally, [9] is an interesting Stackelberg
game approach combining both a central policy maker and many social agents.

Following these lines of research, in this work we consider an agent-based model for the
epidemic outspread and a Nash game for the agents’ response to the epidemic. We consider
that each agent has a personal health state evolving in discrete time. The possible infection
arises from her interactions with her neighbors. This agent-based model, similar to [59, 21],
is a discrete analogue for the SIR model on networks, where local interactions play a major
role. For the decision making, we consider that the agents choose their interactions as a
trade-off between the danger of infection and the utility they earn from their social contacts.
The agents are considered myopic, so the model studied is a sequence of static games.

A main characteristic of our model is the information that the agents possess during the
decision making. We study two cases, the case of local information, where we assume that
each agent has perfect knowledge for the health states of herself and her neighbors and the
case of statistical information, where we assume that she knows only some indexes that
describe the overall prevalence of the epidemic. The available information during a decision
making procedure is a core issue in game theory and the role of information in the decision
of an agent to apply social distancing has been examined also in [53] and [122], where the
authors consider the spreading of word of mouth in social networks and its effect on the
agents’ behavior and the epidemics spreading.

The main contribution of this work is to introduce a model for the decision making
procedure of the agents to apply spontaneous social distancing during the outbreak of an
epidemic, which takes under account the networked structure of human interconnections.

In this direction, the game formulated here concerns the local interactions of neighboring
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agents and it is not a mean-field game between the agents and the social average, contrary to
most of the aforementioned references on social distancing modelling. Few recent works
[5, 30] take into account the networked structure of human interconnections, and specifically
its degree distribution, attempting however a mean-field asymptotic approach to work with
the well established compartmental models. We should also point that our game model for
the choice of social interactions is conceptually similar to the activation game model of
[59], but in our formulation the agents choose each active interaction in a strategic manner.
Moreover, our game takes place on a fixed network of social contacts -this way we can study
various topologies- while the authors of [59] consider new random networks at each time step.
Through the analysis of the introduced game theoretic model, we indicate the significance of
the available information on the decisions for social distancing, which is a novelty of this
work. Through that analysis, we compute the Nash equilibrium strategies and investigate
their characteristics through numerical simulations. Finally, we study some variations of
our initial problem, such as experimentation on various network types, the impact of fake
information and of the finite capacity of a health care system and related simulations are

presented and annotated.

3.2 The model

3.2.1 Notation

We denote by G = (V, E) an undirected graph, where V = {1,...,n} is the set of its nodes
representing the agents and E C V x V is the set of its edges indicating the social relations
between the agents. The sparsity pattern of this graph indicates the established social relations
of each agent -family, friends, colleagues etc- with whom we assume she interacts. The
social relations graph G changes very slowly compared to the epidemic dynamics, so we
assume it to be constant during the time horizon of the epidemic. A = {a;;} is the adjacency
matrix of the graph i.e., a;j = 1 if (i, j) € E, otherwise a;; = 0. N; = {j: (i,j) € E} is the
neighborhood of agent i, and N; = N; U {i}. d; = Y jen; aij 1s the degree of node i, that is the
number of her neighbors. We consider also a matrix S = {s;;}, with the same sparsity pattern
with the adjacency matrix A, which indicates the desire of each agent to meet with each one
of her neighbors. The vector 0, is a vector of n zeros and the vector 1, is a vector of n ones.

The logical or is noted by V and the logical and by A.
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3.2.2 Actions

We consider a social distancing game, which is repeated at each day during the outspread of
an epidemic. The actions of an agent i determine the intensity of the relations she wants to
have with each one of her neighbors. So, the action of agent i at day k is a vector of length
equal to the number of her neighbors given by:

u' (k) = [uf, (k)..u'; (k)] € [0,1]%, (3.1)

where:
{j1,--Ja,} = Ni. (3.2)

Each ul](k) indicates the desire of agent i to meet her neighbor j at day k. We assume that the
intensity of the contact between the agents is proportional to their mutual desire to meet each
other. For example, family members or sexual partners often have a great desire to meet each
other and have a close contact, while friends or colleagues may not have the same desire to
meet each other and even if they meet they can easily keep safe distances. According to the
actions chosen by the agents we have an induced weighted adjacency matrix W (k) = [w;;(k)]
for the network, which indicates the intensity of the contact between two neighbors at day &,

where w; (k) have the following form:

0 if a;=0
si(k) = . . ’ K 33
i (k) {u’.(k)uJ(k) Jif a =1 53

3.2.3 States

We consider that each agent has a health state consisted of two variables x;(k), which indicates
if the agent has been infected before day k and r;(k), which indicates the duration of her
infection and consequently if she has recovered. Here we assume that all the infected agents
recover after R days. This assumption is made for simplicity of the model. The following
analysis holds also for varying recovery period.

The vector x° = [xV] indicates the initial conditions for the x; state of the agents. The
probability p? indicates the distribution of the initial conditions, which are assumed to be
i.i.d. random variables:

0 ,wp. 1-p9
R (34)
1 ,wp. px

Remark 6. The assumption that the initial health states of the agents can be modeled as
i.i.d. random variables does not exactly hold for the study of any phase of the outbreak of
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an epidemic, since there exist correlations among the health states of the agents, imposed
by the networked structure of their contacts. However, if we study the beginning of the
outbreak in a community, where the initial number of infected agents is very small and they
could have been infected through contacts with persons out of that community, there is no
necessarily correlation among their health states and they can be described as independent
random variables. The reason for the fact that we assume an identical distribution for the
initial states of our population is that, with no extra information about each agent’s past
behavior, we cannot distinguish any individual of the population and assume a personalised

distribution for her state.

The vector ¥ = 0,, indicates the initial conditions for the r; state of the agents.

These states evolve as follows:

1 ,otherwise

x,’(k—i—l) :{ xi<k) yW.p.  Dx; (3.5)

where py; = [1jen, (1 —wij(k) p°x;(k)X(,,(x)<ry) and p© is the infection probability.

. ) ritk) +xi(k) it ori(k) <R
rz(k+1)_{ R if ri(k):R (3.6)

where R is the duration of the recovery period.

The probabilities w;;(k) p°x; (k) X(,, ) <r) indicate the possibility to have a meeting at
day k and get infected by another agent. That agent can transmit the disease if she has been
infected (xj(k) = 1) and has not recovered yet (r;(k) < R)), which is shown with the use of
the characteristic function:

Xiry k) <Ry = { (1) ﬁ :jgg i 2 (3.7)
Remark 7. In this simple model, which is a discrete analogue of the SIR model on graphs,
we assume that every infected agent recovers. That is to avoid changes in the graph topology,
which would make the analysis of the game more difficult. We expect this to cause minor

differences in the case of an epidemic with low mortality.

In order to model the probable infection of an agent j by her neighbor agent i, we use a
similar formulation with the mean field approach [10], where the infection probability can be
expressed as a function of the well known basic reproduction number Ry.

R
¢ (Ro) :1—(1—;9) - (3.8)

==
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Using this infection probability, for a large Erd6s-Rényi random graph - that is the network
analogue of a well mixed population - the continuous mean field approach of these agent
dynamics, in the case of no social distancing, is the well known SIR model (e.g., [2]). Similar
derivations for the probabilities that govern the transmission of the disease over networks of

interconnected agents are existing in the relevant bibliography, such as [93].

3.2.4 Payoffs

We assume that the agents choose their actions, based on the available information, by
maximizing their short-term payoffs. These payoffs are considered to depend solely on
the benefits from the social interactions between the agents and on the costs to their health
due to possible infection. In reality, the decision of a behavioral change depends also on
socioeconomic and ethical considerations, which are omitted in this first approach, for the
sake of simplicity.

So, in our case the instantaneous payoffs depend on two terms. The first one indicates the
satisfaction that each agent derives by the interaction with her neighbors, these benefits differ
between her neighbors. The second term shows the costs an agent suffers if she has been
infected. Since the agent does not know her health state the next day, she tries to estimate it
based on the available information the current day &, denoted by /;(k). The parameters G;
indicate the importance of the infection for each agent. We divide the agents into two groups:
the vulnerable (large G;) and the ones who are non-vulnerable (small G;). The payoffs are

given by:

I R),uj k), j € Ny = Y sijudy(R)ul (k) = GiE{xilk+ DIER)} Xy emy (3.9)
JEN;

where s;; > 0 is the payoff agent i derives from the interaction with agent j if w;;(k) = 1.
The actions are functions of the available information:

u' (k) = y(Ii(k)) (3.10)

Remark 8. The game situation is clearly dynamic.The actions of each player have long-term
effects on both the epidemics and her future payoffs. However, each agent is difficult to
predict the long-term effects of her actions and the evolution of the epidemics is highly
uncertain, since many crucial factors of its dynamics are not known (e.g. seasonality [18],
future pharmaceutics, mutations etc). So, we restrict ourselves to a model with myopic

players.
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Moreover, we assume that the agents have bounded rationality, thus, they are not able to
reason based on the history of their neighbors’ actions nor to use such an information to
infer conclusions for the correlations among their health states. In fact, these correlations
are studied by the specialised doctors on the field of epidemiology to predict the evolution of
the epidemic, but we believe that it is rather pretentious to assume that the majority of not

specialised civilians make this kind of inferences to decide their daily actions.

3.3 Perfect local state feedback information

In this section, we study the case where the agents have perfect local state feedback informa-
tion. That is, agents know exactly their current health state and the current health states of
their neighbors before taking the decision to meet them or not. We denote this information
structure I,

If (k) = {x;(k),r;(k) : j € N;}. (3.11)

In order to analyze the social distancing game under the perfect local state feedback
information (3.11), we follow a step-wise analysis, considering a static, one-step game. All
the time indices, indicating the days, will be omitted during this analysis. Instead, we will use
the notation x;r and r;r for the next states. Based on the information (3.11), we can explicitly
calculate the conditional expectation of each agent’s next state E {x;" |;}:

E{H|ly = xi [T (1= wijp‘xj Xy <ry) + (0= [T = wijpxj X, <ry)) (3.12)
JEN; jEN;

since from (3.10) the strategies are measurable on the sigma fields defined by x, so E {u’J |x} =
u’] Thus, the payoffs have the following form:

J,' = Z siju;ulj — G,‘()Cl' — 1) H (1 _Wijpcij{rj<R}) +Gi X{r;r<R}‘ (313)
JEN; JEN;

Proposition 2. The strategy profile u = Oy 4, is a Nash equilibrium for the game with perfect

local state feedback, since it results to indifference for all the agents.

However, it is possible that there exist other Nash equilibria. At first, we prove in the

following proposition that no strict equilibria can be found in the interior of the action space.
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Proposition 3. The best response of each agent always contains a point in {0,1}%, i.e. the

vertices of the action space. Therefore, there is no strict Nash equilibrium in |0, I]Zd" \

{0,134

Proof. We calculate the first and second partial derivatives of J;:

A :
a_ll' = u] [sij + Gi(x; — DX gy P XX <Ry [T (- Xy, <ry)]  (3.14)
Uj keN\{j}
9°J;
=0 3.15
(o'?u’j)2 (3.15)
for all j € N;, so:
V2;i=0 (3.16)

and thus J; is a harmonic function. So, form the maximum principle for harmonic functions
on compact sets ([100] chapter 4) we conclude that the local maxima of J; with respect to u;
are on the boundary of [0, 1]%. Applying successively the maximum principle for the faces
and the edges of the hypercube [0, 1]%, observing that J; is still harmonic on each face of the
hypercube with respect to the free variables on that face (the u’J that are not fixed to O or 1),

we conclude that the best response of each agent always contains a point in {0, 1}% [l

Remark 9. If agent i is infected, x; =1 and r; <R, then J; =) jeN; Si Juljul] — G and if she
has been recovered, ri = R, it is assumed that she cannot get infected again. So, in these
cases, an optimal strategy for her is uj- =1, Vj €N, since if ul] =1 = u’] =1 andif ulj =0

she is indifferent so she can also choose u'; = 1.

Remark 10. If agent i and agent j are neighbors and agent i is not infected (x; = 0) and agent
J is not infected (xj = 0) or recovered (r; = R) the optimal strategies for their interaction
are u’] =1 and u! =1, since if u] = 1: Ji(ug- =1) —J,-(ug- =0) =y >0 and lfl/ll] =1:

Jj(M{Zl)—Jj( J:O):Sji>0.

i
So defining the following sets:
Inf;={jeN;:x;=1,r; <R} (3.17)

and |Inf;| is the number of elements of Inf;, we conclude that:

Ji =Ji(u; : j € Infy), (3.18)

since the rest strategies are fixed. In this case, the computation of the equilibrium strategies

is a single objective, multi-variable, integer optimization problem for each agent, which can
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be solved easily using the following algorithm for each agent in O(|Inf;|(log(|Inf;|) + 1))

iterations:

Algorithm 1 Solution of the optimization problem for each agent

1: The optimal strategies (u’j)* for j € Inf;

2: Sort the parameters s;;, j € Inf; in decreasing order

3: Define the sequence of indices jj...jjy,| to be the j-indices of the previous ordering

4: Define the strategies ul) = Opyf,, uiy = {u’J1 = 1...u§~k = l,Lt;k+l = O"'uj'unfﬁo}’ k=
1...|Inf,-|
k=0
AJi=1

while AJ; > 0 and k < |Inf;| do
AJ; = sij, — Gip©(1— p©)*
k=k+1

10: end while

11: (u’])* = uikfl(jk = ])

v e awm

Remark 11. Each player may implement Algorithm 1 independently of the others. Thus, the

players can reach the Nash equilibrium in a decentralized way.

Remark 12. The strategy profile ui- = max{x;, 1 —x;} is a Nash equilibrium for the game
with perfect local state feedback (3.11), if Vi & UInf; : max{s;; : j € Inf;} < G;p©

This equilibrium shows the phenomenon that in the case the agents are highly vulnerable
to the disease and they know the state of their neighbors, they communicate with all the
healthy ones in order to maximize their payoffs and the infected try to communicate also
with their neighbors for the same reason but they are banned by them. So, this equilibrium

results to higher payoffs for the non infected agents:

Ji:{ Yjen;sij(1—xjX<ry) xi=0Vri=R (3.19)

—G; Xi=1Ar <R

3.4 Statistical Information

The second case that we study is the case where the agents have statistical information for the
distribution of the states. Our motivation for studying this case is that in the first stage of the
COVID-19 pandemic the diagnostic tests were not available for everyone and in the current
stage of the pandemic many infected agents are asymptomatic and they do not proceed to

continuous testing. So, the agents get informed from the media just for the prevalence of the
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disease and they ignore the health state of each one of their neighbors and their own health
state as well. However, due to this lack of information imposed on the agents the analysis of
the game become far more complex and we have to make several simplifying assumptions to
deal with it.

At first, we assume that the agents ignore any correlations among their states, so they
perceive that their states follow a Bernoulli distribution. As we have stated in subsection ,
this is a common assumption connecting the graph theoretic models with the SIR model. We
assume also that all the agents know the same distribution with the same parameters - which
holds if this information is broadcasted - and that they have no memory for the past values of

these parameters:

I3 (k) = {px(k), pr (k) }, (3.20)
where
i:1<ri(k)<R
px(k) = u _N< J<RH, (3.21)
is the percentage of infected agents at day k and
i: ri k) =R
ety = RO =R 62

N
is the percentage of recovered agents at day k.

Furthermore, we assume that each agent chooses the same probability to meet each one
of her neighbors and then makes d; random experiments to decide if she will meet each one

of them.

. 1 p. Pk
(k) = WP pulk) (3.23)
0 ,otherwise

This is rational only if the utility earned from each interaction is the same from all the

neighbors of each agent: s;; = s;, Vj € N;. We assume that this symmetry holds for this case.

Remark 13. We have to point out here, in order to avoid confusion, that this problem
Sformulation is slightly different than the one presented in section 2. In both cases, the actions
i

u'.(k) indicate the intensity of a contact, which, motivated by the results of section 3, is

el{ther 0 (no meeting) or 1 (meeting). However, in this case the occurrence of a meeting is
considered a random event with probability p' (k). The reason for this modeling is that the
agent is not able to differentiate among her neighbors, because the danger to be infected
as well as the pleasure earned form the interaction are assumed to be the same. Thus, she

makes d; independent random experiments which determine who she will meet.
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Consequently, the strategy space of each agent is:

pi,(k) € [0,1]. (3.24)

We then drop k in order to proceed with the analysis of one step of the game. In order to
study the equilibria of this game we need the expectation of the state of the agents based on
the available information (3.20). Thus, we compute at first the expectation of the next state

of an agent given the current states:

E{x) [x,r}=1—(1—x) [T —wiu! px; X, <)), (3.25)
JEN;

next we compute the expectation of the previous conditional expectation over all the states:
Ec {E{xT |x,r}} =1— (1= po) [T =] ppi(1—py), (3.26)
JEN;

and thus the criteria have the following form:

Ji=s; Z U u — Px) H(l —u’ jpcpx(l —pr)—G;i| (1—=p,), (3.27)
JEN; JEN;

where the strategies are random and uniform for all the neighbors of an agent according
to eq.(3.23), so we have to compute the expected criteria, given the probabilities p', of the

uniform strategies:

Ji=E{Jilpl,pl,j €N} =sipl Y, pl+[Gi(1=p2)- [T = plpippd) — Gi| (1 - pr)
JEN; JEN;
(3.28)

Each agent wants to maximize J; w.r.t. pi.

Proposition 4. The possible equilibria of the game with statistical information are in {0,1}"

i.e., for each i, pfd is either O or 1.

Proof. We compute the first two derivatives of J; w.r.t. p, we get:

8 =5 Y ph—Gi(1—p)(1—p,)- Y pip‘p(1—p) [] (1—pipkptp.(1-py)),
Pl JEN; JEN; keN\{j}

(3.29)
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and
i =Gi(1—po)(1—p,) Y. pir°pc(1—pr)
(aplll)z l X r jeNi u X r
Y rp(i—p) T (-piplpp(1-ps),  (3.30)
keN\{j} IeN\{j.k}

27 AL . . : . . .
Note that 22 > 0. If Ji is strictly convex with respect to p!,, then its maximizer lies in

(9pi)? =
{0,1}.

If ((9‘9;—,1’)2 =0, then all pi in N; have to be 0, except at most one of them. Indeed, all the other

quantities in (3.30) are strictly positive before the end of the epidemic (when the epidemic
ends p, = 0). Particularly, G;(1 — p,)(1 — p,) >0, pyp¢ >0, and 1 — p pl,p°p, > 0. Let
pi’ #0. Then, a value ', with 0 < pi, < 1, can be a best response for player i, only if:

Ji(pl=1) =Ji(pl,=0)=0. (3.31)
Thus:
Py si— Gi(1 = pr)(1 = px)ppx) = Gi(1 = py) px, (3.32)
and: o
(Pl =0)=0 3.33
P (p,=0)=0, (3.33)
which implies:
pilsi— Gi(1= p,)(1— px)p°ps] = 0. (3.34)

It is then obvious that, while the epidemic continues (p, > 0), the equations (3.32) and (3.34)
are contradictory. So, p’, has to be in {0, 1} for all i. O

In order to characterize the Nash equilibria of this game we observe that it is strategically

equivalent to the following one:

J(p i) =aipl Y pi+ [T (1—bpiph), (3.35)
JEN; JEN;
where:
5
a; = l b= pp:(1—p,), (3.36)

Gi(1=px)(1=py)’

and p!, € {0, 1}, for all .
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We proceed with the calculation of the best response for each agent. From Proposition 4
we know that each agent plays p!, = 0 or p{, = 1, so we rewrite the payoffs of the agents as

functions of the number of their neighbors playing pi = 1. We denote this number m;.

Ji(plsmi) = amipl, + (1 — bpl)™ (3.37)

and
[(0,m;) =1, (3.38)
f,-(l,m,-) :aim,-—i—(l —b)mi. (3.39)

Thus, her best response depends solely on m;. To study this dependence, we define the

following functions:
fi(m) = Ji(1,m) = aim~+ (1 — b)" = azm + ""(1=2) (3.40)

The best response of each agent is:

BRi(m,-):{l Gf fi(my) > 1 G41)

0 ,otherwise

So, we propose Algorithm 2 for the computation of the actions corresponding to a Nash

equilibrium.

Algorithm 2 Computation of the NE strategies for the game with information for the
distribution of the states
. The optimal strategies p%*
Set p!, =1, Vi
Compute f;(m;), Vi (m; = d;)
while 3f;(m;) <1 do

if fi(m;) <1 then

Set pi, =0

end if

Compute new m;, Vi

Compute new fj(m;), Vi
end while

—_

R A T

_.
e

Proposition S. There exists a Nash equilibrium of the game with statistical information for
the distribution of the states. Furthermore, Algorithm 2 converges to the Nash equilibrium in
O(N?) steps.
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To prove this proposition we firstly prove the following lemma:

Lemma 2. For the functions f;(m), defined in (3.40), there exists a unique my € Ry such
that f(mo) = 1 and for allm > mo, m € N : f(m) > 1.

Proof. Tt is easily observed that f;(m) is convex and f;(0) = 1 for each i. So, if f/(0) >
0 = fi(m) > 1, Vm, in this case mg = 0. Else if f/(0) < 0= 3!mg € R} : f(mp) =1 and
Vm > mg, m € N : f(m) > 1 due to the convexity of fi(m). O

(o] 0.5 1 1.5 2 2‘.5 3 3.5 4 4.5 5
Figure 3.1 The function f(m;), for several values of g; and In(1 —b) = —1.

Proof of the Proposition 5. : Due to this lemma, beginning with the maximum feasible value
for m; (which is d;) the changes in the agents actions from 1 to O can result only in the
decrease of their neighbors m;’s and thus it is possible to happen only one change of action
(1 — 0) for each agent until the algorithm converges. To see this observe that if f(m;) <1 as
m; becomes smaller f(m;) cannot become larger than 1. Moreover, due to this observation,
in the worst case the ‘while-loop’ will run N times and so the algorithm will converge in
O(N?) steps.

The point that the algorithm converges is a Nash equilibrium of the game, since the agents
actions are their best responses to their active contacts numbers m;’s and for this profile of
m;’s no agent will be benefited from a unilateral deviation from her action.

Furthermore, we should point that, since the algorithm is in fact a descent on the possible
m;-profiles, i.e. it initializes with all the contacts being active (m; = d;, Vi) and each m;
decreases or stays the same, the Nash equilibrium that the algorithm converges is the one

corresponding to the maximum possible sociability for the agents. [

Remark 14. Each player i, to implement Algorithm 2, needs to know the number of neighbors
intended to play p], = 1 i.e., m;. So after each iteration of the algorithm we assume that each
player broadcasts to her neighbors her intended action, and finally chooses the actual p!, to

play after Algorithm 2 converges.
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Remark 15. If for each agent i it holds that s;d; + G;(1 — py)(1— p,)[(1 — ppx(1—p,))% —
1] > O then the strategy profile pfl = 1,Vi is a Nash equilibrium of that game.

Proposition 6. The strategy profile p', = 0,Vi is again a Nash equilibrium, since it results to

indifference between the unilateral changes of each agent.

The analysis of this section, and especially Proposition 4, indicates a rather interesting
fact: in the statistical information game the agents choice is either full isolation or no social
distancing at all. This phenomenon can be attributed to the fear of the agents due to the
lack of knowledge about their neighbors’ health states. If the prevalence of the disease is
high and the agent considers herself to be vulnerable it is probable to be afraid to have any
social interaction and choose full isolation. On the other hand, if the agent considers herself
non-vulnerable or the prevalence of the disease to be low it is rather probable to continue her

daily activities without applying social distancing.

3.5 Numerical studies

In this section we present several simulations for the social distancing games under the two
different information structures in order to compare the disease prevalence and the agents
payoffs in both cases. The payoffs of the agents have the form (3.9) at each day k, indicating
the myopic behavior of the agents, who cannot predict the future consequences of their
actions. The strategies considered are the Nash Equilibrium actions of the static games
repeated each day of the epidemic outbreak.

For the game with perfect local information we consider that agent i plays ué-(k)* =1if
she has recovered or if her neighbor j is not infectious at day k and u; (k)* to be the solution
of Algorithm 1 otherwise. In the execution of Algorithm 1, we use the set Inf; = {j € N; :
1 <rj(k) <R}.

For the game with statistical information we consider the strategy profile u*(k), k =
1,...,K to be the solution of Algorithm 2, where p® = p,(k) follows the rule (3.22).

The underlying graph topology is a random graph [36] with N = 100 agents, adjacency
probability p,q; = 10% and average degree d = 10. The recovery period is assumed to be 14
days. The sociability parameters s;; are random numbers in (0, 1). The agents are divided
into two groups the vulnerable and the non-vulnerable. For the vulnerable G; = 10000 and
for the non-vulnerable G; = 1000. The percentage of the vulnerable in the community is
20%. The initial percentage of infected agents is 4%. The basic reproduction number of
the disease is assumed to be Ry = 2.7. Since all of the aforementioned parameters of our
artificial agents are assigned at random, we use Monte Carlo method to obtain representative
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numerical results. So, all the simulations presented in this section and in the following section
are the average of 100 Monte Carlo iterations.

In Figure 3.2 we show the effects of the social distancing games with perfect local
information and with statistical information on the disease prevalence and on the sociability

of the agents.
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Figure 3.2 Infection, recovery and sociability curves for the case of no social distancing
(solid line), the case of the game with perfect local information (dashed line) and the case of
the game with statistical information (dashed-dotted line)

We observe that, for these values of the agents’ parameters, both games result in similar
results with respect to the diminishment of the epidemic outbreak. However, the different
information affects significantly their strategies, since in the game with statistical information
the agents are more cautious and apply strict social distancing due to the lack of knowledge
of the health states of their neighbors.

We indicate the effects of the parameters of the agents criteria on the outspread of the
epidemic in the following Figures 3.3 & 3.4. In these simulations we have considered that
the parameters s;; are bounded from 1 while the scale of the parameters G; for the non
vulnerable agents vary from 10 to 2000 and for the vulnerable agents is 10 times bigger.
Thus, we consider several different ratios r = w and we observe their effects on the
agents strategies and on the epidemic dynamics for both games.

From Figures 3.3 & 3.4, we clearly observe that the ratio of the sociality and vulnerability
parameters plays a crucial role on the epidemic outspread as it models the effect of the trade

off between fear of infection and socialisation on the agents behavior.
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Figure 3.3 Infection, recovery and sociability curves for the game with perfect local
information: r = 145 (dotted line), r = 555 (dashed line), r = 1455 (dashed-dotted line)
and r = ﬁ (solid line)
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Figure 3.4 Infection, recovery and sociability curves for the game with statistical information:
r = 5 (dotted line), r = 555 (dashed line), r = g5 (dashed-dotted line) and r = 55 (solid
line)

Despite the fact that the limitation of the epidemic outspread is comparable in both
games and depends strongly on the parameters of the agents’ criteria, there is a remarkable
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difference on their actions, that is the social distancing they need to apply so as to achieve
these goals. This difference on the agents behavior affects their payoffs. As we observe in
Figure 3.5, the average payoff of the game with perfect local information is higher than the
average payoff of the game with statistical information. Moreover, in the case of statistical
information, both categories of agents suffer a loss in their payoffs due to the augmented
social distancing, but the vulnerable agents suffer also because they are unable to choose
rationally their social interactions and it is more probable for them to get infected. So, the
vulnerable agents pay a greater burden for not being well informed.

Average Non-vulnerable Vulnerable
agents

Payoff agents

. N W
O F aNgWwn

m

o

o o

a 2 a 2 a 2

Figure 3.5 Comparison of the average payoffs of the agents for the two games. The case 1
stands for the game with perfect local information and the case 2 for the game with statistical
information

3.6 Case Studies and Discussion

In this section, we consider several variations of the initial problem and examine, through
simulations, the effects of the varying parameters on the behavior of the agents and on the
outspread of the epidemic. All the results are based on Monte Carlo iterations and all the
parameters, except the ones being under examination, are the same with the parameters of

the previous section.

3.6.1 Effects of the graph topology on the outspread of the disease

At first, we study the effects of the topology of the underlying network, which represents
the social interactions of the agents, on their behaviour and on the epidemic outspread. In
Figure 3.6 we study the effects of the average degree i.e., the average number of neighbors
of each agent, on the epidemic peak, on the total epidemic size and on the maximum social
distancing i.e., the minimum active social contacts. We considered random graphs of 100
agents with varying adjacency probabilities p,q; = 0.03,...,0.15 resulting in average degrees

d = 3,..,15. The increase of the average degree, which results in a better mixing of the

population results in the increase of the total infection outspread for both games. Moreover,
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Figure 3.6 The effects of the average degree of the graph topology for the case of no social
distancing (solid line), the case of the game with perfect local information (dashed line) and
the case of the game with statistical information (dashed-dotted line)

in the case of the game with statistical information a small average degree results in almost
isolation of the agents during the social distancing.

Subsequently, we present the effects of the graph topology. We consider four different
graph topologies: a random graph [36], a stochastic block graph i.e., a coalition of 5 blocks
(random graphs) with higher adjacency probability for the agents belonging to the same block,
a scale free graph [11] and a small world graph [123]. In every case we have chosen the
network parameters in a way that the graphs have almost the same average degree (d ~ 10),
in order to avoid the consequences of different degrees shown in Figure 3.6. In Figure 3.7,
we present the effects of the topology in the case of no social distancing game. In Figure 3.8,
we examine the case of the game with perfect local information and in Figure 3.9, the case of
the game with statistical information.

In every case we observe that the topology affects both the epidemic outbreak and the
agents behavior. The segmentation of the population into ill interconnected blocks (stochastic
block graph) results in the diminishment of the outbreak in every case. The scale free property
i.e., the existence of central nodes with significantly higher degree, results in an early high
peak of the epidemic and the consequent need for strict social distancing during this period.
Finally, the small world property i.e., the existence of edges that reduce the graph diameter,
results in lower peaks but in extended duration of the epidemic and thus it results to the need

for an extended "soft" social distancing.
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Figure 3.7 Epidemic dynamics for a random graph (solid line), a stochastic block graph
(dashed line), a scale free graph (dashed-dotted line) and a small-world graph (dotted line)
for the case of no social distancing
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Figure 3.8 Epidemic dynamics for a random graph (solid line), a stochastic block graph
(dashed line), a scale free graph (dashed-dotted line) and a small-world graph (dotted line)
for the game with perfect local information

3.6.2 Virus transmissibility

A very important characteristic of every epidemic disease is its transmissibility. In the

compartmental models the transmissibility is incorporated in the basic reproduction number

Ry. So, in this subsection we study the effects of the parameter Ry on the epidemic outspread

and on the agents behavior for both games, with perfect local and with statistical information.
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Figure 3.9 Epidemic dynamics for a random graph (solid line), a stochastic block graph
(dashed line), a scale free graph (dashed-dotted line) and a small-world graph (dotted line)
for the game with statistical information

We consider Ry = 1.5,...,5.5. From Figure 3.10 we observe that in the case of no social
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Figure 3.10 The effects of the virus transmissibility for the case of no social distancing (solid
line), the case of the game with perfect local information (dashed line) and the case of the
game with statistical information (dashed-dotted line).

distancing and in the case of the game with perfect local information the disease prevalence
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(peak and total size) is increasing with respect to Ry. However, in the case of the game with
statistical information the disease prevalence remains the same for Ry > 2.5, but with a high
effort on social distancing which increases as R increases. This indicates that in the case of
statistical information the agents seem to fear a highly transmissible disease and apply strict

social distancing.

3.6.3 The role of vulnerable agents

The vulnerable agents can be considered as key players for both games, since they tend to
play conservatively and thus enhance the social distancing. In Figure 3.11, we show the
effect of the percentage of vulnerable agents in the community to the infection peak and to
the total number of infected agents for the game with perfect local information and in Figure
3.12, we show the same effects for the game with statistical information. The red lines are
the linear regression curves for our experiments on different percentages and indicate the

negative correlation of the percentage of vulnerable agents with the infection outspread for

both games.
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Figure 3.11 Correlation of the percentage of vulnerable agents with the infection outspread
for the game with perfect local information.

Figure 3.12 Correlation of the percentage of vulnerable agents with the infection outspread

for the game with statistical information.
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Next, we study a variation of the game with statistical information, where the vulnerability
parameters of the agents (G;) depend on the level of infection in the community. This is a
realistic scenario, since the health systems worldwide have finite and usually small capacity,
so if the number of infected agents who need health care pass a certain level it is not probable
for the next agents who will get infected to have access in the necessary facilities. We model
this phenomenon considering the vulnerability parameters to be proportional to the infection
ratio:

Gi = Gi(p:) = GYap, (3.42)

where G? are the constant vulnerability parameters used in all the previous simulations.
1

f
¥

Choosing o = we can define a reference infection level p™', where the agents will play
as in the case of constant vulnerability parameters G?. Below this level, they will be more
indifferent for the effects of the disease on them and care more for their social interactions
and above this level they will be more worried about the disease and follow social distancing

strategies. This is confirmed by Figure: 3.13, where p'f = 8%

Infected
agents
o
T
|

0 50 100 150

Recovered
agents
o
o
T

|
I
|
I
I
\

o
=)
T
\
\
|

o
)]
T
|

Active social
contacts

0 50 100 150
Days

Figure 3.13 Infection, recovery and sociability curves when the vulnerability parameters
are constant (solid line) and when they have a proportional dependence on the infection
outspread (dashed line).

3.6.4 Fake statistical information

Finally, we study a modified scenario for the game with statistical information where we

assume that the information the agents possess is fake or biased. This scenario is interesting
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because the agents usually get informed through mass media or social media. Consequently,
the information they get is usually exaggerated or understated. The spread of fake news
is another factor affecting the information quality. Moreover, in many cases the lack of
diagnostic tests in the community makes the knowledge of the accurate infection level

impossible.

So, we consider the following modification of the model of section 3.4:

pl=fpx (3.43)

where pf is the available fake information of the agents and f is a coefficient indicating its

deviation from the actual information p,. So, we get the following simulations (Figure:3.14)
indicating the effects of an overestimation of the infection level (f = 2) and an underestima-
tion of the infection level (f = 0.5), in comparison with the game with actual information.

We observe that in the case of an overestimation of the infection level the agents care more to
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Figure 3.14 Infection, recovery and sociability curves for games with fake statistical informa-
tion. The fake information coefficient is f = 0.5 (solid line), f = 1 (dashed line) and f =2
(dashed-dotted line).

follow social distancing and the disease prevalence is kept at low levels, while in the case of
underestimation of the infection the agents do not care so much and the disease prevalence is
higher. In Figure 3.15 we point out the negative correlation of the infection outspread with
the fake information coefficient (f).
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3.7 Conclusion

A game-theoretic approach of social distancing has been considered. For the game model
introduced the Nash equilibria are computable and we propose algorithms to find them.
So, when the agents follow the Nash equilibrium strategies, we investigate the effects of
spontaneous social distancing on the prevalence of the epidemic, both analytically and
numerically through simulations on artificial networks. We study also numerically the role
of the networked structure of human interconnections and of the available information on the
agents behaviour and on the epidemic’s outspread.

Future work in this direction may include the following. At first, in the game analysed
in Section 3.4 may arise more equilibria, so it is interesting, if possible, to characterize all
the equilibria. Secondly, the study of the case of a social planner making infrastructure
modifications, e.g. cancelling flights, that affect the topology of the graph and thus the action
space and the behavior of the agents.






Chapter 4

Almost-Sure Finite-Time Stochastic
Min-Max Consensus

4.1 Introduction

Consensus protocols have gained significant attention in the last decades [94], as they have
become an integral part of many decentralised systems’ tasks. Their applications vary
from information fusion, averaging, coordination and formation control to decentralised
optimisation and decision making. For all the aforementioned heterogeneous applications,
several variations of consensus protocols have been developed, such as weighted average
consensus and minimum-maximum consensus [106, 92, 89].

Due to recent advances in communication technologies and embedded systems, the
application of distributed control systems vary from computer networks, smart grids and
sensor networks to networked cyber-physical systems. In parallel to this expansion, new
challenges have arisen for consensus protocols concerning security and privacy issues, since
cyber-physical systems are prone to attacks from malicious agents [88]. To deal with these
issues, some recent approaches focus on developing privacy-preserving consensus protocols
[102, 82], using methods from cryptography and attack detection.

While being well-established, these methods have running-time, bandwidth and energy
consumption requirements that may deter from their implementation on autonomous agents
with limited resources. Furthermore, by definition, average consensus protocols have asymp-
totic, and therefore infinite-time, convergence, which restricts their applicability on tasks
demanding both high-precision and fast convergence. The above discussion shows that
the implementation of a finite-time, privacy preserving consensus protocol is a challenging
problem.
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To the best of our knowledge, in the existing literature on finite-time consensus and
control of dynamic agents, e.g. [80, 79, 120, 127, 56], the agents considered are of first or
second-order dynamics and use continuous measurements of the relative differences between
the states of their neighbors. Sampled neighbor data have been used in [81] for simple-
integrator agents, where the authors consider a finite-time, event-triggered, deterministic
control strategy, that assumes fixed topology having a spanning tree.

Current approaches on stochastic protocols, e.g. [113, 118, 109, 63], focus on mod-
elling and handling the stochastic disturbances of the communication procedure and/or the
stochastic switches in the communication topology [119, 61]. Moreover, the authors of
[126] consider consensus under stochastic sampling. Recently, an interesting idea has been
introduced in [69], where the agents stochastically choose the time instants to exchange
information in order to counter jamming attacks.

Motivated by these approaches, on the first part of our work, we propose a finite-time,
min-max consensus algorithm with stochastic mixing. We prove that the protocol achieves
finite-time consensus to a random value, which ensures that the consensus value is impossible
to be intercepted by a curious (malicious) attacker, who eavesdrops the network during the
transient state of the protocol. Additionally, it does not need extra computational resources
for encryption or attack detection. On the second part of our work, we propose a distributed
control law for continuous-time high-order agents, based on the stochastic mixing protocol
of the first part. We introduce new continuous auxiliary variables, that utilize the stochastic
protocol, and employ only samples of the neighbors’ outputs, with an arbitrarily large
sampling period. The variables reformulate the finite-time consensus problem to the finite-
time regulation problem for the new variables, which is then solved by a classical finite-time
control algorithm [14]. Our methodology overcomes the limitations of fast sampling [64],
that may occur by an event-triggering mechanism, works on high-order agent dynamics with
switching, not necessarily connected topologies, and its stochastic nature makes it suitable
for applications related to security.

The rest of the paper is organized as follows. In Section 4.2, we include some prelimi-
naries from graph theory and the min-max consensus protocol. In Section 4.3, we introduce
the new protocol and we prove that it converges almost-surely in finite-time. In Section 4.4,
using the protocol and introducing suitable auxiliary variables, we design a new finite-time
consensus control law for a swarm of autonomous agents in integrator chain form. Finally, in

Section 4.5, we present simulations that demonstrate the validity of the preceding analysis.



4.2 Preliminaries 65

4.2 Preliminaries

4.2.1 Graph Theory

A directed graph G = (V, E) consists of a finite set of nodes V and a set of arcs E = {¢;; =
(i,/)} CV x V. We denote N; = {j,ej; € E} the neighborhood of node i and N; = N; U {i}.
A successive sequence of nodes and pairwise distinct arcs is a path. A node j is said to be
reachable from i if there exists a path from i to j. A digraph G is called strongly connected if
any node i is reachable from any other node j. If § C V, the cut induced by S is the set of
arcs from S to V'\ S, i.e. the set of arcs leaving S. The capacity c¢(S) of a cut is the number of
its arcs. We denote the maximum capacity over all the possible cuts of a digraph by ¢max (G).
The union of two digraphs with the same node set G; = (V,E}), G, = (V, E>) is defined as
G1UG, = (V,E]UE,). A sequence of graphs {Gy} is called Uniformly Jointly Strongly
Connected (UJSC) [106], if there exists some integer B > 1 such that the unions of digraphs
U = Ui‘j‘l Gy is strongly connected VI € N* := N\ {0}.

4.2.2 Max (Min) Consensus Protocol

We consider a network of agents represented by the nodes V = {1,...,N}. The outputs
are assumed to be sampled with sampling period 7;. Each agent i has a scalar output
yilk] = yi(kTy) at each time step k. At each time instant the interactions among the agents are
modeled by a digraph Gy = (V, Ey).

Assumption 1. We assume that the sequence of graphs { Gy} is UJSC, for some integer B.

Definition 1. The agents achieve finite-time consensus for initial condition y[ky|] = yWeRV
if there exist a y*(y°) € R and an integer T (y°) > ko such that y;[k| = y*, foralli=1,... N,
Jorall k > T. Global finite-time consensus is achieved if finite-time consensus is achieved
forally° € R and ko € N.

We recall, at first, the following Max consensus protocol from [106], [92]:
yilk+ 1] = max{y, [k, j € NIk} 1)

Proposition 1. If Assumption 1 holds and y;[k] evolves according to (4.1), then the states of
all the agents converge to a consensus value y* = yg/[ , which is the maximum among y;[0], in
at most A= B(N — 1) steps.

Proof: An agent with maximum state will retain its state due to (1). We consider the
set of nodes Vj[k] of all agents having the maximum state y¥[k] = max{y;[k],i € V} =
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max{y;[0],i € V} = yM[0]. As aresult, the index set V), is increasing. Since Assumption 1
holds, for every n =1,...,N — 1 there exists at least one agent j and a time k; € {(n—1)B+
1,...,nB} such that Vi [k;] N N;[k;] # 0, since the capacity of the minimum cut is greater
than or equal to one due to strong connectivity, and thus Vi [k;] U {j} C Vi[k;+ 1]. Hence,
Vu[B(N — 1)] =V, which concludes the proof.

Remark 1. The same analysis holds for the Min consensus protocol y;[k+ 1] = min{y;k], je€
Nilk]}, which converges to y* = min{y;[0],i € V} in at most A= B(N — 1) steps.

4.3 Stochastic Min-Max Consensus Protocol

We propose the following stochastic min-max consensus protocol:

yilk+1] =A;[klmin{y;[k], j € Ni[k]}
+ (1= k) max{y;[k], je Nilk]}. 4.2)

The weights A;[k] € [0, 1] are given by:
Aik] = max{0, min{1,w;[k]}} 4.3)

where for each time step k, Vi = 1,...,N, w;[k| are independent identically distributed (i.i.d.)
random variables, following a distribution F}" on a set Ay C R such that (A, B(Ax), F}") is
a probability space, where B(Ay) is the Borel c-algebra on A; Ay = AL U[0,1]UA! with
A} C (=20,0), A} C (1,+00) and Prr (A} UAL) > 0.

Remark 2. Due to the randomness in the selection of the weights A;, this protocol guarantees
consensus to some random point within [min;cy y;[0], max;cy y;[0]]. This property enhances
security, in the sense that an eavesdrop attacker cannot intercept the final consensus value,

even if he has information about the state of the system and the algorithm at some time.

4.3.1 Convergence of the stochastic protocol (4.2) in finite-time

We observe that if w;[k] < 0 then y;[k+ 1] = max{y;[k], j € N;[k]}, else if w;[k] > 1 then
yilk+1] = min{y;[k], j € N;k]}. Let us now define:

plk] :=P(wi[k] < 0) = Pgx(A}) (4.4)
k| :=P(wilk] > 1) = Ppw(A}) (4.5)



4.3 Stochastic Min-Max Consensus Protocol 67

and denote p; = p[l1].

Assumption 2. We assume that at least one of the sequences (plk|)i, (p'[k])x is non-

decreasing.

Example 1. If the distribution Fy is the uniform distribution on [—0,1+ 8| for every k then
13}

plk] = p'lk] = 155

Lemma 1. If Assumptions 1 and 2 hold, then the stochastic protocol (4.2) achieves consensus
in a time window of A consecutive steps k =1, ...,1 + A, to the maximum (or minimum) value
of the agents states at time k = [, with probability:

N—-1

] >  min [ + & ;])min{i:Ca}(kjip1 —kj)+1 46
pell] = (k1,...,kN)eKjI:II (pl il (4.6)

where K = {(ky,....,kn) : ki€ Nky =0< - <kj<kjy1 < <ky= A} and Cy =
maxy{cmax(Gk) } for all k € N.

Proof: Without loss of generality, from Assumption 2, we consider the case that p[k] is
non-decreasing. Since Assumption 1 holds, we use a similar argument with that of the proof
of Proposition 1 on a union of A graphs U; := Ufgj Gy, where A = B(N — 1). Specifically,
we consider the worst case scenario that only a single node i; has the maximum value y;, [/]
at the time instant kK =/ and a spanning tree of maximal depth A from this node containing
all the other nodes i1, ...,i},...,iy. We then consider the sets Vis[k;] = {i1,...,i;}, where k; is
the minimum time step that i; is reachable from i; on the graph Uj 4, := U,l;];'j Gy and k1 = 0.
Assume that the agents in Vj/[k;] have the maximum value, y,, [l + k] = y;, [I|, m = 1,...,i;.

If for all times k =1 +k;+1,...,l +kjyq, forall j=1,...,N, all the agents in Vjs[k;] hold
their values and at k =/ + k| the agent i;, 1 chooses the maximum value of its neighbors,
then Viy[k1] C Vi [ka] C ... C Viy[A] and thus the stochastic protocol converges.

For every time window k = [ +k;+1,...., +kj 1, we consider the event E]1 every
agent that communicates with agents in the set V \ Vyy[k;] to follow the max protocol
in this time window and thus holds its maximum value. Defining the sets V,}“[k] =

{m :m € Viy[k;],Nplk] \ Vm[kj] # 0}, the probability of the event E ]1 can be expressed as
I+kjq

P(E}) =TTl 1 Tmevige o (p k) M VL Since [Nk \ Vaglkj]| < min{j, emax (Gi) }

forall k =1+kj+1,..1 +kjr1, m =iy,...,i; and (p[k]); is non-decreasing, P(Ejl) >
L Ikt A ,

pll 4 kj])minds Cu ! Jﬂ}(kjﬂfkj), where Cll‘jl_k’ TS the maximum capacity of Gy

fork=1+k;+1,...,l +kjr1. We consider also the event Ej2 the agent i to follow the

max protocol at [ +kj 1, with probability P(Ejz) = p[l+kjt1]. The events E]1 and EJ2 are
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independent, hence the probability of the event E; = EJ1 N EJ2 has the following bound:

Ik j+1,1+k

P<Ej) 2> (p[l+kj])min{j,CM j+1}(kj+1fkj)+1. 4.7)

For the probability py, for the algorithm to converge over a topology U; = Uf; ; G which
induces the times &, it holds that py, > Hljy__ll P(E;). From (4.7) we get:

N o LA
pu, 2 H(p[l+kj])mln{lvcn‘4 Flkjp1—kj)+1
j=1

where Cil‘}IHA is the maximum capacity of Gy for k = [, ...,/ + A. Finally, the probability that
the algorithm converges on any U; = f;? Gy 1s
N—1

cll]> min [ e 1ymin{i.Co} 1 —kj)+1
P H (k1,~~-7kN)€KjI:[1(p[ ]])

where K = {(kl,...7kN) Zk1 :OS Skj Skj—H S SkN:A} andCM:maxkeN{cmaX(Gk)}.

Using Lemma 1 the following proposition can be proved.

Proposition 2. If Assumptions 1 and 2 hold, then the probability p.|l] for the stochastic
protocol (4.2) to achieve consensus in a time window of A consecutive steps k =1,...,l + A,

to the maximum (or minimum) value of the agents states, is bounded by:
pell] > (pll])'mA=Y (4.8)

Proof: From Assumption 2 and without loss of generality, we consider again the case
that p[k] is non-decreasing, i.e. p[l +k;| > p|l] for all k;. Therefore, we obtain the following

bounds for p.[l], defined in Lemma 1:

N—-1
cll] = min l+k; min{ j,Cp } (kjy1—k;)+1
pi= o s
N—-1 o
>  min H (p[l])mln{Jch}(ijrl*kj)‘Fl > (p[l])M(K) (4.9)

(kl,...,kN)GK j=1

where M(K) = 1+max, . gex (L5 i(kj —kj—1) +Cu XY= (kjr1—k;)). Defining
x1 = ky and x; = kj1 — kj, we have that x; > 0 for all j=1,...,N—1 and Zy:]lxj =
ky—1 < A—1 from the definition of k;’s. The maximum exponent in (4.9) can be found by
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solving the following integer optimization problem.

J

Cy—1 N—1
M(x) = 1+mfx( Y jxi+Cu ) x)) (4.10)
J=1 J=Cum
N-—1
;<A1 4.11)
=1

Since the coefficients of the linear objective function (4.10) are positive and the maximum
coefficient is Cyy, the solution of the integer optimization problem (4.10)-(4.11) can be
computed by choosing x; = 0 for j = 1,...,Cy — 1 and concentrating all the mass of x;’s,
derived from (4.11), on the second term of the objective function: M* := M(x*) =1+
Cyu(A—1). Hence p.[l] > (p[l])"" which concludes the proof.

Consider T > A iterations of the protocol (4.2) and let us define the sequences of length
A of random vectors:

Sp=wll],...,wll+A4A]), 1=1,....,T-A+1 (4.12)

where wlk] = (wy[k],...,wn[k]) are independent random vectors. Let £(T) be the set of
all these sequences and L(T) =T — A+ 1 be its size. These sequences may be dependent
in pairs, for example the pairs (S,,,S,) with m < n < m + A that share a common part
(w[n], ...,w[m+ A]). Due to this fact, in order to proceed with our analysis, we consider the
set L1(T):={S;,:li=iA+1,i=0,...,L;(T)}, where the size of this set L;(T) = [T /A] is
the largest integer smaller than or equal to T'/A. The sequences S; € L£;(T) are independent

since they do not overlap by definition and the random vectors w|k] are independent.

Theorem 1. If Assumptions 1 and 2 hold, then the stochastic protocol (4.2) achieves global

finite-time consensus with probability 1 (almost surely).

Proof: Taking into account Assumption 2 and without loss of generality, we consider
the case that p[k| is non-decreasing. From Lemma 1 we have that the probability for the
stochastic protocol (4.2) to converge in a time window (/,...,l+A—1) is p.[l], as defined
in (4.6). Moreover, since £;(T) C L(T), the probability that such a sequence does not exist
in £(T) is smaller than the probability of non existence in £;(7). Considering the event
Ej = {no max consensus in S;,,VS;, € £;(T)}, its probability is

L(T)

P(ES) = ] (1-pelt]) < (1—piH)HD) (4.13)
li=1
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since the sequences in £;(T) are independent and p.[l;] > (p[L]})™" > pM", VI;, from Propo-

sition 2. Thus, the probability of a sequence S € L£(T) where the protocol (4.2) converges is

M*)LI(T)

greater than 1 — (1 — pj . Let us now define the random variables

X — 1 ,if (4.2) converges in T steps 4.14)
0 ,else
and
X = 1 ,if 38, € £(T) s.t. max consensus 4.15)
0 ,else
For every realization @ of the random variables w;lk|, i = 1,....N, k= 1,...,T, it holds that

Xr(w) > X (o), since the stochastic protocol (4.2) could also converge if there exists a

sequence which results in minimum consensus. Hence,
P(Xp =1)> P(Xp = 1) > 1—(1—p{" )@ (4.16)

We define now the random variable:

X, — { 1 ,if (4.2) converges in finite steps @.17)

0 ,else

For every realization @ of the random variables w;[k|, i = 1,...,N, k= 1,..., T, it holds that
Xr(o) < Xri1(0), Xr(0) < Xo(w) for all T and X7 (o) T Xo(®) as T — +eo. Invoking
the Monotone Convergence Theorem and (4.16) we get that

P(X.=1)= lim P(Xr=1)

> (1 — MLI(T)Y _
> Jim (1-(1—py")"") =1 (4.18)

since p; € (0, 1] for all T, which concludes the proof.

4.4 Finite time consensus of integrator chains

We consider N agents in integrator chain form:

)'C,'J:x,"j_i_l, (jzl,...,m—l)

Xim = Wi, Vi = Xi1- (4.19)
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Our objective is to design a distributed control law for each agent i, using only samples of
the neighbors’ outputs, based on the protocol (4.2), in order to achieve output consensus in
finite-time. The outputs of each neighbor of agent i are sampled every 7T time instants. We
define:

silk] =Aimin{y;(KT), j € Ki(KT))}
+ (1 — )u,) max{yj(kT),j S Nl(kT)} (4.20)

These variables are discontinuous, since they are updated every sampling period. Therefore,
one cannot directly use them as references for the virtual control laws for the system of agents
(4.19). To ensure that the resulting virtual control laws are continuously differentiable when-
ever a new sample is added, we employ the following m-times continuously differentiable
function g : [0,00) — [0, 1]:

)= 1 L ift>T 42l
e am J& (sin (22))"do , if1€[0,T) '

with g, := (2"m!)? /[(2m!)T)]. For our distributed control design we define the variables

ni(t) :=yi(t) — q(t — kT )s;[k]
1= gt — kT)]sifk—1] 4.22)

where the function ¢(+) is given by (4.21) and k = | %|. These new variables are m-times

continuous differentiable for continuous inputs u;, since lim,_;7- 0;(¢) = yi(kT) — si[k —

1] = lim,_ g+ 1i(¢) and lim,_ - 77 (¢) = lim, 37+ 77 () = y\¥) (KT, due to the fact that

¢ (0) = gU)(T) = 0. Then, we consider the error variables z; | = i, zi2 = fis. - » Zim =
(1) - - |

n; and their dynamics:

Zi,j = Zij+1, (j: 1,...,m)
Zim = i — g™ (t — KT (s;[k] — silk — 1]). (4.23)

We design the input for system (4.23) as follows:
i = g™ (t — kT (si[k] — silk — 1]) + it (4.24)

where

i = —kysign(zi1)|zia|* — - — kmsign(zim) |zim| " (4.25)
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Coefficients &y, ..., k, > 0 are selected such that the polynomial s + ks™ V4 4 kos+k
is Hurwitz and oy, . . ., oy, satisty o = %, with o, =1, 0, =aandax € (1 —¢,1),
for some €. In [14] the authors show that there exists some € such that iz; stabilizes a chain of

integrators to the origin in finite-time. Based on this result, we prove the following theorem.

Theorem 2. If Assumptions 1 & 2 hold, the multi-agent system with agents dynamics defined
by (4.19) achieves finite-time output consensus under the decentralized control protocol

(4.24), (4.25). Moreover, all the signals of the closed loop system remain uniformly bounded.

Proof: From proposition 8.1 of [14], we deduce that the states of the system (4.23)
converge to the origin in finite-time. Therefore, the state z; ; = 7; is uniformly bounded
by a constant H; for each agent i. Let H = max{H;} be the maximum among these
bounds. We denote T the finite-time of convergence for the dynamics (4.23) of agent
i and 7;; = max{7} the maximum convergence time. Moreover, from (4.20), we observe
that max{|s;(kT)|} < max{|y;(kT)|} and we denote by ¥}, = max;{|y;(kT)|} the maximum
absolute value of the outputs at time k7. We rewrite (4.22):

yi(t) =ni(t) +q(t —kT)s; (kT)
+[1—q(t—kT)]s;i (k—1)T) (4.26)

and we observe that for r = T: Y| = max;{|yi(T)|} < H + Yy, where Yy = max;{|y;(0)|} is
the maximum among the initial conditions. Recursively, from (4.26), we obtain that:Y; =
max{|y;(kT)|} < kH + Y, and for K| = f%} , which is the time that all 1); have converged
to zero, Yx, < K{H +Y,. After that time, the outputs of the agents y;(k7T) follow the
stochastic protocol (4.2) with zero error 7;(¢). Thus, from Theorem 1, there exists almost
surely a finite-time step K such that y;(kT') reach consensus for all kK > K. From (4.20),
si(kT) = yi(K>T), Yk > K, and therefore from (4.26) y;(t) = yi(K>T),Vt > (K, +1)T.

4.5 Simulations

We consider a network of five agents with a switching ring topology, as depicted in Fig.4.1.
The agents’ dynamics are considered to be double integrators. We apply the control protocol
(4.24) to each agent. The samples s;[k| follow the stochastic consensus protocol (4.20),
with P(w; <0) = P(w; > 1) = 0.3 and 4; is uniformly distributed in the interval (0, 1) with
P(w; € (0,1)) = 0.4, for all time steps k. In Fig.4.2, a simulation of the agents outputs and
their control inputs is presented. Fig.4.3 shows a histogram of the points of convergence,
which confirms the stochastic nature of the protocol and a histogram of the convergence

times, which highlights the fast convergence of the protocol.
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4.5 Simulations
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4.6 Conclusion

A novel stochastic min-max consensus protocol and a control law are introduced, which
ensure finite-time consensus of multi-agent systems with high-order dynamics. This protocol,
requires minimal information exchange among the agents (only samples of the outputs) and
is applicable in networks with switching topology.
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