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Abstract

In this thesis we investigate the physics of magnetic monopoles and search for self-gravitating models
that correspond to magnetic monopoles with structure. The main goal of this work is the construction of
monopole models that predict magnetic monopoles with reduced mass, which may be detected in current
or future colliders. First of all, we present the electromagnetic duality and the idea of the symmetrization
of Maxwell’s equations, which imply the existence of magnetic monopoles. Then, to get a sense of the in-
teractions of magnetic monopoles with charged matter, we examine classical and quantum electromagnetic
systems, which consist of an electrically charged particle and particles with magnetic charge. Additionally,
we present the Dirac model of magnetic monopoles and the corresponding Dirac strings. Moreover, we
examine the Dirac quantization condition, which provides an elegant explanation of the electric charge
quantization. Also, we investigate the solutions of the Schrédinger, Pauli and Dirac equations consider-
ing a Coulomb-like magnetic field. Furthermore, upon considering the topological roots of the magnetic
charge, we investigate some monopole models. For instance, we present the 't Hooft-Polyakov monopole
solution of the Georgi-Glashow model and explicitly prove the topological origin of the conservation of the
corresponding magnetic charge. The mass of the 't Hooft-Polyakov monopole must be reduced in order for
the magnetic monopole to be detected in current or future colliders. Therefore, we consider self-gravitating
global models, since the self-gravitational interaction and the independence of the scalar fields from gauge
symmetries may reduce the mass of the monopoles. The simplest self-gravitating global monopole model
is the Barriola-Vilenkin model, which predicts unstable monopoles with negative mass. Consequently, we
present a string inspired magnetic monopole model derived from a self-gravitating global monopole model
with Kalb-Ramond torsion. This model predicts magnetic monopoles with structure, positive mass and
a very interesting mechanism, which implies the regularisation of the corresponding curvature singularity
and the stability of the model. The aforementioned regularisation mechanism is a tool of high impor-
tance in the research of self-gravitating monopoles. Subsequently, we phenomenologically investigate the
structured-particle solutions of the above model by determining the mass and radius of the monopole core.
Finally, we impose a lower limit on the monopole mass, considering recent results from the ATLAS and
MoEDAL experiments at the LHC. In the appendix of this thesis, we include comments on some papers
that deal with the application of the Newman-Janis algorithm or some corresponding modified algorithms
to the global monopole model.






IMepirndm

e auth T Satelfr] SlepEUVOUUE TN QUOLXT) TWV LAY VITIXWY LOVOTIOAWY ot avalntovue self-gravitating
HOVTEN TTOL AVTIGTOLYOUY OE Loy VNTIXE ovoTola Ue ecwtepxn dour. O xbplog otdyoc authg Tne epyaciog
elvol 1) XUTUOXEVY] HOVTEAWY LOVOTIOAWY TOL TEOBAETOLY Loy YNTXE hovoToha ue uetwuévn udla, to omolo
umopolY var aviyveuloly e undpyovteg 1 HeEAhOVTIXOUS emiTayLVTES. Apywd, mopouatdlouye to  electro-
magnetic duality xou tnv W€ Tng cuppeTpixotonong twy elowoewy Tou Maxwell, Tou cuvendyeton TNV
OTAPEN TWV HAYVITIXGY HOVOTIOA®Y. LT CUVEYEL, Yia Vo €YOUUE Wi afloInon Twv aAANAETLOPACEWY TWV o
YYNTXDV LOVOTIOAWY UE T PORTIOUEVT UAT, e€eTtdloupe xhacoixd xon xBavTind NAEXTEOUOYYNTIXE CUC THHATI
TOU amoTEAOUVTOL amd €V NAEXTELXA POPTIOUEVO CWUATIOI Xxou cwpatidio e yayvnuxd goptio. Emmiéov,
nopoustdloupe to povtého tou Dirac v tor goryvntixd govomodo xan to Dirac strings. Emnpéoieta,
egetdlouue Tt ouvifxn xBavtiopod tou Dirac, 1 onola mopeyer wa xoudyy e€rynon g xBdviweong tou
nhextexol goptiov. Emlong, diepeuvoipe tig Aot twv e€lodoewy Schrédinger, Pauli xou Dirac AapPdvo-
vtag unodn éva poryvntixd nedio tomou Coulomb. ‘Eyovtog Siepeuvioel 0 Bactxy) QUOXT TwV HOY VITIXGY
povonohwy xan e€etdlovtog Tic Tomoloyés pllec Tou payyNTXoU PoETiou, UEAETAUE OpLOUEVE LOVTEND O~
vomohwyv. Lo mopdderyua, mapouvoidlovpe to poryvnuixd povonoho 't Hooft-Polyakov, to omolo amotehel
Aoom tou povtéhou Georgi-Glashow xou omodexvioupe entd Ty TonohoyixY TEoEAEUGT TG BlaTHENoNE TOU
avtiotoyou payvntixol goptiov. H pdla tou povomdrov 't Hooft-Polyakov meémel va pewwdel npoxelpévou
To payvnuxd yovémoho vo umopel var aviyveudel oToug T€XOVTES 1) Ot PEANOVTIXOUC emToyLVTES. g ex
ToUTOU, EmXeVTpwVoUacte ot self-gravitating global yovtéha, xalde 1 self-gravitational aAAnienidooon
xan M aveoptnola Twv Baduntdy tedlwy and gauge ocuupetples umopel va Uetdoer 0 Uao TwV LOVOTOAWY.
To amlolotepo  self-gravitating global povtého elvon to povtélo Barriola-Vilenkin, to onolo mpofiénel
aotadn) povomoha pe opvnuixy) udlo. JNUVEN®S, TapoVCIALOUUE Ve HOVTEAD Loy VNTIXOU UOVOTIOAOU EUTVEU-
opévo and 1 Yewpla yopdodv, T0 onolo npoépyetar and éva self-gravitating global povtého yovomdhou ye
Kalb-Ramond torsion. Auté to poviého mpoPBAénetl yayvnuxd povonora detinic waloc pe ecwntepnn doun
xon €vay oAU evBlopépovTa Unyavioud, Tou cuvendyeton To regularisation tng avtiotolyng curvature sin-
gularity xou ) otadepdtnta Tou povtéhou. O mpoavagepielc pnyaviouds eoudiuvone elvar évo epyaieio
uPnAnc onpaciag yior v €peuva self-gravitating povondiwv. Xtn cuvéyeld, SLEEEUVOUPE QPUVOUEVOROYIXT
T owpaTIBlxéC AOoELS Ye Sour] Tou Tapandve povtéhou npoadlopilovtag 0 walo xat Ty oxtival Tou Tuphva
Tou yovornohou. Téhog, emPBdhioupe éva younhotepo 6plo otn pdla Tou Lovomohou, houBdvovtoac unodr To
npdoparo anoteréopato and to netpdpota ATLAS xow MoEDAL otov LHC. Yto mopdptnuo tne napodoog
omhopotiic epyaociog, cupnepthauBdvoute xdmolo OO TEVL GE OPLOHEVES ERYACIEC TOU QPOEOLY TNV
e@appoyY) Tou ahyopldpou Newman-Janis 1} oplouévwy avtiotolywy ahyoplduwy oto self-gravitating global
povtélo Barriola-Vilenkin.
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Preface

In this thesis, we present the main properties of the magnetic monopoles and some theories, which involve
them.

To be more precise, the hypothesis of the magnetic monopole existence yields some additional properties
to some classical theories. Therefore, in the first and the second chapter, we describe the electromagnetic
interaction between an electrically charged particle and a magnetic monopole, through the perspective of
classical electromagnetism and quantum mechanics. Also, it is very interesting that, in many cases, the
magnetic charge corresponds to the topological properties of the theory. Hence, in the third chapter, we
present a brief introduction to the topology, which provides us with the necessary tools in order to find
the topological roots of the magnetic charge. Moreover, using the topological properties of the monopole,
we describe the construction of some monopole theories. In particular, in the fourth chapter, we search
for magnetic monopole solutions of the Georgi-Glashow model, which is a gauge SU(2) symmetric theory
in flat space-time. The magnetic monopole, which corresponds to this theory, is named 't Hooft-Polyakov
monopole. In the fifth chapter, we present the self-gravitating global monopole solutions of the Barriola-
Vilenkin model. Furthermore, in the sixth chapter, we search for magnetic monopoles from self-gravitating
global monopoles with Kalb-Ramond torsion. Additionally, we examine this model phenomenologically
and present an elegant mechanism for the regularisation of the model’s curvature singularity, from which
spontaneously corresponds the stability of the monopole. This is a string-inspired theory. Finally, in the
appendix, among other supplementary notes, we present a discussion on the application of the Newman-
Janis algorithm to the global self-gravitating monopole model.

The resources, which mainly inspired this thesis, are the book of Yakov M. Shnir "Magnetic Monopoles"
[1], the thesis of dr.Nikos Chatzifotis "Magnetic Monopoles" [2] and the original papers of Nick E. Mavro-
matos and Sarben Sarkar "Magnetic Monopoles from Global Monopoles in the presence of a Kalb-Ramond
Field" [3] and "Regularised Kalb-Ramond Magnetic Monopole with Finite Energy" [4].



Chapter 1

Magnetic Monopoles: A classical theory
approach

First of all, it is essential to describe the innovating ideas, which lead to the hypothesis of the magnetic
monopole existence. The main idea is the symmetrization of Maxwell’s equations. This is possible, if
we assume the existence of a magnetic charge. Then, the equations are invariant under the dual trans-
formations, which replace the electric with the magnetic charge and vice-versa. The extended Maxwell’s
equations lead to a new electromagnetic interaction between an electrically charged particle and a magnetic
monopole.

Furthermore, as it is known, the scalar and vector electromagnetic potentials play a fundamental role
in the physics of electromagnetic systems. A theory described by these potentials has four degrees of
freedom. The gauge fixing and the equations of motion decrease the degrees of freedom from four to two.
That is why the electromagnetic field has two degrees of freedom (two polarizations of the light) and the
photon may have spin £1. This electromagnetic structure works well, describing numerous phenomena in
the perspective of classical mechanics, quantum mechanics and quantum electrodynamics. Additionally,
the scalar and vector potential form the gauge field, which corresponds to the U(1) gauge symmetry
of electromagnetism. Dirac’s pioneering idea was to describe the magnetic induction of the magnetic
monopoles using the curl of a vector field, as it is customary in classical electromagnetism. However, due
to the existence of the magnetic monopoles, the vector potential has a singularity along a semi-infinite
string, called the Dirac string.

1.1 Electromagnetic duality

Let us start our discussion from the hypothesis of the symmetric Maxwell’s equations of the form:

VE = p, (1.1)

VB =p, (1.2)

. - OB

L . JE

B=j, +— 1.4
V x Je + En (1.4)

-,

Note that the free Maxwell’s equations (p. = p;, = 0 and j, = j, = 0) are invariant under global O(2)

transformations [1]:
(5) = () 2y () 09

The free Maxwell’s equations can be written using the electromagnetic tensor as follows:

a,F" =0 (1.6)

O FH =0 (1.7)



where the equations (1.6) are the Euler-Lagrange equations of the system and the equations (1.7) are
implied by the Bianchi identity dj,Fj3, = 0, where the brackets [...] denote the total antisymmetrization

of the respective indices. Also, the tensor F),, = %ewngp" is the dual tensor of F},,, where €,,,, is the
total antisymmetric Levi-Civita tensor defined as:

Cpapo.pin — V |g|€/L1M2-<~Itn (1.8)

Similarly, the Levi-Civita tensor with upper indices reads:

M1k pn — 1 eHiH2--Pn (19)

Val

where g is the determinant of the metric and €,,,,...,,, is the Levi-Civita tensor density, which reads:

+1 if pypg...unis an even permutation of 0123...(n — 1)
€urpa.pn = § —1 if pypo...i,is an odd permutation of 0123...(n — 1) (1.10)
0 otherwise

and

—1 if pyps...ppis an even permutation of 0123...(n — 1)
ghhztn = & 41 if pypg...punis an odd permutation of 0123...(n — 1) (1.11)
0 otherwise
Additionally, it is evident that the electromagnetic tensor satisfies the Bianchi identity (1.7) due to the
absence of a magnetic charge (p, = 0). Later on, when we work with magnetic monopole solutions, the
right side of the equation (1.7) will not be zero and, instead, will be equal to the topological current, or the
torsion current due to the Kalb-Ramond term in the model of chapter 6. The conservation of topological

current has topological roots and yields the conservation of the magnetic charge.
The aforementioned transformation (1.5) can be expressed via the electromagnetic tensor as follows

[1]:
(Zf;“,) _ <cos(9) sin(9)> (Zf,w> (1.12)
/ ; .
F, sin(d)  cos(0) Fo
Another representation of this transformation reads:

F=FE+iB — F =¢%E +iB) (1.13)

where 6 is an arbitrary angle, which is called dual angle. To be more precise, the choice of § = —7 /2 leads
to the interchange of the electric and the magnetic field:

E—B and B— —F (1.14)

Also, there is a straightforward consequence of the aforementioned form of the transformation, which is
the energy and the momentum invariance:

1 = —, — 1 — — — —
5(E? +B?%) and P = 5 (F"x F)=ExB (1.15)

It is very important to examine the corresponding transformation of the Lagrangian density of the E/M
field:

1 -
E=-|F]?=
2\\

1 1 -
L= _ZFWFW — L' = —E(COS(Q)FMV — sin(0)F,,)* =

1 - .
L— L = - (cos®(0)F ™ + sin®(0) F,, F* — sin(20)F,,, F*)

~ 1
Considering the definition of the dual electromagnetic tensor (F),, = iewpaF P7) we have:
n 0 1 VK o 1 K K o
Fu P = 2 €upoc” AFPPIE, )\ = 1 [ —2(8,%0,% — 6,28, F** Fin =

F B = —F,, F"



where we used the identity €, 0" = —2(6p”50’\ — 5p’\50”). Therefore, the transformation of the
Lagrangian density yields:

1 -
L— L = —Z(COS(QQ)F,“,F‘LW — sin(20)F,,, F*) (1.16)

It is crucial to prove that the action remains invariant under this transformation. Considering F,, =
0,A, — 0,A,, which identically satisfies Bianchi identity, we obtain:

F, F" = (9,4, — 0,A,)F™ = 2(0,A,)F" = 20,(A, F") — 24,(0,F") =

F F" = 9,24, F™) (1.17)

where we used the Bianchi identity (1.7). The term FWF ¥ is a total derivative, as a result, it does not
contribute to the dynamical equations of the fields. Consequently, the examined transformation acts like
a canonical transformation on the action of the system. This confirms the invariance of the system.

Now, let us assume that we have electric and magnetic charge distributions. Then, the Maxwell’s
equations (1.1-1.4) can be written as:

o - - .-
— i (B +iB) = i(j. +ijy) (1.18)

Hence, upon considering the previously examined transformations and an equivalent interchange between
electric and magnetic charges, we construct the dual transformations:

V(E +iB) = pe +ipy and V x (E +iB)

F=E+iB—F =c¢%E+iB) and q=e+ig — ¢ = e“(e+ig) (1.19)

Maxwell’s equations remain invariant under the global dual transformations (1.19). The fact that the
dual transformations connect the electric and the magnetic charges means that we do not have a two-
charge electromagnetic theory. For instance, for § = —m/2 the dual transformation yields e — g with
the constraint @ = |g| = const.. Note that the charge @ is the experimental invariant, since it is the
dual-invariant charge.

The form of the electromagnetic tensor is not trivial in the case of a magnetic monopole, where the
Bianchi identity is not satisfied. Therefore, in such a case, the invariance of the electromagnetic action
can be explicitly proven after the determination of the electromagnetic tensor. A dual symmetric theory
that predicts magnetic monopoles, such as those we discuss later on, also predicts electric monopoles, in
the case of a non-fixed dual angle.

1.2 Classical electromagnetic scattering

In this section, we present the properties of a system consisting of an electrically charged particle and
a magnetic monopole (or a dyon, which has both electric and magnetic charge) [1]. In this discussion,
we consider that the magnetic monopole is always located at the point ¥ = 0, hence it produces a static
Coulomb-like field.

1.2.1 Classical scattering on a Magnetic Monopole
First of all, let us consider that the monopole has only magnetic charge, g. Then, the corresponding
magnetic induction satisfies the equation (1.2), where the magnetic charge distribution is:

pg = 4mgd® (7) (1.20)

Demanding that the magnetic induction vanishes at infinity, the solution of equation (1.2), considering
equation (1.20), is:

—
—

7

This is a static Coulomb-like field. The Lorentz force, which acts on an electrically charged particle, with
charge e, which moves in the external field (1.21), reads:

m%:e%xéz%(?xm (1.22)

where the dot denotes the total derivative with respect to time. The scalar product of equation (1.22)
with the velocity 7 of the charged particle yields:



1 - .
E= imf'g = const. and |F] = u = const. (1.23)

The kinetic energy of the particle is conserved. Similarly, the scalar product of equation (1.22) with the
position 7 of the charge implies:

7P =u’t (1.24)
The solution of equation (1.24) reads:

r=\u?t? + b? (1.25)

where b is the minimum distance between the charge and the monopole. From equation (1.24) we obtain
the first interesting result. There are no closed orbits in the charge-monopole system, since, only at the
moment ¢ = 0, the position vector 7 of the particle becomes perpendicular to the velocity vector 7 of the
particle.

In the subsequent steps we determine the conserved angular momentum. The particle’s angular mo-
mentum reads:

L=rxmi (1.26)
dz . ER - (1.22)
%L—i(rxmr)—rxmr N
d > eqg >
—L=—2(L 1.2
L= 5L x7) (1.27)

It is obvious that the particle’s angular momentum vector is not conserved. On the contrary, the magnitude

of the angular momentum is conserved. Upon taking the scalar product of equation (1.27) with [_:, we
obtain:

d >
—I[*=0=
dt

| = L = const. (1.28)

[l

|
Consequently, we have:
L =Lt =0) =7t =0) x mi(t = 0)

Note that, for + = 0, from equation (1.24) it is yielded that # L # and from equation (1.25) it is yielded
that r(¢t = 0) = b. Therefore:

L = mub (1.29)
Using the identity A x (B x C) = B(A-C) — C(A- B), from equation (1.27) we obtain:
d

dt mr 23 dt r
d > d (7
—L=eg—| - 1.30
at ~ “Yat (r) (1.30)
Defining the generalized angular momentum
L=1L—egf (1.31)
we observe that:
d -
—L=0 1.32
g (1.32)

Therefore, the generalized angular momentum is conserved. It is straightforward that the magnitude of L
is conserved.

L? = (mub)? + (eg)? (1.33)



It is essential to determine the source of the second term of the generalized angular momentum (—egf).
In order to do so, we calculate the angular momentum of the electromagnetic field:

i W= L [ < (Ex] 5 =

- 1 . _,
Leg = 4~ a3’ (7 ’XS):E/dBT’[r’x(Ex
5 g 3 E 7 _ =
Legzﬂ/d 7’/|:7J7J3('I"/E):|
=/

1
Note that V’(—/) = —T—/B. Therefore:
r r

o]

> E 1 =, | integration by parts
3.,/ = =/ g y P
Ley = 47T d3r [r, +V (r/)(r E)] fon]

—

B E 1 - -
Leg = % a3 L, - SVI(FE) + V/(f’E)}
E+ (EV)F', V' x 7' =0, the

Using the identities V/(7'E) = 7/ x (V' x E) + E x (V' x 7') + (V')
equation V' x E' =0 (1.3) and the fact that (EV’)7’ =

Eweobtaln
> 3./ ~ g 3,—»,$/ ~ 3/"/3/ 5 3/"/2/
Leg = 47r d’r (EV)T g dr(EV)p—ﬁ-y dr(EV)P—I-z dr(EV); =

B 'F E o
g|:i‘/d3rlv/(x) +:l)/d3T/vl<y> /d3 avi (z >:| /d?’T/A/(V/E)
47 r! r! r! Am

(1" Hoo)

From Gauss’s theorem we obtain: deT’V’( ) [ da' > = 0, where we assume E(r/ —

0 We perform similar calculations for the cases y, z. Finally, considering the equation V’ E =
47re(5 )(# — ) (1.1), the angular momentum of the E/M field reads:

Ley = —egr (1.34)
Consequently, the extra term in the expression of the generalized angular momentum (1.31) is the angular
momentum of the electromagnetic field. It is very interesting that the term (1.34) does not vanish even if
the two particles remain stationary. Note that this case is examined above, because we ignore the magnetic
induction produced by the moving electric charge.

Furthermore, it is possible to determine the trajectory of the electrically charged particle. The inner
product of the generalized angular momentum (1.31) and the radial unit vector 7 reads:

L-#=—eg (1.35)
Hence, due to the fact that the generalized angular momentum is a constant vector, we deduce that the
charged particle’s trajectory lies on the surface of a cone, with an axis of symmetry along the vector —L
and a cone angle 6, which can be determined as follows:

L7 =eg=
ey _ eg
cos (60 1.36
O=17= (mub)? + (eg)? (1:36)

Also, with straight forward calculations we obtain:

L mub
in(f) = — = 1.37
szn( ) I (mub)2 T (eg) ( )
tan(6) é - m?? (1.38)

€g €9

Additionally, the inner product of the orbital and generalized angular momentum yields:



L. L=0?= (mub)? = const. (1.40)

which means that the vector of the particle’s orbital angular momentum is precessing on the surface of a
cone with an axis of symmetry along the constant vector L and a cone angle 6, which reads:

L L=i=
L -
cos(0) = = = sin(f) = mub and O=_"-0 (1.41)
L (b + (eg)? 2

The charged particle’s velocity vector may be written as follows:

—"x L =—Fx L=—7x(FxmF) = —mi(Ff) + mir? =
L x
7= 7 L= X i (1.42)
mr

=

L
where & = — is the particle’s angular velocity. Also, from equation (1.25), we can calculate the radial
mr

velocity r.

G- —L L )= ——" and ()= VPR LR (143)

Note that:

G(t = +00) =0, 7(t = +o00) =u, r(t— F00) = +00

(mub)? + (eg)?
mb?
At this point, we can make some useful observations. Let us assume that the charged particle comes from
~+00 and moves radially. Then, it approaches the monopole up to a minimum distance r = b. Subsequently,
it returns to 400, moving radially towards a different direction from the initial one. This process describes
the scattering of an electrically charged particle on a static magnetic monopole. The angle between the
initial and the final direction of the monopole defines the scattering angle ©, which will be calculated later
on. An interesting observation is that the conditions &(t — 400) =0, 7(t — +00) = u and i, = b # 0
yield that the trajectory of the particle does not form a conic section. At the extreme case, where b = 0,
we obtain L = 0, hence, the particle moves only radially towards the monopole.
Searching for the scattering angle ©, we first calculate the magnitude of the angular velocity &, around
the axis defined by the vector L.

@|(t = 0) = , i(t=0)=0, r(t=0)=b (1.44)

—ng— L _£ 1 $(t=0)=0
YECT R T m u2t? + b2
L [t at L [ dt'
¢(t)=*/ ﬁZﬁ/ N2
m Jo u?t’? +b mb? /o ut
(1+5)
b
Upon setting tan(§) = %t = dt = zcojf({) we obtain:
. (ut)
L arctan ? L ut
o(t) = 7mbu/0 d¢ = Earctan<b) =
1 ut
t) = t — 1.45
o10) = o grarctan (%) (1.45)

The equation (1.45) explicitly proves that the trajectory is not a closed orbit. Also, we can calculate the
total angle A¢ on the plane, which is perpendicular to the vector L.



sin(0)

Ap = ¢t = +00) — p(t & —0) = (1.46)

Without loss of generality we may consider that the vector —Lis parallel to the unit vector 2. Thus, we
calculate the unit vector of the velocity for r — +oo:

Ut — £o0) = |F|(£F(t = £o0)) =

O(t — £o0) = (:t sin((‘))cos(%), sin(é))sin(%), :I:cos(@)) (1.47)

Consequently, the scattering angle © is calculated as follows:

c0s(0) = d(+00) - B(—00) = —sin?(0)cos> (%) + sin?(0)sin? (%) — cos*(0) =

cos(©) = 25in2(9)5in2<28i2(9)> —1 and cos(%) = sin(0) szn(#n(e))‘ (1.48)

Finally, the previous analysis may lead to a very useful result, which is the effective cross-section of the
charged particle’s scattering on the magnetic monopole. Similarly to Rutherford scattering, the effective
cross-section takes the form [1]:

b db

— = 1.4
dQ ’dcos 0) ‘ (1.49)
where b is the impact parameter. We have to calculate the differential db:
cos(0) = 9
(mub)? + (eg)?
2b db
—sin(0)dy = ——9tmw)bd -
(Vimub)” + (eg)?)
2
) mu
sin(0)df = ((eg))g cos®(0)b db =
2 .
bdb = (eg)* sin(260)db (150)

~ (mu)? 2 cost(9)
Also, taking into account the contributions from all values of the impact parameter or equivalently from
all values of the cone angle (0 < 6 < 7/2), the differential cross-section reads:
dQ (mu) 2 2 cos4 (0)1sin(©)dO

(1.51)

The differential cross-section (1.51) is singular for ® = 7 and :li? = 0. In the subsequent steps we
examine these spacial cases. For back scattering (glory scattering), we consider © = 7 = sin(0) = 0,
which means that the differential cross-section is singular. Upon substituting © = 7 into equation (1.48),

we obtain:

If the cone is not degenerated (6 # 0, ), the above equation has the following solutions:

1
in(6,) = —, N 1.52
sin(60y,) 5 M€ (1.52)
Some critical values of the cone angle (solutions of the equation (1.52)) are [1]: 6; = 0.5236, 0 =
0.2527, 03 =0.1674, ....

In the second case, % = 0 (rainbow scattering), we consider © # 0, m and we calculate:

ae 0 dcos(©)

N (1.48)
ag do




2sin(0)cos(6)sin? (L) - 25in2(¢9)5in< W(G))cos( T ) meos(9) =0=

2sin(0) 2sin 2sin(0)/ 2sin2(0)
™ s
m”(2sm(9n)> = Zsin(ayy 0 "N (1.53)

Also, some critical values of the cone angle (solutions of the equation (1.53)) are [1]: 61 = 0.3571, 0 =
0.2048, 65 = 0.1446, ... .
Last but not least, for small scattering angles (6 — 0), from equation (1.48) we obtain 6 — 7/2.
Therefore, we can set (0 ~ m — 26). Hence, we have:
. ) . , (1.36)
O = sin(0) ~ sin(m — 20) = sin(20) = 2sin(0)cos(0) (ﬁ)
egmub eg 1

—9

2 2 2
(mub)? + (eg) mub 1+( eg )
mub

02

Upon considering cos(6 — w/2) — 0, from equation (1.36) we obtain:

1
< S0 —— 0=

(mub)? + (eg)? (@)2 41
eg

e
79 — 0
mub
Summarizing, the scattering angle approximately reads:

eg
0~2—— 1.54
mub ( )

We have assumed that © ~= 726, hence cos(0 = 7/2) = 0~ (0=7/2) ~ §, sin(26) = sin(r —6) = sin(®)
and % = —2. Consequently, the equation (1.51) yields:

do 2eg 21
) ~ (mu) o (1.55)

which is analogous to Rutherford formula for low energy scattering.

1.2.2 Classical scattering on a Dyon

In this subsection, we generalize the previous case considering that the magnetic monopole has also electric

charge, i.e., it is a dyon. In particular, we examine a classical non-relativistic scattering of an electrically

charged particle, with charge e, on a static dyon having both electric "Q" and magnetic "g" charges. We

consider e@ < 0, in order for bound orbits to be obtained. The analysis is similar to the previous case.
The Lorentz force that acts on the electrically charged particle reads:

. 7 €9, . -
mr = eQT—3 - T—?)(r X T7) (1.56)

Thus, due to the fact that the extra term (eQTL;) is parallel to 7, the analysis which corresponds to the
angular momentum is exactly the same. Hence, we summarize the main relations:

E:(_)” I_::E—egf, L=Fxmi, L= f,?—l—(eg)Q (1.57)
y ==

L -7=—eg=-const. <0={ . i 7 (1.58)
sin®) =1 = Joteor

|L| = L = const. (1.59)

Upon taking the inner product of the particle’s velocity vector with equation (1.56), we calculate the
conserved energy:



d (1l - eQ

1 ., eQ 1 L?  eQ
FE = 5 imr —+ 2mr2 —+ 7 = const. (160)

where we recognise the extra Coulomb term. Then, we solve this equation with respect to the radial

velocity:
2 e L2
Y oo i B<g
m r 2mr? bound motion

\E\ T 2m[E]

where we considered negative total energy, due to the Coulomb term and the assumption eQ) < 0. The
condition E < 0 implies bound trajectories. If we set:

leQ)| L b2 2|E|L?
— L b= ———, e=1/1— = =4/1- "= 1.62
2|E]| \/2m|E| a? me2Q)? (1.62)
m rdr m rdr
t= =/ 1.63
2|E]| / Va2 — b —(r —a)? 2|E| / a?e? — (r —a)? (1.63)

Subsequently, we introduce the variable &, such that:

we have:

r=a(l—e€cos(§)) = dr = ae sin(§)d¢ (1.64)

fzarccos(a_r> (1.65)
ae

ma? [ (1 —ecos(§))sin(§)dE
\/ 2|E| / V1 —cos2(€) -
;Tg[f —esin(€)] = ;nzj (arccos(td) — € sin [arccos (aa_er>]> (1.66)

As we did in the previous case, where @Q = 0, we assume that 2 is parallel to E, thus, the angular velocity
reads:

Hence, we obtain:

i dp L _do(r(t)) L _drdp L _dp L dt
-~ [ S frd :> -V 3 = T 5 e
W mr? = dt mr? = dt mr? dt dr mr? dr — mr2dr
dp L !
dr ~ Vom Z
r mT’Q\/*‘E|+@727ﬁ,M
o(r) = T
\/TQ \/ \‘gl\T2+2T mI:Ql
e, [1_2EIL2
o(r) = LL 1 dr 37
- 2
mleQ] e \/ BPTEIEY rz_rzj;,ae@ ()
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LL dr
o(r) = mleQle / —— (1.67)
7"2 1— ( Ztr\eQ\ )

To its end, we introduce the variable £ as follows:

I”j2

T meql L L? dr emleQ|
cos(§) = — sin(§)d§ = emleQ] 2 = dr =r? 72 sin(§)d¢ (1.68)
Thus, we obtain:
I3 ;
T = = sin(0.)
o(r) = £ 7&%@ § = 55, L_ ,H#ZQ‘ (1.69)
L) Ji—eos®) L ¢ = arccos| —2<<L

Hence, the azimuthal angle satisfies the following equation:

e L
cos(p(r)sin(b.)) = " mieat (1.70)

er
Consequently, a charged particle in a dyon field, considering bound orbit, moves along an ellipse with
semi-axes a,b and eccentricity € [1]. Additionally, the elliptic trajectory lies on the surface of a cone, with
axis of symmetry along —L and cone angle .. It is very interesting that there is a precession of the orbit.
For ¢(rmin) = 0, we have cos(¢(rmin)sin(f.)) = 1, while for ¢(r) = 2w, we have cos(¢(r)sin(6.)) # 1 =
T % Tmin, since 0 < sin(6.) < 1. Therefore, we obtain ¢(r > ry,) = 27, which means that after a
complete term the charged particle does not return to the initial position, i.e., we have a precession angle.
We calculate the precession angle as follows:

¢(7’mm)5in(06) =271 =

2
sin(6,)

¢(Tmin) =
thus, the precession angle reads

A = dlrmin) — 21 =)

Ag = 27r<§ - 1) (1.71)

1.3 Dirac Magnetic Monopole

A self-consistent electromagnetic theory with magnetic monopoles, which respects the results correspond-
ing to the classical and quantum electromagnetic theories without magnetic monopoles, must be described
by the four-potential A,,. However, a dual symmetric model may be structured by considering either the
electric field or the magnetic induction as the curl of the vector potential A. This becomes obvious, upon
considering the dual transformation (1.12) of the electromagnetic tensor. In this section we prove that
the vector potential, in presence of a magnetic monopole, is singular along a string, which is called Dirac
string. The Dirac string is not observable, and hence, we need to somehow eliminate it. Interestingly, in
chapter 3, trying to overcome the problematic situation due to the Dirac string, we prove that the magnetic
charge seems to have topological origins. In fact, in chapter 4, where we discuss the 't Hooft-Polyakov
magnetic monopole, we explicitly prove that the magnetic charge has topological roots. Additionally, if
the models that predict magnetic monopoles are dual symmetric, which means that the term Flwﬁ' Y is
a total derivative, these models also predict electric monopoles, and more importantly, the corresponding
electric charge has topological roots. Note that the models examined in this thesis effectively provide
magnetic monopole solutions, which are particles with structure. In fact, there are not dual symmetric
actions that predict magnetic monopoles as elementary particles.

11



1.3.1 Vector potential of a Dirac Monopole

In this section, we make the usual assumption, according which we can write the magnetic induction as
B=VxA.

Considering a magnetic monopole theory, the solution of equation Vég = pg (1.2), where p, =
4mg6 ) (7) reads:

—
—

By =g—

= (1.72)

where g is the magnetic charge. Hence, due to the identity V(V x A) = 0, we cannot write ég =VxA

for every point 7 in space. Instead, we may consider a field B which satisfies the equation VB = 0, for
every 7, and can be written as B =V x A. Additionally, let us assume that there is a field h such that
the field B reads [5]:

B=B,+gh=VxA (1.73)

Upon considering the equations Vég = 4mwgd (3)(f') and VB = 0, the field h satisfies the following equation:

Vh = —4md® (7) (1.74)

It is evident that we can find a vector potential /T, which satisfies equation ég =VxA everywhere except

a line, which extends from the origin to infinity. The vector potential A is singular along this line, which
. . . 7

is called Dirac string (D.S.). Thus, the fields B and h are singular along the Dirac string, while B, = 9—3
r

is singular only at the origin. The gradient theorem allows us to solve the equation (1.74) as follows:

hF) = —4x | 0@ (F—F")dr’ (1.75)
D.S

where the integration is along the Dirac string. Let us consider, without loss of generality, that the Dirac
string is extended along the positive semi-axis z. Then, equation (1.75) yields:

- +oo ’
R = —dr56(2)5(y) / 476z — o) &=+

0

z

h(F) = —4m28(x)d(y) / des(e) =

h(F) = —4m28(x)0(y)O(2) (1.76)

where ©(z) is the Heaviside step function. The field (1.76) satisfies the equation (1.74), since d@(z = 4(2).
Also, it is crucial to calculate the vector potential A. The curl of equation (1.73) yields:

V x (V x A) = V(VA) = VA=V x B, 4+ gV x h

The equation (1.72) implies V x Eg = 0. Upon choosing the Coulomb gauge VA = 0, we obtain:

V2A=—gVxh (1.77)

1
Considering that V2 o = 476G (7 — '), the usual solution of the equation (1.77) reads:
=7
v g [V xh(F)
A7) = w) R d3r’ (1.78)

The curl of the field (1.76) reads:

V x h = —470(2)(8(x)

T = S aw)) (1.79)

Upon substituting equation (1.79) into equation (1.78), we obtain:

e o [l [T do(y) /dy [ d6(x) /dx
= 9/0 ’ [/ dnyQ YR (z ) y/—oo ’ Ve—ay+@+ -7
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— 224 (2 — 2)?] r(r?2 — 22)
A= -2 2XT (1.80)
) =—= .
ror—(r%)
More generally we can write:
- g nXxr
Aff) = -2 ——— 1.81
(7) r r— () (1.81)

where 7 is the unit vector along the Dirac string. The vector potential (1.81) is called Dirac potential
and plays a fundamental role in the magnetic monopole theories. Equation (1.81) confirms that the vector
potential is singular along the Dirac string. Also, we can explicitly confirm that ég =VxA= g%, away
from the Dirac string, using the form (1.80) to represent the vector potential.

Later on, it will be very interesting to write the vector potential as follows [1]:

A(7) = —g(1 + cos(0))V¢ (1.82)
where 6 is the polar angle and ¢ is the azimuthal angle. The gradient of ¢ reads:
sin(¢)  cos() .
= _— = 1.
vé ( rsin(0)’ rsin(0)’ 0) rsin(0) € (1.83)

Upon substituting equation (1.83) into equation (1.82), the equation (1.80) is confirmed. Furthermore,
the equation (1.82) yields that the vector potential can be written as follows:

AP =1+ 008(9));U_1VU , where U = e 99 (1.84)

This result is the first step in order to find the nature of the magnetic monopoles. This becomes more
obvious in the next subsection.

Additionally, we have to clarify that the field B= ég + gﬁ does not have any physical meaning, since it
is not observable. Thus, the Dirac string, which produces field 71, is not observable. Therefore, in section
3.2, we need to construct a non-singular vector potential using the gauge form of the vector potential
in equation (1.84). Nevertheless, we will briefly examine a potential physical system which produces the
field B. This system consists of a solenoid along the Dirac string, at the edge of which exists a magnetic
monopole. The solenoid produces the field gl_i, while the monopole produces the field ég. The total field
B (1.73) satisfies the equation VB = 0, which means that the total magnetic flux over a closed surface,
with the monopole located at its centre, vanishes. This statement can be explicitly proven as follows:

D, = f déB, = 4rg (1.85)
Ops = gj{d&’l_i = —4ng (1.86)
(btotal = q)g + q)D.S. =0 (187)

1.3.2 Transformations of the Dirac string

As we mentioned before, the equation (1.84) plays a fundamental role in our discussion, because it is in a
form of a gauge transformation U € U(1), where U = =99,
Let us assume the gauge transformation U = e**(") ¢ U (1) that acts on the vector potential as follows:

/TH/T’:ALéU*VU:s

A— A= A+ VAP (1.88)

It is very important that away from the Dirac string, where Eg =V x /f, the vector potentials A and A
correspond to the same magnetic induction, since V x (VA(7)) = 0.

Additionally, we need to determine the changes that occur in the Dirac string. Let us denote vector
potential (1.80) as Ag, because it is regular to the south region of the z — y plane. Upon imposing a
specific gauge transformation U = €2%¢9% on /YS, we obtain:

13



R row _ 9 ZXT 29 .

As — An = As+29Vo = rr—(r2) rsin(0) €6 =
- - g —yi + xy 29 . g sin(0)sin(p)z — sin(0)cos(d)y 29 .
A Ay =-2 -9

§ AN roor—z + rsin(0) - 1 — cos(0) + rsin(0) %=
- - g sin(0)sin(¢)x — sin(0)cos(9)y 29 .
==(1 0
§ T AN 7"( + cos(9)) sin2(6) + rsin(0) 6 =
Ao A g(1+ ) sin(¢)§3—cos(¢)g)+ 29 . _ g l+cos(d), n 29 . N
s N cos sin(0) rsin(6) = sin(0) ce rsin(0) ©¢
Aig — EN = g 1= COS(Q) é (189)

r sin(6) ce

The vector potential Ay is singular at § = 7, i.e., the gauge transformation has turned the singularity
from the positive z semi-axis to the negative z semi-axis. Note that limg_.q 1;;?(50()0 ) — limg_,0 Zzozggg =0.
Consequently, it is very interesting that the gauge transformations rotate the Dirac string. The fact that
the gauge transformations leave the observable magnetic induction ég invariant, but they change the
direction of the Dirac string, proves explicitly that the Dirac string has no physical meaning. Also, this
statement points out that it is crucial to avoid the Dirac strings. The formalism to do that is described in
section 3.2 and leads to the Dirac quantization condition and the topological roots of the magnetic charge.

Finally, note that the gauge transformation U = e29® € U(1) acts like the parity operator P on the

vector potential A. For instance [1]:

- 7 _gl—cos(0), _ =
AS — PAS = , 7&”(0) €p = AN
Ag — Ag — EU”VU = Ay (1.90)

Note that Ay #* +Ag, hence the A is not an eigenfunction of the parity operator P. We can define the
generalized space reflection P, which reads:

A—PA=PAs+ U VU =4 (1.91)
e

where U = e?°9?. Therefore, the vector potential A transforms as a pseudo-vector under the generalized
space reflection.

1.4 Dynamical symmetries of the charge-monopole system

In this section we present the symmetries of the charge-monopole system and the corresponding conserved
quantities. The Lagrangian of the model reads:

1 . o
L= imFQ +erA (1.92)
where A is defined by equation (1.81). The Dirac string lies along an arbitrary unit vector 7. The spacial
variation 7(t) — 7(t) + 67(t) = 7(t) — 7(¢) + 07(t), assuming that the initial and final values of the
variation vanish 07(t;) = 07(ty) = 0, leads to the action variation of the form:
tr .. oo .
5S = [ dt(midr+ e(6r)A + erd A) =
t;
b d oo e od, o dA . -
08 = dt| m— (767) — mror + e— (07A) — edF— + er(0T7V)A | = (1.93)
t dt dt dt
. ty Sty ty . . =
5S = m[mﬂ te [WA] - / dt 5F<mF— e[ x B]) (1.94)
t; t; ti
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In equation (1.93) we considered that %’f = %—f + (FV)A = (FV)A and that e(7(67V)A — 67(FV)A) =
e(#x B). Let us focus on the equation (1.94), where it is obvious that the term m[?éf] zf vanishes due to

the assumption 5?( i) = 07(ty) = 0. If we had considered an ordinary system without magnetic monopoles,

the term e 57’/1] " would have vanished too, hence the ordinary Euler Lagrange equations mr = e[r X B]
would have appeared If we examine a system with a magnetic monopole, we need to be extra careful,
because of the singularity of the vector potential (1.81) along the Dirac strmg This is an issue, since, 1f
one of the points 7; and 7 is located on the Dirac string, the term e 57’/1] does not necessarily vanish.
Therefore, we need to be careful with the subsequent steps, where we are searchmg for conserved quantities.

Let us perform a radius-vector transformation 67 = & x ¥ = w(f X 7), where w is infinitesimally small
and 7 is the unit vector along the Dirac string. We consider this direction of the variation in order to
avoid the aforementioned problematic situation. Additionally, it is evident that the direction of the Dirac
string is arbitrary, as proven in subsection 1.3.2, hence, the examined transformation can be considered as
general. It is obvious that the system is symmetric under this transformation. Noether’s theorem yields
that the corresponding conserved quantity is the following:

(n x )?)I‘/’ (A x 7)(mi* + eA) = const. (1.95)

In the next few lines we perform the calculation of (7 x 7)(m7 + eA), considering equation (1.81):

g(FXn)Q_A_, o eg ([ x ] x )
(A x 7)(mi + eA) = A(F x mF) — ) = A(F X m7 e e
) S\ a2 2 _ .2
GRS mF)—F@iT(Tn) nr i = n(r x mr)—!—gi( ?) _,Ar =

r r— () r r— ()

A7 x mF) — %(r—i—?”ﬁ) = ﬁ[(Fx mr) —gef} — eg = const. =
r

a|(F x mi) — gef} = const. =131

AL = const. (1.96)

Upon considering that the unit vector 7 is arbitrary, as we mentioned before, we obtain that the conserved
quantity is the generalized angular momentum (1.31).

L = const. (1.97)

This result confirms the calculations in section 1.2. '

Subsequently, let us perform the time translation ¢t — ¢ + 6t = 7 — 7+ 79t. The Lagrangian (1.92)
remains invariant under this transformation. From Noether’s theorem it follows that the corresponding
conserved quantity reads:

0L 1 -
E=7r— imfg = const. (1.98)

—

oF
The conserved quantity is the kinetic energy, as we expected from the calculations in subsection 1.2.1.
So far, the charge-monopole system seems to be completely analogous to an ordinary charge-charge
system, taking into account the symmetries. Nonetheless, the system with the magnetic monopole has
some additional symmetries, which form the group of dynamical symmetry. The kinetic energy of the
charged particle in the monopole field is a total time derivative also under transformation of dilatation
07 = ot — /2 and the special conformal transformation 67 = @2 — 7t [1|[6][7]. The generators of these
transformations are the following:

mr2

D=Ht- %[(m + (@) and K = —HE*+2Dt + *— (1.99)

where H is the Hamiltonian of the system. The generators (1.99), together with the Hamiltonian, form
the algebra of the conformal group SO(2,1) [1]:

[H,D)=iH , [D,K]=iK, [H K]=2D (1.100)

which is the group of dynamical symmetry of the non-relativistic charge-monopole system. Note that, the
invariance of a theory with respect to a transformation involving a time dependence does not lead to the
existence of a new integral of motion, but introduces some constraints on the configuration space of the
classical system.
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Chapter 2

Magnetic Monopoles: A quantum
theory approach

The hypothesis of the existence of the magnetic monopoles leads to an elegant explanation of the quan-
tization of the electric charge. Therefore, it is essential to present some arguments, in the perspective of
quantum mechanics, for the charge quantization condition, called Dirac quantization condition. In the
next chapter, we prove the Dirac quantization condition using topological arguments. In this chapter, we
examine the Spin-statistics theorem in a magnetic monopole or dyon theory and we solve Schrodinger,
Pauli and Dirac equations for an electrically charged particle in an external monopole field.

2.1 Charge quantization condition

The Dirac quantization condition can be derived in various ways. Let us consider a charged particle in an
external monopole field. The Lagrangian of the system reads:

1 . S
L= im# + erfA (2.1)

which under a gauge U(1) transformation of the form U = ¢**(") yields:

. dXN(T(t
0L =eTVA(F) = e% (2.2)
where we used equation (1.88). Consequently, the action of the system is transformed as follows:
T T
08 = / dt 0L = e[/\(f')]o (2.3)
0

The transition amplitude ~ e® defined by the corresponding path integral must be a gauge invariant
quantity [1]. Thus, the parameter of the transformation must satisfy the following equation:

edA=2mn, ne’l (2.4)

Let us consider the gauge transformation U = €2*¢9?, which rotates the Dirac string. Also, upon considering
that the particle traces a closed orbit around the Dirac string, we obtain that ¢(7') = ¢(0) + 27. Hence,
the quantization condition (2.4) yields:

eg:%, nez (2.5)

This is called Dirac’s charge quantization condition [8].
Additionally, we may prove equation (2.5) by considering the Schrédinger equation of the aforemen-
tioned system, which reads:

() = BY(7) = — 5 —(V — ied)0(7) = Bo(7) (2.6)

The solution of equation (2.6) reads:

U(7) = o (Fe S AT 27)
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where 1y(7) is the solution of the free Schrédinger equation. The wave-function (7) must be a single-
valued function and as a result the complex phase must satisfy the following equation:

e?{A’(f/)df' =2, nel (2.8)
¢

where contour £ is a closed loop around the Dirac string. In the case we consider the contour { as an
infinitesimally small loop around the Dirac string, the vector potential A describes the field gh(F) from

equation (1.73), which corresponds to the solenoid along the Dirac string. Thus, we can use the Stokes’
theorem in order to calculate the integral (2.8).

e%/f(ﬁ")df” = e/(v x A)di = eg/ﬁda I8 _yreqg = 27 =
4

eg=—-, ne’ (2.9)
which is once again the Dirac quantization condition.
Another interesting aspect, connected with the Dirac quantization condition, is the quantization of

the generalized angular momentum (1.31). If we assume that the orbital angular momentum L = 7 x 7
has integer eigenvalues as usual, then the equation (2.9) yields that the generalized angular momentum

L=1"I- eg” has semi-integer eigenvalues. This can be clarified by proving that the components of the
generalized angular momentum satisfy the algebra [L;, L;] = i€;;5Lr. Upon considering the canonical
commutation relations:

(@i, 2;] =0, [pi,p;]=0, [zyp]=10;5, 1j=1,2,3 (2.10)

we calculate the commutations [z;, 7;] and [m;, 7;], where T = p'— e A(Z):

[, 7) = [, p5] — e[zs, A;(X)] = id;; — 0 =
[s, ;] = 0y (2.11)
(i, 5] = i ps] — elpi, Aj ()] — e[Ai(E), pj] + €*[Ai(E), A; (D)) =
[mi, ;] = i€d;A; —iedjA; =
(73, 5] = 1e(0imOjn — dinljm)OmAn =

[71’1',71'3'] =1e EijkékmnamAn =

[7r¢,7rj] =1e Eijk<v X g)k (212)
where we used Ehrenfest theorem:
O0f(Z)
i, [(T)] = — 2.13
o F@) = =55 (213)
and the identity:
€ijk€kmn = OimOjn — Oinljm (2.14)

Subsequently, we calculate the commutation [L;, L;]:

Z; T
[Li, L;] = [eiabxaﬂ'b — €9 CjedTeTd — 697} =

X xX;
J (
[Li7Lj] = 6z'abfjcd[xaﬂ'baxcﬂ-d] — €g €iabTa {ﬂ'bv , ] + €9 €jca®c |:7T(i7 , ]

TjTp
r r r3
A[B,C]D + [A,C1BD + CA[B, D] + C[A, D] B, we obtain:

T O
Upon considering the relations {7‘(‘1,7 —j} = i 4

, €iapZaTy = 0 and the identity [AB,CD] =
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. . . my . -
[Li, Lj] = €iap€jca(—i0cpTaTq + i0aqtemp) — 2egi €ijh—~ + Ciab€jed 1€ Epch (V X A)kmaxc =

) . Tk . = (2.14)
1€iab€jed(TaTe — TeTq) — 2€91 €ijk— + €iab€bck 1€ €jed (V X A) kxaxc =

. . Tk . e
i(aymy —xm;) — 2egi qjk? +ie €jcTe (V X A) kxk =
)

. . Tk . =\ | (1.72
1€ijk€kabTaTy — 2692 €ijk—— + e €ijcle [(V X A)T:| (:})
r 1.73

[Li, Lj] = i€x Ly + teg Eijkl‘k(ﬁ . .1_7') (2.15)

Note that for vanishing magnetic charge (¢ = 0), equation (2.15) corresponds to the regular commutation
relation of the angular momentum. In the non-trivial case (g # 0), we observe that the field, produced by
the solenoid along the Dirac string, adds an extra unnatural term to the regular commutation relation of
the angular momentum. This term is unnatural, since the Dirac string is not observable. In the next few
lines we calculate the commutation relation between the components of the generalized angular momentum
and the Hamiltonian operator H = %:

eg T;
(@7, TaTa] + === MaTla, —| =

2M

Ti TqTq _ €ijk
r’ 2M

[L;, H] = [eijkxjﬂk —eg— =50

—.

j Sk (e €kab(V X /T)bxjﬂa + TTalja + € €pap(V X A)pmax; + ﬂ'aﬂkéja) + ;—g (7Ta [ﬂa, &} + [m, ﬂ} 7Ta) =
r r

2M M
e [ = o3 - . eg 1 Tex; 1 Loy (1.72)
m((r )i — X By + mi(7¥B) — (ﬂf')Bi) + YV ( - + T 3T + 3 7ra) bt
[L;, H] = % ((F)m — w;him + i (7Fh) — (ﬁﬁhi> (2.16)

Similarly to the previous case, for vanishing magnetic charge (g = 0), equation (2.16) yields the conserva-
tion of the regular angular momentum. In the non-trivial case (g # 0), the field of the solenoid refuses the
conservation of the generalized angular momentum. As we mentioned before, the solenoid and the Dirac
string are not observable, and therefore, we need to fix the problematic behavior of the operators Land H ,
which is caused by the singularity of the vector potential along the Dirac string. According to Schwinger
[9], the singular operator products are correctly defined by point splitting. Thus, we may regularise the
operators, avoiding their singularities. According to this method, the operators read [5] [10]:

H= lim iz (1 e peiE ) (2.17)
|E]—0 me
Li = lim ei-kx-Sﬁ<1 — e peiF ) (2.18)
1g—0 7FT e
with
I T
E =exp {ie/ A( )df} (2.19)
=

In appendix A we prove that, if the vector potential is regular, the average of the operators (2.17) and

(2.18) over all directions of the parameter & corresponds to the standard Hamiltonian operator (H = % =
s T2 -
% and the angular momentum (L = 7 X 7), respectively. If the vector potential is singular, the

equations (2.17) and (2.18) may be considered as definitions. Additionally, using the regularized operators
(2.17) and (2.18), the commutation relations yield:

[Li, Lj] = i€ijiLy (2.20)
[Li, H] =0 (2.21)

18



Note that the problem, caused by the singularity along the Dirac string, is fixed.

The Dirac quantization condition (2.9) is supported by many arguments, but the origin of this relation
lies in the topological roots of the magnetic charge. This discussion takes place in chapter 3. Note that
the quantization of the charges by the relation (2.9) has nothing in common with the standard approach
to quantization, since the charges do not appear as the discrete part of the spectrum of eigenvalues of a
Hermitian operator. Instead, the Dirac quantization condition has topological roots. The suggestion by
Dirac was that a monopole provides a beautiful explanation to the problem of the quantization of the
electric charge. It is well known that all charged particles have electric charges that are proportional to
the minimal charge of an electron. Then, if there is a monopole somewhere in the universe, even one such
object placed anywhere would be enough to explain the quantization of electric charges according to (2.9)
[1]. Taking into account the quarks, we have to impose that all charged particles have electric charge
proportional to one-third of the electron’s charge. This assumption leads to some states with charges
4/3, 5/3, ..., which correspond to some exotic electrically charged structures. These representations
should either be ignored or considered to describe exotic particle/distributions beyond the standard model.

2.2 Spin-statistics theorem in a Magnetic Monopole theory

The extra term of the angular momentum T = egr, which appears in the charge-monopole system, can
take both integer and half-integer values, due to the Dirac quantization condition (2.9). This result yields
some very interesting properties of the magnetic monopole systems. For instance, a bound system of two
dyons may follow Fermi-Dirac or Boss-Einstein statistics, depending on Dirac quantization condition.

Hence, an essential result is the generalisation of the spin-statistics theorem. Let us consider the
Hamiltonian operator of an electrically charged particle in the monopole field, which reads:

Lo L2
H, = “OML (Ve —iegA(7, — 7y)] (2:22)

The theory is dual invariant. Considering the dual transformation (6 = —7/2):
e—g, g— —¢, AHHA# (2.23)

the Hamiltonian yields:
1 o
H, = Hy = ——— [V, +iegA(F, — )] (2.24)
2M,

The explicit form of the dual vector potential A can be recovered from the conservation of the total
momentum, which corresponds to the translation invariance of the theory. The particles’” momentum
reads:

MG, = fo. — egA(F. — ) and M0, = fy — egA(7y — 7.) (2.25)
The system of the particles is considered isolated. Therefore, equations (2.25) are compatible with the

conservation of momentum of the whole system, p. + py = 0 only if A(F) = A(—7). Thus, the vector
potential and its dual potential are connected with the following gauge transformation:

A7) — A + VAR = A(—7) = A7) (2.26)
Hence, the Hamiltonian (2.24) reads:

2

H, = [V, +iegA(7. —7,)] (2.27)

- 2M,

Note that the gauge transformation (2.26) corresponds to the transformation €?¢9% as we mention in
section 1.3. Therefore transformation (1.88) yields:

A(F) — A(=7) = LU'VU , where U = e2ies? (2.28)
e

Let us consider a system of two identical dyons with electrical and magnetic charges e and g at 7; and
75, respectively. Obviously, a permutation of these particles cannot change any physical observable. Thus,
the only thing that can happen is that the wave function of the system picks up an additional phase factor
e'™. The effect of two consecutive interchanges is the same as that of no interchange. Thus €™ =1 ,
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i.e., ™ = 1 (Bose-Einstein statistics) or ¢/ = —1 (Fermi-Dirac statistics). Considering equations (2.22)
and (2.27), the total Hamiltonian reads:

1 e N2 e Lo N2
H:—m(Vl—zegA(rl—Tg)—l—zegA(rg—rl)) ——(Vg—zegA( 5 — 1)—HegA(r1—r2)> —|—V(e2)—|—V(g2)

with V(e?) = A

Upon substituting transformation (2.28) into equation (2.29), we obtain:

1 21 2 24+ ¢% w240
H=——(V+2ig? (v - 2ig? ey
2M (v +eg ews) oM (v *9 ew) R
1
H= —W(V? + V2 +V(g?), where q=+/g2+e2 (2.30)

Note that, as it was expected, the total Hamiltonian (2.30) of the system is dual invariant, due to the dual
invariant charge ¢q. Additionally, under the transformation (2.28) the wave-function changes as follows:

() — e219%4)(F) (2.31)

The Hamiltonian (2.10) remains invariant under the interchange of the two dyons ('} — 7 = 7 — —F =
¢ — ¢+ 7). Under this transformation, the wave-function change as follows:

62i89¢1/)(F) N e2ieg7re2ieg¢¢(7:»)
The Dirac quantization condition (2.9) demands:

62i69¢¢(ﬂ — ei"’re2ieg¢¢(77) , n€Z (2.32)
The equation (2.32) yields a very interesting result:

forn=1, 3, ... ¢(F) - —¢(¥) Fermi-Dirac statistics

forn=0, 2, ... ¢(F) = ¢() Boss-Einstein statistics (2.33)

Thus, the standard spin-statistics theorem is fulfilled, but a system of two identical dyons may satisfy
Bose-Einstein as well as Fermi-Dirac statistics.

2.3 Quantum mechanical description of a charge-monopole system

In this section, we examine the system charge-monopole through the Schrédinger equation. The corre-
sponding solutions include a very interesting generalisation of the spherical harmonics, which is explicitly
defined later on.

2.3.1 The Generalized Spherical Harmonics

Let us consider once again the system of an electrically charged particle in an external monopole field.
The Lagrangian of this system reads:

1 . -
L= imf’Q + eifA (2.34)
The conjugate momentum is defined as follows:
oL . .
or

The Legendre transformation of the Lagrangian yields the Hamiltonian of the system:

H=-——, with #=p—eA (2.36)



Also, we consider the vector potential (1.89):

- g 1—cos(0)
Af) =2 ———~2 2.37
(") r  sin(0) € ( )
It is useful to write momentum 7 as follows:
T=7+7T. = ﬁ:ﬁr+ﬁL (238)

where we noticed that 7. is identical to pi., since A is parallel to é, and perpendicular to é,. Therefore,
the Hamiltonian (2.36) reads:

X T2 7 N2
o _n (5) g (Erer) |
oM " 2M  2M Wi 20 M2
— 2 2
P, L —u .
H = th = 2.39
oM T onpyz 0 Wi om=eg (2.39)

where the generahzed angular momentum is defined as L=7x@— egr and satisfies the equation (1.35)
Lf=f L= —eg. Upon using definition p'= —iV, we define the following operators:

10 0
2 _ 2
=505 (2.40)
considering
L=Fx7—pt=rxp—erxA— uf
and
S - . 0 & 0 L 1 — cos(6
Pxp= itk V= it i A= g
we obtain
- € 0 .0 .
R = oo
and
1 0 0 0 2
L2 — _ ; _— ; . — —au(l — 2 2.42
sin2(0) (Sm(a) 55 1(0) 55 + [a¢ in(1— cos(0))| ) G (242)
also considering
ér = cos(f)e, + sin(0)é, and éy = —sin(0)é. + cos(0)é,
we obtain
0
L; = —za—¢ — 1 (2.43)

Note that in the ordinary case, where u = 0, the operator L corresponds to the ordinary angular momentum
operator. The solutions of the Schrédinger equation H(7) = Ev(F), where the operator H is given by
the equation (2.39), may be written as follows:

w(ﬁ) = FkZ(T)YMZm (97 ¢) (244)

where Y},0, (6, ¢) are the eigenfunctions of the generalized angular momentum, called generalized spherical
harmonics. In the subsequent steps we determine the explicit form of the generalized spherical harmonics.

The operators L? and Lz have common eigenfunctions [1], considering the Dirac quantization condition.
The eigenfunctions of the operator L3 are:

Laf(6) = mf(6) = ~i%50 = (m+ w)(6) =
Jum (@) = Aetrtme - with eigenvalues m: p+m € Z and p = g , n€Z (2.45)
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The quantization condition p 4+ m € Z is imposed, since function f,.,(¢) must be single-valued. The fact
that the operators L? and Ls have common eigenfunctions yields that the form of Y, (6, ) reads:

Yiuem (0, 0) = Pougm(cos(6))e!tm9e (2.46)

Let us solve the eigenvalue equation of the L? operator:

LQY;LZm(aﬂ ¢) = )\Y#Em (07 ¢) =

d? d  (m+px)?
2 2
( (1-—= )dx2 + 2xdw + .2 + 1% ) Puom () = APpuem () (2.47)
where we have set * = cos(#). Upon separating the singularities + = +1, we may write the solution as

follows:

m+m mw—m

Pum(@)=(1—2) 2 (1+z) 2 F() (2.48)

Upon substituting ansatz (2.48) into equation (2.47), we obtain:

2F(x x
(17:52)d;;(2 ) +2[m+(u71)x]7dF( )

o = (1* — = NF(z) =0 (2.49)

1
If we introduce variable z = %, we obtain:

21— 2)F" + [c—(a+b+1)z}F’—abF:O

with c=m—pu+1, ab=p*>—p—X\, a+b+1=2(1—p) (2.50)

This is the hypergeometric equation. Demanding finite solutions, we set a = —n, where n = 0,1,2,....
Hence, considering the arguments for single-valued generalized spherical harmonics, presented in [11], the
eigenvalues of the generalized angular momentum read:

A=L0(l+1), with f=n+|pg, n=0,1,2,.. (2.51)

Equation (2.51) yields that ¢ and p must be simultaneously integers or half-integers. Additionally, we
have:

C=|pl, [0l +1, |pl+2, ..>0 (2.52)

Upon summarizing the solutions of the eigenvalue equation, we obtain:

u+m w—m

Yiem(0.6) = Nupm(1 —cos(®)) 2 (1+cos(8) 2 Pi™ 4 (cos(0))eme (2.53)

These are the generalized spherical harmonics, where P%* are the Jacobi polynomials:

(2_n173'n (1 — gj)*a(l + x)*bdi ((1 _ x)a+n(1 + x)b+n) (2.54)

dx™
Additionally, normalisation factor IV, reads:

Prt(x) =

(2e+1)(ém)!(€+m)!)2 (2.55)

A (0 — )10+ p)!
Note that, in the vanishing magnetic charge case (u = 0), the generalized spherical harmonics are reduced
to the standard spherical harmonics.

Additionally, we can define raising and lowering generators L and L_, respectively, according to the
standard procedure:

Nyem = 2’"(

Ly =1L, +iL, (2.56)

where

Ly = cot(0)cos(p) [z% + p(l —cos(0))| + ¢ sm(qﬁ)% — p sin(0)cos(¢)
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Ly = cot(0)sin(¢) {z% +p(l— COS(@))} —1 cos(¢)% — 1 sin(0)sin(¢) (2.57)
thus
; o . 0 sin(6)
Li=et| £ = t(0)=— — p——— 2.
2=t a6 MO 50 T s (2.58)
Upon considering algebra (2.20), we obtain:
Lils=1I1*-L13+L; (2.59)
Consequently, we can prove the following standard relation:
LiYuom(0,0) = VAL + 1) = m(m £ 1)Y,ems1 (6, 9) (2.60)

2.3.2 Solutions of the Schrédinger equation

In order for the solution of the Schrédinger equation Ht(7) = Ev(7) to be completed, we need to solve
the radial part of the equation. Upon substituting equations (2.39), (2.40), (2.44) and L2Y,4,(0,¢) =
L0+ 1)Y,14m (0, @) into Schrodinger equation, we obtain:

110 dery -
r2 Or 72

oM Fii(r) = EFy(r) (2.61)
Introducing the parameter k = vV2M E and the variable z = kr, equation (2.61) yields:

d? 2 d 0+1) —p?
bt LRt (1- = )R =0 (2:62)
If we set
U+1) =Lt +1)—p® =
~ 1\2 1
= _ 2 _ Z
7 (£+ 2) w3 (2.63)

and consider finite solution at r = 0, the solution is given by the spherical Bessel functions:

Fi(r) = ;\/zjz(kr) (2.64)

The asymptotic r — 400 behaviour of function (2.64) reads:

1 . g4
Fi(r)~ ;szn(kr - 7) (2.65)
It is very interesting that, considering equation (2.52), we observe that the effective potential in equation

(2.61) is always repulsive,

00 4+1) — p?
Vers(r) = derl) - 5 M)TQ (2.66)

which means that there is no bound state in the spectrum of a monopole and a spinless charged particle.
It is an analogous situation with the classical scattering of a charged particle on a monopole, discussed in
section 1.2, where there are no closed trajectories.

Similarly to the previous case, we consider a charge-dyon system. The angular dependence of the
corresponding wave-function is still given by the generalized spherical harmonics. Nevertheless, the radial
part of the Schrédinger equation reads:

1L [10 £e+1)—pu? 29
oM 2or 2 Fp(r) + TFNZ(T) = EFy(r) (2.67)

e
where @ is the electric charge of the dyon and «Q is an attractive Coulomb-interaction term, if we consider
r
e < 0. Considering F < 0 and the ansatz
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Fyi(r) = e "1t pyi(r) (2.68)
where k = \/2M|E|, the equation (2.67) reads:

d? . d . (l+1)—0(0+1) +p2
o)A L) ) 120 16Q) KRy VT DHIT, Sy — 0 (260
Note that, if we consider (= ¢+ %)2 —p? - %, the solution is regular at r = 0. Additionally, the

solution is given by the confluent hypergeometric function:

pni(r) = 1P (=N; 20 4 2; 2kr) (2.70)
where N =0, 1, 2, ... is a radial quantum number, which reads:

M(eQ)?

N _ Me)”
2N + 0 +1)2

_ M|eQ|
k

—7—1, and therefore Ey;=— (2.71)

where E; is the spectrum of the bound states of the system. The ground state reads £ = %, N=0,u= %,

which is doubly degenerated (m = i%) In order to conclude, the solution of the radial Schrodinger
equation reads:

Fyi(r) = C (kr)fe ™ \Fy(~N;20 + 2; 2kr) (2.72)

where [1]:

2T [MeQT(~N; 20 + 2; 2kr)] 2

; = = (2.73)
(NDz(N+ ¢+ 1)T(20+2)
For Q = 0, equation (2.64) can be recovered. Finally, the effective potential
(E+1) —p?  |eQ)
Vers(r) = - (2.74)

2Mr? r
allows the existence of bound states with negative energy, as we proved explicitly. This result is analogous
to that recovered in the subsection 1.2.2, where we proved that the classical charge-dyon system has bound
trajectories.

2.4 Charge-Monopole system in the Pauli approximation

The Pauli equation is a low energy limit of the Dirac equation and describes fermions, whose spin interacts
with an external magnetic field. In our case, which is the charge-monopole system, the external magnetic
field is the monopole field. The non-relativistic Pauli equation reads:

() = 53[5V —ie)] v = Bo@) (2.75)
Upon considering the identity (6@)(5@) = @b + i3 (@ x b), the Hamiltonian (2.75) yields:
1) = |G o) = [ g + a7 )] ) (276)
2M 2M  2M
Additionally, the spin operator reads S = 27 while the cross product of the momentum 7 is @ X 7 = ieB.

Hence, equation (2.76) implies:

HO) = |37 - 1758]) (2.77)

where the term _ﬁgﬁ corresponds to the interaction between the spin s = % of the particle and the

external magnetic field. Note that the gyromagnetic ratio predicted by the Pauli equation is v = 2.
The operator of the total angular momentum is defined as follows:

J=L+S=Fx7—egi+5 (2.78)
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The operator of the total angular momentum commutes with the Hamiltonian operator (2.77). Note that:
2 2 2z 3
J?=1° +2L08 + (2.79)

The conservation of the total angular momentum (2.78) leads to some very interesting results [1]. Let
us consider a minimal value of the parameter u = %, which is consistent with the charge quantization
condition. Then, the ground state is a spherically symmetric s-wave with zero angular momentum J= 0,
since the orbital angular momentum vanishes and the extra term of the generalized angular momentum is
canceled by the spin vector, i.e., S— p# = 0. The latter condition means that the spin angular momentum
S has the same length as the extra angular momentum —pu#, and these vectors are anti-parallel. The
subtle point here is that the direction of the vector —uf# is given by the unit radial vector, with direction
from the monopole to the charged particle. Therefore, if the charged particle manages to go through the
core of the monopole, this component of the angular momentum must invert its direction. However, the
total angular momentum is conserved, which means that the spin of the charged particle must also change
its direction in order to compensate for the inversion of —ur. However, if we consider the Dirac, or the
Pauli equation, which describes a mass-less particle interacting with a monopole, the helicity is a conserved
quantum number labeling the states. Therefore, the Hamiltonian of the system of a mass-less spin-1/2
charged particle and a monopole is not self-adjoint at the origin for the s-wave states. Thus, the theory
becomes pathological [12][13]. We may fix this problem, if we suppose that there is an unknown mechanism
inside the monopole core, according which, when an electron enters the monopole core, some process of
non-electrodynamical nature leads, for example, to the conjugation of the electron charge e — —e. Then,
there is no need to consider the spin-flip scattering of the electron on the monopole, the amplitude of
which is not well defined in the s-wave.

2.4.1 Dynamical supersymmetry of the electron-monopole system

In section 1.4 we mention the dynamical SO(2,1) symmetry of the non-relativistic charge-monopole system.
The addition of spin-1/2 makes the system invariant under the transformations of the dynamical conformal
supergroup OS,(1,2).

The spin-1/2 degrees of freedom can be represented via the three-dimensional anti-commuting Grass-
mann variables &;, where {&;,&;} = 0;;. Let us define the operator

S; = *%%‘kﬁjfk (2-80)

which satisfies the same algebra with the spin operator. In the next few lines we prove this statement.
The commutation of the spin operators reads:

2

[Si, SJ] = Zzeiabejcd[fa&n gcgd]

We use the identity

[AB,CD] = A{B,C}D - C{D,A}B — AC{B,D} + {A,C}DB (2.81)
and obtain

2

15:57) = T Cianca(€abadse — Ecodia — Eabeda + Eabdac) =

i2 i2

Zeiaqub(*ﬁafd + &aba — &aba + &ada) = 5(5@'5@ — biadja)(§aba — Eaba) =
2

72 )
—5(51‘53' —§6) = —561jk€kab§a§b =

[Si, Sj} =1 €iijk (2.82)

The equation (2.82) represents the algebra of Spin operators. It is very interesting that the irreducible

(o8}

two-dimensional representation of Clifford’s algebra of &; variables is §; = 75 Hence, the representation

of operator S reads:

i 0j0k
2 2
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using the algebra of Pauli matrices [0y, 0,] = 2i €;;,0;, we have

7
—Zeijkakaj +

and considering the identity €;jrq€;j1 = 20;q, We obtain

S =

€ika€ijkOa

2

g;
Indeed, the operator (2.80) represents the Spin operator. Note that £ = (&1, &, &3) can be considered as a
vector under the rotation group. Substituting the operator (2.80) and the monopole field (1.21) into the
Hamiltonian (2.77) we obtain:

7—r'2

H = 2M +1 2]5 362jkTi§jfk (2.84)

The corresponding Lagrangian reads:

L= *M’l‘ + = (ff) + GAT — Z2M 362jkri§j§k (285)
Also, the total angular momentum is:
) .0
Ji = (:‘ijkMTj’l“k — ur — *eijkﬁjfk (2.86)

2
Note that the Lagrangian (2.85) transforms as a scalar under spatial rotations. The conjugate momentum

of ¥ and E read:

(T):%:M'. A, da p© — oL é 2.87
P = G = Mo eds and g0 = 72 = (2.87)
The Hamilton’s equation for &; is:
. OH i
o= op'® ~ M3 ik Sk (2:88)
p;

The equation (2.88) describes the classical spin precession in the monopole field [1].
Furthermore, let us consider the following supertransformations [1]:

Q: ri—mr+ \/ZLM& , & — & — E\/M’f‘i (289)
S T'i_>7'i+it7n£i» & — & —nVM(th — ;) (2.90)

VM

where ¢ and 7 are anti-commuting Grassmannian transformation parameters. Transformations ¢ and S
change the Lagrangian (2.85) by a total time derivative, hence, they form a dynamical supersymmetry.
The corresponding conserved Noether supercharges reads [1][14]:

Q=VMi{ and S=—tQ+ vVMiE (2.91)

Operators @ and S complete the set of generators of the conformal group (1.100). All the charges commute

with the operator of the total angular momentum J [1]. Thus, the complete set of generators of the
dynamical group form the following algebra:

[H,D]=iH [D,K]=iK [H K]=2iD

[H,S]=—-iQ [K,Q=iS [KS=0
[H,Ql=0 [D,Q=-3Q [D,5]=3S

{Q,Q} =2H {Q,S}=-2D {S,S}=2K

In Appendix B we present some proofs of the above relations. The quadratic Casimir operator of the
supergroup OSp(1,1) reads [14]:

(2.92)

C? (2.93)

1 =

(i@, 51 - )E

%\*—‘

where
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C = G(J + i) — % (2.94)

Note that if the eigenvalues of the operator of the total angular momentum J? are denoted by j(j+1), the
cigenvalues of the Casimir operator J2 are £, where (=/(j+ 1)2 — p2. Thus, since the eigenstates of
the commuting operators jQ, J3 and C' transform under some irreducible representation of the supergroup
0OSp(1,1), we can determine the spectrum of the Pauli equation in the presence of a magnetic monopole
immediately [14]. However, in the next subsection we find the spectrum of the monopole-spin-1/2 particle
system by solving the eigenvalue problem directly.

2.4.2 Generalized spinor harmonics

Similarly to the Schréodinger equation case, the solutions of the angular part of the Pauli equation are
some generalized spherical harmonics, called generalized spinor harmonics.

The eigenvalues of the generalized angular momentum depend on the quantum number /¢, defined in
subsection 2.3.1, equation (2.52). The minimum value of ¢ is ¢,,;, = . Equivalently, the minimum value
of the quantum number of the total angular momentum J? = (E+§)2 reads j = uj:% and depends on spin.

i) Generalized spinor harmonics for j > p+ %
Upon substituting operator (2.40) into the Hamiltonian (2.77), we obtain:

i = 721\22 %(TZ%) + 21\}7"2 [Lz G TA)} (2.95)

Let us define a generalization of the parity operator of the spinors [1]:

K = &(Fx ) = &(L + pr) (2.96)
In the next few lines we prove that the operator (2.96) can represent the angular part of the Hamiltonian
operator:
2
K? = [a(f' X 7?)}

-,

(@ x b), we have

Qi

Considering the identity (- @)(G-a@) =a- b+
K2=12%+i Frx @) x (Fx @)= L?+i 0i€ijk€jabTaTbEkedTcTd
Substituting the identity (2.14) into the equation, we obtain:

K?=12 +1 Oi€5abTaTpTiT;

where we used the commutative property of r; and the anti-commutative property of the indices of the
Levi-Civita symbol. Considering the standard commutation [r;, ;] = id;;, we have:

K? = z/2 +1 ’F(’]? X 7?)(5' . 77) — 0€kT Tk
Finally, upon substituting relations @ x @ = jeBand L =L — w7 into the above equation, we obtain:

K?*=1%—p® — @@ 7) —3(Fx7) =

3

K*+ K =1L%—p?— u(d-+) (2.97)

It is very important that the operator K commutes with the operators H, J2, J;, L? and & - L [1].
Our goal is to determine the eigenfunctions of K operator. The common eigenfunctions of the operators
J?=(L+ S)?, J3 and L? are:

J+m;
Y, i1, _1(0,¢
o) (0,6) = 5 Vs (0:0) (2.98)

wjm; j—m;
Vo Y -1, my+1(0:9)

2

with eigenvalues
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J?: j(j+1), where j=(+1

J3 L my
L?: ((0+1)
and
—/ Gy, 0
(2) _ 2j+2 M7J+l,mrl( ,9)
(IDM.m]_(G,(b) B j4m;+1 ’ ’

2j+2 Yu,j+%, mj+%(‘9a¢)

with eigenvalues

J?: j(j+1), where j=1(—1
J3 Lmy
L?: 0(0+1)
The eigenvalues of the operators L? and Js are easily verified since:
LQYu,@,mg (‘9’ ¢) = E(z + 1)Yu,€,mg (97 ¢) and LBYH,Z,mz (07 ¢) = mZY NXY) (07 QS)

Also, the range of the quantum number j reads:

(1) R (2) AT
D, im, (0,0) j—§—€2M and @, (0,9): ]—1-5—52/1

The functions (2.98) and (2.100) are also eigenfunctions of operator & - L, since:
L_

L
<L+ —L3> ?

Considering equations (2.56), (2.60) and (2.102), we obtain:

1)

pim;

(6,0)

- (m; = Dy I + /6= DU+ 5 — my+ Himy - T )Y,
7 pimg j—m . . j+m
(my + Dy /G = DG+ ) = (my + 5y - 1T )Y, -
j+m - - j—m;
. E(I)(l) (mj _%)\/ J2j +\/(]_mj)(.7+mj) Jgj Yu,jfé,mjfé
7 ugmy = 1y [i—my : - Jtmy
(mj + 3/ Tt + VG —m) G+ m) 555 )Y o1yt
S (1 1
G- Loy, (0,0) = (= 5)®)5,,(0.9)
Similarly, we can prove that:
o (2 .3
o- L(blij)nzj (07 d)) = 7(] + 5)(1);(”')7”]' (03 (b)

(2.99)

(2.100)

(2.101)

(2.102)

(2.103)

(2.104)

(2.105)

Also, it is essential to verify the eigenvalues of the total angular momentum. The definition (2.78) yields:

J2:L2+2L’§+S2:L2+5.E+Z

Thus, we obtain:

(2.106)

1 3 t=j—% (. 1.1 3
P00, 0.0) = (H+ 1)+ =5+ )00, 0.0) =7 (=g +i—5+7) P, (0.0) =
T2 (0,6) = (5 + 1), (0,6)
similarly, for (bfj)mj (0, ¢), we have:
.3 3 =i+ /5 . 3 . 3 3
P00, 0,0) = ((e+ 1) —j— 5+ 3)00, 0.0) =7 (P24 —j- S+ T)el, (0.0) =
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Je%  (0,¢) =i+ 1)@, (0,0)

mgm
In order to determine the eigenfunctions of operator K, we need to find how the operator ¢ - # changes
spinors oM and @

pim; ugm;
j+
- 72@(1) (9 Qb) — 41 < Yo10 \/53/011) . 2?] YM7]—§, mj— %(97(@
pymg N7 _ —m.
V 3 V2Yo11 Yo10 /3 % Ly, im (97@
where Y10(0, ¢) = /2 cos(0) and Yo141(0, ¢) = :F\/Szwsm(ﬁ)eiw. Thus, we obtain:
Gr0l) (0,0) = ADL) (0,0)+BO) (0,0) (2.107)
similarly
s (2 (2
g7, (0.6) = B3, (6.0) - AB) (6.0) (2.108)
where
A=—-—= and B=-—"+——5—— —1- A2 (2.109)
Jt3 j+s

Hence, we recognise the eigenfunctions of the operators K = 7L + uét, J? and Js:

00, 0.6) = L (VIZ A4 VITA)al, (0.0) 5 (VI“A-VITA)2D, (0.6) (2110

pim; pim; pim;

500,01 (TR VTR 0.0+ SR VET Aol 00

which are the generalized spinor harmonics. It can be proven that:

(1) _ (2)
TQu]m (0 (b) - 7ijmj (03¢) (2112)
G0 (0,6) =0 (0,0) (2.113)
Uz pnym; b .
Consequently, we obtain:
KD, (6,0) = (~1+ 005, (6,9) (2.114)
and
KQP), (0.0) = (-1 - D27 (0,9) (2.115)
where
- 1N 2
_ T T
{= (j + 2) 0 (2.116)

Note that g is the eigenvalue of Casimir operator (2.93).

ii) Generalized spinor harmonics for j = u — %

In this case, relation (2.103) yields that only one angular spinor is non-vanishing. Therefore, we have:

o 0,0) = o 9, 9) (2.117)

,“'a,“'—* m; I"v.“'_§7m]

which satisfies the following equations:

(3) _ _0®
KQP o (0.0)=-Q) . (6,0) (2.118)
and
@-H_,  0.9)=0 | (6,0) (2.119)



2.4.3 Solutions of the radial Pauli equation

The Hamiltonian (2.95), considering equation (2.97), can be written as follows:

1 97,0 K?+ K
- _ (2 - T 2.120
2Mr2 Or (r 67") 2Mr? ( )
Upon considering solutions of the form:
YO () = R0l (0,0) (2.121)
and the fact that (2.114):
2 1) _ (7 _ 1)
the radial part of Pauli equation reads:
L[ 24 (-1)], 0 )
¥ |t ) B = B (2:122)
A regular solution of the above equation is given by the modified Bessel function of order - %:
ROGY = /%0 (), k= VoME (2.124)
i T =\ s R R = :
Similarly, considering a solution of the form:
W@ = R (), 0.9) (2.125)
and the equation (2.114):
(K2 + K)Q), (0.9) =10+ 1)), (0.9) (2.126)
we obtain the following radial equation:
1 d? 2d g(g-i- 1) (2) (2)
o7 e o e | R = PR (2127)
with regular solution:
ROy = /50 (), k= VEME 2.128
Q) =\ gy (), k= (2.128)

Note that, close to the origin, we have R (r) ~ ar—¢ + br!~!. Supposing j > pu + ;= ¢ > 1, where
RM(r) is not vanishing, and demanding regular solution at r = 0, we obtain R (0) = 0. This result
corresponds to magnetic mirror effect described in subsection 1.2.1.

Considering j = p — % = ¢ = 0, the radial equation reads:

1

| 2d] s 3)
mwbﬂ rm]huﬁ”E&wéw (2.129)
with solution:
3 1 e:l:ikr
AREL_%(T)::;7; —, k=V2ME (2.130)

The asymptotic behaviour of the above solution at the origin is ~ %, which means that it is not compatible
with a smooth boundary condition at the origin. The reason is that the Pauli Hamiltonian is not self-
adjoint over the complete space of eigenfunctions, since [1]:

(1/1(3),H¢(3)) + (H¢(3),¢(3)) (2.131)

This case corresponds to a charge falling down on the monopole. Note that the states 1,2, with j > pu+ %,
transform under a representation of the supergroup OSp(1,1). However, the eigenvalues of the Casimir
operator, corresponding to the states with j = p — %, vanish and the supercharges ) and S are not
self-adjoint. Consequently, the group of dynamical symmetry consists of the group SO(2,1), in the case

j=p—3

30



2.5 Relativistic quantum mechanical description of a charge-monopole
system

In this section we represent a relativistic description of the charge-monopole system. First of all, we solve
the corresponding Dirac equation:

Hi(F) = Ey(F) (2.132)
where H is the Dirac Hamiltonian operator:

H=ar+ Mg =a(p—eA)+ MB = —id(V — ied) + Mj (2.133)

where

0 o; 1 0 M —ig(V —ieA)
i = P = ; =7 = , H= . _— 2.134
@i =0y (Ui 0) =0 (0 —1) (—ZE(V —ieA) -M ) (2.134)

Note that the above Hamiltonian commutes with the total angular momentum (2.78), hence we can
immediately write the eigenfunctions of H:

1 (FO@QL) (8,0) 1 (FO@QL) (0.0) ) 1
111(1)(7?) = r (’LG(l)( )Qlé%) (9,(;5) and 7/1(2)(7?) = s G2 )(T)leJl) (97(25) , for j>pu+ 5 (2135)

pjm; ngm;
and
L (FO 9, 6.9) 1
(3) _ = Mmg ’ f = — — 2.136
Y7 T(z’G<3)( )Qf})m 0.0 ITE S (2.136)
Helicity operator & - 7 = &(V — ieA) acts on these functions as follows [1]:
> d 1 ¢
@ HFOR, 0.0) = (- - =+ ) FOwa, 6,0)
= d 1 ¢
@ AFONQD, 6.0) = (- -5 = 2 ) F0Q, 6.9)
I d 1
- DFO @, 0.9) = (- + - ) FOWQL), (6.9) (2.137)

where ¢ = \/(j + 1)2 — u? are the eigenvalues of Casimir operator (2.93). Also, functions G*) satisfy

similar equations to the above. Consequently, the radial part of the Dirac equation reads [1]:

4 _ DY pM)(r) = (M + E)GO (r) GO(r) = /TJz, 1 (kr) 2.158)
_ = - 2 .
44 DO () = (M - B)FOG) [ FO@) = 255754 (kr)
4 DFO @) = (M + )G () = Vi iy (k)
AVTC) @) G<2> = kg (k (2.139)
4 _ GO (r) = (M — E)FO(r) ()—E+M -1 (kr)
where k = vVE? — M2 > 0.
LpG)(r)=—(E+ M)G® (r)}
FG(r) = (B~ M)FO(r)
3)
FO(r) = 1y Zsin(hr + ) .110)

G§3)(r) =- E+1M \/;cos(k‘r +9)

or
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F2(3)(7“) = ﬁ\/%cos(kr +9)
G (r) = 3/ Zsin(kr +0)

where the phase shift "¢" is an arbitrary parameter. Summarizing the results in the third case, we obtain

[1]:

(2.141)

1 /2 in(kr + §
gg)m:m\/;X1(T)Qf})mj(9v¢)» with xl(?“)=< SZH(C;EL,WL 5>> (2.142)

—YETM

wErcos(kr + 5)) (2.143)

@ L /2 3) ~ _ (==
) = 1oy 2a, 0.0, with alr) = (T

Note that the solutions (2.138) and (2.139), in cases one and two respectively, satisfy the boundary
conditions F'12)(0) = G(12)(0) = 0. On the contrary, in case three, solutions (2.142) and (2.143) behave
as % at the origin, as in the case of Pauli equation.

2.5.1 Zero modes and the Witten effect
In case three, the radial part of the Hamiltonian operator that acts on spinors x(r) can be written as

follows:

— dr | — ;
Hy = ( ijr M> = —175 , —i—Mﬂ (2.144)

where we consider the Dirac-Pauli representation of v5 and 5. Let us set:

x(r) = ( g@) (2.145)

then the corresponding Dirac equation reads:

Hox(r) = Ho (ilg((’;))) = Ex(r) (2.146)

Note that, as in the Pauli equation case, the Hamiltonian Hj is not Hermitian at the origin. A self-adjoint
extension of the Hamiltonian can be constructed [15] by imposing non-trivial self-consistent boundary
conditions. This implies interesting physical consequences [16], for instance, the helicity operator is not
Hermitian and is no longer conserved, as we explicitly prove later on.

(x. Hox) — (Hox, x) = i X" (0)75x(0) = i [x} (0)x+(0) — X (0)x—(0)] =

— [F*(O)G(O) — G*(O)F(O)] =0 (2.147)
where

xa(r) = 3(1£26)x(0) (2145)

As usual, x4 and y_ are eigenstates of chirality with positive and negative eigenvalues respectively. In
order for the equation (2.147) to be satisfied, the boundary conditions must connect the states y, and

X—, €.g.:

X—(0) = €x4(0) (2.149)

where 6 is an arbitrary angular parameter. The equation (2.147) directly yields:

£(0) _ F(0)
= 2.150
S ORNED (2150
which means that % is real. Thus, the boundary condition may be written as follows [17][16]:
0 =
F(0) = G(0) tcm(§ + Z) (2.151)

Upon substituting equation (2.151) into equation (2.142), we obtain:
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sin(g + %)
—i g arcos (g +3

Considering a massless spin-1/2 particle in the monopole field and imposing the aforementioned bound-
ary condition on the solution x(r), the angular parameter 6 can be explained as a chiral rotation of the
initial wave function (2.140)[16]:

x(0) ) (2.152)

Y sin(kr + %)

(1) ~ i85 sin(kjr +2+ %)
Xo(r)~ ez
—icos (kr + %)

—icos (kr + % + %)

(2.153)

Then, we decompose spinor x(r) into plane waves propagating in both directions

B A W Y 1 e 2 B U R
X(T):ez2ﬂ (1>ek —ei <_1>e k (2.154)

and we observe that helicity changes, as we promised, when a particle passes through the origin and
the phase swift is given by the term e, as expected from equation (2.149). Note that although the
Hamiltonian (2.144) commutes with the operator s, its eigenfunctions depend on an arbitrary phase 6,
which is a CP violating parameter [1]. Indeed, for states of the third type, the CP inversion is defined
as CP : x(r) — vs5x*(r). However, in the massless case, the model is invariant under chiral rotations
X = eie'ysa/x, which shift the value of this parameter as 6 — 6 + ¢’, and in particular allows us just to set
it to zero. Therefore the physical observables are independent on the value of 8 in the absence of a chiral
anomaly.

In the massive case, the eigenfunctions of the Hamiltonian, which satisfy the aforementioned boundary
conditions, can be written as follows:

k
E(E — Msin(0))

[Xl(r)cas(g + z) +i )@(r)sin(g + f)] , with E = k2 + M2 >0 (2.155)

Xo(r):\/ 91 91

o(r) = i [Xl(r)cos(g+£) —&—ixg(r)sin(g+%>} , with B = —vVEk24+ M2 <0

VIEI(E[ - Msin(9)) 2 2
(2.156)
where x; and xo are defined in (2.142) and (2.143). In the case cos(f) < 0, there is a family of solutions
[16]:
sin(g + 1)
Xo(r) ~ > ) * e kr (2.157)
—1 cos(§ + g)
where

E = Msin(f) and k= M|cos(9)| (2.158)

From equation (2.158) arises a case with great interest. For § = 0, 7, we have a state with zero energy,
named zero mode of the Dirac operator whose appearance is connected with the index theorem [18][19].
This mode is part of the complete set of eigenfunctions of the Hamiltonian and cannot be neglected
[1]. Note that unlike the massless case, the eigenfunctions with negative energy obviously violate the
CP symmetry of the theory, since chiral rotations of the wave functions no longer leave the Hamiltonian
invariant. If we still demand the theory to remain CP invariant, the value of § must be fixed to 6 = 0 or
0 = w. However, the physical content of these cases is different. The point is that the existence of the
fermionic zero mode on the monopole background transforms a monopole into a dyon [1]. This unexpected
statement must be proven explicitly.
We can obtain the wave-function (2.155), upon imposing a chiral rotation on the x(r):
_ iS850 i% [drio(r)

X(r) = xo(r)=e"2 "y =¢'? X (2.159)
where j£'(r) = xT(r)yov57*x(r) is the chiral current and Q5 = [drj2(r) is the chiral charge, i.e., the
generator of the chiral rotations. Let us consider the following commutation relation [1]:

(@), ()] = i5 5 BV(x ~y) (2.160)
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where jO = exTy is the density of the electric charge of the charged particle and B is the external monopole
field. It is obvious that the vacuum expectation value of density j° vanishes, since there are no electrically
charged particles in the vacuum state. Let us act with a chiral rotation on the vacuum state:

00 005 - 0. : 0 . :
49 P(0)e 9 = (0) + 43 [1°(0). Qs] = °(0) + 15 [ drlj®(0). 58] =
—i2Q5 +0 i2Qs .0 €20 = .0 €20 = .0 6299
e "2%55°(0)e'2% = 5°(0) — o) drBVi(r) =3(0) + EVB(O) =7°(0) + 6(0) =
—i2Qs5 -0 i2Qs 3299
< 0le™"2%55°(0)e'2%5)|0 >= 5(0) =
e .
< 0|Q|0 >= pyLE with n€Z (2.161)

m

where we used the Dirac quantization condition (2.9), the equation (2.160) and

e *ABe** = B — s[A, B] + O(s?) ,

VB = 4mgé(F)

The equation (2.161) yields that we observe electric charge at the origin, in absences of the electrically
charged particle. Hence, a magnetic monopole interacting with a fermionic field transforms into a dyon
with electric charge proportional to 8. This effect is called Witten effect.

Finally, let us suppose that there is a reason of non-electrodynamical nature that demands 6§ = 0. In
this case, we encounter the problem of the self-adjointness of the Hamiltonian, since the solutions of the
equations (2.140) become regular at the origin. In the special case E = 0, we have [1]:

Flr) = G(r) = %67%4\% (2.162)

2.5.2 Generalisation of the Dirac quantization condition

We can generalize the Dirac quantization condition by considering a dyon-dyon system. Assuming that
the dyons’ electric and magnetic charges are (e;, g1) and (es, g2) respectively, the extra term of the
generalized angular momentum reads:

Laa = (e192 — grea)? (2.163)

The quantization condition for angular momentum Lgq is [20][21]

eigo—giea=n, nez (2.164)

Note that the above formula is dual invariant.

Let us discuss Dirac’s statement, according to which, if there is a magnetic monopole in the universe
with magnetic charge g, then it is enough to explain the quantization of the electric charge. Indeed, if we
consider a single magnetic monopole, with magnetic charge g, the equation (2.164) yields:

1
e=mneq, with ey = p and n€Z (2.165)

where ey = % is the elementary electric charge.

We can also prove the quantization of the magnetic charge [22]. Let us consider two states, one with
elementary electric charge (eg,0) and a second with magnetic charge and a possible arbitrary electric
charge (e, ¢). Then quantization condition (2.164) yields:

g = EQO , with go = 20 and nez (2.166)
no (0]

where gy is the minimum magnetic charge and ng is a positive number that depends on the particular
choice of the model. For instance, the Dirac quantization condition is recovered for ng = 1 [1].
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Chapter 3

Topological description of the magnetic
charge

Probably the most interesting aspect of magnetic monopoles is their topological properties. In appendix
D we describe some notions of differential geometry and topology, which are useful for the understanding
of magnetic monopole physics. In particular, we define topological space, homeomorphism, differentiable
manifold, diffeomorphism etc. In this chapter, we briefly discuss the connection between the homotopic
n-loops and the topology of the monopole systems. Also, we present the formalism of magnetic monopoles
without strings and the corresponding charge quantization condition.

3.1 Homotopy groups

Homotopy groups and more specifically homotopic loops play a fundamental role in our discussion, which
leads to the topological roots of magnetic charge [1].

Let us consider two topological spaces and an "one-way" map ¢; : X — Y, which has no inverse. If
there is another map ¢ : X — Y and the function ¢;(x) can be continuously deformed into ¢»(x), i.e.,
there is a continuous family of functions f(z,t), z € X, t € [0,1], f: X x[0,1] = Y, where f(z,0) = ¢1(z)
and f(x,1) = ¢o(x), the map ¢, is homotopic to ¢2. The family of functions f(x,t) is called a homotopy.

Note that if ¢1(z) is homotopic to ¢o(x) and ¢o(x) is homotopic to ¢3(x), then ¢1(x) is homotopic to
¢3(x). Thus, the space of continuous maps from X to Y is divided into equivalence classes.

Two topological spaces X and Y are said to be homotopically equivalent, if there exist continuous maps
f: X —>Yand g: X — Y that satisfy: (i) f o g is homotopic to Iy (an identity on the space Y,
Iy (y) = y) and (ii) g o f is homotopic to Ix (an identity on the space X, Ix(z) = z).

We present two useful examples of homotopic spaces:

1) Let X = R"\ {0} and YV = Sn=1. Also, let the maps f and g be f : R"\ {0} — S"7! via
T — f(¥) =2 =%, where |T| #0,and g : "1 — R"\ {0} via & — g(%) = A%, where A € R\ {0}. Then

|z

fog@)=2=1Iy(%) and go f(&) =&
AZ is homotopic to Ix. Considering the homotopy F : X x [0,1] — X:

We need to prove that g o f(Z)

F(Z 1) =t& + (1 — )Ad =

F(#,0)=go f(Z) and F(Z,1)= Ix(Z)
Therefore, g o f(%) = A& is homotopic to Ix. Thus, R\ {0} and S"~! are homotopically equivalent.

2) Let X = S' and Y be the set of unimodular complex numbers: U,s(f) = "9 ¢ Y. Also, let
the maps f and g be f : X — Y via 2(0) — f(a(0)) = €9 = U, 5(0), where 6 € [0,2r), and
g: Y = X via Uy 5(0) = g(Un5(0)) = A(—iZ2Wns@) _ 8y _ f(9) where 0 € [0, 27).
For n =1 and arbitrary § € R we obtain:

fog(U15(0)) =Uis(0) = Iy (Urs(0)) and go f(A(0)) = n(0) = Ix(7(0))

Consequently, S* and the set of unimodular complex numbers are homotopically equivalent.
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A very important fact is that the maps f: X — Y via #(0) — f(a(0)) = ") = U, 5(0), for fixed
n € Z and different § € R, constitute a homotopy class. Proof:

Let us consider the maps fo(0) = € ("0+%) and f(0) = €' ™¥+%) and the continuous family of func-
tions F: X x [0,1] — Y, such that F(6,t) = e (n0+(1=1%+t01)  We observe that F(#,0) = fo(f) and
F(0,1) = f1(0). Therefore, the maps f for fixed n € Z and different § € R form a homotopy class.

Each homotopy class is characterised by the integer n. Note that for 6 € [0,27), using the map f(6),
we cover the unit circle in the complex plane n times. Therefore, we refer to integer n as winding number,
which is a characteristic of the homotopy class.

Additionally, for a given diffeomorphism f: S' — S' the winding number reads:

i 27 a o
n:%/o dof(0) 55071 (0) € Z (3.1)

Note that the winding number plays the role of topological charge (magnetic charge) in monopole theories.
Furthermore, the notions simply connected manifold and linearly connected manifold are very impor-
tant for our discussion. The simply connected manifolds satisfy the following properties:

i) Any two points of the given manifold can be connected by a continuous curve.
ii) Any closed curve (loop) can be shrunk continuously to a point.

The linearly connected manifolds satisfy only property (i). For instance, simply connected manifold is
R? and linearly connected manifolds are S' and R? \ {0}. Note that a single-valued function f in some
region of a linearly connected manifold can be continued to the whole space along paths connecting the
points of this region with any other point. The condition for f to be single-valued requires that for any
two points 2o and z, continuations of f(xg) along any path connecting these two points must give the
same result, f(x). To be more precise, the continuation along any closed curve going through o must
lead to the initial f(zo). This is automatically true if any two paths connecting xy and x are homotopic.

We are ready to define the most important notion of our discussion, the class of homotopic loops. A
loop in a topological manifold X can be defined as a continuous map (curve) y(t) : I — X, such that
~7(0) = (1) = 29 € X, where t € I = [0, 1] is the parameter along the loop. The point xg is called a base
point of the loop v(t). Two loops «(t) and B(t) based at the same point are homotopic if the one loop can
be continuously deformed into the other, i.e., there is a continuous map H(t,s) : [0,1] x [0,1] — X, with
s,t € [0,1], such that H(0,s) = H(1,s) = zo and H(t,0) = a(t), H(t,1) = B(t). The set of loops with the
same base point, which are connected by the homotopy H, is called class of homotopic loops.

It is very interesting that a class of homotopic loops equipped with a binary operation does not
constitute a group. We can prove this statement explicitly. Let us consider the binary operation:

a(2t)
(Boa)(t) = {,B(Qt -1, %

<
where a(t) and §(¢) belong to the same class of homotopic loops [a], with a(0) = 5(0) = «(1) = B(1) = xo.
The inverse element a1 (t) is a loop with opposite direction of a(t) and can be defined as follows:

0<t<
1 (3.2)

1
2
<1

a l(t) =a(l -1 (3.3)

The unit element reads:

I(t) =z , ¥t € [0,1] (3.4)

Let us calculate the element a~! o a(t):

<t<l!

o ={,60 T L, A 10 (35)
The result (3.5) yields that the class of homotopic loops [a] equipped with the binary operation (3.2) does
not form a group. In fact, if we consider a class of homotopic loops [@] in a linearly connected manifold,
like R? \ {0}, and additionally that loops [a] are located around the origin (winding number n # 0), then
we obtain I ¢ [a], ™! ¢ [a] and o~ ' o« ¢ [a], since I and a~! o a always belong to the same class of
homotopic loops with winding number n = 0 and a~! belongs to the class of homotopic loops with an
opposite winding number from [a]. Since I ¢ [a], o™t ¢ [a] and a™! o a ¢ [a], the class of homotopic
loops [a] equipped with the binary operation (3.2) does not form a group. Let us prove that the loops I
and a~! o a always belong to the same class of homotopic loops with winding number n = 0. Considering
the following homotopy:
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(2ts) ,0<t< 1
H(t’s):{a((2—2t) ) . i<t<1 (3.6)
we obtain:
H(t,0) =20 =I(t) and H(t,1) = (e 'oa)(t) (3.7)
and
H(0,s) =x9 and H(l,s) =x¢ (3.8)

Also, the class of homotopic loops [I] has winding number n = 0, since the unit element does not perform
any turning around the origin.

However, a very essential fact is that the complete set of the classes of homotopic loops in a topological
manifold X equipped with the binary operation (3.2) satisfies all the group axioms. Such a group is
called first homotopy group w1 (X). In particular, [a~1] o [a] = [a7! 0 a] = [I], with [a], [a7 1], [I] € 71 (X).
Group axioms closure and associativity are trivially satisfied. It is obvious that, if X is a simply connected
manifold, group 1 (X) is trivial, since it consists of one element [«] = [I]. Also, if X is a non-simply
connected manifold, group 71 (X) is non-trivial. For instance, let us consider X = S!, then 7 (X) consists
of the classes of homotopic loops corresponding to winding numbers n € Z, usually denoted as 1 (S1) = Z.

A straightforward generalization of the 1-loops to the n-dimensional case provides the higher rank
homotopy group m,(X). We define a n-loop in the topological manifold X as a continuous map of a sphere
S™ into X. The set [¢;] (classes of homotopic n-loops), where ¢; : S™ — X, equipped with a binary
operation similar to (3.2), forms the group 7, (X). Finally, it seems reasonable that, if we consider X = S™,
we obtain:

T (S") = (3.9)

3.2 Magnetic monopoles without strings and the quantization con-
dition through homotopic loops

As we mention is section 1.3, the Dirac strings, along which the Dirac potential (1.80) is singular, are
unobservable, i.e., they have no physical meaning. We can avoid the existence of the non-physical Dirac
strings, and hence, we can prove that the Dirac quantization condition (2.5) has topological roots.

We can divide the manifold R? \ {0} (magnetic monopole at the origin) into two slightly overlapping
hemispheres (north RY and south R¥), where the vector potential reads:

A’ {gNzg szn(G()g)A¢ 96[’2+8]

Ag= -2, g [5—cn]

(3.10)

where we used the definitions (1.80) and (1.89). Note that the vector potential (3.10) has no Dirac strings,
but it is not continuous at # = 7. Hence, we consider the overlapping region 6 € [§ —¢,5 +¢],0<e < 1,
where the potential (3.10) takes either the one or the other form. Thus, the potential (3.10) corresponds
to the magnetic monopole field everywhere in R3\ {0}.

Note that the potentlals Ay and Ag are connected with the gauge transformation U(¢) = e?%9¢,
under which Ag — Ay. Let us consider a particle moving around the overlapping region RV N RS. The
monopole field in region RN N RS is independent of the choice of the potential’s form. Therefore, the
wave-function ¢y = U(¢)s = e?¢9%1)g describes the system as well as wave-function g does. Also, the
wave-function 1y = e€?¢9%q)g must be single-valued, hence we obtain that:

eg = g with n € Z (3.11)

which is the Dirac quantization condition.

Let us consider the gauge transformation U(¢) as a map U : R? — X via U, (F) = ¢?, where X is the
set of unimodular complex numbers and R? C R3, for § = %. Note that Uy, (7) is mapping a loop in R?
around the magnetic monopole to a loop in X, which belongs to a homotopy class with winding number
n. Hence, the charge quantization and the quantum number "n" have topological roots. The loops in R?
need to be around the magnetic monopole in order for the gauge transformation U, (7), with n # 0, to
be symmetry of the system. Therefore, the loops in R? are not homotopic with the unit element. Thus,
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we conclude that manifold R? is non-simply connected and that the magnetic monopole is a topological
singularity. That is why, in the beginning of our discussion, we considered the manifold R3\ {0}.

This aspect of magnetic monopole theories is the key for many models, such as the models that we
discuss in chapters 4, 5 and 6. In these theories, we consider a Higgs triplet as a 2-loop from R3\ {0} to
S2. The solution of the equations of motion with winding number n = 0, corresponds to normal systems
without magnetic monopoles. On the contrary, the solutions with winding number n # 0 correspond to
models with magnetic or global monopoles. These results are compatible with the Dirac quantization
condition (3.11). The global monopoles are presented in chapter 5.
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Chapter 4

't Hooft-Polyakov Monopole

As we describe in chapter 3, we may construct monopole models by considering field theories with an extra
contribution of a Higgs triplet, which may be stabilized due to a self-interacting potential. In particular,
we consider the Georgi-Glashow model, which is a global SU(2) gauge theory, which includes a Higgs
scalar triplet and an E/M field. The Higgs triplet may be considered as an n-loop on the spherical surface
with its radius being the stabilized magnitude of the triplet. If the n-loop belongs to a homotopy class with
winding number n # 0, the corresponding solutions have monopole properties, i.e., the solution for the
E/M field is a magnetic monopole solution (Coulomb-like field). The corresponding magnetic monopole is
called ’t Hooft-Polyakov monopole [23].

4.1 Georgi-Glashow model

The Georgi-Glashow model corresponds to a non-abelian gauge theory, SU(2) invariant, in the adjoint
representation. The Lagrangian density of the model reads:

1 1
— __pa a pv - a rLH\e T
L=—gFLF*"+5(D,2)"(D"2)" - V(2 2) (4.1)

where a =1, 2, 3 and @ a scalar Higgs triplet:

¢1
2= |92 (4.2)
¢3

The Higgs triplet (4.2) is scalar, since the SU(2) transformations in the adjoint representation are real
(Appendix C). Also, Q# is the covariant derivative:

D, =10, —icAlL" (4.3)
where Af, are the gauge SU(2) bosons and T* are the generators of the SU(2) group. The double-line is
used to declare matrices, to avoid a heavy indices notation. Additionally, the tensor Fy, reads:

Fo, = 8,A% — 8,A% + ecqpe AL A (4.4)

InZ

Note that the English indices a, b, ¢ denote vector components in a 3-dimensional euclidean space, therefore,
it makes no difference whether we have upper or lower English indices. Also, €4 is the Levi-Civita symbol
with €123 = 1. Additionally, V(2" @) is the Higgs potential:
T _ é T 2\2 __ é aFa 2\2
V@' = T2 - P) = J(@00 ) (45)
Due to the fact that we work in the adjoint representation of the SU(2) group, we can write the
Lagrangian density (4.1) in a more convenient form, in order to examine the SU(2) invariance. The Lie
algebra of the SU(2) group reads:

[£a7£b] =1 eabczc (46)
As we mention in Appendix C, the adjoint representation of the generators of a Lie group corresponds to
the structure constants of the Lie algebra:
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(T))* = —i €ane (4.7)

Thus, the covariant derivative (4.3) reads:

(D)™ = 60, — ecapc AS, (4.8)

Then, the covariant derivative of the Higgs triplet reads:

( %g)a = 0, + ecapc AL P = (4.9)

(D ®)'T" = 0, 8L + eI cape A}, 8°
The equation (4.6) yields egpc L = —i[zb,zc]. Hence we have:

(D 2)"T* = 9,9°T* — ie[I®, T°| AL d° =
L2 L 1L
D,® = 0,® — ie[A,, ] (4.10)
where

D,®=(D )"T", &=0"L" and A, = ApT" (4.11)

Also, we define the tensor F},,, as follows:

Fp,u = zaFﬁy (412)
To sum up, the Lagrangian (4.1) in the SU(2) adjoint representation can be written as follows:
1
L= —5Tr (F,WF””) + Tr((D,JI))(D“(I))) —-V(@"2) (4.13)

In the next few lines, considering that the generators of the SU(2) group, on the fundamental rep-
resentation, satisfy the equation T'r (I“Ib) = 5“7”, we prove that the equation (4.13) yields the equation
(4.1). Note that the generators in the adjoint representation satisfy T'r (zazb) = 2045. This means that
we need to change some coefficients in (4.13), in order to correspond to (4.1) in the adjoint representation.
However, this is not necessary, since the Lagrangian density (4.13) will be used only to examine the SU(2)
invariance of the model. Thus, the equation (4.13) yields:

1 a ra b b pyr ara bbb T
L= Tr(TFLF ) + Tr((2,2)°L" (D"2)'T") - V(2 2) =

1
—§F5yFb By (zazb) + (Q#g)a(gug>bTT (zazb) _ V(ng) =
1 a a pv 1 a a T
L= Fu,F* " + (D, 8)"(D'9)" ~ V(2"D)

which is the Lagrangian density (4.1).

4.1.1 SU(2) symmetry of the Georgi—Glashow Model

It is essential to explicitly prove the SU(2) invariance of the model. It is more efficient to use the Lagrangian
density (4.13).
First of all, we need to determine how the components of the model are transformed under the trans-
formations of the SU(2) adjoint representation. A transformation of the Lie group, U € SU(2), reads:
U=eT" U=1+ies0"L" and U~' = U" = 77" U~ = U! = [-iedf°T" for 60° < 1 (4.14)
The Higgs triplet is transformed as follows:

o — @ -

IS
[l

(4.15)

As usual we demand:



D®—Dd=UD &=
=n= =u= ===
(L0, — i€ ART")U @ = U (19, — ie AZT")D =
(OuU) — ieAT" U © = ~ieALU T & = (9,U) — e ART" U = ~ieAU T° =

Ay, = AT = UAU = =000 (4.16)

which also means that:

D —D =UD U! (4.17)
H =pn ==p=

Moreover, we can calculate the transformation of ® (4.11):
O P =" =
(®)" = (Gn + €00 (Tiyy) ™" ™ (Tyyy) " =
(=i enpe — 1€00%€ammempe)®™ = ( — i enpoOypOes + i€00%(SapOne — 5a05nb))q>n -
( — i €npoOypOcs + €00 (SabOne — GanOhe + Sandbe — 6“6”;,)) " —
( — i npoOypOes + 1€00%€ractatn + ie(sa%pabepm) " =
( — i €npoOpOcs + 1€00% €agebnpeOpy — 1600 pabnpoden + 0(592)) " —
(6 + €80%€atp)(—i €npe )P (Se — 00 €ame) =

((I)/)bc _ @4' ie&gaza)bp(q)nzn)pa(g _ i€59a£a)ac =

®— @ =UoU ! (4.18)
Considering equations (4.17) and (4.18), it is obvious that:
D,® — (D,®) =UD,®U " (4.19)

Furthermore, in order to determine the transformation of F'¢

1 We need to calculate [ngy]gz

[D.,D]®=D D ®—-D D &=
—p =v= =pu=rv= —r=p=
(10, — ieAT*)(10, — ieAf,zb)g —peovasb=
—ieT" (0, A)D — 2T T AL AL D + ieT* (9, A%) 2 + *T"T* AL A% D =

—ie(0u AL — 9, AN)T*® — e* AL AL [T°, T°|® = —ie(0, AL — 0, A% + e capc ALAT @ =

a a ?
Fu, = F,T" = E[QM’QV] (4.20)
Consequently, equations (4.17) and (4.20) yield:
F — F), =UF,U"" (4.21)

In order to conclude, considering equations (4.15), (4.19) and (4.21), we examine the SU(2) invariance of
the Lagrangian density (4.13):
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1 v L
L = —gTr(F[WF’” )+ Tr((Du0) (D @) ) — V(@T®) =

1
£ = —3Tr(UF, FU™) + Tr(U(D,2)(D )i ) — V(2 U U o) =

L =L
where U T = U = u ~1, since the SU (2) transformations in the adjoint representation are real. Conse-
quently, the Georgi-Glashow model is SU(2) invariant.
4.1.2 Equations of motion

We calculate the Euler-Lagrange equations of motion for the fields of the Georgi-Glashow model, using
the Lagrangian density (4.1). The equations of motion for the Higgs triplet read:

oL oL

Oy — =0 4.22
"00,00 0P (422)
We calculate:
oL
_ W\ a
#aauq)a #(: 2)
where we used equation (4.9), and
aﬁ v c a
Oda = —¢ EabcAzb/(Q 2) —\® (¢b¢b - 772)

Therefore, equation (4.22) yields:

0u(D"' @) + € eanc AL (D )" + A2 (96" — 1) = 0 =

(D, D"®)" = —AD(¢"¢" — 1) (4.23)

=u=

Subsequently, the equations of motion for the gauge fields read:

oL oL
“88HA‘,} — 9Az =0 (4.24)
We calculate:
oL
— a pv
On 00, As Ot

and

oL 1

_ ~ b po

dAs 2 dAa

. R,
(e enca AR A7) + (D'2)

(6 Ebchch(I)d) =

a
v

e
fiebchb P7 (8cadl AL + 84405 AS) + (D @)’ epeadacd), @ =
€ vo 14 (& 14
—§(ebade AL+ € FP PV AS) + (DY @)1 €qa P! =

% = —eepaa PP AL 1 (DY D) ey ®
Therefore, equation (4.24) yields:

—8HFa w4 eebade UUAZ — e(gug)bebad@d =0 Fg/
O F* M + ecqiyALFY 17 — e(D' D) €pqa®? = 0 =
D, F* M = e €44 (D" ®)° (4.25)
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4.1.3 Energy of the system

We consider flat space-time with the convention 7, = diag(1,—1,—1,—1). Then, the energy density of
the system is described by the component 79 of the stress—energy tensor, which reads:

;2 0Su
V=g agr

where g,,, = 1,0, ¢ is the determinant of the metric tensor and Sy is the action corresponding to matter.
In our case Sy = [ d*z/—gL.

(4.26)

ssu = [ dssty=ae) = [ d'a(o(v=9)L + v=5bL) (427

The variation of the determinant reads:

1
5\/ —g=—V —gigﬂyég“” (428)

Also, we need to calculate the variation of the Lagrangian density (4.1)

BER,E 1) = 5(g" g F Fi) = Fil (06759 + g""69™) = (Fil Fing™ + F{L 2, 0")5g" =

pnv vERA “w v K

§(Fy, FOr) = QFSHFl?)\g")‘(Sg”” (4.29)
and
5((D )" (D"®)*) = (ng)“(gyg)“ég“” (4.30)

=p=

Upon summarizing the equations (4.27), (4.28), (4.29) and (4.30), we obtain:

58y = / d* 20(\/—gL) = [ d'z V¥ 2_9 (= gl — Fi.Fhg™ + (ng)a(gyg)“)ég”” (4.31)

We substitute equation (4.31) into equation (4.26) and we obtain:
Ty = —gul = FiF* + (D @) (D, @)° (4.32)
Subsequently, we calculate the total energy of the system:
E= / d*z T (4.33)

Note that 7% = Ty = 17 for g = 1w = diag(1,—1,—1,—1).

o /d% (- £ FiyFo* + (D, ®)*(D, 9)°) =

| 1 |
[ (Grare - L0,2r @ + V@' e) - FiFy (2, 2D, 2)°) =

1 ) ) . 1 1
/d?’a: (Z(F&-F“ Y FRFt Y+ FGETY) = S(D, 2)°(D, @)+ 5(D, 2)U(D, 2)" + V(2 ®)

=0 =/ \=g = =; =/ \&

,F%iFa 07 + (QO g)a(go 2)(1) =

1 1 o 1
= [ @ (= GFF 4 JFSFY Y 4 (D, 97D, ) + 5D, 2)°(D, 9" + V(@ D))

where i,j = 1,2, 3. Note that:
Fope% — _Fo. o (4.34)

and
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1 . o o 1 .
B = §€z‘ijwk = BB =g F Rt (4.35)

where 4, j = 1,2,3. Considering equations (4.34) and (4.35), the total energy reads:

15 1 1
B= [ (BB + J5B + 5D, ©(D, B + 5D, B(D, D" + V(@'D)  (430)

Let us consider a static system a > = 0. The Stress-energy tensor is gauge invariant, hence the total energy
is gauge invariant. Thus, we fix the gauge Aj = 0. Then, the total energy reads:

o / P BC‘B“ = 2(D, 2)(D, )° + V(@) (4.37)
Consequently, the total energy (4.37) becomes minimum when:

(D, )" =0, Fjj=0 and ®*®" =1’ (4.38)

4.1.4 Spontaneous symmetry breaking

The total energy becomes minimum in the case < 0|®*®*|0 >= n%. Without loss of generality we can
choose:

0
<0/2[0>= |0 (4.39)
n

Also, we can consider the Higgs triplet as variations around the minimum (4.39):

X1
=1 X (4.40)
n+¢
such that:
< 0|x1]0 >=< 0|x2]|0 >=< 0|¢]0 >=0 (4.41)

The vacuum state |0 > must stay invariant under the symmetry transformations, i.e. the generators of the
symmetry must act on |0 > as T%|0 >= 0. The generators of the SU(2) group in the adjoint representation
read:

0 0 O 0 0 -1 0 1 0
Th=—i|l0 0 1|, T2 =—i|0 0 0], T3,=—i|-1 0 0 (4.42)
0 -1 0 1 0 0 0 0 O
Note that:
adj < 0|2/0 >#0 and Tadj < 0/2[0 >=0 (4.43)

which means that two generators break the symmetry. This is called spontaneous symmetry breaking.
Also, we have a remaining U(1) symmetry with generator 7°. Thus, we have the following symmetry
breaking pattern:

SU((2) — U(1)

3 generators — 1 generator (4.44)

From the Goldstone theorem it follows that there are two massless Goldstone bosons corresponding to the
fields x1 and ya2, since < 0]x1|0 >=< 0|x2]/0 >= 0. Also, there is a massive Higgs boson corresponds to
the field ¢(z) = n + &(z), since < 0]¢p(x)|0 >=n # 0.

Let us count the degrees of freedom of the model. Before the spontaneous symmetry breaking, we have
three massless SU(2) gauge bosons with two degrees of freedom each (4 — 1 from the equations of motion
— 1 from the gauge symmetry) and three real scalars with one degree of freedom each, i.e., nine degrees
of freedom in total. After spontaneous symmetry breaking, the three vector fields have three degrees
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of freedom each, since the gauge symmetry is broken, thus we have twelve degrees of freedom in total.
This inconsistency is regularized with a proper gauge fixing. We can choose a gauge such that the two
Goldstone bosons are eliminated and two of the gauge bosons, which correspond to generators that break
the symmetry, become massive. Hence, the degrees of freedom after the spontaneous symmetry breaking
remain nine. The gauge fixing yields:

0
o= 0 (4.45)
n+§&

We can explicitly determine the masses of the fields from the square terms of the Lagrangian after the
symmetry breaking.

0 0 A3 A2\ (0 A2
D &= —ieAjT" | 0| +..=—ne ﬂgf; 0 1 A, 0] +..=ne|—-AL|+.. (4.46)
n A5 A, 0 1 0
and
A 2 92)?_ A 2)? 242
\ag)zz(w+g)—n) ZZ(%§+§)—h“=An§—%“ (4.47)
substituting equations (4.46) and (4.47) into the Lagrangian density (4.1), we obtain:
1 1
L= 5e“'n?A}ﬂaﬂﬂ + §e2n2A§A2ﬂ — 2%+ (4.48)

From equation (4.48) we identify the masses of the fields:

MAI = MAz = en, MAB =0 and MHiggs = \/2)\’[’] (449)

The gauge boson Ai, corresponding to the remaining symmetry U(1), remains massless, after spontaneous
symmetry breaking. Therefore, the boson Ai plays the role of the electromagnetic potential.

The operator of the conserved electric charge is the generator of the remaining U(1) symmetry:

— . 373 _ 3
Q# = —ied,T° = Q=T (4.50)
Note that:
0
Q 0 =0 = QHiggs =0 (451)
¢)Higgs

It is interesting that the gauge bosons A}L and Ai are not eigenstates of the electric charge Q. However,
a linear combination of AL and Ai is eigenstate of the electric charge. To be more precise, let us set:

1ﬁ=%mﬁmbmd#=%m¢W) (4.52)
where:
(T3, T%] = ¥7* (4.53)
Then, we obtain:
D, =—ieW, T~ —ieW, T* —ieAJT° + .. (4.54)
Consequently, we have:
|A% >= AVT°[0> = QA >=0 = Qus =0 (4.55)
and
WES>=WITT0> = QW >=+e[W* > = Quz = +e (4.56)

where we used the equation: 73|0 >= 0. Note that the electromagnetic field is chargeless, as it should be.
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4.2 Monopole solution of the Georgi-Glashow model

The classical vacuum of the Georgi-Glashow model is degenerated, since V(®) = 0 = |®| = 7, i.e., the
set of vacuum values of the Higgs field forms a sphere S2,. of radius 7 in a 3-dimensional isotopic space.
All points of the sphere are equivalent, because there is a well-defined SU(2) gauge transformation that
connects them.

In section 4.1 we consider the Higgs field as a map ® : R3 — S2__ with winding number n = 0,
since we consider ® = constant. Therefore, there are no magnetic charges. In this section, we search for

magnetic monopole solutions [23].

4.2.1 Topological classification of the solutions

Let us consider solutions with the property |®(r — o0)| = n. In particular, we search for a mapping
P : S% — S2,., where SZ is the boundary of the 3-dimensional euclidean space. This map is characterized
by a winding number mo(S?) = Z. We may consider a solution with winding number n = 1, which

asymptotically behaves as follows:

a

(1 — 00) — n% (4.57)

It is obvious that |®(r — co)| = 7. Note that, since ®(r — 0o0) = 17, a single turn around S2. corresponds
to a single close path (2-loop) in S2,., which confirms that n = 1.

It is very important that the state (4.57) cannot collapse to the global minimum state ® = (0,0,7),
since these two states belong to different classes, n = 1 and n = 0 respectively, and this results in the
energy becoming infinite if we try to continuously deform the one into the other.

We may determine the form of the gauge bosons by considering minimum total energy, with the

constraint n = 1, which means that D;® = 0 (4.38). For r — oo we obtain:

r¢ 7€
D;®=0=n0,—+enepA—=0=
r r

0; ripd re
Qi T At
r r r
k.l 2 b
(0:a0k1 — 0ik0al)T"T" = —er e AjTe =

k.l 2 b, .k
€ilbEakdT T = €T GakbAiT

Then, a particular solution reads:

o Lo (4.58)
i e aij 2’

where a,i,j = 1,2,3. Note that the gauge is fixed A§ = 0. Additionally, we can calculate the non-Abelian
magnetic field as follows:

1
B;i = iekliﬂ% (459)

where F}? is given in (4.4).

1 rd 1 0; rird
) a_ . . —(2.14 _ ) ) Zia
exliOA7 = eklzgeaualﬁ =(214) g( Oraldji + 6jk§al)(r2 2 p )
9 k,.a
€O A} = _ETTZ (4.60)
also we calculate:
bae 1 T (2.14) 1 ot
€ eklieabcAl Ai = geklieabceblmecinﬁﬁ = g(‘skb(sim - 5mk5ib)(6ia5bn - 5an5bz)r72ﬁ =

1 1 TaTk rk,r.a
- <5kn5am + 5km5an) - 7( 1 + T) =
e e\ r T
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2 pkya

€ exii€abe AT AT = o (4.61)
Upon substituting equations (4.4), (4.60) and (4.61) into equation (4.59), we obtain:
1 X .
By = §6kli(5lz4? — Qi AT + eeapc AL AS) = €401 AL + geklieabcAﬁ’Aj =
1 ripa
Bif = —- 4.62
r= (462)

Furthermore, in the section 4.1, if we had fixed the vacuum expectation value of the gauge triplet
in a different way, e.g., < 0|@|0 >= (n1,7m2,73), with 1;mn; = n?, the remaining U(1) symmetry would
have not described rotations around z-axis with generator T, instead, it would have described rotations
with generator dare = %QT“. Upon considering this case, the operators of the electric charge and the
electromagnetic field are:

1
Q= %@“T“ and AFM = @Ay (4.63)

Considering expressions (4.63), let us express the gauge bosons Aj, in terms of AEM and the Higgs
triplet. Upon minimizing the total energy, we have:

Di® = 0= 9;0% 4 € €, AP = 0 = (4.64)

€ak10; P = —e (5kb5lc — 5}%(5[1,)14?@6 = eakld)k@i(b“ = —e CI)bA?(I)l +e |(I)|2Ai»

For |®[> = 7 and AFM = %CI)“AZ we obtain:

P 1
A = —APM ¢ ®9,D° (4.65
b n n2e 1z )
We define the electromagnetic tensor:
o
F, = 7F/w (4.66)

and we calculate it:

¢a a 1 a a a a a C
WFW = 5(@ OuAG — 00, A% + D eqpo AL AL) =
P P 1 1 1 .
Ou(Z-A2) = 0, (= A) - - A20,0° + ~A20,0° + —cdeqo Al Ay LY
n 7 n n n AEM=1gaAq
1 .
0, APM — 9, APM _ Z g2, 2D
n B, |®[=0
P 1
E,, = 7ng =0, APM —9,ATM — ﬁeabcqwau@bayéc (4.67)
Note that, for winding number n = 0, the equation (4.67) yields:
FoM = 09,A0M —9,ATM (4.68)

The electromagnetic strength tensor (4.68) satisfies the Bianchi identity, therefore the model does not
consist of magnetic monopoles. However, for winding number n # 0, the electromagnetic strength tensor
(4.67) does not satisfy the Bianchi identity, as we prove in the next subsection. Hence, for winding number
n # 0 there exist magnetic monopoles.

Additionally, due to the non-Abelian gauge symmetry of the system, the electromagnetic strength
tensor F),, is somehow arbitrary and it can be written as [3]:

50 ma 1 5a 5 5c
Juw =, — —€apcd D,®"D,® (4.69)
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4.2.2 Topological current

In the next few lines we explicitly prove that the electromagnetic strength tensor (4.67) does not satisfy
the Bianchi identity.

1
a[CLFbC] = 03Fpe + 0cFyp + OpFreq = §€abc060uypaqup (470)
The dual electromagnetic strength tensor is defined as:
. 1 oo
F,ul/ = §€,uupch (471)

where €, is the Levi-Civita tensor defined in (1.8).

- 1 1
0 Fiuy = S euwpad” (0 Ay — 07 Ay — %eabc@aaf)@ba%ﬂ =

~ 1 A N A
O'F,, = %euypaeabca”éaap@b3“¢c =k, (4.72)

For k, # 0, the Bianchi identity is not satisfied and the theory consists of magnetic monopoles.
We define k, as the topological current. Note that

"k, =0 (4.73)

due to the antisymmetric property of the Levi-Civita tensor. Consequently, the topological current is
conserved. This result is very interesting, since there are no symmetries and Noether currents that yield
the above conservation. The conserved topological current (4.72) has topological origins. This argument
is strengthened by calculating the corresponding conserved charge:

1 O | A bk
Ko = o Covprancd” @07 DPD7D" = —emppeapcd™ 0" BV BT =
(& (&

1 A A N 1 N . R
Qk = —€mni€ape | 22PN PPIFDC = —¢,n€ave | A2z (D" DLIFDC) =
2e

2e
1 U | B
Q= 5 Emnk€abe / 20" OO DO DT = € €ane / dPz0™ (99" 90 ) =
1 s
Qk = 5 Emni€abe [5 ) dS,, @O dLI* e (4.74)

Note that ®(r — o0) — % on the surface S2,, hence the above integral does not vanish.

Let us consider a map (2-loop) S? — S2, where the coordinates for the first sphere are 6, ¢ and for
the second sphere are «(0, ¢), 5(0, ¢). The winding number is given by a similar equation to (3.1), which
reads [1]:

1 2 Sin(a) (0adB 0B 0ay 1 ) da0p 0B da
"= ) T (%% - %675) T 4r /d9d¢ ‘””(O‘)<69 96 00 a¢) (4.75)

Upon substituting the unit vectors é(7) = (sin(a)cos(B), sin(a)sin(B), cos(a)) into the above equation,
we obtain [1]:

1
n = €ijkCabe / dS;e"9;e Oy.e° (4.76)

As we mentioned before, the Higgs triplet is a mapping ® : S2 — S?

“ac- Consequently, comparing the
equations (4.74) and (4.76), we observe that:

4
Qr=—n, nez (4.77)
(&

This wonderful result explicitly shows that the conserved topological charge is proportional to the winding
number, which determines the topological properties of the Higgs triplet as a mapping from S2 to S2,..
Note that 47n is the total solid angle of the covering of the S2,,. during the mapping.

vac
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4.2.3 Magnetic induction of the magnetic monopole

Last but not least, we need to calculate the magnetic induction corresponding to (4.67) for r — oo, in
order to determine the magnetic charge of the magnetic monopole, whose existence is testified by equation
(4.72).

1 1 P D (4.57)
By, = sepiiFyy = senigFy— = Bi— ==
k 2€k Je 26]” H k N (4.62)
B(r — o) LT (4.78)
r—00)=—-— .
ersd
This is the magnetic field of a monopole with magnetic charge g = é Note that, if we set g = % and

substitute into equation (4.77), we obtain:

eg=n, nezl (4.79)

which is an analog to the Dirac quantization condition in the non-Abelian case. If we set the winding
number n = 1 in the equation (4.79) we have g = %7 which is exactly the magnetic charge of the corre-
sponding magnetic monopole. Finally, note that the magnetic charge is conserved, since it is proportional
to the conserved topological charge.
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Chapter 5

Self-Gravitating Global Monopole

Some models predict monopoles, as finite self-gravitating objects with structure. These solutions may not
correspond to magnetic monopoles, since there is no need for the model to include electromagnetic fields.
For instance, we can consider a system of a self-gravitating scalar Higgs triplet within a self-interacting
Higgs potential. In this case, we obtain monopole solutions, if we consider the Higgs triplet as a 2-loop
with winding number n = 1. A model with these properties is the Barriola-Vilenkin model [24].

5.1 Barriola-Vilenkin model

The Barriola-Vilenkin model is described by the following Lagrangian density [24]:

1 A
L= \/—g(Qaux“f?”x“ - 70X - n*)? — R) (5.1)

where x%, a = 1,2, 3, forms a scalar triplet, which parameterizes the spontaneous breaking of the global
0O(3) symmetry of the system down to a global O(2), due to the self-interacting Higgs potential —%(X”’Xa —
n*)?. Also, g, is the 4-dimensional space-time metric tensor, g is the determinant of the metric and R is
the Ricci scalar for the metric g,,,. Note that we use the conventions:

Signature of the metric: (+,—,—, —) (5.2)
Riemann tensor: R)I‘LW = 3DF);“, + FPMFAW — (v o) (5.3)
Ricci tensor: R, = R)‘MU (5.4)

Ricci scalar: R = g"" Ry, (5.5)

Einstein tensor: G, = R, — %QWR (5.6)

As we discuss in chapters 3 and 4, if we consider the scalar triplet as a map (2-loop) from S2 to S2,.
with winding number n # 0, we obtain monopole solutions. In this chapter we fix n = 1 and we are
searching for spherical symmetric solutions of the form:

a

XO(F) = nf(r)%, with f(r — 00) = 1 (5.7)

5.1.1 Equations of motion

First of all, we need to determine the equations of motion. Note that the equations of motion of the scalar
triplet are satisfied by the ansatz (5.7). Additionally, the Einstein field equations read:

G = 87GT,, (5.8)

where

2 68,
V=g g™

Stress-Energy tensor: T}, = (5.9)
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In the next few lines we determine the components of the Stress-Energy tensor. First of all, we calculate

the variation of the action corresponding to the scalar triplet.

)\ _
“(x*x* - n2)2) + —VQQC%X“&X“@“”}

1
Sy = /d“x[(f?x/*g)(gaux“ﬁ“x“ -

where:
1 v
—g= *\/*gggwﬁg“

Therefore, we obtain:

v - L
6SX = /d4x 5 9 |:_ Gy (\/79 + R) + aﬂxaaVXa:| 6gltu

Upon substituting equation (5.11) into equation (5.9), we obtain:

TMV = —Guv (\/% + R) + 8MXG VXLL

or

T;w = 79#7'/3an5an Jrng%(XaXa _ 772)2 + auXa X

The most general static metric with spherical symmetry can be written as follows [24]:

ds®> = B(r)dt*> — A(r)dr? — r?(d6* + sin?(0)d¢?)

(5.10)

(5.11)

(5.12)

(5.13)

with the usual relation between the spherical coordinates, r, 8 and ¢, and the "Cartesian" coordinates x“.

The equation (5.13) yields:

B(r) 0 0 0

. 0 —-A(r) ©0 0

I =110 N 0
0 0 0 —r%sin?(0)

and
1
wh L
my - T A(r)

g o 0 -% 0

1
0 0 0 " r2sin2(0)

We need to write the components of the scalar triplet in terms of the spherical coordinates.

V' (F) = nf(r)sin(®)cos(@), X*(F) = nf(r)sin(B)sin(¢) and x*(F) = nf(r)cos(9)

then we obtain:

OpX"0°X" = g"7 0pX" 0o X" =

_Azr) 2 (r) — %2772]”2(7“) (cos®(0)cos®(¢) + cos®(0)sin®(¢) + sin®(0))
—mrffz(r) (sin?(0)sin®(¢) + sin®(0)cos*(¢)) =
DpX 0PX™ = P 0pX DX = —ﬁnzf&(f’) = %nzfz(r)

and

X)X () = 0 £2(r)

Thus, we calculate the non-trivial components of the stress-energy tensor.
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(5.15)

(5.16)

(5.17)

(5.18)



T = g 170+ ST ) + B OR P 6) o =
T = g P10 + SR ) + )i~ 12
T,y = 302120 = 2 ) — AW 07 20) ) 4020 =
T,y = 302 £7() 20l 20y — 4G (72 ) - 17

similarly

T¢¢ = ng sin2(9)

5.1.2 Asymptotic solutions of the equations of motion

(5.19)

(5.20)

(5.21)

(5.22)

Let us consider the monopole to be a finite object, which is contained within a core. In flat space-time
the monopole core has size § ~ )\_%77_1 and its mass is Meope ~ An*8% ~ )\_%n [24]. For n < m,, where
m,, is the Planck mass, the gravity does not change significantly the structure of the monopole at small
distances, hence the flat space-time estimates of § and M, still approximately apply [24]. Outside the

core, where we suppose that r > ¢ > Planck length, we obtain that f(r) ~ 1 and

2
T =T =1

=5 and T,/ =T,/ =0
T

The components Gy and G, considering the metric ansatz (5.14), read:

A(r) — A%(r) —rA'(r)

Gu = —B(r) r2A2(r)

and

B(r)— A(r)B(r) — rB'(r)

Crr = r2B(r)

For B(r) = A7Y(r) and f(r) = 1, we obtain:

A(r) — A2%(r) —rA'(r)

Gre == r2A3(r)

and

A(r) — A%(r) —rA'(r)

Grr = r2 A(r)

(5.23)

(5.24)

(5.25)

(5.26)

(5.27)

Note that the components ¢t and rr of the Einstein field equation (5.8) are the same. Therefore, it is

convenient to solve only the ¢t equation:

Gtt = 87TGTtt =

AL - A A o
r2A3(r) =8 GA(r)r2 =

B(r)=A"'=1-8rGnp* - ——

where M is a constant of integration. Summarizing the results, the metric reads:
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2
ds? = ( — 8rGn? — CiM>dt - C?Tz s — (0% + sin(0)de?), r > 6 (5.29)
“&nGr? _ 26

Note that the Schwarzschild metric is obtained in the unbroken phase n — 0. If we introduce the rescale
1 1 . . o s .
t— (1—8rGn?)~2t' and r — (1 — 87Gn?)27r’, in the asymptotic limit r — oo, the metric reads:

ds® = dt’* — dr'"* — (1 — 87Gn?)r'"*(d6? + sin*(0)dp?), r > 6 (5.30)
which is a Minkowski metric with a conical deficit solid angle AQ = 3272Gn? [3]. The metric (5.30) is not
flat, since the Ricci scalar reads:

167Gn?
r(1 — 81Gn?)

The corresponding deficit solid angle is predicted by many models of self-gravitating monopoles and appears
to be a fundamental feature of the global monopole systems. The deficit solid angle leads to Einstein rings,
which may have a cosmological impact on CMB.

R=-— (5.31)

5.2 The effective mass of the self-gravitating global monopole

Let us make the very generous assumption that the metric (5.29) describes space-time even inside the
monopole core. We can estimate monopole mass considering a Schwarzschild-like metric [24]:

2GM’
r

B(r)=1- (5.32)

Also, the rest-mass M’ of the monopole reads:

M = / da®/—gT,*! (5.33)

where

V=g =r%sin(0) = dz\/—g=r?sin(0)drdodde (5.34)
and

T = g I+ g )+ 0 () 17 (5.35)

Thus, the equation (5.34) yields:

M) = [ e (s ) + ) + R 1) =

s / 2001\ _ 1
M'(r) = dmn’r + 471'772/ dr’r’2< E ,i f (T,l + %772(]‘2@/) - 1)2> (5.36)
0 T
Upon substituting equation (5.36) into equations (5.32) we obtain:
2G 20 -1 A
Blr) =1 — 2 _ =y 2/ 102 22082007 — 1)2 .
(r) 87Gn ) ; dr'r 2407 + o + 1" (f2(r") ) (5.37)
Then, if we compare the equations (5.28) and (5.37), we have:
2 2001\ _ 1 by
M(r) = dxn? cf fE) ) A020£2(4) — 1)2 )
) =ampt [ a2 (T DR 6 - ) (5.39)

Upon considering that the mass of the monopole M, as seen from outside the core, is contained in a core
of radius ¢ and that f(r < §) = 0, f'(r < d) ~ 0, we obtain:

5
A
M = 4777]2/ dr’( -1+ Zn2r'2) =
0

/\77

M = —47n%6 + 53 (5.39)

53



Note that for § ~ A=z~ ! (flat space-time), the equation (5.39) yields:

M = —4mpA~7 + %/\_%77 =

M=——")\"2y (5.40)

3
This is a very interesting result, since negative mass implies repulsive forces. Additionally, solutions with
4
negative mass carry no horizons. Note that T,* ~ % for f(r < &) =0, hence the equation (5.39) yields:

4
M = %63Ttt — 41?5 =

M = Voo T,! — deficit angle term < 0 (5.41)
Also note that
M'(5) = Vigre T, = g/\*%n ~ A3 ~ Moore (5.42)

Concluding the results, although monopole’s rest-mass is positive and similar to the flat space-time solution
(Meore ~ A~ 3 7 in flat space-time), the self-gravitational interaction of the monopole implies negative ADM
mass for the monopole metric. Additionally, this result can be obtained, even if we are more careful about
our assumption about the inner space of the monopole core.

5.3 Repulsive gravitational effects

Let as do the approximation [25]:

0,r<é
rofd Tss (5.4
Then, inside the core (r < §), we have:
A
T,uu = Guv 1774 (544)
Therefore, the Einstein field equations read:
G = 921Gt (5.45)

The equations (5.45) correspond to a de Sitter space-time with positive cosmological constant:

A =27GM* >0 (5.46)
Thus, the metric inside the core reads:
2 Ar?y -, dr? 2/ 192 . 2 2
3

Outside the core (r > §), the metric is given by the equation (5.29). On the monopole core bounds, the
metric must satisfy the Israel conditions [26], i.e., it must be continuous and its first derivative must be
continuous. These conditions yield:

1— 2580462 = 1 — 8nGn? — QGM}
3 6 =
747§G /\n45 — 2({;72]\/[

1
§=2\"2p"" and M:—%x%na) (5.48)

Note that the radius of the core and the monopole mass are similar to those calculated before. A more
accurate calculation, using computational methods, without the approximation (5.43), in paper [25], yields:

M =—6rA"21<0 (5.49)

which is also a similar result. The interpretation of the negative monopole mass is that the global self-
gravitating monopole provides vacuum energy that induces repulsive gravitational effects. This interpreta-
tion is consistent with the monopole being an entity with complicated structure rather than an elementary
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particle-like excitation. Subsequently, the monopole has an expanding (A > 0) core surrounded by space-
time with negative "Schwarzschild" mass, which has repulsive nature. Hence, it seems that the monopole,
as a structured-particle, cannot be stabilized.
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Chapter 6

Magnetic monopoles from
self-gravitating global monopoles with
Kalb-Ramond torsion

The models described in chapters 4 and 5 provide monopole solutions, which are not able to be detected
in the current large hadron collider (LHC).

The Georgi-Glashow model discussed previously does not correspond to the phenomenologically correct
model describing Nature [27]. However, embedding the Standard Model group to larger Grand Unified
Theory (GUT) groups, which implies the existence of monopoles, we determine the mass of the monopole,
which depends on the mass of the gauge boson of the GUT and the GUT gauge group coupling. The typical
mass scales of such a monopole varies in the range 101 — 1016GeV [27]. Consequently, such monopoles
cannot be produced in current colliders, and one can only search cosmically for them, but their density
must be extremely dilute due to inflation [27].

Furthermore, some recommended solutions to the hierarchy problem that rely neither on supersym-
metry nor on technicolor, propose the existence of new dimensions at a millimeter [28][29][30]. This
consideration lowers the Planck scale of gravitational physics to the order of T'eV and thus, in principle,
gravitational effects may become observable at the LHC. In particular, micro-black holes can be produced
and decay rapidly [3]. Therefore, a self-gravitational interaction may reduce the mass of the monopole,
which may be observable at LHC.

Nevertheless, the global self-gravitating monopole of the Barriola-Vilenkin model has negative mass.
Such a construction with negative mass would not apply to collider physics.

In this chapter, we present a model of a self-gravitating global monopole, having included additional
fields, which allow for a positive mass solution. Note that the corresponding magnetic monopole has
structure (core, etc). We shall call such structures "bag-models".

6.1 Description of the model

Let us consider a model of a self-gravitating global monopole with Kalb-Ramond torsion. The O(3) global
symmetric Lagrangian density of the model reads [3]:

1 A 1 1 1
L=+\—g 58,0(“8“)(“—Z(X“Xa—772)2—R+§8#<I>8"<I>—V(<I>)—ﬁe_QV‘I)HpWH”“”—Ze"yq’fu,,f“” (6.1)

In the following lines we describe the components of the above Lagrangian density.

1) First of all, we have a self-gravitating system, hence g,, is the corresponding metric, g is the de-
terminant of the metric and R is the Ricci scalar for g, .

2) We seek monopole solutions. Thus, the system includes a triplet of scalar fields in the adjoint rep-
resentation of the O(3) group and a self-interaction Higgs potential, which allows the triplet to play the
role of mapping from S% to S2,. with winding number n # 0. The corresponding Higgs parameter deter-
mines the deficit angle of the monopole metric and implies a cosmological constant inside the core of the

monopole, which regularises the corresponding singularity at the origin.
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3) In order for the monopole to be a magnetic monopole, an E/M field strength f,, should contribute
to the system. Since the corresponding monopole is global, there are no couplings between the particles
and the E/M field. Therefore, the particles are not electrically charged. It is very interesting that the
corresponding magnetic monopole will not be an elementary particle, instead it will be a combination
(bag-model) of all the components of the Lagrangian density (6.1), which will effectively have a magnetic
charge, whose source will be the “Kalb-Ramond torsion” charge, after the spontaneous symmetry breaking
of the global O(3) symmetry of the system, due to the scalar triplet.

4) The antisymmetric Kalb-Ramond tensor field strength H ouv and the field @ are included to the model
in order to succeed a positive mass solution for the magnetic monopole. The Kalb-Ramond field strength
can be written as

Hppy = 01p By (6.2)
where the brackets [...] denote total antisymmetrization of the respective indices and B, is the spin-1

Kalb-Ramond gauge field (antisymmetric 2-form). In some (closed) string theories [31], the field B,
appears in the massless spectrum. For the bosonic gravitational part of low-energy string effective actions,
the Kalb-Ramond field strength can be thought of as providing a source of torsion [32][33]. Recently
[34], in string-inspired effective theories, there are considered some cosmological implications of a dual
formulation of a time-dependent four-dimensional Kalb-Ramond field, in connection with the generation
of matter-antimatter asymmetry in universe. In four space-time dimensions, the dual of the Kalb-Ramond
field strength is a pseudoscalar axion-like field, which reads

Hyn = emem,/\"&,b (6.3)

where €, )0 is the Levi-Civita tensor defined in (1.8). In our discussion we use the dual formulation (6.3).

5) It is also necessary to introduce the O(3)-singlet scalar field ®, which is stabilised to a constant value
via potential V(®). We can consider the model (6.1) in two ways [3]:

i) As a string-inspired theory, where ® is the dilaton (spin-0 part of the gravitational massless string
multiplet), and in principle its stabilisation could be guaranteed by an appropriate (string-loop induced)
dilaton potential V(®). In this case v = 1.

ii) As a theory with an ultra-heavy scalar field ®, independent of string theory, which is stabilised by
its own potential V(®). In this case v = 0. Therefore, the scalar field ® is only gravitationally coupled to
the other scalar and gauge fields of the model.

Note that the Kalb-Ramond field has a “Kalb-Ramond torsion” charge, which is appeared as an axion-
charge in this model, since we use the dual formulation (6.3). The existence of a field like ® is necessary,
because it plays the role of the link between the Kalb-Ramond field and the E/M field and leads to the
connection between the magnetic and the “Kalb-Ramond torsion” charges.

In summary, in this chapter we present a model, in four-dimensional space-time, according to which
the gravitation in the presence of Maxwell and Kalb-Ramond axion-like fields (the latter being the dual of
the field strength of a spin-one antisymmetric tensor field in the massless gravitational multiplet of string
theories [32][33]) can lead to a magnetic monopole with strength determined by the Kalb-Ramond charge.

6.2 Equations of motion

The first step in our analysis is the determination of the equations of motion. The Euler-Lagrange equations
for the scalar triplet read:

o 0L 0C _
00, x*  Ox*

9 (V=99""0uX") + V=9 \x"("X* —n*) =0 =

0=

v a 1 v a a
G OuDX" + = 0u(V=99" 0" = —Ax X —=n?) (6.4)

The variation of the action with respect to B, reads:
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‘27¢H'°“"5HPW

[

0H . = 00),B,) = 0,(0Bu) + 0, (0B,,) + 0,(6B.,,)
note that [0, 0] = 0, then we integrate by parts the variation 6.5

where

5S = —/d41’ 3;; {\/6962W¢HPWC;BW} + p— pu— v rotation +

+ / A d, [\/69627<1>pr} 0B, + p— p— v rotation

The integrals of the derivatives are equal to zero, since the fields vanish at infinity. Also, note that we
have HPHY = HYPH = HHP by definition. Therefore, the variation of the action yields:

5S = /d%@ [

Considering 65 = 0 for arbitrary 65,,,, we obtain:

0p[v/=ge 1 o]

2fy<I>Hp;u/:| 5B;w

=0=

1
0y HI) 4 =0, (/g)e I =0

We need to calculate the derivative 0,(v/—¢). By the definition of the determinant we know that:

1 _obed-
76abcd€mkuu

9=

Gar b Gcp9dv =

(1.9)

bed =k
ereter lwgangbkgcuapgdy —

1 1 v bed _ asd
;ap(g) - —geabcd%bcggg OpGay = “bet™ 60¢

1 1%
gap(g) =" 0pgu =

1 v
Ip(V—g) = 5V —99"" Op g (6.5)

Upon considering that I', = %g‘“jﬁpgw, we have

9p(V—g) = V-9, (6.6)
Upon substituting equation (6.6) into equation of motion of B,,,, we obtain

0p(e YPHPM) 4 T° em P HIM = 0 =
6p(672'y‘1>Hp/_w) + 672'yq>l-wpp€H§,uu + 6727¢F/;£HP§V + 672"/‘1>FVF§HP#§ =0

since I";EHPS’/ = FVPprME =0, due to the fact that B, = —B,,, and FMpE = F“Ep. Thus, we have

V,(e 2P HPM) =0 (6.7)

This equation is identically satisfied by the axion-like particle (6.3):

V,(e”*79,b)

1.9
— Dp(A70,b) + T2 AT, b+ T P70, b+ T 679,

_7Vigr§p£€puh:raab + epv)\aﬁpaab + Fp §u)\a'a b= _ (1.9 _Fpre&z)\o’aﬂb 4 FPPEEEV)\aan -0

-9
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Hence, the corresponding term of the Lagrangian (6.1) reads:

L=— Vlgge—Q’WPHpMVHPMV +...=— Vlgg GQ’Y@EPMVAGPMVKQU)\agbaNb 4o :>€p;u/>\€p“""'=_66>\h-
L= 7\/2_9627‘1)9””8Mba,,b +o (6.8)

Similarly to the previous case, the variation with respect to the E/M field yield:
D[/ =ge " 1] = 0 =

- nz 1 - v 6.6
Oule )+ == 0u(V=g)e " —0%Y

(e P fIY) 4 T4, e T = 0 =

aﬂ(e—’yd’f;w) + e—v‘i’puupfpu + e_'yq)l"’;mf‘“’ =0

Note that f#* is antisymmetric, hence I'Y, | f## = 0. Thus, we obtain:

V(e 1)y =0 (6.9)

The equations of motion for the metric tensor correspond to the Einstein field equations:
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where G, is the Einstein tensor (5.6), T}, is the stress-energy tensor (5.9) and gy = 87G, where G is
the gravitational constant. Finally, we determine the dilaton equation of motion, which is appropriate to
calculate in the case v = 1.

oL oL
TR T S
oV (®) 1 w
0,01 @ + — —€*%0,b0"b — 1 fw =0

Note that we are interested in cases in which the dilaton is stabilised to a constant value ® = ®, for which

oV (®)
00 lo=a,

=0 and V(®g) =0 (6.11)

Then, we obtain:

av (@)
0P

This is the dilaton equation, which relates the Kalb-Ramond axion-like field to the E/M field strength.
This constraint links the Kalb-Ramond torsion charge with the magnetic charge of the magnetic monopole
in the string-inspired case (y = 1). In the non-string case, the dilaton equation is trivial and the constraint
is not imposed. Nevertheless, an appropriate modification of the E/M field strength, in the spirit of the 't
Hooft-Polyakov model, involving the axion-like particle and the dilaton, can be constructed. Surprisingly,
this solution of the equation (6.9) also links the Kalb-Ramond torsion charge with the magnetic charge.

e*®9,b0"b + ie"bfwf“” — O( ) - 0(0,®) =0 (6.12)

6.2.1 Anitze of the solutions of the equations of motion

First of all, in order to solve the equations of motion, we need to determine the stress-energy tensor. The
variation of the action, ignoring the Ricci scalar term, reads:

1 v a a A a., a 1 v
5SM = /d% 5[\/—9(29“ 0uX" X" = T (X" = 1) + 590, @0, ® — V(@) +
1 2vP v 1 -y uv_po
+§e 9" 9,00,b — ¢ 99 Juofvo || =
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L Sagtv dgtv
5SM = /d4:z: {5(\/*9) (Tg + R> + ﬁ(gaﬂx‘l&x“ + QT&LMVM
59“” 1 — v o v o
=5 e 0ub0,b — 1€ (09" 9" + g™ bg" )fupfuo)]

Note that from equation (6.5) we can read:

5v/—g = L;ggwaglw (6.13)

Also, the equation 6(g,,g”") = 0 yields:

89ps = —Gpudor0g"” (6.14)

Thus, we have:

6\/j =Y < ;gguy(s'g“” (615)

Upon substituting equation (6.15) into the variation of the action, we obtain:

§SM = / d's g {— o <\/ég + R) + 0X" 0y X" + 0,0, + €2720,b0,b — ¢ 9P frp Lo | 59"

Hence, considering a stabilized dilaton field, the stress-energy tensor (5.9) reads:

Ty = —gw(\/ﬁg + R) + 0uX" X" + GQW(I’aubaub - 6_7¢9pafuprU (6.16)

Let us suppose that the model describes a static, non-rotating and self-gravitating monopole. In this
case, the metric is static and spherical symmetric. Thus we consider the following ansatz for the metric:

B(r) 0 0 0
N 0 —A(r) 0 0
uv = 0 0 77"2 0 (617)
0 0 0 —rZsin?(9)
and
1
A S
uy - A 6.18
g 0 0 _% 0 ( )
0 0 T rZ5in2(0)

Moreover, we seek an E/M field strength f,, compatible with the solution (4.67) of the ’t Hooft-
Polyakov model. Note that for  — oo, the equation (4.67) yields that the non-vanishing components of
fu are:

f9¢ = —f¢9 X SZTL(&) (619)
Therefore, we introduce the ansatz:
0 0 0 0
.10 O 0 0
fw =10 0 0 o sin(8)W (r) (6.20)
0 0 —2rsin(@)W(r) 0

and we expect W (r — 0o0) ~ 1. Additionally, it is essential to prove that the ansatz (6.20) satisfies the
equation (6.9). For a stabilized ® we obtain:

Vuf'" =0=
Ouf™ + 10 fP" + 1" f'* =0=
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Oy ft” +TH P =0

It is obvious that for v = 0,1 the above equation is satisfied identically. Upon substituting the metric
ansatz (6.17) into the above equation, we obtain:

for v =2

Do + (T + 174 + Ty + T ) ) =0
which is identically satisfied, since 8¢f¢9 =0 and Ftw; =I"4= 1"99¢ = F¢¢¢ =0.
forv=3

0ot + (T + T + T +T%) %2 =0
where I't,, =T" , =TY%, =0 and Ffw = cot(6), hence:

Do f9 + cot(9)f%% =0 (6.21)
We need to calculate f9¢:

190 = g% g%? fos =

1o = TT5inZ(0) 2rsin(0)W(r) =

We substitute f%¢ into equation (6.21) and we have

_cos(0) 2W(r)  cos(0) 2W(r)

sin?(9) r3 sin(0) r3sin(0)
Consequently, the ansatz (6.20) satisfies the equation (6.9). Additionally, if W (r) # 73, the E/M field
strength (6.20) does not satisfy the Bianchi identity. Thus, we have a magnetic monopole solution. The

assumption W (r) # r3 is reasonable, since a model with f,,, (r — oo) — oo seems strange.
Then, we can calculate the corresponding magnetic induction:

1 Tlabe
B¢ = -
2v-g
where 7, is the 3-dimensional Levi-Civita symbol with 7123 = 1. Also, according the equation (6.17), we
have:

Joe (6.23)

V=g = V/B(r)A(r)r?sin(6) (6.24)
Therefore, the only non-vanishing component of the magnetic induction reads:
2rsin(0)W (r)
B(r)A(r)r2sin(0)
1 2W(r)

B = DR GRE: (6.25)

As we emphasized earlier, a monopole solution corresponds to the existence of a mapping with winding
number n # 0. In particular, we cause the spontaneous symmetry breaking of the global O(3) symmetry,
upon considering the Higgs triplet as a mapping from S2, to S2,, with winding number n = 1. The proper
ansatz for the triplet reads:

Xt =nf(r) = (6.26)

with the constraint f(r — oo) — 1.
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Subsequently, we suppose that the axion-like ansatz is b(7¥) = b(r), to be compatible with the spher-
ically symmetric metric assumption. Thus, we substitute the anitze (6.17), (6.20) and (6.26) into the

Einstein field equation (6.10) and we obtain:

For the tt component:

B(r) 2
Gu = r2A2(r) (—A(r) + A%(r) +rA'(r))
L
Ttt = —B(T‘) <Tg + R>
Upon considering the stabilized dilaton ® = &3 = 0 and the equation (6.11), we have
L 1 A 1 1

= T a a__ 7 a,a _ 2\2 - opv b b—* nv
\/jg+R 59" O OuX® = TOXX" = 17)" + 59" 0ub0b = fu f

where

1 /2
240" ")

1 LV
§g‘ 0,ub(1r)0,b(r) = —
also we calculate 240, x*9, x“

V() = nf(P)sin(@)cos(6), X*(F) = nf(r)sin(B)sin(6) and x*(F) = nf(r)cos(d)

9w g xo a:_1<71 DX DX + DX FpX® + —— DD °) =
5 OnX OvX 2\ X OrX +r2 X 0o X +r28in2(9) pX OpX

(2 ) )
2(A(r) Tt >:s

Guv a a __ ,’72 f2(7") fl2({r)
5 Onx"Oux __2(2 2t A(r))

and

X4 (P)XU() = 0’ f2(r)

finally we have to determine the last term of (6.29)

1 » 1 1 . 2W
— gl = =gl = =52 sin(B)W “é((;) ~
1 y 22
*Zf/wf” = r2(T)

Upon summarizing the equations (6.30), (6.32), (6.33) and (6.34), the equation (6.29) yields:

Ll PPO O M e e e
N 2(2 2 +A(r)) et it y TR L

Thus, the ¢¢ component of the stress-energy tensor (6.28) reads:

2W2(r 1, 2 2(r 2(r At 9
T = 50| 25 b s+ 5 (2 D)+ 2 - 1)

B 2W2(r)

r

Consequently, the t¢ component of the Einstein field equations (6.10) yields:

(6.27)

(6.28)

(6.29)

(6.30)

(6.31)

(6.32)

(6.33)

(6.34)

(6.35)

(6.36)

,',,2 f/2 (,r)

—A(r) + A%(r) +rA(r)

gnAZ(r) 2A(r)

=22 () + 7+ 5 (2200 + ) 4 2 - 1

For the rr component:
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B(r) — B(r)A(r) + rB'(r)
r2B(r)

Grr =

L
Tr',-:AT' +R>+ar ar a+8rbarb
( )( = X" Orx
where
X Orx* =2 f7(r)

Hence, we have

(6.38)

(6.39)

(6.40)

2 2(, 2(, 4 2(,
Th = A(T){ 772(2fr(2 ) + il )) - Ai(fz(r) —1)% - L b2 (r) — 2w )} + 22 (r) + V2 (r) =

A(r) 4 2A(r) 72

2 r 2 2 r 12 r 4
T, = A(r)[ 2Wr2( ) 4 QAl(r)b’z(r) - 7’2<2ng ) _ J;éf) ~ ) - 1)2]

Thus, the rr component of the Einstein field equations (6.10) yields:

(6.41)

B(r) — B(r)A(r) + rB'(r)
gNA(r)B(r)

B 7,2f/2 (,r)

7ﬂ2 2 4
= —oW2(r) + mb%) - % <2f2(7") e ) - A%(f?(r) —1)%?

For the A0 component:

oo — — - [QA'(T) N JB2(r) L AMB ) 2(}3;’((:)) . Té}gﬂ((r,;))]

L 1
2 = a a - 2
Tog =T <\/Tg +R> + Ogx“Opx* + 2 5in2(6) (fog)
where
Dox“Dox* = n” f*(r)
and
I 2 L e .9 2
r2sin2(0) (foo)” = r2sin2(0) Arsin ()W (r) =
BT ST
r2sin?(6) (foo)” = 4W=(r)

Upon substituting the above equations into equation (6.44), we have:

1 3 2W2(r)

Tyo — rz[_ 172(2#(7«) . f%«)) B

2 r2 A(r) 4

r2

2A(r) /2(7“) - ET’F) - T(f%") - 1)27”2

Teg = 2W2(7“) -

Thus, the 80 component of the Einstein field equations (6.10) yields:

v A B ,  A(B () B'(r) , B'(n)] _
T A | 230 T T AMBY) 2( B T "B )] =

7‘2 2 .2 p/2 r 4
—2W3(r) + s b2 (r) + 5 2 (2 () — )%

(6.42)

(6.43)

(6.44)

(6.45)

(6.46)

7(.](‘2(7“) - 1)2 - 2A(’l") b/Q(T) r2 + 7’]2f2(’l") + 4W2(7") =

(6.47)

(6.48)



Furthermore, we cannot determine the axion-like field b(r) via the equation of motion (6.7), since this
equation is satisfied trivially from (6.3). Nevertheless, due to the definition (6.2), the Kalb-Ramond field

strength satisfies the Bianchi identity:
AP, Hyn = € 0,01, B,y = 0 (6.49)
which yields:

e‘“')‘papHuuA — 0= e,uu)\pap(euw\o@ob(r)) =0=

0, (Vg€ o g Dab(r)) = 0 =

(6.5)

NG (8p(\/jg)g"a8ab(r) + V=90, (g7)ab(r) + \/ngma,,aab(r)) —o %2

A
e ng=—60S
—

EMV/\pe ( g a (gnﬁ)g 8 b( )Jrap(goa)aab(r) +g”0‘8paab(’l")) =0

1
fg”fap(gng)gpo‘aab(r) + 0,(97%)0ab(r) + g7 0,0.b(1r) = 0 =

2
%9“5& (9n)g" D b(r) + B, (9""),b(r) + g7 0,0,b(r) = 0 22
- Qb;l(z;)) (f_:((:)) + i/((:)) + 4) + j;i:)) v(r) — Agr) b(r) = 0=
;(f;((:)) = i/((:)))r%'( )+ 26 (r)r + 12 (r) = 0 =
AR (B B0
A0 g B e

( B(r))/r%,(r)_'_ B0 yyey + B0 20 — 0

(6.50)

where ( is a constant of integration.
Finally, we substitute the ansatz (6.26) into equation (6.4), which is the equation of motion of the

scalar triplet.
a=3

9" 0,0, X" + ——0,(V=99"" )0 X" = = A" (X" — n?) =

F

1 (
rrarar 3 9068 3 ) — ;u/ay 3 aL pv 61/ a—_ _\ b b __ 2
g X0+ 970000 + =0, (V=9)9" 0" + Oul(9™) D O =X ==

—Aéﬂ) nf"(r)cos(0) + gnf( r)cos(6) + %g""au(gpa)g””aux?’ +0u(g")0ux" = = 2X"X" = n*)x

1 1
nf" (r)cos(0) + nf( Jeos(6) + 59770 (9po)g"™" X2+ ggpgae(gpa)geeaex?ﬁr

1
A(r)
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6.33
+0,(g™) 0 x" = —A(x"x® — n?)y® X

1

" 1 n /
,Mnf (r)cos(0) + ﬁﬁf(T)COS(G) — T(r)f (r)cos(@)(

2r2sin(0)cos(0) Al(r)
r2sin?(6) N a2 (r)

—&—if(r)sin(e) 1/ (r)cos() = —)\773(f2(r) —1)f(r)cos(8) =

2r2

|
+

frlr) ) | i) (B'(r)  ATr) AN f) AT s 22 1y
Alr) 2 2A(r)<B(r) MTeS +7") 2~ Ay (=AU = D) =

A(r)  2A(r)

T 3w (a0~ By #)70) = MR - 05 (6:51)

Later on it will be useful to use rescaled dimensionless variables:
U

b(r)
W(r) — ﬁ, r— \/gnT, b(r) — NG and n — \/ﬁ (6.52)

The equations satisfied by these rescaled variables are the same as (6.37), (6.42) and (6.48) but with gy
replaced by 1.

W(r)

6.2.2 Asymptotic solutions of the equations of motion

In this subsection, we solve the equations (6.37), (6.42), (6.48) and (6.51) in two asymptotic regions,
r — 0 and r — oo. The existence of the full interpolating solution is assumed and based on continuity in
space. In both regions, to leading order, we require B(r)A(r) ~ 1, which is compatible with the far field
(Newtonian) limit. In particular, the presence of a non-trivial antisymmetric Kalb-Ramond field strength
and of the scalar triplet field with non-trivial vacuum expectation value 7, implies modifications in the
equation B(r)A(r) ~ 1, which read

B(r)A(r) ~1+0(r%), r—0 (6.53)

B(r)A(r) ~1+ 0(712), r — 00 (6.54)

and are crucial for the consistency of the solutions. In the region r — oo, where B(r)A(r) ~ 1+ O(%),
equation (6.50) yields:

b (r) ~ 7"% =
b(r) = —% + .. (6.55)

Consequently, we can recognize ( as the "axion-charge", or even better as the "Kalb-Ramond torsion
charge". In the string-inspired case (7 = 1), through the dilaton equation (6.12), and in the non-string
case (7 = 0), through the ultra-heavy scalar, the axion-charge is connected with the magnetic charge. The
corrections (6.53) and (6.54) are necessary in the case we seek magnetic monopole solutions, since if we

suppose B(r)A(r) =1= ’?4/((:)) =— %/((:)) everywhere is space, the equations (6.37) and (6.42) yield:
[ 0+ 0] =0 (6.56)
A(r)

which means that necessarily we have ( = 0 and, as a result, we have vanishing magnetic charge. Thus,
the modifications (6.53) and (6.54) contribute to a consistent magnetic monopole solution.

The leading order assumption B(r)A(r) ~ 1 is used in many non-trivial black-hole solutions. For
instance, for the Reissner—Nordstrom (R-N) black hole solution, the metric is [35]:

2 g2 A7 5
ds® = Adt AT dQ (6.57)
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where A =1— @ + G“ N black
hole is not singular at the homzons7 since the apparent singularities are coordinate artefacts. In our case,
due to the corrections (6.53) and (6.54), we obtain deformed RN-type solutions, but for small monopole
mass the singularity at 7 = 0 is naked. Nevertheless, the naked singularity is shielded inside the monopole
core, since we consider a "bag-model". Furthermore, an extra assumption implies a positive cosmological
constant observed within the core, which regularises the singularity. This aspect is presented in section
6.3.

Because of the use of scaled dimensionless variables, when r is of O(1) the physical r is of the order
of the Planck length. At this scale the equations cannot be expected to be valid because of quantum
gravity corrections; hence, in order to be able to estimate the magnetic energy of our monopole, we put
the effective Planck length as a lower distance cut-off; in the estimate we will use expressions for our
dependent variables which represent their leading asymptotic behaviour for » — 0 and r — oo.

Considering a RN-type metric and the leading term of B(r)A(r) ~ 1 in the limit r — 0, we have

B(r) ~ % and A(r) ~ ﬁ, r—20 (6.58)
and
f(r)=for, r—0 (6.59)

which is compatible with a vanishing scalar triplet at the origin. Considering the equations (6.50), (6.58)
and (6.59) we have

ooy ot ¢ 2 () L, () 2p(r) B(r)  A(r)
2(r) = R0 T 20) A(r)= o) PR B'(r) = PR and By~ AM) (6.60)
then the equation (6.37) yields
2 Py WEr? (e 2 2
YR e " e e e TR e s ey 660
and the equation (6.48) yields
28 - B0 - o)) + S0+ D) + AP () - 177 =
pr) rPp'r) P . W) ¢ n*fe
B R e B S 713 L B UL L i
PO ) WP, ¢, R, A 2
-1 +rp(r) O -2 o) r? + 2p2(r)r2 + 20 r? + 1774( - 1)27‘2;@ (6.62)
Then, we add equation (6.62) to the equation (6.61) and we obtain:
o) ¢ o 2,2 "
T T ey gy R R -
1— p"(r) 72+ 2§2,2 4 2f2()+é42(f22—1)2
B) () mJo - JoP\r) = 51T \JoT
" 2
1= B = S R ) + Gt e 1) (6.63)

The above equation cannot be solved without approximation; on the right-hand side of (6.63), in the
denominator of the term proportional to (2, we consider p(r) to be approximately a non-zero constant po.
Then, the solution of the equation reads:

Z(r)

p(r) = crcos(V2fonr) + casin(V2 fonr) + m

(6.64)
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Where:

Z(r) =n*(—2¢%f5 — 905 Apor® + 12Apo + 4 f5po)
+7}4( — 2f3por? — 12f2porr® + 15 fyporr? + poA)
776( — fapoAr? + 2 fiporrt — fgpoz\rﬁ) + 90Apo

Note that the approximation f(r) = for is compatible with the equation (6.51), in the limit » — O.
Additionally, since 7 is small (on assuming that the symmetry breaking scale is much smaller than the
Planck scale), p(r) is well approximated by a constant near » = 0. Then, we keep the expression [3]

B(r) ~ p—g with pg = const. and r — 0 (6.65)
r

Furthermore, we seek the next-to-leading order corrections in the product A(r)B(r), which are induced
by the antisymmetric Kalb-Ramond field strength and the non-trivial vacuum expectation value of the
scalar fields. We assume that:

B(r)A(r)=14¢(r), forr—0 (6.66)
where e(r — 0) — 0. Then, the equation (6.66) implies:
A) B L)
(r) B(r) 1+e(r)

Upon substituting equations (6.59), (6.65) and (6.67) into equations (6.37) and (6.42), and adding them,
we obtain:

(6.67)

s

r A'(r)  B'(r) _1)’2(7")7"2 27‘2fg
A(r)(A(r) " B(r)) ~am TaAm T
rB(r) €'(r) B r2 C21—|—5(T) r2f2
e v PO B2 TP Tr e
S G PR, 669

(L+e(m)? pi 1+e)
Note that nzﬁ(r) ~n%(1 —&(r)) ~ n?, since 7 is small. Therefore, we have

e'(r) _ ¢? 2 £2
)2 (p I f°>7" (009

which can be solved as follows:

1 1%
‘1+e<r>‘2(po+”f°>r e

We want €(0) = 0 = C = —1. Also, for r — 0 we have — —1+&(r). Hence we obtain

1+5(r) -

¢ " f5, 2
e(r) = <2p2 + 5 )" (6.70)
Subsequently, we can determine W (r) in the region r — 0 by considering the non-vanishing term in
the equation (6.37). For the calculations we may consider the full expression of B(r) function in the unit
system (6.52): B(r) = 1 — 22 4+ 23 which is compatible with the RN-type metric. However, the mass
term does not contribute to the W (r) in the limit under consideration.
—A(r) + A%(r) +rA'(r) B(r) rB'(r)  rB(r)e(r

L 3 )
A2(r) = 1+€(r)+(1+5( 2

=1-B(r) +e(r)B(r) —rB'(r) + re(r)B'(r) + rB(r)e'(r) — 2rB(r)e(r)e'(r) =

2M 2 2 £2 2M 2 2
—1or 2o ke ML 0P S g+ S 2+ O) =
r r 2po 2 T T Po Po
¢ n*fipo (6:37)
==
r2 2p0+ 2
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po , ¢ n*fipo _ 2 Uk r2f2r)\ |, At
2 top T 20 =2W?3(r) + 2A(r)b2(r) + 2<2f2(r) + A ) + T(fQ(r) -1)*? =

NS i LT S LT 7722<2f2(r) + ’Jf&(r)) $ X0 2y 1y

r2  2pg 2 2A(r) A(r) 4
S 2 o n* rfg
2045 L7000 o — 71
2 2p0+ 5 w (T)+2A(r)b (r)+ 5 A(r)+0(r) (6.71)
Note that
r 2(r) = r? (2 A(r) — IS 1 . &
2A(r) 24(r)r* B(r) 2r21— % + B ~ 2po
and

nrifs Pt fe B(r) 0 fipo

= @)
2 A(r) 2 1+e(r) ;  TOW
Consequently, the equation (6.71) implies:
po & n*fipo 2 ¢ n*fipo
U —9 S5 4 I Joto
e W(r)+2p0+ =
2 Do

This is a very important result, as well as predictable, since the corresponding magnetic induction is
proportional to W(r), hence the magnetic charge is proportional to |/pg. Therefore, the charge-term of
the RN-type metric is proportional to the square of the magnetic charge, as it should be. The normalisation
factor is fixed in the string-inspired case (y = 1). Also, W (r) %, as we noticed earlier.

Let us focus on the non-string framework (v = 0). In this case, the equation (6.12) does not contains the
axion-like field and the E/M field strength. The correlation between the axion-charge and the magnetic
charge is explicitly confirmed, if we consider an expression of the E/M field strength similar to the 't
Hooft-Polyakov model (4.67). Under this consideration, the term of the E/M field strength that makes
non-vanishing the dual current (4.72) consist of the fields that contribute to the magnetic monopole
structure. In the ’t Hooft-Polyakov model we have only the scalar triplet, while in our model we have
the Kalb-Ramond field strength H,,,, the ultra-heavy scalar ®, which is singlet under the global O(3)
group, and the scalar triplet x®. Thus, we can write the term that contributes to the topological current
as follows:

ful/ = _Hpanq)pauq)aqu)n (6.73)
where
o = (@, X", x%, X% (6.74)
and
Hp/,uz = Eppuaggéafb(r) (675)

We can determine an explicit expression for the E/M field strength:
fuw = —epm,\g)‘gﬁgb(r)@pﬁufb"ayfb" =
v (r)
ful/ =
A(r)

We consider that the ultra-heavy scalar ® is stabilized in a non-zero value ®°, due to the self-interacting
potential V' (®). Then, we obtain:

€porrir @8, D7D, D"

b/(r) o K
f;w = Metwﬁ@%ﬂ@ 0,0" =
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€tron®°0,870,0" =

fuwr = (5in(0)é110, @0, 970, D"

Finally, if we consider that the triplet ®® defines a S3-spatial coordinate set (nf(r),#, ¢) which maps the
SO(3) internal space to the three-space, the non-vanishing components of the E/M field strength read:

fos = —foo = (n®°sin(0) (6.76)
Comparing with the equation (6.20), we obtain:
W) = 12 (6.77)
r) = .
This equation is valid everywhere in space. The corresponding magnetic induction reads:
5 (n®°
B(F) = 2T (6.78)

The above equation is valid in the limits » — 0 and r — oo, where B(r)A(r) = 1. The interpretation
of this amazing result is that a system of an axion-like field with axion-charge —(, an ultra-heavy scalar
field stabilised at a non-zero value and a scalar triplet which acts as a map with winding number n = 1,
effectively form a magnetic monopole, whose magnetic charge g = ¢(n®° is determined by the axion-charge
via the ultra-heavy particle.

In the context of the string-inspired low energy theory (y = 1), the dilaton equation (6.12) adds a
constraint to the system. Thus, without loss of generality, the value of the constant ®° can be fixed at
®° = 0. Hence, the dilaton equation implies:

1
Oubd"b+ 1 fun " =0 =

1 /2 1 r v

4(7,)1) (T) 4 Ml/)# —O:
CQ 1 1 £ Ly
T4B(T) 4’ ' 0

Note that the spatial part of the E/M field strength yields: 1 f;; f*9 = 2(B")2A(r). Therefore, we obtain:

2
pro_ L VX (6.79)

B(A(r)

Note that this expression is valid everywhere in space. In the extreme case, where A(r)B(r) = 1, we
obtain:

pr— VX (6.80)

The magnetic charge reads:

9=V2 (6.81)
Additionally, the equation (6.25) implies:

B ZWT(T) _ % N
W(r) = ér (6.82)

Finally, upon comparing the above equation with the equation (6.72) we have
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(6.83)

The equations (6.81) and (6.83) explicitly prove that the magnetic charge is determined by the axion-
charge and that the charge-term of the RN-type metric is proportional to the square of the magnetic
charge.

In order to finish the small-r analysis we need to prove that the ansatz f(r) = for is compatible with
the equation of motion (6.51) at the limit » — 0, where B(r) ~ £3:

f'try 1 (A(r) B'(r) 4\, - 2f(r) _\ 2 p o ) 009
L8 s (G- B - Do) - 2 e - s 25
£ = 2 (680

These equations can be solved in terms of parabolic cylinder functions which are analytic in the neigh-
bourhood of r = 0 [3]. A solution exists, which (for small ) is proportional to r + %. Therefore,
f(r) = for + O(r?), hence we have a consistent ansatz.

Additionally, let us proceed with the large-r case. We consider the ansatz

€0

B(r)A(r) =1+ = (6.85)
r
where €9 = const. € R. The above equation yields
A B’ 2
() __B() 2 656

A(r) —  B(r) 3

Also, in the region r — oo, a compatible expression of B(r) for a monopole model implies a deficit angle:

B(r)wl—l—ﬁl—l—%—i-%, for r — o0 (6.87)
Additionally, we consider the asymptotic ansatz:
flr)y=1- 0%1 +4(r), with a; = const. (6.88)
T
The L-order of the equation (6.51) yields [3]:
! (6.89)
a; = — .
1= 52
Moreover, considering as leading order ~ 1 in the equation (6.37), we obtain [3]:
Br=-n"<0 (6.90)

Hence, the term corresponding to the deficit angle is negative, as it was in the global monopole model

in chapter 5. Furthermore, the equation (6.51), upon ignoring terms of %-order, implies a differential

)
equation with respect to §(r) [3]:

(1= )8 () + 2(1 = )6/ (r) — 2925(r) =0 (6.91)

whose solution reads:

(6.92)

This is a decaying solution, exponentially small and can be ignored. Additionally, upon adding the
equations (6.37) and (6.42), we obtain:

CZ

T (6.93)

Eo = —

Also, similarly to the small-r case, the equation (6.37) implies:
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W2(r) =~ %(53 - %) (6.94)

which solves the equation (6.48). Upon using the string-inspired analysis, we have

Bz =¢*— % (6.95)

Finally, we compare the metric ansatz (6.87) with the RN metric and we determine [,

B2 = —2M (6.96)

where M is the ADM mass of the monopole. The next sections are devoted to the determination of the
mass of the monopole.

6.3 The total rest-energy of the monopole

The total rest-energy of the magnetic monopole (rest-mass of the particle) reads:

£= / / / T, r2sin(0)drdfde (6.97)

Upon substituting equation (6.36) into the above equation, we obtain:

2 2 2(,/ 12 4
Elr) = 47r/0 dr' r? [214;/2( ) + 2At7“’) b2 (') + % (2fr(/2 ) + {4((74/))> + )\%(J&(T/) - 1) (6.98)

From now on it is convenient to use the following approximation of the metric for every r:

2mG  8rG
B(r) =1 — 8aGr? — mT + Wrgp 0 (6.99)
and
B(r)A(r) =1 (6.100)
Equivalently, we may use again dimensionless variables (87G = 1) [4]:
2M | po
Br)y=1-n*-—+> 6.101
() =1-n - 2y B0 (6.101)
where
po =2, M= and r -+ — (6.102)

8w V8w

In this units 7, M and n are dimensionless quantities (or, equivalently, expressed in reduced Planck mass
scale units, in which the Planck mass is Mp = ¢3! = /87, with ¢p the Planck length.
Also, note that the associated with (6.99) and (6.100) Ricci scalar reads:

167Gn?

R=-—"

p (6.103)

which is singular at the origin. The curvature singularity at the origin corresponds to the non-vanishing
deficit angle 87Gn?. For < 1 we will prove that M < ||, hence there are no R-N horizons. The naked
singularity is shielded inside the monopole core. Under specific circumstances, which are discussed later
on, the naked singularity is spontaneously regularised, due to an effective positive cosmological constant
at the origin. This cosmological constant takes place in the region where x*(r — 0) — 0. Consequently, as
we discuss later on, a more detailed analysis in the region (r — 0), which includes the origin, corresponds
to a de Sitter space-time and not to a singular RN-like space-time. Thus, the mass of the monopole must
be concentrated inside a spherical shell around the de Sitter region. We may assume that this region is
determined by the approximation r > 1, where f(r) = 1—corrections # 0. Additionally, it is evident that
the integral (6.98), from a radius § > 1 to infinity, divergences. It is an expected result, since the SO(3)
triplet do not vanish in infinity. Therefore, we consider a cut-off L. and our model becomes a bag-model.
Hence, the monopole mass is distributed inside a spherical shell with radii §, L., where 1 < § < L.. We
may write the inner radius as
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0 =al,, with a<1 (6.104)

Considering the monopole mass in flat space-time (More ~ )\’%n), for n < 1, gravity is expected not
to change dramatically the structure of the monopole at small distances. Nevertheless, considering the

. . . 1
equations (6.88) and (6.89) and the radius of the monopole core in flat space-time (Jf10c ~ A"2771), we
obtain:

)\71”72

f(6f1a) =1~ 5
flat

=0+#£1 (6.105)

Hence, the radius L. of the monopole core in the examined model differs significantly from the flat space-
time case, i.e. L¢ > 6fias-

Let us proceed with the calculation of the rest-mass of the monopole in the case r — oo, n < 1, A > 1,
L.> 0> 1and 6 = aL.. We will need the equations (6.50), (6.82), (6.88), (6.89), (6.92), (6.100) and
(6.101), which we summarize hear:

W(r) !%HxﬂﬂB@)ml,Aﬁ)zBW)%l
V) =55 f0) = 1= PO = 1%~ (6.106)

Thus, the rest-mass of the monopole reads:

L 2 2 4
e 3¢ n (2 4 4 An 4
£=4 Ol S B (e S S |/ B [
7T/(LLC " [27"4 + 2 (7"2 An2rd + )\27747"6) + 4 A2ptpd

L 2
© 3 2 1
5~4@/ m{‘:+n?—+}:

L 2r2 Ar2 A2

L. 2
£N4ﬂ'/ d”f'|:3<+7721:|:>

I 272 Ar2

1—a 9 4m| 1 9
~ - —|—+4 1—a)L, 1
& - {6%( 3 } I +4m*(1 —a)L. (6.107)

Note that due to the large A\, which ensures that the scalar fields x® approach their vacuum expectation
values, the right-hand-side of (6.107) is practically independent of the coupling A. In this case we have:

1 —a6m¢?

£ T +47m*(1 — a) L. (6.108)
We may determine the core radius L. by minimizing the total energy:
1 —a6mC?
PRF =4m*(1 —a) =
2
L} = 3<2
© 2am
3 1<l
L.=1/-— 6.109
T (6.109)
Thus, upon substituting equation (6.109) into equation (6.108), we obtain:
21—-a 31—a
E~bmy\z—— Amy| = ——— =
2 a3 i
1—-a
E ~AVoT—— 6.110
V7T¢anm (6.110)

Finally, we may prove that there are no R-N horizons in our model:

= =0=
r 72
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Note that:
1—
M < &~ 46 ﬁamq A
M < |¢| (6.112)

Consequently, there are no R-N horizons. Note that we use symbol £ for the rest-mass, in order to avoid
the confusion with the Schwarzschild mass M, which differs from the total mass as we prove later on. In
the following section we present the regularisation procedure of the naked R-N singularity.

6.4 Regularisation of the curvature singularity

It is very interesting that the rest-mass of the monopole (6.110) is not fully determined. The parameters
n and ¢ must be determined experimentally. Hence, we have a remaining unknown parameter, a. This
parameter will be determined by a regularisation of the curvature singularity at the origin.

6.4.1 Effective cosmological constant

As we mentioned before, our analysis for the region around the origin is uncompleted. To be more precise,
near the origin it is possible to be generated effectively a positive cosmological constant. Therefore, at
the region of the origin we have a de Sitter space-time instead of a singular RN-like space-time. The
inspiration for the subsequent discussion comes from the strongly coupled string theory, which might be
expected near the origin, due to the strong gravity in this region. Thus, the string coupling reads gs(r —
0) = e®(">9 > 1. In other words the dilaton field ®, near the origin, is stabilised at a very large value,
due to the self-interacting potential V(®). Consequently, the terms —Le 2% H,,, HPW — Le=®f,  fuv
of the Lagrangian (6.1) vanish near the origin. Additionally, note that x*(r — 0) — 0. Therefore, the
stress-energy tensor (6.16) reads:

Ty = g;w)\Tnél (6.113)

Hence, the corresponding Einstein field equations are:
G = 927Gt (6.114)

Thus, we recognise the positive cosmological constant:
A =27GM* >0 (6.115)

which is similar to the case of the self-gravitating global monopole described in chapter 5. Consequently,
we may consider a region around the origin with radius 6 > 1 (Planck length scale), where the space-time
is de Sitter with cosmological constant (6.115). Additionally, note that the region between the radii § and
L. is the shell, which contains the most of the monopole mass. In this region, the metric has the form of a
R-N space-time with an angular deficit proportional to the global SO(3) spontaneous symmetry breaking
scale n?, equations (6.99) and (6.100). Outside the core of radius L., which is sufficiently large compared
to the Planck length, the metric is approximately Minkowski-like with deficit angle 8mGn?. We depict the
structure of the self-gravitating magnetic monopole in figure 6.1. Note that, the fact that the metric is
not asymptotically Minkowski, due to the deficit angle, does not violate the Birkhoff’s theorem, since the
scalar SO(3) triplet does not vanish in infinity.

6.4.2 Israel conditions

The cut-off radius §, for the de Sitter space-time, can be determined by employing the Israel procedure [26]
based on matching of two spherical regions in space described by different metrics. First of all, the system
seems to be consistent, since the de Sitter space-time extents to the region where we approximately have
A(r)B(r) &~ 1+ O(Z%). Hence, the matching of the de Sitter and RN-like metrics is possible. Moreover,
we assume that the two regions (R-N with deficit angle and de Sitter) are separated by a thin shell, on
which the stress-energy tensor vanishes and, as a result, no energy flows through the boundary surface at
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Minkowski-like

Figure 6.1: The magnetic monopole structure. Around the origin, in the region with radius § > 1, the
space-time is de Sitter. The most of the monopole mass is concentrated inside the thin spherical shell with
radii L, > 0 > 1. In this region the space-time is R-N with deficit angle. Outside the monopole core, i.e.
for r > L., the spacetime is Minkowski with deficit angle.

r = 9. The Israel conditions demand the continuity of the metric and its derivatives on the thin shell. Let
us apply Israel conditions to our case. The metric of our model can be written as follows:

2 _ oy 2_d7‘2 _2(a6? & sin? 2
Aoy = F)AE ~ o (do + sin2(8)do ) (6.116)
where
f(r)=B1(r)O( —r) + B(r)O(r — 9) (6.117)
with
Bi(r)=1- %“2 (6.118)

and B(r) given by equation (6.101). In our static case, the Israel conditions read:

(6.119)
%Bl(r) r=4 - %B(T) r=4
Hence, we can determine the radius é and the Schwarzschild mass M.
Bi(r=0)=B(r=90)=
Aoy o 2M ¢?
PR A =
n 42A\° s
O(AN)=—[14+4/1+ ~ AN >0 6.120
(™) m( " VI (6:120)
The above approximation (4§;A > 1) needs to be examined in every case separately. Also, we have
d d
—B =—B
dr 1) r=5 dr (r) r=§ -
2A 2¢2
2M(A) = —=-6*(A 6.121
(8) = —5¢W) + 713 (6.121)

We denote the parameters as functions of the cosmological constant, since we want to emphasize that some
results will be independent from A. Note that, if we ignore Kalb-Ramond term (¢ = 0), the monopole

74



will not be magnetic and will have negative mass. Hence, there will be repulsive forces and the monopole
will not be able to be stabilised. This case is similar to that examined in chapter 5. Thus, for sufficiently
large ¢2, indeed Kalb-Ramond torsion and the mechanism that contributes to the existence of the effective
magnetic charge solve the problem of the negative mass. Moreover, note that the cosmological constant
(6.115) depends on the parameter . Hence, the scalar SO(3) triplet and the corresponding Higgs self-
interacting potential contribute to the regularisation of the naked singularity.

Then, we substitute the cosmological constant (6.115), in units 87G = 1, into equation (6.120), while
we consider the conditions A > 1, [¢(| > 1, A2 > 1, n? < 1 and M? < 1, which are consistent with the
aforementioned discussion, and we obtain:

§ =2\ (1 V1t g?A) N

N|=

§~ VAR CEAT >

S~ V2ATap T2 = ﬁ'i'(c%)i > 1 (6.122)

Note that 6 > 1 as we expected. Furthermore, we calculate the Schwarzschild mass M of the monopole:

4 3
ﬂg%@

52 @ TN =

V2[(C]
)CIn(E2N) T =

M ~ —

1 1

M=C5 5

M= g ~ 0.47|Cn(C2N) T > 0 (6.123)

Note that 7M; ~ [¢](¢2A)% > 1, hence M > 1, in other words, the Schwarzschild mass M of the monopole
is much greater than the SO(3) spontaneous symmetry breaking scale.
Moreover, we can determine the parameter a:

a= Li = ﬂ'f}'(c%)—i ;ﬁ” =
a(A) = 24‘277252(/\) = g(w)_% <1 (6.124)

Note that although a < 1, it is evident that 6 > 1, as we expected. Upon substituting equation (6.124)
into equation (6.110), the rest-mass reads:

V6 nlgl . 3 ¢
£ ~ 87 1.06(C2\) i 7|C| (6.126)

Hence, we compare it with the Schwarzschild mass (6.123) of the monopole and we obtain:

£ 99 (6.127)
m

Due to the angular deficit 87Gn? in the asymptotic space-time and the gravitational binding energy of the
system, the mass coefficient appearing in the gravitational potential is different from the total rest-energy,
which in a flat space-time would be considered as the total monopole rest mass. This violation of the Weak
Equivalence Principle is related with the invalidity of the Birkhoff’s theorem, due to the deficit angle, as
well as, it is correlated with the fact that the examined monopole is a finite structured object.
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6.5 The effective mass of the monopole

In this section, we discuss the concept of the effective mass according to the work [36], which is equivalent
with the calculation of the Komar integral for the Killing vector d;. First of all, let us examine the case
of the Reissner-Nordstrom space-time. In such a case, the charge, like the mass, induces curvature of
space-time. In our case, the existence of the magnetic charge acts proportionally. Considering a spherical
surface of radius R and centre at R-N singularity location, we may define two kind of "effective mass": the
effective mass enclosed by the spherical surface (M g}tf) and the effective mass associated with the exterior

region (Mgf}). The Mgy, can be calculated by the Whittaker’s theorem [36][37]:
n 1 % i
Mgy = Ej{ dvVin' . n' = (V,0,0) (6.128)
v2

where, in spherical polars, dvy = 6%sin(6)dfdé and V? denotes the temporal component of the metric
tensor, as defined by the invariant line element ds? = V2dt? — g;;dz"dz’. Particularly, in the case of the
R-N metric we have:
2
vroq- M Q—Q (6.129)
r r
where M is the Schwarzschild mass and @ the charge. Hence, V reads:

2M 2\3
v=(1-2, %) (6.130)
r r
Thus, from equation (6.128), for r = R, we obtain:
2
My, =M — % (6.131)

Note that the result is identical with the one obtained by the corresponding Komar integral. Similarly,
Mg} is calculated in [36]:

Bat _ @
MEf; =5 (6.132)

Subsequently, we may calculate the total effective mass

MES) = Myfy + MEF; = M (6.133)

which is the Schwarzschild mass (ADM mass) of the R-N metric. It is interesting that the effective mass
M g}tf appears in the expression for the radial acceleration of a neutral test particle falling into the R-N
black hole [36]:

M- =
r

dr2 72

where 7 is the proper time. Note that the gravitational field varies with the distance r and becomes

dr_ 1 ( QZ) (6.134)

repulsive when the effective mass M — QTQ becomes negative, i.e. when r < %2

Considering our model, we must point out that the hypothesis of a bag-model is actually not a choice
but a necessity, since the exterior total rest-energy of the monopole divergences due to the deficit angle
n?. Let us consider as M {3’}? the effective mass contained in the de Sitter region r < §. Then we recognise:

1, 5\2
V= (1-3a%) (6.135)
Hence, using Whittaker’s theorem [36][37] we calculate:
1
Mp(A) = =A% <0 6.136
prr(A)=—3 (6.136)

The negative value of the M ,{;}tf was expected, since the positive cosmological constant implies repulsive
forces. Considering the equation (6.121) we may write:

SHEE e T (6.137)

MInt A= M(A) —
Bff(A) (A) S(A) 6.120)(6.121) 2

If we require that the sum of both exterior and interior effective masses should equals the Schwarzschild
mass (6.123), i.e. the ADM mass, the Mgfjtp reads:
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MESL(A) = % - gM(A) (6.138)

The result M Ef}(/\) = % is a consistent result with the R-N case for any value of the cosmological

constant. The total rest-energy (6.126) in the units (6.102), for A = -, is written as follows:

£ =1.06(¢?\)in|¢| = 2.26M (6.139)

It is very interesting that, comparing the total rest-energy (6.125) with M 5]%}7 for any value of A, we have:

E(A) = LEMEFH(A) (6.140)

The last result is valid for any value of the cosmological constant with the restriction a < 1. Note that
the total rest-energy of the monopole in the spherical shell is larger than the effective mass in the region
exterior to the core (€ > M gf}) This can be attributed to the non-zero contributions of the Kalb-Ramond
axion-like field b(#) and the electromagnetic fields to the energy functional &, as well as the gravitational
self-binding energy [4] and the non-vanishing scalar triplet at infinity. Under the assumptions that the
components of the total momentum vector of the system are zero and the object is considered "quasi-
static", which means that there is no significant energy present in the form of gravitational waves, then
the monopole’s effective mass m can be defined as (in units of the speed of light in vacuum):

m = Etotal + Ebinding (6141)

where the binding energy satisfies the inequality: Epinging < 0, due to the repulsive nature of the self-
gravitating scalar triplet, which is examined in chapter 5. In our case, for large core radius, the criterion
of (approximate) space-time flatness, along with the other assumptions, is satisfied; one may thus identify
Fiptag=E andm =M gf} Hence, the fact that the total rest-energy is larger than the exterior effective
mass is naturally explained. We also note that, for us, the role of the infalling neutral matter is played
by the Kalb-Ramond axion-like pseudoscalar field, which thus will accumulate on the surface of radius d,
since it is on this surface that the radial acceleration will vanish.

In order to conclude, in view of the negative effective mass contributions of the de Sitter regulator,
the Weak Equivalence Principle, where one would equate the total rest-energy £ with the inertial mass,
fails. However, this should be expected for gravitating extended objects, as is our case, given that the
Weak Equivalence Principle characterises point-like masses. Note that the total rest-energy and M gf; are
of the same order of magnitude, therefore we can conclude that our monopole moves similarly to a point
particle.

6.6 Satisfaction of the Weak Equivalence Principle

The Weak Equivalence Principle can be accomplished by regulating the cosmological constant. Let us
assume that the dilaton potential takes a non-zero value near the origin, as such:
Ext pat _ G
&= Mgf; and MEff:? (6.142)
In order for the equation (6.142) to be satisfied, we need to work with a cosmological constant that

corresponds to a = 1, otherwise the satisfaction of the equation (6.140) is inevitable. Thus, we introduce
a modified cosmological constant:

§

A = - /\Tl >0, £€R (6.143)

in the units 87G = 1. Then:

1

eyt s 1 (6.144)

5(¢ V¢ = \fm

w6 =~k + Ky

1

) =8 7\[77|C\ AT (6.145)
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Hence, the parameter a reads:

OO _ sy LIl ey -y [2/aE
a(§) = L. QW?(C A) 37 (]
2
o) = 3 00 = 3 (N (6.146)

As we proved earlier, if we suppose that a < 1, the ratio (6.140) remain invariant. In this case, the
weak equivalence principle cannot me satisfied. This is a consistent result, because the assumption a < 1
corresponds to a monopole that differs significantly from a point-like particle. Hence, the parameter a
needs to satisfy the condition a ~ 1, which implies a thin shell, which contains most of the mass of the
monopole. Upon substituting equation (6.146) into equation (6.110), the rest-mass reads:

1—
£ ~ 46 ﬁamq =
3¢ 4 o1
En8r——=—(1—=—(C°N\)"2 6.147
EOIETILR (0440
Note that we did not use the approximation (6.125). Thus, in the units 87G = 1, we have:
3 4 9 -3 Ext

Consequently, the equation (6.142) is satisfied if we demand:

€] =4(¢*N) 77 < 1 (6.149)

Note that [(| < 1 = a = % ~ 1. Consequently, the Weak Equivalence Principle is satisfied when the
monopole mass is contained in an extremely thin shell, or, in other words, when the monopole looks
like a point-particle. Additionally, we need to check the validity of the approximation (6.120). Note that
A= %, hence 457# = 16, which is one order of magnitude larger than the Planck scale "1". Consequently,
the approximation is questionable. Nevertheless, the result makes physical sense, which can be formulated
as follows: for a small enough value of the cosmological constant, the shell, which contains the most of the
mass of the monopole, becomes extremely thin, hence the monopole acts like a point-like particle and the
Weak Equivalence Principle is approximately satisfied.

Finally, it is essential to point out that this choice of regularisation scheme [4] is consistent with a
negative dilaton potential in the de Sitter region, where the string theory (the Ultra-Violet (UV) completion
of our low energy model) is strongly coupled and such a potential might be generated, for instance, through
non-perturbative string-loop corrections. Outside the de Sitter region, where the gravity is weakened and,
string theory is weakly coupled and our low energy model is an effective description of the dynamics, the
tree level dilaton potential vanishes due to arguments based on conformal invariance [32][33]. Thus, the
asymptotic solutions, which are valid outside the de Sitter region, are not affected.

6.7 Quantization of the magnetic charge and experimental con-
straints of the model

The quantization of the magnetic charge g, which is proportional to the torsion charge {, may be yielded by
the standard Dirac argument [38], which considers the gauge transformations of the quantum relativistic
wave-function ¢ of an electron field (with electric charge e) in the presence of the Dirac-string singular
vector potential A(r) for the monopole magnetic field B (with B = VA). Upon requiring that the wave-
function is single-valued under the appropriate (singular) gauge transformations, we obtain the Dirac

quantization condition:

ge:g, nez (6.150)

Hence, the torsion charge 6.81 satisfies the following quantization rule:

nez (6.151)
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Furthermore, considering the lowest magnetic charge (n =1 = ¢ = ﬁ) and the current bounds on
the (scalar) monopole mass at the LHC, from ATLAS [39] and MoEDAL [40] experiments, we impose a

lower limit on the value of the monopole rest-mass (6.126):

£ ~ 5.6ATn > 790 GeV (6.152)

where A > 1 and n < Mp. Note that the mass limits for the monopoles are not very reliable, given that
these experimental limits are based on Drell-Yan or photon-fusion processes, which are approximations
that are not valid due to the strong magnetic coupling of a magnetic monopole. Moreover, the production
cross section for magnetic monopoles might be strongly suppressed for monopoles with structure, like the
ones relevant to this Thesis.

6.8 Conclusions

Searching for models that predict magnetic monopoles with reduced positive mass, which may be detected
in current or future colliders, we consider a string inspired model with Kalb-Ramond torsion [3] and
investigate its solutions in the spirit of the 't Hooft-Polyakov [23] and Barriola-Vilenkin [24] models. Thus,
we determine a self-gravitating global solution, which corresponds to a "bag-model" with a Coulomb-like
magnetic field. Consequently, we determine the magnetic charge of the corresponding magnetic monopole,
which is proportional to the torsion charge. Despite the fact that the Higgs triplet, in the examined model,
plays the role of a 2-loop with winding number n # 0, the quantization condition of the topological charge
does not correspond to the quantization condition of the 't Hooft-Polyakov case. This is because the
term that violates the Bianchi identity depends on either the axion-like field, the ultra-heavy scalar and
scalar triplet, in the v = 0 case, or the axion-like field, in the v = 1 case. Therefore, an electromagnetic
strength tensor of the form (4.67) cannot be obtained. Nevertheless, the charge quantization condition is
yielded by the standard Dirac argument [38]. Additionally, the naked curvature singularity of the model
is regularized [4], if we consider a de Sitter core inside the magnetic monopole. Hence, upon imposing
the Israel conditions [26], we can write the radius and the ADM mass of the magnetic monopole with
respect to the parameters 17 and A\. These parameters may be determined experimentally. For instance,
we impose a lower limit on the magnetic monopole mass by considering the recent results from ATLAS
[39] and MoEDAL [40] experiments.

Finally, we cannot help but mention that, in our recent paper [41], we prove that the Barriola-Vilenkin
model [24] may get a positive mass if we consider it embedded in a higher curvature gravity. To be more
precise, we focus on a recently developed model of Pedro G. S. Fernandes [42], which includes a conformally
coupled scalar field by only requiring conformal invariance of the scalar field equation of motion and not
of the action. Hence, the theory incorporates a scalar-Gauss-Bonnet sector with a coupling parameter
a. In our original work, we discuss self-gravitating global O(3) monopole solutions, associated with the
spontaneous breaking of the O(3) symmetry down to a global O(2), in the above extended Gauss-Bonnet
theory of gravity in (3 + 1)-dimensions. Thus, we determine self-gravitating monopole solutions and
regularize their curvature singularity by considering a de Sitter core inside the monopole. Then, upon
imposing the Israel conditions [26], we determine the radius of the de Sitter core and the ADM mass of
the global monopole, which is positive. Therefore, inside the de Sitter core we have repulsive forces, while
outside the core we have attractive forces. Consequently, considering these forces, the monopole seems to
be stable, however a detailed stability analysis is pending.
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Appendix A

Point splitting method

We may explicitly prove that the equation (2.17) for regular vector potential reduces to standard Hamilto-

nian, if we take its average over all directions of the parameter €. Since, Ais regular and € — 0, equation
(2.19) implies:

]

—

E =exp [ie/F A(€) 5] = explie(s- /T(F))] (A.1)

£

2

Also, we need to expand the exponentials in equation (2.17) up to the second order of &

. 5g . 5z 0. s v . V2 N 2 .= 7. 2)2
l—e"2Fe"2 =~1-— (1 —ip—25 — (p 8€> )(l—l—ieA -E— —62 (A-9) )( p—QE — (P 88) ) =
5E . 5g D - &)2 - - 2,
|- e E g% nigag O 25) — A OF- - S8+ F(A- + .. (A.2)

Then, in order to take the average of (2.17) over all directions of the parameter £, we integrate on the
surface of a sphere with radius |£]:

H = % [/:Tr /_11 ezdcos(e)dqﬁ} o /027T /_11 (1 — e_iﬁgEe_iﬁg)s2dcos(6‘)d¢ (A.3)

In the subsequent steps we calculate each term of the equation (A.3) separately. Without loss of generality,
we consider that Z is parallel to @ and we have:

3 27 1 9
j T dcos(0)d¢ =
47ng4z/0 [1(ﬂ &)e“dcos(0)dep 1

Additionally, considering that Z is parallel to p, we obtain:

/zw/ #-9? e2dcos(0)do 3 /1 22052 (0)dcos(6) =

Ao 22
4m€ 1

21 pl (= 2 2
/0 /_1 @gdcos(ﬁ)dqﬁ = 2pim (A.5)

Subsequently, in order to integrate the third term of the expansion (A.2), we consider that 2 is parallel

3 P
= 2mie’| 7| [1 cos(@)dcos(0) =0 (A.4)

47rm54

4met

to 7 and that A = “‘I;—é’)ﬁ + A, #, which implies that # is parallel to A, . Hence, we have the equation:

A.e= & ﬁ)s cos(0) + A, e sin(6)cos(¢). Thus, we obtain:

_%4772154 f027r f—ll(g é:)(ﬁ g)EQdCOS(Q)dCb =

cos(¢)dcos(0)do| =

— i [f I (A p)e2eos (B)dcos(0)de + [T [, Aupe?si

247rm54 / 7T/ 7 &)e2dcos(0)dp = _eA4-p) (A.6)
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Similarly, the integration of the forth term of the expansion (A.2) reads:

-,

e 27 1 . e(p-
*iﬁ/o /,lwf)(A-as?dcos(e)dgﬁ: A (A7)

2m

Finally, we calculate the last term of (A.2) by considering that 2 is parallel to A:

e 3 ot v
Em/@ /71(14'5) e7dcos(0)d¢ = 4m54A [1005 dcos(0)do =

o 2 2 (eA)?
5 47rm€4/ / - &)%e“dcos(0)dg = ST (A.8)
Upon substituting equations (A.2), (A.4), (A.5), (A.6), (A.7) and (A.8) into equation (A.3), we obtain:
72 -
H:%, with T =p—cA (A.9)

The average of the regularised angular momentum (2.18), over all directions of parameter &, is calculated

similarly, providing the standard angular momentum, in the case where Ais regular. Let us present the
calculations. Note that, in this case, the only non-vanishing term of the expansion (A.2) is i7 - &, due to
the imposition of the limit |&] — 0. Hence, the average of the angular momentum (2.18) reads:

2w
477%_4 €ijkT J/ / 5k<1e i

27 1
Li= ey | [ el 2deos(o)ds (A10)
e 0 —1

Note that e = (€1, €2,€3), where:

4

l\:"‘:’i

B i% )52dcos(9)d¢ =

g1 = ¢ sin(6)cos(¢)
€9 = € sin(0)sin(9) (A.11)

g3 = € cos(0)

Also, it is useful to set

2 1
I :/ / ex (7 - E)dcos(0)dé  with k=1,2,3 (A.12)
0 —1

and calculate the three components separately.

I = &2 /ng /_11 sin(6)cos(¢) (msin(@)eos(¢) + mosin(f)sin(¢) + WgCOS(G))dCOS(G)dgb =

4
Il ?ﬂ-ﬂ'lé (A13)
Similarly, the remaining two components read:
4
IQ = §W282 (A14)
4
.[3 = %7’(’352 (A].5)
Upon substituting I, = 3 T rre? into equation (A.10), we obtain:
3 4am
P et e =
L=7Fx# (A.16)

which is the desirable result, in case we assume a regular vector potential. Otherwise, if the vector potential
is singular, equations (2.17) and (2.18) are considered as definitions of the respective operators, in order
for the commutative relations (2.20) and (2.21) to be satisfied.
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Appendix B

Superalgebra OSp(1,1)

Let us prove some of the relations (2.92). To be more precise, in the next few lines, we verify the anti-
commutation relations between the generators of the supertransformations, which are given in equation
(2.91). Tt would be useful to summarize the generators of the supergroup OSp(1,1):

Q=VMr-&, S=-tQ+VMr-&

~2
H = 357 — isgfmeighri§ilh (B.1)

D=Ht- M7 7477, K=—Ht>+2Dt+M"

where pu = eg. Let us verify relation {Q, Q} = 2H. We will use the following identity:

{AB,CD} = A[B,C|D + AC{B,D} — [A,C|DB + C[D, A]B (B.2)
Hence, we have:
{Q Q} = M{ngzy T]Ej} (3—2) ( - g]gl[rlar]]) _(‘%?_'
(@0} =T e e,
=95

(B.1)

—'2
{Q Q} (m _121\5 361Jk7"7,£j£k) -

{Q,Q} =2H (B.3)
Moreover, we may verify relation {Q, S} = —2D.

(BZ

{Q S} = 7t{Q Q} + {7T7§777"j§]}

L, @P=(5=3
{Q,S} = —2tH + 77+ i(§)

{Q,S} = —2tH + 1(27r 7oy ity Tk

(@5 = —2(th - L rern) 2

[Q.5) = 2D (B.4)
Finally, we will prove that {5, S} = 2K.

{S, 5} =t*{Q,Q} — 2VM{Q,r;&;} + M{ri&,r;&;} =

(8,8} = 22 H — 2t{ri&;, m;&; ) + M{riga,rie; ) L2
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{S, S} = 2%°H — 225’/"1‘7(']‘(51‘]' + 2ti§j£i6ij + M’I"iTj(Sij =

[ri,mi]=id:;

{S, S} = 21°H — 277 + tids; + Mrir;s;

{S7 S} = _2t2H + 4t2H —trm — tﬁf-F MTiTj(Sij (B:l>)
(8,8} = —262H + 4tD + Mryr;6;; 22

{Q,S} =2K
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Appendix C

Lie groups

The Lie groups are groups, as also differentiable manifolds, with the property that the group operations are
compatible with the smooth structure. To be more precise, the group elements are smooth differentiable
functions of some finite set of parameters 6, € R, and the group operation "®" depends smoothly on those
parameters. A typical element of a Lie group can be represented as a "matrix valued complex phase":
g=g(b,...,0,) = eWaT" = T ¢ =1,...,n, where 6, are continuous parameters. Note that any typical
element of a Lie group is continuously connected to the identical element. The T are called generators
of the Lie group, since any element of the Lie group, continuously connected to the identity element, can
be constructed by them.

Algebra is a vector space V = {U?} equipped with a binary operation "®" corresponding to a linear

superposition of the algebra elements: U’@U7 = f”k UF. The coefficients f”k are called structure constants.
Algebra Lie is an algebra, whose elements are the generators of the Lie group and the corresponding

binary operation is the commutation of the generators: [T'%, T = if®T¢, where the structure constant
is completely antisymmetric. If the metric of the Lie group is Euclidean, it does not matter if the indices
are up or down. Additionally, the associativity property of the group implies the Jacobi identity:

[, T, T°] + [T, T°), T°) + [[1°, T, T*] = 0 (C.1)

Let us consider a Lie group with generators 7%, a = 1,...,n. Then, a representation of the group in
the form of n x n matrices can be the following:

b - rab
(Ta)acdjoint = _Zfa ¢ (02)
Consequently, it can be proven that the structure constants, i.e. (T“)Z‘jijomt, satisfy the Lie algebra.

Firstly, we may prove a relation between the f@¢, which corresponds to the Jacobi identity (C.1). Hence,
the equation (C.1) implies:

[[TaaTb]vTC] + HTC7T(I}7TZ)] + [[TvaC]vTa] =0=
(ifbciifaij + ifcaiifbij + ifabiifci_j)Tj -0 igc

fbinacj + fiaCfbcj 4 fabCficj =0 (03)

a

Subsequently, we calculate the commutative relation [T 4> Té’dj] as follows:

[T Tl = (=i f o) (=i f™9) = (=i %) (=i posa) (E g pobe(—i feid) =

(Taaj dej]ij = ifabc(ngj)ij (C.4)

a
Note that, if the examined Lie group is the group SU(2), the structure constants are represented by the
standard Levi-Civita symbol. In this case, the adjoint representation of the group has purely complex
generators. Hence, the elements of the group (U(6;,6s,603) = ¢?«™" | with §, € R) have real components.
Therefore, we have Ut = U7
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Appendix D

Notions of Topology

In the next few lines we present some notions of differential geometry and topology [1][35].

A topological space is a set X, endowed with a topology T. A topology is a family of open subsets
{Ui}ier € X, which obey:

)XeTandeT
ii) if K is any finite subcollection of I, the family {Uy }rex satisfies [\, cpo Up € T

iii) if J is any (maybe infinite) subcollection of I, the family {U;},c s satisfies | J..; Ur € T

jeJ
A topological space is called Hausdorff, if for every p,q € X, there exist neighborhoods U,, U, € T
such that p € Up, ¢ € Uy and U, N U, = 0.

A homeomorphism between topological spaces X and Xisa map [ : X — X, which is

i) injective (or one-to-one): for p # q = f(p) # f(q)

ii) surjective (or onto): for every p € X, there is a p € X such that f®) =p

Functions which are both injective and surjective are called bijective. This ensures that they have an
inverse f~1: X — X.

iii) bicontinuous: Both f and its inverse f~! are continuous. To define a notion of continuity, the proper-
ties of topological space is needed. A homeomorphism f is continuous if for all U € X, f~1(U) € X

An n-dimensional differentiable manifold is a Hausdor[f topological space M equipped with a family of
pairs {(U;, ¢;)} under the constraint |J, U; = M such that:

i) M is locally homeomorphic to R™ by the mapping ¢; : U; — U/, with U] an open subset of R™

ii) Given two overlapping U;, U; (U; N U; # 0), the map v;; = ¢; o ¢j_1 o (UinU;) — ¢ (U;NT;) is
smooth (also called infinitely differentiable or C'*)

The maps ¢; are calls charts and allow us to assign a coordinate system on the manifold. The map v;; is
called transition function and acts as a coordinate transformation.

Similarly, a complex manifold is locally homeomorphic to C™ and the corresponding transition function
is holomorphic, i.e. is complex differentiable in a neighbourhood of each point in a domain in complex
coordinate space C™. A complex function f(x,y) = u(x,y)+iv(x,y) is holomorphic, if and only if, Cauchy-
Riemann equations are satisfied throughout the domain we are dealing with.

Let f: M — N be a map from an m-dimensional manifold M to an n-dimensional manifold N. Thus,
a point p € M is mapped to a point f(p) € N, namely f : p — f(p). Taking a chart (U, ¢) on M and
(V,9) on N, where p € U and f(p) € V, f takes the coordinate representation ¢po fo¢~!: R™ — R™. If
o fop~!is C to the coordinates R™, then f is said to be differentiable (smooth) at p € M.

Let f : M — N be a homeomorphism (f, f~! are continuous) and (U,¢), (V,1) be charts on M,
N respectively. If the representation of f, 1o fo¢~!, is invertible, i.e. the map ¢o f~! o~ exists, and
both 1o fog~! and ¢po f~L oy~ are O, then f is called diffeomorphism and manifold M is said to be
diffeomorphic to manifold N.
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Biholomorphism is an equivalent notion to diffeomorphism, between two complex manifolds X and Y.
If the map ¢ : X — Y and its inverse ¢~ ! : Y — X are holomorphic maps, we can say that the manifolds
X and Y are isomorphic. Such a map is called biholomorphism.

Note that, if the manifold X is homeomorphic to the manifold Y, which is homeomorphic to the manifold
T, the composition of these two maps makes X homeomorphic to T. Thus, all topological manifolds can
be divided into equivalence classes.

A curve in an m-dimensional manifold M is a map ¢ : (a,b) — M, where (a,b) C R is an open in-
terval, such that a < 0 < b. Let A be a parameter in the interval (a,b), then we can parameterise the
curve as ¢(A). On a chart (U, ¢), the parameter A has the coordinate presentation x = poc: R — R™.

A function on an m-dimensional manifold M is a smooth map f : M — R. The set of all smooth

functions on M is denoted by C*°(M). On a chart (U, @), the coordinate presentation of f is given by
fo¢~!t:R™ = R, which is a real-valued function of m variables.
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Appendix E

Non-coordinate bases

It is often convenient to use the tetrad orthonormal basis [35]. A natural basis for the tangent space T,,(M)
at a point p is given by the partial derivative with respect to that point, é(,) = d,,. Similarly, a basis for
the cotangent space T is given by the gradient of the coordinate function, 6 = dgn. However, we can
introduce a set of orthonormal basis vectors €,), indexed by a Latin letter to remind that they are not
related to any coordinate system. If the canonical form of the metric is written 7,5, which represents the
Minkowski metric in a Lorentzian space-time, we demand the inner product of our vectors to be

9(€(a), €b)) = Tav (E.1)

We can express our old basis vectors €(,) = 0, in terms of the new ones:

(9“ = 6“aé(a) (EQ)

The components e, form an n X n invertible matrix. We may refer to e, as tetrad. The components e/,

o
of the inverse ¢ = dat = e, é(®) satisfy the following equation:
Opdz” = 6uae”b(é(a),é(b)) = JM" = e

a v b __ v
p,eb(sa _(Su =

a v __ v
ele’y =19, (E.3)
which also yields:
e”beuae”a =e" = (e“beua)e”a = 0,%", =
efye, =0, (E.4)

Additionally, the definition of the tetrad basis implies:
90y, €@) = Nab = G (dz?, 6(a))(dz” é4) = Nap = Guwetee” (69, 8(a)) (6D, éy) = N =

guueuaeyb = Tlab (E5)

which means that the metric in the tetrad basis reads:

g = gudatds” = glwe“aé(a)e”bé(b) =

g = nape'®e® (E.6)

The inverse properties imply:
guueuaeyb = Nab = guueua(sp” = nabepb = gupeﬂa = nabepb =
5#5(3#“ - gépnabepb = eéa - gépnabepb =
e, = g" nave,” (E.7)
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Note that we can raise and lower the Greek indices using the metric representation g,, and the Latin
indices using the metric representation 7,,. Let V = V#d, be a vector. We may write the components of
the vector in the tetrad basis representation:

V=V, =Vle, ¢, =
Vt=Vhe,* and VF=et V* (E.8)
Similarly, let w = w,dz" be a cotangent vector, whose components in the tetrad basis representation read:

_ "o u pa)
w = wydrt = w et e\ =

we = wyer, and w, =e, w, (E.9)

Finally, we can explicitly prove that the Latin indices of vectors can be raised and lowered by the metric
representation 7, :

gV, V) = VoV a(é(ay, €9) (Eqry, €Y) = VOV 06,6, = VOV P10y =

Vo =napV° (E.10)
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Appendix F

Newman-Janis algorithm

We present Newman-Janis algorithm [43] as a four-step procedure for generating new solutions of Einstein’s
equations from known static spherically symmetric ones [44].

Let (¢,7,6, ) be a coordinate system assigned to a point p of a manifold M and (9;, 9;, dg, ) be the
basis tangent vectors of T,(M). A general, static and spherical symmetric metric tensor Gy € 7'2?1,(./\/1)
may be given by:

1
F(r)

This is our static spherically symmetric seed line element to use as a seed for the rotating one.

Let us consider that the manifold M is embedded in a four-complex-dimensional manifold CM [45],
with coordinates 2% = (¢,z, z,y) and 2* = (£,Z,¥, Z) or equivalently z¢ = (¢,7,0,¢) and 2% = (¢,7,0, ¢).
Additionally, we introduce a Hermitian metric A on the complex manifold M. A hermitian 2-form on a
complex vector space V', which is also a real vector space (of twice the dimension), isamap h: VxV — C,
which is C-linear in its first argument, and such that h(vy, v2) = h(va, v1) for all v1, vy € V. Tt follows that
h is C-anti-linear in its second argument. Let us write the line element as the real part of the hermitian
metric:

Go = G(r)dt? — dr® — H(r)dQ? (F.1)

1 _ _
ds® = 5(hwd,zﬂd,z'f + hpdzdz") = g, dztdz" (F.2)
Hence, the metric in our case is generalized as follows:
_ 1 _ _
Go = G(r)dtdt — al )drdf — H(r)dfdf — H(r)sin?(0)dodd (F.3)
r

where G(r), F(r) and H(r) are functions from C to R. For instance, the generalization of Schwarzschild
metric reads

1
F(r)

ds* = F(r)dtdt — drdi — rrdfdf — risin®(0)dode (F.4)

where

F(r)=1—M(1+1>:1_21\4:|%2e[r]

roT

It is obvious that, if we consider real coordinates the solution is reduced to the standard Schwarzschild
metric. Note that the complexification % — % + % works in the case of Schwarzschild seed but it is not
generally the suitable choice. For instance, if we have a metric with a deficit angle, e.g. the metric of a
global self-gravitating monopole system, the complexification % — % + % does not work, as we discuss in
Appendix G. In this case, we may examine modified Newman-Janis algorithms, as the one developed by
Mustapha Azreg-Ainou in [46].

Under the consideration of a complex manifold, the Newman-Janis algorithm arises spontaneously,
since we consider a complex transformation of the coordinates in order to obtain real ¢,r,0,¢. In the
following four steps, we conclude the algorithmic procedure.

(F.5)

Step 1. Eddington-Finkelstein coordinates

Let us consider the following coordinate transformation to outgoing Eddington-Finkelstein coordinates
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fl : <t7r79a¢) - (U7T797¢) (FG)
which is defined by the relation

du = dt — S (F.7)
G(r)F(r)
= G(r)dt = \/G(r)du + ——= (F.8)

F

G (r)dtdf = duduﬂ/ d dr + d dr + drd” (F.9)

Hence, the metric, induced by the mapping fi, can be written as follows:

Gs = G(r)dudu+ | 7 : dudr + || 7 : dudr — H(r)d0d0 — H(r)sin®(0)dpde (F.10)

Step 2. Complexification of the vector space

We can turn any real vector space V into a complex vector space VC by forming the set V' x V of all pairs
of (E,, Ey), where E,, E;, are orthonormal basis vector of V', by expressing the complex basis as E, + i E},.
As such, we can construct a set of vectors forming a basis in T;,C(/\/l). In particular, we may construct a
vector orthonormal tetrad basis, denoted by e, = 0, = (05, 0%, 03, (’9&) and ez = 0z = (05, 05, 05,03 ) using

the following tetrad fields. The orthonormal one-forms can easily be found to read:

=/G(r)dt = \/G(r)du + \/%

F(r
) = \/H(r)do
\/ SZTL

Similarly, the conjugate one-forms are determined. Thus, the corresponding tetrad field in the Eddington-
Finkelstein representation reads:

(F.11)

e’ =e? di* =

=

1
G(r) @ 0 0
eau = 0 F(r) 0 0 (F12)
0 0 H(r) 0
0 0 0 H(r)sin(0)
Then, using the relation e”, = g"ngpe,’? we may find that:
- 0 0 0
VG(r)
— é( ) F(r) 0 0
B T F.1
€aq 0 0 1 0 ( 3)
H(r)
0 0 0 —
H(r)sin(0)

which, by the definition d, = e,"d,, yields:
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(F.14)

_ 1
05 = ———0

Similarly, we determine the conjugate tetrad basis. Note that G(r), F(r), H(r), e,/ and e, take real
values. Also, it is obvious that the tetrad fields satisfy their definition: g,,e",e”, = 4. Additionally, it
is obvious that e,“e”, = 4,” and e"je,* = §,°.

Using the above results and considering that the angular coordinates 6, ¢ are real, we may represent

the metric by the following linear combinations of orthonormal vectors, denoted by (L, L, N, N, M, M):

_ 1 N 2\ T _ A9
L= F(T)(aﬁar)far and L = 0:

N = Y50 - 0;) =\ [EB0, - Fo, and N =,/ED0, - FNo;

(F.15)

B i 3 i V2
M =520 +105) = 3 % + e i 00

S PN, N2
M =520 = 195) = 5 5% ~ iy /i) 0

where the point is that, since 9y and 0, are real, we turn vector M into a complex vector via the additional
1. Note that the inverse metric tensor reads:

-1 F(r) F(r) 1 1
=\ g ® 9+ 57,30 ®0r — F(r)0r @ O — 75 BT Yoy F.1
Gy G(T)a ® O + G(T)a ® 0, (r)0, ® 0, H(r)89®89 H(r)sm2(9)a¢®a¢ (F.16)
Hence, the inverse metric tensor may be written as follows:
Gs'=L'N"9, ® 0y + LMNY 05 ® 9, — M M”09, ® 05 — M" M"0; ® 0, (F.17)

Using the tetrad notation introduced by Newman and Penrose

ZW = (L*,N*, M*, M"), with a=1,2,3,4

we can write its components in Eddington-Finkelstein coordinates as follows:

o =6,"

F(r) F(r)
NH = St — &,

G(r)° 2 1

M Y2 s V2 55"
2/H(r) > 2/H(r)sin(0) °

Also, note that the components of the null tetrad vector satisfy the relations:

L,LF = M,M" = N,N* =0, L,N"=—M,Mr=1, L,M"=N,M" =0

Similarly for the conjugate vectors.
Step 3. Rotated Eddington-Finkelstein coordinates
We introduce the rotated Eddington-Finkelstein coordinates by the mapping

f2 : (U,T,9,¢) — (uR7TR79R,¢R) (Fls)
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through the transformation

ur = u —ia cos() = @+ ia cos(6)

rr =1 +ia cos(0) = F —ia cos(f)
(F.19)
g =10

PR =9

Let us suppose that the new coordinates (ug,rr,0r,¢r) are real. The system of the basis vectors
(Ou, Or, 09, 0p) transforms via f, as follows:

Ou = O0g = Oupy

87“ = Ur = Urp
(F.20)

0p = ia sin(0)(Ouy, — Orp) + Doy
Oy = Oy,
Then, the set of basis vectors (L, L, N, N, M, M) read:
Lr=Lgr=0,,
Ng = Ng = ig:g:zgam — Blnb) g

(F.21)

Mg = Q\/\If(%ii,em (ia sin(On)Ouy, — ia sin(0n)0ry, + Oy, + mﬁqm)

Mg = m( —ia sin(0N)Ouy, + ia sin(0n)0r, + Op,, — W(%R)

where the fields A(ry,0r), B(rn,0r) and U(ry,0g) are the associated metric components of the original
G(r), F(r) and H(r) given by the relations:

A(rn,0r) = G(ry —ia cos(0y)), B(rn,0r) = F(ry —ia cos(fy)) and
(F.22)
U(ry,0r) = H(ry —ia cos(0n))

In this step arises a very important fact about Newman-Janis algorithm. If we know the suitable complex-
ification of the functions of r, e.g. % ete, after the transformation 7y = r + ia cos(f) we know exactly the
form of the functions A(ry,0gr), B(rn,0r) and H(rx,0r), otherwise we have to determine these functions
solving the Einstein equations, as proposed in [46]. Continuing the process as described by Newman and
Janis, the metric in contravariant form reads

G};l _ __a’sin (QR)a L ® aUR + 9V B(rn,0r)¥(rn,0r)+a’\/A(rn ,0r)sin (9R)8UR ® 8TR

Y(rn,0r) U(rn,0r)\/A(ry,0r)
a (ry,0 rN,0 a?sin? (6 a F.23
_2‘1’(TN7‘9R)auR ® Ogn — (0 l(II(NW’N 1;3;; = O @ Orpy + 2‘1/(7“N,9R)8TR ® dpr ( )
~ w77 %r © Oor — GomarysiEwny Oor @ Oon
which yields the following line element
Gr = A(rn,0p)du?% + 2 AE:g ZR)duRdrR — 2a sin?(0R) (A(TN, Or) — gg:z:gg>du3d¢}g
~2a sin®(0p)\/ Hig drrdgr — W(r, Or)do% (F.24)

—sin2(0g) | ¥(ry, 0r) + a2sin®(0R) (2 i) —A(rN,eR)ﬂd(;%
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Step 4. Boyer-Lindquist coordinates
In order to bring the metric into the known Boyer-Lindquist coordinate system, we need the mapping

f3+ (ur,Tr,0R,¢r) = (T, R,0,®) (F.25)
defined through

dup = dT + Y (R)dR

dT’R =dR
(F.26)
dfr = dO©

dpr = d® + Z(R)dR

The only non-vanishing off-diagonal element of a metric of a rotating black hole is gr¢. Therefore, upon
requiring grr = gre = 0, the fields Y(R) and Z(R) read:

Y(R) = -V B(rr,0r)¥(rr, 0r) + a’sin®*(0r)\/A(rr, 0r) (F.27)
A(’/‘R, HR)(B(TR, QR)\I/(TR, GR) + a23in2(63))
B(T’R, QR)\I/(TR, GR) + a25in2(93)

In order for the coordinate transformation to be integrable, Y(R) and Z(R) must be functions of R only,
for obvious reasons. Hence, the complexifications of % and r? are consistent with the transformations f,
and f3 if Y, Z are functions of R only. In the Appendix G we prove that, if the metric has a deficit angle
and we choose the complexifications % — % + % and r? — 77, the corresponding functions are: Y (R, )
and Z(R,0). Therefore, in this case, the aforementioned complexification is not consistent. In appendix
G, we modify the usual complexification and other arbitrary steps of the algorithm, in order to obtain a
solution for the rotating global monopole. In the usual case, where the above complexification is valid,
using the above transformation, we find that our sought after line element reads:

Z(R) = -

(F.28)

Gpr = A(R,0)dT” + 2a sin2(®)< Soae) — A(R, @)) dTdd - srrorra oo AR
(F.29)
—U(R,0)dO? — sin%(0) | ¥(R, O) + a2sin?(O) (2 ) —A(R@)) dd?
Finally, we examine the validity of the algorithm, using as seed the Schwarzschild metric:
ds® = F(r)dtdt — ﬁdrdf — rird0df — risin®(0)deded (F.30)
Hence, we have
G(r)y=F(r)=1- 21\4'2226[7“] and H(r)=rF (F.31)

where we considered the usual complexification. Note that G(r), F(r) and H(r) are functions from C to
R, as we promised. Then, functions A(ry,0r), B(ry,0r) and ¥(ry,0r) read

2M
A(R,0) = B(R,0) =1 - WR?(@) and ¥(R,0) = R?+ a*cos?*(0) (F.32)
a?cos
Thus, functions Y(R) and Z(R) read
R% +a?
Y(R) =~ fei 2 —onin (F.33)
a
2(R) =~ g7 ok (F.34)
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which are functions of R coordinate only, hence the coordinate transformation f3 is well defined. Conse-
quently, the rotating metric reads

2 . 2 2 2 .2

(F.35)
—(R? + a%c0s*(©))de? — (R2 ta?+ %)sin%@)d@z

which is the metric of a Kerr black hole, with a = %, where J is the angular momentum of the rotating
black hole and M is the mass of the black hole.
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Appendix G

Failure of the Newman-Janis algorithm
to apply to the global monopole model

The Newman-Janis algorithm [43] succeeds to provide valid solutions in the Kerr and the Kerr-Newman
cases. The roots of the validity of the algorithm, in these cases, remains unknown. Nevertheless, it is
reasonable to consider that applying the algorithm to other theories could be fruitful. Unfortunately, we
will prove that the Newman-Janis algorithm fails to generalise metrics with deficit angle. There is a series of
papers [47][48][49] that argue about the application of the Newman-Janis algorithm to the self-gravitating
global monopole case. Hence, it is essential for our work to comment these papers. Since, we will prove
that the regular algorithm fails to generalise the metric of the self-gravitating global monopole system,
we will examine the validity of the modified Newman-Janis algorithm referred in [48] and developed by
Mustapha Azreg-Ainou in [46]. However, in the global monopole case, this method does not properly work
either, as we will prove later on. Then, we will try some modifications to the aforementioned methods,
without any consistent results.

First of all, the first steps described by the Newman-Janis algorithm and the process [46] are identical.
Hence, let us try to generalise the metric of the non-rotating global monopole (5.29) to the case of a rotating
global monopole, in the region r > ¢ > Planck length, using the modified Newman-Janis algorithm [46].

Thus, from the metric (5.29) we identify the functions

F(r)=G(r)=1-8rGn* — QGTM and H(r) =r? (G.1)

Then, considering a four-complex-dimensional manifold CM [45], with coordinates 2* = (¢, 7,y,2) and
2% = (t, 7,4, 2) or equivalently 2% = (¢,7,0,¢) and 2% = (¢, 7,0, $), the metric is generalized into

1
B(r)

where G(r), F(r) and H(r) are functions from C to R. In contrast with the standard Newman-Janis
algorithm [43] we do not fix the complexification of L and r?, for reasons that will be clarified in the
following steps. The only constraint imposed on G(r), F(r) and H (r) is that, if the coordinate r takes real
values, these functions are defied as (G.1) and the metric reduces to (5.29).

Subsequently, we consider the following coordinate transformation to outgoing Eddington-Finkelstein
coordinates

Go = G(r)dtdt — drdi — H(r)d0dd — H (r)sin®(0)dpded (G.2)

fl : (taTa97¢) — (u’ra9a¢) (GS)
which is defined by the relation
du—dt— (G.4)
G(r)F(r)

Then, we calculate the transformed components of the metric:

VG (r)dt = /G (r)du + .

ool

F(r)
G(r)dtdi = G(r)duda + gg:;dudr + gg:gdudr N ;l;(i?
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Hence, the metric, induced by the mapping f71, can be written as follows:

Gs = G(r)dudu + 4 gg:; dudr + 4 | fwggdudr — H(r)dfdd — H(r)sin?(0)dpde (G.5)

Furthermore, let us consider real coordinates 6, ¢. Then, the six-basis vectors, of the corresponding
complex vector space, may be written as follows:

1

L= F(r) (0;+0;) =0, and L =0; (G.6)

VFD o [P, Fr, o R
N = TR0 00) =[G te— 0 and N = |2, (G.7)
M = g(ag + Zaqg) = 2\/589 +i— V2 (G.8)

H(r) 2sin(0)+/H (r)
V2 95 —i0;) = 2\/58 — ﬂ (G.9)

H(r) ’ 25m WH

where we used the tetrad basis (Appendix E) 0;, 95, 05, 6(2; and the correspondlng conjugate basis. Con-
sidering the vectors Jp and 0, as real, the inverse metric tensor reads:

1 |F() L JED s oo pr L S
_\/;auwﬁ\/;au@ar F(r)0 @ 05 = 7500 © 00 = oo n0s @05 (GH10)

Hence, the inverse metric tensor may be written as follows:

M:

Gs'=L'N”9, ® 0y + LFNY0; ® 9, — MM M”09, ® 05 — MFM"0; ® 0, (G.11)

Note that the metric has the form of the real part of a Hermitian tensor [45]:

G5! = g""0, ® Oy + g™ 0, ® 0, (G.12)

where g"¥ = L*FN? — M*M?.
Moreover, we want to express the metric in real coordinates. Thus, we introduce the rotated Eddington-
Finkelstein coordinates by the mapping

for (u,r,0,0) = (ur, TR, O, dr) (G.13)

where (ug,rRr,0r, ¢r) are real. This complex transformation is arbitrary, if we do not fix the transforma-
tion f3 and the complexification of % and 2. The transformation f3 will be performed later on, in order
to bring the metric into the known Boyer-Lindquist coordinate system. The complexification of %, r? and
the transformations f> and f3 must be fixed in such a way that implies a metric with the only off-diagonal
component to be gis. Since, we have not determined the complexification of % and r2, we can fix the
transformation fo through the usual relations

ur = u —ia cos() = @+ ia cos(6) (G.14)
rr =1 +ia cos(0) = F —ia cos(f) (G.15)
Or =10 (G.16)
Pr=1¢ (G.17)
Continuing the procedure, the system of the basis vectors (0, 0y, 0y, 0p) transforms via fo as
Ou = 05 = Oup (G.18)
67« = Ur = Urpg (Glg)
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0p = ia sin(0)(Ouy, — Orp) + oy (G.20)

0p = Opp, (G.21)
Then, the set of basis vectors (L, L, N, N, M, M) read:

Lr=Lg=0, (G.22)
- [B(rn,0r) B(rn,0r)
N = Ni = | G g0, = =5 O (G.23)
MR = m <Za Sln(eN)auR —1a SZTL(@N)(?TR + a@R + ma(ﬁﬁ,) (G24)
v V2 . . i
MR = m( —1a S'Ln(aN)auR +1a szn(@N)arR + 39R - WHR)6¢R) (G25)

where the fields A(ryn,0r), B(rn,0r) and ¥(ry,0r) are the associated metric components of the original
G(r), F(r) and H(r) given by the relations:

A(rn,0r) = G(ry —ia cos(0y)), B(rn,0r) = F(ry —ia cos(fy)) and

U(rn,0g) = H(ry —ia cos(0n)) (G.26)

In this step arises the difference between the Newman-Janis algorithm [43] and the procedure described in
[46] (we call it modified Newman-Janis algorithm). In Newman-Janis algorithm, where the complexification
of the functions of r is fixed a priori, the functions A(ry,0r), B(ry,0r) and ¥(ry,0g) are known. In
the modified Newman-Janis algorithm we have not yet fixed the complexification of % and 72, hence the
functions A(rn,0r), B(rn,0r) and ¥(ry,0r) are unknown. Subsequently, the metric in the contravariant
form reads

25in?(6 B Or)W 0 2/ A 0r)sin?(0
Gyl = _a”sin”( R)C%R@auRJrQ (ry,0r)¥(ry, 0r) + a”\/A(ry, Or)sin”( R)auR®3rR*2 a B0 @
V(ry,0r) U(ry,0r)\/A(rN,0r) U(ry,0r)
U(rn,0r)B(rn,0r) + a?sin?(0R) a
_ - g +2————0,
\I’(TN,HR) 8R®6R+ W(TN,93)8R®8¢R
1 1
S - 2
T, 0) 0 © 0n = G Gmysin? (o) 2on © Pon (G.27)
which yields the following line element
A(TN QR) . A(T’N QR
= A(ry,0g)du® + 24| =——“dupdrr — 2 20r)| Alry,0r) — 2 N dupdpr—
Gr (7N, Or)dup, + B(rn,0n) updrr — 2a sin”(0r) | A(ry,0r) Blrn,0n) urdor
. A(rn,0r)
_ 2 SN TR _ 2 _
2a sin*(0r)) [ 5 o QR)derqu U(ry,0r)do%
A 0
—sin®(0g) | ¥(rn, 0r) + a’sin*(0r) | 2 M_A(TN,oR) do%, (G.28)
B(TN,GR)

In the last step of the algorithm, we bring the metric into the known Boyer-Lindquist coordinate system
via the mapping

f3+ (ur,Tr,0R,¢r) = (T, R,0,?) (G.29)
defined through

dug = dT + Y (R)dR (G.30)
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drp = dR (G.31)
iy, = dO (G.32)

dpp = d® + Z(R)dR (G.33)

We introduce the above transformation, with Y (R) and Z(R) to be determined later on, in order for
the only non-vanishing off-diagonal element of the metric to be grg. This consideration ensures the
axisymmetry of the metric. Note that the off-diagonal components of the form gg,, are identically zero.
Hence, we solve the system of equations grr = 0 and gre = 0 with respect to Y (R) and Z(R) and we
have:

v () — Y BURIR Y (rr,0r) + @*sin(0) /AT, On) s
A(rg,0r)(B(rr,0r)¥(rr, 0r) + a®sin®(0r))
B(rr,0r)Y(rr,0r) + a2sin®(0r)

In this step arises the problem of the Newman-Janis algorithm. In order for the coordinate transfor-
mation to be integrable, Y (R) and Z(R) must be functions of R only. In the Newman-Janis algorithm,
the complexifications % — % + % and r? — r7 are fixed. Hence, equation (G.1) yields

Z(R) =~

(G.35)

1

1 2M
F(T):G(T)zl_SWGUQ—M(;+;>:1—8an2_ﬂ

BE and H(r)=|r? (G.36)

Therefore, the functions A(ry, 0r), B(ry,0r) and ¥(rx, 0r) are fixed. Thus, considering equations (G.26),
(G.31) and (G.32) they read

A(R,0) = B(R,0) = F(R — ia cos(0)) =

2GMR

A = B = ]_ —_ 2 - .
(R,0) (R,0©) 8nGn R+ a?c052() (G.37)
and
U(R,0) = H(R —ia cos(0)) =
U(R,0) = R? + a*cos*(©) (G.38)
Upon substituting equations (G.37) and (G.38) into equation (G.34) and (G.35), we obtain
R2 +a2
Y = — .
(£,6) R? + a? — 87Gn?R? — 2GMR — 87Gn2a’cos?(O) (G-39)
Z(R,0) = a (G.40)

" R?+ a2 — 8nGn2R2 — 2GMR — 87Gn?a2cos®(O)

Note that the functions Y (R, ©) and Z(R,O) depend on O coordinate, due to the non-vanishing Higgs
parameter 77, which determines the deficit angle. Consequently, the transformation f3 is not valid and
the Newman-Janis algorithm cannot yield consistent results in this case, where we have a deficit angle.
Consequently, the papers [47] and [49] do not present valid results. However, the work [48] propose to use
the modified Newman-Janis algorithm [46] in order to determine the metric of a rotating self-gravitating
global monopole. Hence, let us proceed further with these method and examine its validity.

The problem with the Newman-Janis algorithm is that it imposes the fixing of the complexification of
%, r? and the transformations f5, f3, without a consistent way. The modified Newman-Janis algorithm
[46] proposes to fix the transformations f2, f3, but not the complexification of %, r? a priori. Hence, up
to this step, we cannot determine the functions A(R,©), B(R,0) and ¥(R, ©). Instead, we can require
that these functions have the following form:

F(R)H(R) + a*cos?(0)
(K(R) + a?cos?(0))?

F(R)H(R) + a*cos?(0)

AR, ©) = W(R.0)

¥(R,0) and B(R,0)=

(G.41)
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where

KR) =/~ H(R) (G.42)

Note that the functions A(R,®), B(R,O) are not fully determined, since they depend on ¥(R, ©), which
is still unknown. Nevertheless, upon substituting (G.41) into equations (G.34) and (G.35) we have

K(R) +a? B a
Foam+e M 2B - rmEm T e

Note that Y'(R) (G.34) and Z(R) (G.35) bring metric (G.28) into the desirable form (the only non-vanishing
component is g;4). Additionally, demanding the functions A(R, ©) and B(R, ©) to satisfy equation (G.41),
the fixed transformation f5 is valid, since Y (R) and Z(R) (G.43) depend only on R.

The main idea of this method is that a part of the arbitrariness of the Newman-Janis algorithm is
described by ¥(R, ©), which will be determined by solving the Einstein equations. Note that, in order for
this method to be valid, the equation (G.26) must be satisfied. This is not an issue, since we can fix the
complexification of F(r) and G(r) even in different ways, in order for the equations (G.26) and (G.41) to
be simultaneously satisfied. However, note that this method is not as general as it is considered in [46],
since for any form of the function K (R) the equations (G.34) and (G.35) are satisfied. The only restriction
remains that the equations (G.26) and (G.41) have to be simultaneously satisfied. Hence, a part of the
arbitrariness of the Newman-Janis algorithm is described by K (R), which has been fixed in the modified
Newman-Janis algorithm. Consequently, when we will prove that the modified Newman-Janis algorithm
described in [46] fails to apply to the global monopole system, we will examine some modifications to the
K(R) function.

Note that the modified Newman-Janis algorithm is supposed to work, up to this step, for every metric
of the form (G.2), since we have not substituted equations (G.1) yet. Subsequently, the transformation f3
(G.29) implies the following form of the metric:

Y(R) = — (G.43)

. A(R,©) (R, 0)
Gpr = A(R,0)dT? + 2a sin*(© L — A(R,0) |dTd® — : dR*—
BL ( ’ ) + 2a sin ( )( B(R7@) ( ’ )) B(R,@)\I/(R,@)+a28in2(@)
2 2 2 .2 A(R,0O) 2
—U(R,0)dO* — sin“(0) | ¥(R,0) + a“sin=(0) | 2 BRO) A(R,0) | |d® (G.44)
or equivalently, upon substituting A(R,©) and B(R, ©) from (G.41), we obtain
- F(R)H(R)+a%cos?(© . K(R)—F(R)H(R
GBL = \I/(R, @) |: ((I((R)(%»(32COSZ(@))2)dT2 + 2a San(G)Wdeé—
(G.45)

y — a2C052 =) .
— s ARE — 4% — [1+ a?sin? (@) 2 L r B e o (0) st(@)dqﬂ}

The above metric can be written in a Kerr-like form:

)dt2 _ P2 (r, ‘9)d 2, daf(r)sin(0) dtde — p2(r7 9)d92 _ E(r, Q)Si”2(9)d¢2]

20,0 [\ 200) AW T 60 (1, 0)
(G.46)
or
o Y(r, 0) [ Alr) ) s P(r0) 2 o sin*(f) 2 2
ds® = 200) L’Q(T? o) (dt — a sin”(0)dg)” — A dr® — p*(r,0)d6* — m(adt — (K(r) 4 a®)do) }
(G.47)
where we have use the notation (T, R,0,®) — (t,7,0,¢) and we have set:
p*(r,0) = K(r) + a*cos?(0) (G.48)
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fr)= 5 (G.49)
A(r) = F(r)H(r) + a* (G.50)
N(r,0) = (K(r) + a*)? — a®*A(r)sin*(0) (G.51)

Let us summarize the results. Metrics (G.45), (G.46) and (G.47) are not fully determined, since the
function ¥(r, ) remains unknown. However, the ansatz (G.45), of a rotating system with seed metric
(G.2), is not the most general possible, since there are still some steps, of the modified Newman-Janis
algorithm [46], fixed without a consistent way. Nevertheless, we have not fixed yet the complexification of
% and r2. Hence, the arbitrariness of the aforementioned complexification leads to an arbitrary function
U(r,0), which may be determined, if we suppose that the metric must satisfy Einstein field equations.
Consequently, this is a more natural way to fix the complexification of % and r2, than the a priori fixing
according the regular Newman-Janis algorithm. It is very interesting that the form of the metric in
Boyer-Lindquist coordinates is general, i.e. it does not describe a particular model, since we have not
yet substituted the components of the seed metric. Hence, the modified Newman-Janis algorithm can
potentially be a useful tool in determining an ansatz of a rotating generalization of a metric.

Let us apply the modified Newman-Janis algorithm in the self-gravitating global monopole case, where
we have:

K(r)=1r? (G.52)

p*(r,0) = r? 4 a®cos*(0) (G.53)

2f(r) = 8mn*r? +2Mr (G.54)

A(r) = (1 — 8m*)r? — 2Mr + a? (G.55)
S(r,0) 5 5 8 Pri42Mr ,

m =T + a + W@ St (9) (G56)

Hence, the ansatz of the metric reads:

2 _ W (r,0) _ 8mnPr242Mr 2 r2+a’cos®(0) 2 2a sin’(0)(8wn>r?4+2Mr)
ds® = r2+a?cos?(0) 1 r2+a?cos?(0) dt (1—-8mn?)r2—2Mr+a? dr® + r2+a2cos?(0) dtdd)

L, (G.57)
—(r? + a%cos?(0))d6? — (7"2 + a? + Sp 2N 202 (9)>d¢2}

r2+a2cos2(0)

Note that inside the square parenthesis, for n2 = 0, the metric reduces to the Kerr metric. The comment-
paper [48] propose as a solution of the Einstein equation the function:

U(r,0) = r? 4 a®cos*(0) (G.58)

Also, in the same paper, it is pointed out that this solution must be checked through the Einstein equations.
This is a reasonable solution, since the proportional factor of the square parenthesis equals to 1, hence
for n2 = 0 we obtain the Kerr metric. Note that, for 7 > & > Planck-length, the r component of the
Einstein equation reads:

Gry=0=

)

—6a%yW(r,y) K’ (r) + 3(a®y® + K (1) WO (r, ) 0O (r,y) — 2(a®y® + K (r)?U(r,y) 0D (r,y) = 0
(G.59)
where we considered (5.12) with f(r) = 1, y = cos(0), K'(r) = 45 and ¥3V(r,y) = jj;;. Note that
the above equation, for K (r) = r2, is satisfied by ¥(r,y) = 72 + a?y?. However, the remaining non-trivial
Einstein equations do not satisfied by ¥(r,y) = 72 + a?y?, neither in the far-r approximation nor in the
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slowly rotating approximation. For convenience, we present the t¢ component of the Einstein equations
in the aforementioned approximations:

8mn?
r2

asin?*(0) =0 (G.60)

Therefore, the solution (G.58) fails to satisfy the Einstein equations. However, we may try to solve the
Einstein equations in order to determine the function ¥(r,y). Note that our solution has some constraints:
for n?> = 0 our metric reduces to Kerr metric, hence we suppose ¥(r,y) = 72 + a?y? + n*f(r,y), also for
a = 0 the metric reduces to the non-rotating case, therefore we may have ¥ (r,y) = 72 + a?y* +n%a?b(r, y).
Additionally, since the metric must not divergence at r — oo, the function b(r,y) is up to first order with
respect to r. Nonetheless, the ¥(r,y) = 72 + a?y? + n?a?b(r,y) does not satisfy Einstein equations, even
for the O(n*) approximation.

Note that, the Kerr space-time asymptotically (r — oo and r > a) is similar to the flat Minkowski
space-time. It is reasonable to consider that the metric of the rotating self-gravitating global monopole
may asymptotically be similar to the Minkowski space-time with deficit angle:
dr?

1 — 8mn?

Considering ¥(r,y) ~ r? for 7 — 0o, r > a, the ansatz (G.57) reads:

ds* = (1 — 8mn?)dt* — —r2(d6* + sin*(0)do?) (G.61)

dr?
1—8mn?
Note that the off-diagonal component is non-zero. If we demand that, in this limit, the metric reads

(G.61), we need to modify the procedure [46] with a consistent way. As we mentioned before, the function
K(r) given in (G.42) is not the most general. Hence, if we consider that K(r) reads

ds* = (1 — 8mn?)dt* — —1r%(d0? + sin*(0)d¢?) + 2a sin®(0) 8mn*dtde (G.62)

F(r)

K(r)= <)

H(r) — 8mn*H(r) (G.63)

the ansatz (G.45) remains unchanged. Upon substituting the known functions into (G.45), we obtain
a sin?(0)2Mr
b2r2+a2cos?(0)’
n? =0 = b = 1, we obtain Kerr solution. However, the corresponding metric is not valid, since it is
not reduced to the non-rotating metric when a = 0. Consequently, the Newman-Janis algorithm [43], the
procedure [46] and some simple modifications of [46] do not apply to the global self-gravitating monopole
model.

the off-diagonal component: g:4 = hence for r — oo we have g;4 = 0. Additionally, for
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