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Evyaprotieg

Kotd ™ didpkeie 6lov avtod T0L eVOlpEPOVTOG epeuvnTikoy Taldov Bo Mbeia mpwtictwg vo
evyopoTHo® TV emPAénovia kadnynt pov Zotplo Kapéhia, o omoiog pov £dmoe v gvkapia va
eKTOVIIom TNV apovoa Adaktopikn Awatpifn, Kabmg Kot v dumhopatikn pov dtatppn. H onbeid tov
vp&e TOAD onuavTiKy Ko’ OAN TN dtdpKELn TNG EPELVNTIKNG Hov Ttopeiog. Emmpocbeta, o nbeda va
evyopotiom Bepud tovg epevvntég and to EBvikd Kévrpo ‘Epevvag kot Teyvoroykng Avantoéng yio tnv
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KO ENXOYYEALOATIKNG HOV ROV oKEWYTS. Duoikd, TohD kopuPikn Kot ovclactiky vanpée 1 fondela and tov
emPrénovto pov emi pio dekaetio Ap. Apioteion NikoAldmovdo o omoiog pe fonnoe o kabe GTad10 TNG
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TPOTACE®MY, EVIOYDOVTOG LOV TNV EMAYYEAUOTIKY] HOL ovtomemoifnon. XvvakoiovBwg, Ba 1Bela va
avapepbm oty moAvTun PonBeta Tov pidov Kot cuvadéipov Kwot Ateoviov o omoiog e Exetl fondroet
o€ OA TO, YpOVie TNG mopeiag oe MNOKO, cuvadeAPKd kol epevvnTikd emimedo. Télog, Ba NMOla va
gvyopotTiom Bepud ta Aowmd péAn g 7pedovg emtponng (Kabnynt) Eppovounh Kokapd, Kabnynt
Kvpidxo Tavvakoyrov, Kabnyner Joergen Karl kot Avominpoty Kabnynt Alejandro Datas) mov
d€xTnKav va a&loAoynoovy T S180KTOPIKN Lov STpiPn.

Agv pmopd va Eexbom omd TG guyaploTieg GLVASEAPOVS KOl iAoV amd TNV ouddo VTOAOYIGTIKNG
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ouvadelpo Ap. HiMa Makyapwvd, tov Ap. Aloviclo Xtepaviton, tov Ap. Ztavpo OmotnpOTOLAO, TOV
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Kovywovptln, v Bactukn T'epevi, tov Baciin AnocstoddmovAo, v Ayyehun Zoydvn, v Xpiotiva
Aovkd, Tov Ap. Xpnoto Xpiotodoviov, tnv Ap. Eonyidvva Kovteobura, tov Anuntpn Kovprobuna, mv
lodvva Kapaickov, tov Mavoin Kapaprivn kot 1oug Aourodg GuvadEApovg.

Emmpocbitmg, 0o nlera va evyapiotiom v opdde omd to UPM yia tnv Suvatdtnto mov pov £dmacay va
ocuvveylow TNV épevva LoV 6Ta LVAIKG aAloyng @dong, v opdado tov TUDA yio v moAvET TOLG
oLVEPYNGTia, TO TEPAULATO TOV OTOIMV NTOV KOUPIKE Yol VoL EMTEAECH TNV ETKVPOGCT] TOV LOVIEA®V TOV
PEVGTOTOMUEVAOY KAVAV, TNV opdda Tov FAU o ™ cvvepyacia oto miaicto Tov ANICA, kabag kot tovg
oLvadEAPovg amtd v Shi-FW o1 omoiot popdotniay ) Blopnyovikn Toug yvdon 6To TAaiclo Tov épyov
FlexFlores, n onoia ypnoipomombnke 6to TAAic10 TG TapoVoag S180KTOPIKAG dtaTpifnic.

Téhog, Ba Hfeha va gvuyaplothom Oepud tovg @ilovg pov Mapiavva, Avva, Aquntpo, Bipiav, Ayyelo,
[Mévo, Zopia, Okya kot EAEvr, kabmg kot v peyodvtepn adepen pov Mapidvva yio Tnv vTtootipi&n Toug
0€ TTPOCMTIKO, LAIKO KOl 000100 TIKO £ntinedo. [Tio onpovtikd Oa ffekha va evyopleTHom KoL Vo ovayvompicn
TNV TOAVETY] GLVEIGPOPE TG UNTEPAG OV AVvag o€ OAa Ta oTAd1e TG LNG LoV amd TNV €160 Y®YN LoV
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Summary

The scope of the present Doctoral Thesis is to model and optimize novel energy storage systems operating
at high and ultra-high temperatures (>800-900 °C) based on either (1) phase change materials (PCMs), or
(2) granular materials. The latter can be part of sensible heat storage fluidized bed systems or
thermochemical energy storage systems, such as the carbonate looping cycle. All three types of systems
(latent heat, sensible and thermochemical) can be used in applications of various scales (from experimental
facilities to industrial scale units) as stand-alone technological options or in conjunction with other
conventional power generation units. In addition, they are aimed at temperatures above 500-600 °C, without
excluding their operation at medium or low temperatures. However, the use of such systems on a large scale
requires in-depth knowledge of various heat transfer mechanisms and various complex fluid flow
phenomena taking place during their operation. The use of computational fluid dynamics (CFD) tools can
help to understand such mechanisms, as well as to optimize such systems, in terms of their operating
conditions, but also of their design. In the framework of this Thesis, the development of several CFD based
tools has been achieved by utilizing a commercial simulation platform (ANSYS Fluent™) and where it has
been deemed necessary, in-house codes in C and FORTRAN programming language have been used, in
order to improve the accuracy of the developed models. Validation of the numerical models has been done
using experimental results, which have been retrieved either from the literature, or from cooperating
universities carrying out the experimental campaigns of the studied systems in the context of the research
projects, during which the doctoral thesis has been prepared. Verification of the CFD models against
theoretical models has been also done in cases where there has been lack of experimental data. Seven
chapters showcase the specific research effort that has been put during the PhD Thesis.

More specifically, in the First Chapter the general framework is set for the necessity of full decarbonization
and clean energy transition by 2050, which increases the need of using renewable energy sources, advanced
energy storage systems, as well as carbon capture systems. Reference is made to the energy storage
technologies that are widely being used currently and, then, the innovative systems examined in this
doctoral thesis are mentioned. These refer to a) a latent heat thermal energy storage system that contains
silicon as a phase change material and operates at ultra-high temperatures (~1410 °C), b) the calcium
looping cycle, which operates at high temperatures (~650-900 °C) and can be used for energy storage in the
form of chemical reaction and simultaneous capture of carbon dioxide and c) a sensible heat storage system
based on gas-solid fluidized bed (~500-600 °C) and can operate either for energy storage or as a heat
exchanger in power plants.

The Second Chapter presents in detail the numerical methods and equations used in this PhD Thesis to
model the under-studied innovative technologies. More specifically, in the case of PCMs, the heat transfer
mechanisms through conduction and convection, the development of dendritic formations during the PCM
solidification and their effect on system performance, as well as the PCM volume change during their phase
change are taken into account. The enthalpy porosity approach combined with the Volume of fluid (VOF)
method are used to simulate systems based on phase change materials. A critical parameter for the
optimization of these systems is the heat losses from the crucible sidewalls, which increase inversely to
their volume, while they also depend to a large extent on the shape of the storage container of the phase
change material. In the case of fluidized bed units, two main approaches can be applied to simulate the
multiphase flow (granular solid and gas), i.e. the Euler-Euler (Two fluid model - TFM), or the Euler-
Lagrange (Dense discrete phase model - DDPM). In this doctoral thesis, the state-of-the-art Euler-Euler
TFM method is used. Accurate modeling of the interaction between solid particles and fluid phase relies
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heavily on the model used for the drag force, i.e. the force exerted on the solid particles by the gas phase.
For this reason, an innovative drag model is applied which approximates the flow heterogeneity (e.g.
particles clusters) at various scales. This model is called EMMS (Energy Minimization Multi-Scale
Analysis) and tends to outperform conventional homogeneous drag models (such as that of Gidaspow). A
new version of this model, with the new cluster correlation that takes into account the reactor diameter, has
been validated for different reactors in the framework of this Thesis.

Chapter Three focuses on the latent heat energy storage system study and optimization. More specifically,
a transient CFD model has been developed based on the principles mentioned in the Second Chapter for
modeling the three-phase flow inside a container that contains a PCM that changes phase from solid to
liquid and vice versa and an inert gas that is inside the same container over the material. Two types of PCMs
are tested (i) paraffin wax, which changes phase at low temperatures (~40 °C) and (ii) new generation
PCMs, such as boron/silicon alloys, which are characterized by a latent heat of the order of 2- 4 MJ-kg*
(an order of magnitude greater than that of standard molten salts widely used today). Due to the high melting
point of such materials (for example pure silicon melts at about 1400 °C), there are many technical problems
in the system itself that need to be studied. A major problem is the high heat losses from the vessel sidewalls.
The type of insulation (materials, thickness of materials), as well as the shape and volume of the container
itself can play a high role in the amount of lateral losses. Other parameters investigated in such a storage
system are its charging-discharging rate, as well as the storage time (the time before it loses all of its stored
energy in the form of latent heat). Regarding the shapes, great emphasis has been placed on the optimization
of the shape of the truncated cone, as it presents great flexibility in design in relation to, for example, the
spherical shape. Finally, a parametric analysis has been made regarding the effect of the material properties
(thermal conductivity, specific heat capacity, etc.) on the charging-discharging rate of the system.

Regarding the multi-phase flow simulations inside fluidized bed systems, several units have been modeled,
which can be used in the calcium looping cycle (Chapter Four) or for energy storage in the form of sensible
heat and in novel heat exchangers (Chapter Five). Modeling the multiphase flow using the developed
EMMS model increases the accuracy of the results in terms of the overall pressure drop predictions, solids
recirculation flux and predicted flow patterns. Finally, other elements investigated are the effect of radiative
heat transfer (this particular phenomenon is worth studying in cases of (i) dilute flow fluidized beds, where
the effect of radiative heat transfer can be significant in (ii) types of fluidized beds that store energy from
the sun etc.). In the last case (i.e. solar particle receiver) the effect of radiation is very important, as the
suspended particles absorb energy from the walls of the unit which are either permeable to solar radiation
(direct energy absorption) or impermeable (indirect energy absorption). An important added value to the
scientific community is that the developed models have been validated against experimental results from
pilot units (300 kWun-1 MW4,) which can provide a more realistic view of large-scale flow phenomena.
More specifically the modeling carried out in Chapter Four includes, (a) Construction and validation of the
EMMS model in a 1 MW, circulating fluidized bed carbonator, (b) Modeling of the carbonator reactor at
two scales (1 MW and 20 MW4) and optimizing its design through the study of various scenarios (c)
Modeling of a fluidized bed system that acts as calciner and receives heat either through the in-situ
combustion of solid fuel (oxy-fired CaL) or through indirect heat transfer (Indirectly heated calcium
looping). Chapter Five focuses on modeling a bubbling fluidized bed system that acts as a storage
vessel/heat exchanger (2-phase flow) — In this unit, there is a series of tube buddles, in which steam flows
and draws heat from the fluidized bed. Appropriate user defined functions (UDF — User Defined Functions)
have been used to implicitly model the steam flow inside the pipelines. Added to this, a theoretical model
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has been used to carry out extra parametric studies on the effect of several parameters (e.g. fluidizing agent
type) on the overall heat transfer process inside the sensible heat storage system.

Finally, the Sixth Chapter sets a general framework for the application of the three main technologies
studied (energy storage in solid granular particles in the form of sensible heat (a) and chemical reaction (b),
as well as energy storage in the form of latent heat with change materials phase (c)). More specifically, a
theoretical comparison is set by comparing the different types of heating and storing methods studied in
this Thesis in terms of charging rates and charging time.

Finally, general conclusions from the individual chapters are summarized in the Seventh Chapter, whereas
various themes are proposed for future development of the models based on the experience gained through
this doctoral thesis.
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Xovoyn

O oxomdg Mg mapodcas OBAKTOPIKNG JTpPig eivar 1 HOVIEAOTOINGY] KOWVOTOU®MY GLUGTNUATOV
amofnkevong evépyelag facilopeva, (1) og vAIKA aAlayng eaong vynAng AavBdvovcag Beppotntog (latent
heat thermal energy storage systems), 1| (2) o€ cuoTAHATA KOKKDOIOVS PO (LOVASES PEVGTOTOMUEVS
KAivng - fluidized beds). Ta televtaio Pacilovion eite otnv omobnikevon evépyslog Vo TN HOPEN
AavBdvovcac Beppotnrog, eite o KOKAOLG  QOPTIONG-EKPOPTIONG HECH YNIUKNG  OvTidpaomg,
YPNOWOTOIDOVTOAG Yoo Topddetypo €vav kKOkAo evdoBepung-eEmBepung avtidpaons, Ommc o KOLKAOG
déouevong d1o&edion Tov dvBpoka acPectomoinong-evavOpdkwong (calcium-looping cycle). Appotepa
GULGTILLOTO. LITOPOVV VAL ¥PNGLOTOINO0VV GE SIAPOPES EPAPLOYES OLOPOPMOV KMUAK®OV (0Td TEPOUATIKEG
EYKOTOOTAGELG, LEYPL LOVADEG TOPAYMYNGS NAEKTPIGHOD) Kol LITOpPOvV Vo, xpnoiponomfolv gite avtdovopua,
gite oe ovlevén pe dAleg ovuPotikég povadeg mapaymyng evépyewog. Emmpdcbeto ov Oepuoxpacieg
Aertovpyiog Toug oToyevOVY € Beppokpacies dvm Twv 500-600 °C, ympic va amorieietal 1) Asitovpyio Tovg
KoL 6€ PEGAIEG 1 YaUNAES Oeppokpacies. 26TOC0 1) ¥PNCT TETOL®Y GLGTIUATOV GE EVPEL KAIpoKa omortel
€15 Pabog yvdon Saeopmv UNYOVICUOV GLVOAAOYNG BepUOTNTOC Kol SOPOP®V TEPITAOK®Y POIKAOV
eawvopévav. H ypion tov epyoleinv vroloyiotiknig pevotoduvoptkng (Computational fluid dynamics -
CFD tools) pmopel va fondnoel oty Katavonorn tétoimy unyovicuov, kabmng kot ot Bertiotonoinon
TETOU®V CLOTNUAT®V, 6coV aPopd TG cuvinkeg Aettovpyiag Tovg, aAAd Kot Tov oyedopud tove. H
avamtoén tétolwv epyareinv éyve oe gpmopiky mlatedpuo tposopoioong (ANSYS Fluent™) ko démov
kpinke amapaitno ypnoorombnkay dépopot kddikeg o YAdooa tpoypappoticpod C kart FORTRAN,
MGTE VO EUTAOVTIOTOVV Kot va Bedtimbovy amd dmoyn akpifetog ta avarntoypéva poviéda. Empefaionon
TOV OpOUNTIKOV LOVTEA®V £YIVE LLE TN YPNOT TEPAUUTIKOV ATOTELEGUATOV, TO, 0TTol0, avakTOnKay gite
ano6 ) Pproypaeia, gite amd cuvepyaldpeva TOVETIGTAIO/POPELS OTO TAOIGLO TOV EPEVVNTIKAOV £PY®V,
KaTé TNV S1apKELN TOV 0Tol®V ekmoviOnke 1 d1daxtopiky dwotpipn. H didaxtopikn dwapipr yopiletar o
EMTA ML LEPOVS KEPAALN TO OTTOL0L TAPOVSLALOVY TNV GUYKEKPLUEVT] EPEVVITIKY] TPOCTADELX.

[T ovykexpéva, oto Ilpdto Kepdhoto tifetor 1o yevikd mAQiclo Yo TNV ovOyKOOTNTO TANPOVG
amoAryvitonoinong uéypt o 2050 1 omoia aw&Avel TNV avaykn XpNoNG AVOVEDCIU®V TIYDV EVEPYELNG,
TPONYUEVOV GLUGTNUATOV OomoBnKevong evépyelng, KaBMG Kol cLUGTNUAT®V OEGHELONS 01051010V TOV
avOpaka. [vetor avaeopd oTig TevorloYieg omobnKevong EVEPYELNG O OTTOIEC YPNCULOTOIOVVTAL EVPEMG
ONUEPO KOl €V CULVEXEID OVOQEPOVTOL TO KOWOTOUO GLOGTNUOTO TOL €EETAGTNKOV GTNV TOPOLGO
OdaKkTopiKn| StoTpifn. Avtd avaépovtal 6 CLGTHHOTA amodnKeLONG BEpLUKNG EVEPYELOG LE TN YPTION O)
€VOC KOIVOTOUOV GUGTNUATOG omobnkevong evépyelag vtd ™ pHopen Aavldvovsog Bepprotntag to omoio
EUTEPLEYEL TVPITIO GOV VAIKO oAhayg pdong kat Asttovpyel oe moAd vymAég Beppokpacieg (~1410 °C), B)
TOV KOKAOL aoPeotomoinong-evavipdkwong o omoiog Aettovpyei oe vyNMAéc Beppokpacisg (~650-900 °C)
Kot pumopel va ypnoiponom el yio amobnkevon evépyeLag Lo T LOPOT ¥NHIKAG OVTIOPOOT|G KO TAPUAANAT
déouevon d1o&etdiov Tov dvBpaka kat y) evog cuotipatog amobnikevong oiodntg Bepudtrag (~500-600
°C) 1o omoio Paciletar ot pon KOKKOIOLS PONG VIO TNV LOPPT| PLOOAId®Y Kot UTopEel Vo, Aettovpyel gite
Yo amofnKevon evEPYELNG OALA KOl O EVAALAKTNG BeppuoTnTOC.

To Aedtepo Kepdioto, mapovoldlel avorvtikd Tic apOuntikég uebddovg kot T1g €€16MGEC OV
YPNOUYLOTOLOVVTUL GTNV TOPOVGO SOUKTOPIKY SLOTPIPN Yo va LOVTELOTTOINOO0VY 01 KOVOTOUES TEYVOAOYIEG
nov e&etdlovrat. 1o ovykexpipéva, ot Tepinton TV VAIKGV aAloyng edong (phase change materials -
PCMs) Aappdvoviar vadyn ot unyovicpol HEToeopdc Oeppdmmrog HEC® Oy®yNG Kol GUVOY®YNG, T
AVATTLEN SEVIPITIKMY LOPO®V KOUTA TNV GTEPEOTOINGN TOVS, KOOMG Kot 1) aALayn TOL GYKOV TOVG KATA TNV
aAlayn edong avtmv. To povtéro enthalpy porosity approach og cuvdvacuod pe ™ nébodo Volume of fluid
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(VOF) ypnowomotovvtol yio TNV TPocoUoimon cvuotnudtov tov Pacifovior oe VAKE aAloyng AacnG.
Kpioyn mapdpetpog yio v PeATIOTONOMGOT TOV GLYKEKPIUEVOV GLOTNUATOV E€ivol Ol OTMAEIEG
BepuodTNTOg OO TO TOYMUATA TOVG, Ol OTOlES AVEAVOVTOL OVTIGTPOP®MS AVAAOYX LLE TOV OYKO TOVG, EVD
eCaptovtal og peydro Pabuo kot and to oynuo Tov Exel 10 doyelo AmoBNKELONG TOL VAIKOV GAAAYNG
QAoNG. XNV TEPIMTOON TOV HOVAS®OV PEVCTOTONUEVNG KAIVNG e@apudlovtal €101KE HOVTELD 7OV
TPOGOUOIDVOLV TNV TOAVPUGIKY por (KOKKMOEG 6TEPED Kot a.€P10), eite katd Euler-Euler (Two fluid model
— TFM), eite katd Euler-Lagrange (Dense discrete phase model - DDPM). Ztnv mopodca S180KTOPIKY|
dwtppr; ypnowonoteiton M uébodog xatd Euler-Euler TFM. H oxpifig povtelomoinon 1tng
aAnienidopaong peta&d otepedv copatdiov Kot pevotod Paciletat oe peydro Pabud oto povtédo mov
YPNOOTOLEITAL Yia TNV 0TIGOEAKOVCH dVUVAUT, dNAADT TNV SVUVALTN TOV OCKEITOL GTO GTEPER COUATIOW
Katé TNV pon| Toug péca 6To pevoto. ' 1o Adyo avtd e@appoletor Eva KovoTOHo LOVTEAD OTIGHEAKOLGOG
10 omoio mpooeyyilel ™ pon vad didpopeg KAipakeg. To poviého avtd ovoudletor EMMS (Energy
Minimization Multi-Scale Analysis) kot Teivel vo vreploydoel £vavil TV oVUPBATIKOV UOVIEA®V
omceBérlkovoag (0mmg avtd tov Gidaspow).

To Tpito Kepdrato emtkevip@dveTol 6To cOGTNHO 0tobnKevong evépyelag LEsm Aavidavovoag Oepudtntog.
[T ovykekpipéva avartHcoeTol £va LOVTEAD LE TIS apyég oL avapépovial oto Agdtepo Kepdiato yio
TNV LOVTEAOTOINGT] TNG TPLPACIKNG poNg HEGa og Eva doyelo To omoio eumeptéyetl Eva VAKO Tov aAAGLEL
@aomn amd oteped G VYPO KOl AVTIGTPOPA KoL EVO 0OPOVEG 0EPLO TO OTTOI0 EUTEPIEXETAL LECO, GTO 1010
doyeio Tavm amd 10 vAKS. EEetdlovtal dvo tHmol VAKOV aAiayns edoemv (o) kepl mapapivig to onoio
oAralel odom oe yauniéc Bepuoxpacieg (~40 °C) kot (B) vAkd aAloyng edong véag yevidg, Omwe To
kpapato Popiov/mupitiov o omoio yopaxtnpifovior and AavBdvovsa Beppotnta g T1aEems TV 2-4
MJ-kg? (uia TaEn peyédoug peyoddtepn avTig TV TUTKOV GTNAGY GANTOC TOV YPNGLLOTOIOVVTAL EVPENS
onuepa). Adym tov vyYNnAoL onpeiov TEews Tétolwy VAK®OV (Tapadelypartog xdptv 1o kabapd mopitio
Movel tepinov otovg 1400 °C) vrdpyovv moALE TeXVIKA TPoPANpaTH 6TO 1010 TO GVGTNHA TOV TPETEL VOl
peAetnovv. ‘Eva onpoavticd Tpofinuo sivat ot peydieg Oepuicés andAeleg amd To TOMUUTA TOL d0YEIOV.
O tdmog pdéveong (VAKE, TaYog VAIKGOV), KaBMS Kot To 1310 T0 oYL Kot 0 0YKog Tov doyelov Hmopovv va
nai&ovv poAo 610 UEYEDOG TV OTOAEIOV. AAAEC TUPAUETPOL TOV dlEPELVIONKAY GE Ve, TETOL0 GUGTNUO
amofnkevong eivol o puOROS POPTIONG-EKPOPTIOTG TOV, KABMG Kat 0 xpovog amobrkevong (o ypdvog Tpv
xboel OAN v amofnkevpuévn evépyela vro T popen Aavldavovsoag Beppdtrac). Ocov apopd Ta GynroTo
UeYOAN éupoot d00nke oV PEATIGTONOINGCT TOL GYNUATOS TOV KOAOLPOL KMVOL, KaOMS Tapovcidalet
peydAn gveMéio 6Tov oYedIAcUO GE OYEOT TAPAdEIYLOTOG XApV e TO SPapko oynua. Téhog, Eyve pia
TOPUUETPIKT] OVIAVGN OGOV APOPE TNV ETIOPACT TV 1O10THTM®V TOV VAIKOV (Ogpkn] ay@yudTnTa, E101KN
BepLoy@pNTIKOTNTO KAT.) GTOV pLOUO POPTIONG EKPOPTIONG TOV GUGTHLATOG.

Ocov apopd 6TIC peLoTOTOMUEVES KUKAOPOPLES avarukAlopopiag, £yve LOVTELOTOINOT HOVAd®Y 01 0TtolEg
umopohv va ypnoiporonfovy ce Evav kKokho acPeotonoinong evavipiakmong (Tétapto Kepdiaio) N yio
arofnkevon evépyelag vd T pope1] actntg Beppomrog (Iéunto Kepdiaio). H poviehomoinon tng
TOAVQUGIKNG PONG WE TN YXPNON TOL avamTLYHEVOL povtéAov EMMS avédver v axpifeio tov
arotelecudrov. Télog, dGAlo otoyegio mwov diepevvniniay givorl 1 enidpaocT TG HETOPOPAg Oepudtnrag
péow axtwvoPoriog (to ovykekpyévo oawvopevo ypnlelt adiog va peietnfel oe mepurtodoelg (o)
PEVGTOTOMUEVAOY KAVAV apainig pONG OTTOL 1) EMIOPACT] LETAPOPAS OepOTNTOC UEGH aKTVOPoAiag pmopel
va givat onpovtikn o€ (B) THmovg peLGTOTOMUEVEY KAIVAOV TOV 0mofnkevovy evépyeta amd Tov A0 KAT.).
Ymv televtaia mepintmon M enidpact G aktvoPoAriog givol TOAD onuavTiKy, KoOMS To caimpodueva
OOUOTIOW amopPOPOVY EVEPYELN OO TOVE TOTYOVE TNG LOVASOG Ol 07T0101 Eivarl €iTE S1UTEPUTOL GTIV NALOKTY
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axtivofoAio (Gueom amoppdenon evépyelag) eite adamépactol (EUUECT OmMOPPOPNOT EVEPYEWG).
Inuovtikn Tpootifépuevn adio oTNV EMOTNUOVIKY KOWOTNTO €ival OTL TO OVOTTUYUEVO LOVTELD €YOLV
eMKLPOEl EVavTl TEWPAUATIKAOV OTOTEAEGUATOV oo TAOTIKES povades (300 kWn-1 MWiy) ot omoieg
propohv vo TPOGOEPOLV Ui MO PENAMOTIKY] EKOVA TOV POIKAOV QUIVOREVODV og peyoin kiipaka. o
CULYKEKPIUEVE, Ol HOVTEAOTOGES Tov Olevepyndnkav oto Tétapto Kepdiowo mepirapfdavouv, (o)
Koaraokevn kot emkpwon tov poviéhov EMMS cg chotnpa pevstonompévng kiivng avakvkiogopiog 1
MWth, 10 omoio AouPdver veoyn ) ddpetpo ToL aviwpactipo (B) Movtelomoinon GLGTIHLOTOC
pevaTomomMuUEVT G KAIvNGg o€ 000 KAipakeg (1 MW kot 20 MWi) 10 omoio Aettovpyel og evavadpakmTng
Kot Pektioromoinomn tov oyxedlacpod Tov pEc®m NG PeAETNg dpopmv cevapiov (y) Movtelomoinon
GULOTHLOTOG PEVGTOTONUEVNC KAIVTG TO 0Ttol0 Aettovpyel mg aoPectomointig kol AapuPavel Oeppdtma eite
LEG® TNG £YYEVOLG KANGEMS 6TEPEOD Kawaipov (oxy-fired Cal) gite péow éppeonc npdsdoong Beppotrag
(Indirectly heated calcium looping). To [Téunto Kepdroto entkevipdbnke otn HOVTELOTOINGT GUGTAUATOG
PEVGTOTOMUEVTG KAIVING HE QUGOAIdEG TO omoio Aegtovpyel ¢ doyeio amobKeELONG/EVAALAKTNG
Bepuontog (20aoikn por) — XT1 CLYKEKPEVT] Hovada vILapyel pio oelpd amd COANVAGCELS HEGA OTIS
omoieg péel aTHOG 0 omoiog Tpafdet BeppotnTo amd TN pevoTomomUEVT KAlv. ['la T pon Tov atuov péca
0TI COANVAOGELS XPNOLULOTOmONKaV KATIAANAES cLVAPTHGELS dlapopPouéves and to ypriotn (UDF — User
Defined Functions).

Téhog 1o 'Exto KepdAaio, 0étel éva yevikd mAaiclo epoppoyns Tov TPV PUcIK®V TEYVOAOYLDV TOV
peAethOniay (amodrjkevon evépyelag o oTEPEd KOKKMDON cUaTidt vwd ) popen aictntng Beppotnrog
() ko ynukng avtidpaong (B), kabmg kot amodnkevon evépyelag Vo T popen AavBdvovoag Bepudtrog
o€ VA oArhaync edaong (v)). [To cvykekpipéva, yivetor pio OempnTik] GOYKPLION Yo TOVG SIUPOPETIKOVG
TOmovg pebddwv Bépuavong kol amoBNKevoNg EVEPYELNG TOV UEAETHONKOY GTIV TOPOVGA S1O0KTOPIKY|
dTpiPn 660V apopd Tovg PLOUOVG POPTIONG KAl TO YPOVO POPTIOTG TOVC.

Téhog, oto 'Efdopo Kepdhato cvvoyilovtar yevikd coumepdopota omd to i UEPOVS KEPAAOLD, EVMD
napdAinio mpoteivoviar ddpopeg Oepatikég Yo peAlovtikny avamtvén tov poviélov ue Pdon v
eumelpio oL ATOKTHONKE HECH TNG TAPOVCAG SLOUKTOPIKNG SLOTPLPNG.
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field of expertise is the modeling of laminar, turbulent, single- or multi-phase flows with heat transfer,
phase change and/or chemical reaction.

My diploma thesis in National Technical University of Athens (NTUA) was undertaken in collaboration
with CERTH (Centre for Research & Technology Hellas) and was focused on the gas-solid drag coefficients
model investigation, which is necessary to be defined for the accurate simulation of a FB reactor.

In 2012, | started working as a research associate in the Centre for Research and Technology Hellas. More
especially, | was involved in a FET-OPEN action H20H20 funded project for the proof-of-concept of a
novel solid-state device with a silicon-based latent heat thermal energy storage (LHTES) system
(AMADEUS Project).

Apart from this novel LHTES concept, | was also involved in several projects dealing with CO- capture
calcium looping process (FP7 SCARLET and ACT2-ANICA Projects) and with fluidized bed type of heat
exchangers (RFCS FLEXLFORES). Most of my research work on these projects was used for the writing
of the 2" and 3" and 4™ and 5" chapters of this PhD Thesis.

The scalability of the aforementioned concepts has been also addressed, whereas results of this model have
been used to feed reduced order models (e.g. process models), which have been developed by my colleagues
in CERTH involved in the aforementioned projects.

In short, this Thesis consists of the investigation of advanced energy systems that come forward as novel
options for energy storage and GHG emissions minimization. At different stages of this work, results have
been published in journals and conferences. A book chapter has been also published summarizing numerical
methods of the LHTES systems. A list of publications, that are relevant with this thesis, is given below:
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Nomenclature

Symbol Explanation, units
ac acceleration of particles in dense phase, m-s?
as acceleration of particles in dilute phase, m-s?
Anush mushy zone parameter [-]
Ar pre-exponential factor in forward rate constant calculation, kg-m-s*
Ar Archimedes number, [-]
Arg Archimedes number for clusters, [-]
Bi Biot number, [-]
c adsorption constant, Pa%®
Co adsorption constant pre-exponential factor, Pa%®
Ccoz concentration of CO; in the flue gas, mol-m™
Ccozeq CO, equilibrium concentration, mol-m
Co effective drag coefficient, [-]
Coo standard drag coefficient, [-]
Cp specific heat capacity, J-kg?-K*
Ceen equivalent cell size, m
dei cluster diameter, m
De effective ash diffusivity, m?-s
Do2 Oxygen diffusivity, m?-s*
dp particle diameter, m
d, dimensionless particle diameter, [-]
Dx column diameter, m
Dy void size, m
€0 particle porosity, [-]
Ea activation energy of adsorption constant c, kJ-mol*
Ec activation energy of chemical reaction rate constant, kJ-mol*
E: activation energy of CO/volatiles oxidation, J-kmol*
€ss restitution coefficient, [-]
Ev activation energy of devolatilization, kJ-kmol*
f dense phase volume fraction, m?® dense phase-m= cell
f1 dimensionless factor in reaction rate of char combustion, [-]
fi factor that takes into account clusters permeability
Femms gas-solid drag force calculated with sub-grid EMMS scheme, N
Fwenvu gas-solid drag force calculated with Wen & Yu model, N
Fc drag force in the dense phase, N
F+ drag force in the dilute phase, N
Fi drag force in the inter-phase, N
Fo Fourier number [-]
incident radiation, W m™
g gravitational acceleration, m-s

Jdo radial distribution function, [-]




Gr Grashof number [-]

AH heat of reaction, J-kg™*

h specific enthalpy, J-kg*

Hq heterogeneity index, [-]

| unit tensor, [-]

(PSS second invariant of the deviatoric stress tensor, 1's?

Ko pre-exponential factor of chemical reaction rate constant, kmol-m?-s*

Ka ash layer resistance, s'm™

ke chemical reaction rate constant, kmol-m2-s*

ks film resistance, s'm™

Ks r forward rate constant in a homogeneous chemical reaction r, kmol-m=phase-s™

Kq Thermal conductivity of phase g, W-K*-m™

Kr surface reaction resistance, s'm*

ks rate constant for surface carbonation, m*-mol?-s?

Kt turbulent kinetic energy, m?-s

Ky devolatilization rate pre-exponential factor, s

L latent heat of fusion, J-kg?

m mass, kg

MW molecular weight, kg specie-kmol™ specie

n stoichiometric coefficient

Nca number of moles of Ca, kmol

Nt energy interchanged between flow phases, W-kg?

Nu Nusselt number, [-]

Pco2 CO;, partial pressure, Pa

Peq equilibrium CO; partial pressure, Pa

Pg gas pressure, Pa

Po2 O, partial pressure, Pa

Pr Prandtl number of the fluid [-]

Ps granular pressure, Pa

Q heat stored in a storage medium, J

R universal gas constant, J-kmol*-K?

Ra Rayleigh number [-]

Fep ratio of core diameter to particle diameter, [-]

Re Reynolds number, [-]

Roz O;individual gas constant, J-kg®-K*

, mass transfer rate per unit volume from one phase q to another, due to a phase change
o or a chemical reaction, kg'm3-s!

RRcalc calcination rate, kmol-m3-s*

RRcarb carbonation rate, kmol-m=3-s*

RRcrp numerically calculated value of reaction rate, kmol-s*

RRcomb char combustion reaction rate, kg-m=-s

RRdev devolatilization rate, kmol Vol-m?3-s*

R Revap

moisture evaporation rate, kmol H,O-m?3-s




RRuomogeneous ~ F€action rate for homogeneous conditions, kmol's™
RRuol(g) kinetic rate of volatiles oxidation, kmol-m3gas-s*
Rin thermal resistance, m>K-W

So initial surface area, m*>m

Sc Schmidt number, [-]

Se specific surface area, m?>-m

Sh Sherwood number, [-]

S Source term in momentum equation

Ste Stephan number, [-]

T temperature, K

Tcalc operating temperature of calciner tor reactor, K
Tcarb operating temperature of carbonator reactor, K

t time, s

taver time needed for averaging, s

Ug actual velocity of q"" phase, m's™

Uqg interphase velocity between two phases g, m-s*

Uc superficial gas velocity in the dense phase, m's™

Us superficial gas velocity in the dilute phase, m's™
Ut minimum fluidization velocity, m's*

Us superficial solids velocity, m's™

Usc superficial slip velocity in dense phase, m's™

Ust superficial slip velocity in dilute phase, m's™

Usi superficial slip velocity in inter-phase phase, m's*
Usr slug velocity, m's

Ut terminal velocity of a single particle, m's*

u; dimensionless terminal velocity of a single particle, [-]
Vir stoichiometric coefficient for reactant i in reaction r
Vi stoichiometric coefficient for product j in reaction r
\Y volume, m?

ygpecie mass fraction of a specie of the it phase, kg specie-kg i phase
Y ash ash mass fraction, kg ash-kg™ gas

Ygs h Initial value of ash mass fraction, kg ash-kg* gas
Yc carbon mass fraction, kg C kg™ gas

Y2 initial value of carbon mass fraction, kg C-kg* gas
Yco2 CO, mass fraction, kg CO2-kg™ gas

Xco2 CO2 mole fraction, mol CO,/mol gas

Xcarb actual carbonation conversion, mol CaCOs-mol™* Ca

Greek letters

a

volume fraction, [-] (Used in VOF method)

B

liquid fraction, [-]

ﬂqq

momentum exchange coefficient between two phases, kg'm3-s?




P volumetric thermal expansion coefficient [-]

Yos collisional dissipation of energy, kg:m?*-s
& volume fraction of g™ phase, m® phase-mcell
Emf minimum fluidization voidage, [-]

Esfir friction limit, [-]

&5 max particles packing limit, [-]

& rate of turbulent kinetic energy dissipation, m?-s3
0 temperature, °C

Ocoz fraction of active sites occupied by CO», [-]
0 granular temperature, m?-s?

As granular bulk viscosity, Pa‘s

Hg gas viscosity, kg'm?-s?

Hs granular shear viscosity of a solid phase, Pa‘s
Hs col collisional viscosity, Pas

Hs fir frictional viscosity, Pa-s

Hs kin kinetic viscosity, Pa-s

Mg meso-scale viscosity of phase q, Pas

Pq density of phase g, kg-m=

Py meso-scale density of phase q, kg-m™

° scattering coefficient, m*

c: dense phase voidage standard deviation, [-]
T Stress tensor, Pa

specularity coefficient, [-]

Dy, hydrodynamic factor, [-]

Ot angle of internal friction, [-]

0s sphericity, [-]
Indices

Symbol Explanation, units

c dense phase (for EMMS model)

cell refers to computational cell

f dilute phase (for EMMS model)

fl film

g gas

i inter-phase (for EMMS model)

| liquid

max maximum

mf minimum fluidization

min minimum

p particle

P product

R reactant




S solid
w wall
0 ambient
Acronyms
Acronym Explanation
ANN Actificial Neural Network
BC Boundary condition
BFB Bubbling fluidized bed
CaL Calcium looping
CCuUs Carbon capture utilization and storage
CFB Circulating fluidized bed
CFD Computational fluid dynamics
CGSM Changing grain size model
COP26 UN Climate Change Conference
CPFD Computational particle fluid dynamics
CPU Central processing unit
CSP Concentrated solar power
DAS Dendrites arm spacing
DEM Discrete elements method
DFB Dual fluidized bed
DPM Discrete phase method
Ells Energy intensive industries
EMMS Energy minimization multi-scale scheme
FB Fluidized bed
FBHE Fluidized bed heat exchanger
FDM Finite difference method
FEM Finite element method
FSB Fumed silica board
FT Front tracking
FVM Finite volume method
GFM Graphite fiber
GHGs Greenhouse gases
GPU Graphics processing unit
HTC Heat transfer coefficient
HTF Heat transfer fluid
IHCaL Indirectly heated calcium looping
INTREX™ Integrated recycle heat exchanger
ITP Inverted truncated-pyramid
KPI Key performance indicator
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KTGF Kinetic theory of granular flows
MFM Multi-fluid model

MP-PIC Multi-phase particle in cell
NZE Net zero emissions

N-S Navier-Stokes

LHTES Latent heat thermal energy storage
P2H2P Power-to-heat-to-power

PCM Phase change material

PETE Photon-enhanced thermionic emission
PF Pulverized fuel

PSD Particles size distribution

RBF Radial basis function

RE/RES Renewable energy/ Renewable energy sources
ROM Reduced order model

S2H2P Solar-to-heat-to-power

SCM Shrinking core model

SHS Sensible heat storage

SPSR Solid particles solar receiver
STM Source term method

TCES Thermochemical energy storage
TES Thermal energy storage

TFM Two-fluid model

TIPV Thermionic-photovoltaic

TPV Thermo-photovoltaic

TR Tapering ratio

UDF User-defined function

UHT Ultra-high temperature

URF Under relaxation factor

VOF Volume of fluid

1D One-dimensional

2D Two-dimensional

3D Three-dimensional
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1.1 Current status of energy mix
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Figure 1. Annual change in CO; emissions from energy combustion and industrial processes, 1900-
2021 [1].

Coal has been the largest source of electricity generation all over the world for several decades. In 2020 the
share of coal-fired power generation reached a value of 35.2 % [2]. However, coal combustion results in
the production of hazardous emissions for the environment and the human health, including sulfur dioxide
(SOy), nitrogen oxides (NOy), particulate matter and carbon dioxide (COy).

Before, 2019 the “Net Zero Emissions by 2050 Scenario (NZE), i.e. the scenario of dropping related carbon
dioxide emissions to net zero by 2050 by building an energy economy that relies on renewables instead of
fossil fuels, required a worldwide plunge in coal consumption [2]. During the UN Climate Change
Conference (COP26), 45 countries had signed the Global Coal to Clean Power Transition Statement [2, 3],
a pact that includes a range of decisions, including coal utilization drop-off, to limit the global temperature
rise of 1.5 degrees. The Covid-19 pandemic had a plasmatic negative impact on energy demand in 2020,
and, thus, on fossil fuels consumption, reducing global CO, emissions by 5.2% (Figure 1). However, Post-
Covid-19 era pushes the world economy to rely heavily on coal-combustion, due to an unprecedented
increase in the energy demand, a situation leading once more to an increase in the GHG emissions.

More specifically, global energy-related CO, emissions from energy consumption and heavy industries
(e.g. cement, lime, iron& steel) experienced an increase by 6% in 2021 to 36.3 gigatonnes (Gt), their highest
ever level. CO; emissions in 2021 rose to around 180 megatons (Mt) above the pre-pandemic level of 2019.
This amount is expected to increase, since the use of coal intensified owing to increasing natural gas prices
in Europe and US and an increased energy consumption in China. Coal accounted for over 40% of the
overall growth in global CO; emissions in 2021, reaching an all-time high of 15.3 billion tones [4]. This
rebound of global CO; emissions largely driven by China’s economic growth has led to an increase of CO;
emissions by 750 Mt between 2019 and 2021. Finally, gas-to-coal switching pushed up global CO,
emissions from electricity generation by well over 100 million tones, notably in the US and Europe where
competition between gas and coal is tightest, especially after the breaking out of the Russo-Ukrainian war.
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1.2 Decarbonization actions: RES and the role of energy storage

A thoroughgoing transformation of the energy system by applying decarbonization actions comes as a
necessity to fulfill the EU ambitious target to be a carbon neutral economy by 2050 and comply with the
current global situation. Such decarbonization actions should be applied across the whole spectrum of
society and economic sectors. Energy intensive industries (Ells) and the power sector are at the forefront
in this long-term vision. The Ells ecosystem includes a wide range of sectors, including non-ferrous metals,
steel, aluminum, chemicals, ferilizers, cement, ceramics, lime, glass, and paper and pulp. These sectors are
characterized by a high energy intensity and are responsible for a large share of greenhouse gas emissions
(GHG) produced mainly due to the fuel combustion, the electricity production, and, the process emissions.
The power sector is also a major GHG contributor. Several decarbonization actions can be applied for all
these sectors, such as carbon capture utilization and storage (CCUS) of the inevitable process emissions,
use of renewable energy sources (RES), such as wind, solar, hydropower, geothermal and biomass, for the
production of electricity instead of fossil fuels, and, increase of carbon neutral fuels in the fuel mix. The
zero-carbon transition of Ells by embracing climate friendly practices will be beneficial for the
environment, but also will ensure the individual companies’ long-term competitiveness. Nevertheless,
many sectors have already picked to their efforts of reducing their GHG emissions and improving their
energy efficiency without fulfilling their targets. In this regard, innovative technological solutions are
necessary to move towards a carbon-neutral future.
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Figure 2. Renewables share of power generation Figure 3. Renewable power generation by
in the Net Zero Scenario, 2010-2030 [5]. technology in the Net Zero Scenario, 2010-2030 [5].
Adoption of RES is a key point for a clean energy transition experiencing a rapid grown in recent years
(Figure 2). The power sector is the frontrunner of renewables with a 28 % of the global electricity
generation relying in RES in 2021 [6]. Nevertheless, electricity accounts for only a fifth of global energy
consumption, and the role of renewables in other sectors as well remains critical to the energy transition.
Among the prominent RES alternatives, solar and wind power are one of the few low-carbon technologies
that can grow into large scale, exhibiting, thus, high potential to meet the global energy requirements [7]
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(Figure 3) and promote a clean energy transition. Solar energy, in specific, seems as an attractive option,
due to its low cost, and abundance compared to the other RES [8]. However, the energy that can be extracted
from the sun varies in both space and time [9]. Most forms of RE must be transformed into electricity and
consumed instantaneously. This makes the current economy be still dependent on fossil fuels.

1.3 State-of-the-art of thermal energy storage systems

Energy storage is a game changer technology, essential for optimizing the use of the scarce energetic
resources in today’s energy system. Many different energy storage solutions are currently under
development covering all kinds of technological options (electrochemical, mechanical, electrical, chemical
and thermal). Pumped-storage hydropower is the most widely applied storage technology (with a total
installed capacity at around 160 GW in 2021) [10], whereas batteries as a form of electrochemical storage
are the most scalable type of grid-scale storage with a growing market in recent years. Other alternatives
include compressed air and gravity storage, but they play a comparatively small role in current power
systems. Additionally, hydrogen (H>) is an emerging technology that has potential for the seasonal storage
of RE. While progress is being made, projected growth in grid-scale storage capacity is not currently on
track with the NZE Scenario and requires greater efforts [10]. Thus, the development and use of efficient
and innovative energy storage systems and devices are necessary to integrate RES to the electricity or the
heating/cooling grids and eliminate discrepancies between supply and demand.

Among the abovementioned energy storage options, thermal energy storage (TES), i.e. the storage of excess
thermal energy by heating or cooling a storage medium for later use, can play an important role to achieve
these targets and eliminate the mismatch between supply and demand, mainly due to its modularity and the
number of the different technological options available. Generally, TES systems can be classified into three
categories: latent heat (LHTES), sensible heat (SHS), and thermochemical heat (TCES) storage systems
[11]. Among these options, SHS is the most mature technological option due to its simple principle and low
cost, followed by LHTES systems and then by TCES systems, both of which are characterized by higher
storage densities than SHS. TES can be used in different possible applications, such as direct solar energy
storage (in CSP -concentrated solar power- systems), electricity storage and cogeneration in domestic
electrical/heating networks, and, energy storage in waste heat recovery systems etc.

TES systems differ in the amount of heat that can be stored per unit volume of storage medium. The key
aspects in such systems is the energy density, the charging/discharging rate, the used storage media and,
the operating temperature. In general terms, the storage media properties define the energy density, the
charging/discharging rate and the overall performance of a system, whereas the higher the operating
temperature the higher the storage potential. Regarding the storage media, a wide variety exists depending
on the operating temperature range and the targeted application. Apart for the nature of storage type
described above, TES are also classified according to the operating temperature into low-temperature (<100
°C), medium-temperature (100 °C<0<300 °C), high-temperature TES (300 °C<6<900 °C) and ultra-high
temperature (>900 °C). A comparison of the different TES methods in general terms is reported in Table
1, whereas the state-of-the-art TES options are discussed below.

Table 1. Comparison of TES methods in terms of capacity, power, efficiency, storage and cost [12].

TES method | Capacity (kWh-ton) Power (MW) Efficiency (%) Storage Time Cost (€-kWh™)

SHS 10-50 0.001-10 50-90 d/m 0.1-10
LHTES 50-150 0.001-1 75-90 h/m 10-50
TCES 120-250 0.01-1 75-100 h/d 8-100
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1.3.1.1 Sensible heat storage (SHS)

A SHS system involves heating or cooling of a storage medium and, thus, changing its internal energy. The
amount of heat stored (or rejected) in (or from) the system depends on the specific heat capacity (cp) and
mass (m) of the storage material, and, on its temperature difference (4T) with the heating/cooling medium.

T2
Q= mc, AT (D)
T1

Additional, properties important for designing of a SHS system include, thermal conductivity and
diffusivity, vapor pressure, compatibility among materials stability, heat loss coefficient as a function of
the surface areas to volume ratio, and cost [13].

The storage medium in a SHS system can be solid (sand, packed beds, bricks) or liquid (water, molten salts,
mineral oils and synthetic oils), but also gaseous, or on a supercritical state. Solid media are usually used
in packed beds, requiring a fluid (e.g. air) to exchange with the storage medium. During the system
charging, hot fluid passes through spaces between solid particles, causing their temperature to rise during
the day. During the night (discharging loop) the quantity of sensible heat stored inside the tank is recovered.
Examples of integrating SHS into a domestic application for cooling/heating are presented in Figure 4,
whereas thermos-physical properties and average cost of several storage media can be found in [14].
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Figure 4. Examples of integrating SHS, such as (a) packed bed storage tank and (b) solar-based water
heating device into domestic cooling/heating applications. Adapted from [13].

1.3.1.2 Latent heat thermal energy storage (LHTES)

Phase change materials (PCMs), which exploit latent heat are considered as an efficient option for energy
storage that is emerging rapidly. Their principal advantage is that they can store significant amounts of
energy, both as latent and sensible heat, within in a narrow temperature range [15], while requiring at the
same time less energy volume or mass per stored energy compared to sensible heat systems [16]. The
amount of heat stored in rejected in a LHTES system is the sum of sensible heat of the solid phase, latent
heat of fusion (L), and sensible heat of the liquid phase:
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T2 T2
Q= mc,AT (s) + mc,AT (1) + mL (2)
T1 T1

PCMs are used in a wide range of applications, from electronic devices cooling [17] to thermal storage in
buildings [18], clothing/textile design [19] and for energy production in CSP plants (Figure 5), the latter
being one the major applications of PCMs. However, their utilization has been restricted to low (20 °C-
100 °C) [20], medium (100 °C-250 °C) [21] or high (250 °C-900 °C) [22] temperatures, so far. Added to
this, most commercial PCMs are based on materials like salt hydrates, paraffin, and eutectic water-salt
solutions [23], which have low thermal conductivities and, as a consequence, low charge/discharge rates
[24]. This fact has limited so far their commercial application as an alternative to sensible heat transfer.
This fact reveals the necessity of utilizing novel LHTES concepts that will unlock higher storage densities.

,I- s ] Receiver tower
RN / . &
/' Grid P Air-cooled
_condenser

i“‘ : :
b, A el
ggnerator/ \»
S X . \'\\
. Turbine ’)N’ &
{ ‘-\\ ; \’
Generator < 7' z >

{ LHTES/HTF

(molten salt) JThermal energy
storage tanks

“ 1 Mirrors

Figure 5. Integration of LHTES (two-storage tank) in a CSP plant. Taken from [25].

1.3.1.3  Thermochemical energy storage (TCES)

TCES involves the storing of energy through the simultaneous exploitation of reversible chemical or
sorption reactions, being, thus, an analogous ‘heat’ battery. Among the available TES options, TCES is
considered to have the highest heat density potential, but also the highest technical challenges, at the same
time. The most basic TCES system is comprised of a working pair of two chemicals (A, B), a storage tank
for each of these chemicals, and a chemical reactor. When energy is required from the system, these two
chemicals react together, releasing energy in the form of heat. When energy is to be stored, external energy
Q (again in the form of heat, due to solar, chemical reaction or waste heat) is added to the reacted chemicals
to chemically or physically separate them.

Nyp * AB(S) + Q Ny - A(s) + ng- B(g) (3)

, Where n is the stoichiometric coefficient.
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TCES has a wide range of applications at different temperatures (from 50 °C up to 1000 °C). Some of the
most known chemical reactions involved in TCES include dehydration of salt hydrates, dehydration of
metal hydroxides, dehydrogenation of metal hydrides, decarboxylation of metal carbonates and redox
reactions of oxides enable a very wide range of applications at different temperatures.

Concluding, TES offers a strong potential for cross-sectoral decarbonization, especially for heating and
cooling buildings, providing heat for industrial processes and other applications. Overall, current state-of-
the-art TES systems are limited to temperatures below 500-600 °C (e.g. molten salt based) due to high
temperature thermal instability of currently available materials and devices. The benefit of working at high
and ultra-high temperatures is particularly relevant for LHTES systems, where heat is stored or released
during the phase change of a material by utilizing metallic PCMs. Novel SHS and TCES systems based on
granular materials suspensions operating at high temperatures (900-1000 °C) can also offer a high storage
potential. However, no attention has been paid so far to this kind of systems due to lack of proper materials
and devices able to operate at such high temperatures.

1.4 Beyond the state-of-the-art of thermal energy storage systems

Moving beyond the current TES storage solutions, several new trends for TES integration may be observed:
(i) coupled TES technologies for possible higher operating temperature (e.g. SHS with TCES), (ii) TES
systems with novel materials in compact tanks, and, (iii) circulation of granular particles. Design of such
systems requires extensive research by using a combination of theoretical studies, experimental campaigns,
and, simplified and advanced numerical models. Computational fluid dynamics (CFD) tools can help speed-
up on the design process of such systems, especially when there is a need for a specific system’s components
design optimization and scale-up.

1.4.1 Use of latent heat thermal energy storage systems at ultra-high temperatures

In order to establish more efficient LHTES systems, than the current state-of-the-art molten-salt based,
ultra-high temperature (UHT) storage comes as a necessity. Storage at ultra-high temperatures (>900 °C)
[26] with the utilization of metallic PCMs characterized by high thermal conductivities and heat of fusion,
such as Si, Al, B, would unlock greater energy densities -more than 20-times higher- than the ones achieved
in conventional molten-salt based systems [27]. Therefore, metallic PCMs have a high potential for
increasing the energy and exergy efficiency in conventional steam Rankine cycles. Especially, silicon, one
of the most abundant elements on Earth, has an energy density an order of magnitude larger and a thermal
conductivity -at its phase transition temperature- two orders of magnitude higher than salt hydrates and
paraffin [28]. On top of that, the silicon melting temperature (~1414 °C) matches well the band gap of state-
of-the-art thermophotovoltaic cells, allowing, thus, its integration into compact solar-to-heat-to-power
(S2H2P) conversion technologies [29]. The same applies for boron, which has a melting temperature above
2000 °C.

Figure 6 showcases the storage potential of silicon (1230 kWh'm™) and boron (2680 kWh'm=), having
latent heats an order of magnitude greater than that of typical salts used in storage applications, such as
NaNOs (110 kWh'm™) and KNO3 (156 kWh'm?). In fact, silicon and boron PCMs provide higher storage
energy densities than most forms of energy storage, including electrochemical batteries and pressurized H.
Furthermore, Figure 7 shows a novel concept of coupling a UHT-LHTES system with solid-state device
in a compact design and how this concept can be integrated into a CSP plant for electricity production.
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Figure 7. UHT-LHTES coupled with a solid-state-device in a compact design and its possible integration
is a CSP plant [30].

Nevertheless, it is worth mentioning that there is a high necessity to deal with several challenges before
moving towards UHT-TES systems. First, there is excessive heat loss from the vessel walls, due to ultra-
high temperatures, which are difficult to eliminate. Additionally, radiation phenomena, which have not been
explored yet, might occur inside possible gas voids in the solid PCM [31] affecting, thus, the thermal
performance of such systems. Other challenges lay on how a commercial LHTES-system might be
configured for different operating scenarios and which is the optimum vessel design that enables quick
charge/ discharge rates. Finally, not all of the metallic materials are recommended for PCMs, because of
some drawbacks of their thermo-chemical properties, such as high vapour pressure, chemical instability,
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and high flammability [32]. This implies that such PCMs should be thoroughly explored, before being
utilized in UHT-LHTES systems.

An in-depth research would allow developing effective methods of eliminating such problems and move
towards more efficient LHTES systems. Many analytical, experimental and numerical researches have paid
attention since the 80s to evaluate the thermal performance of PCMs, as that of paraffin wax, inside various
geometric configurations, such as spherical, cylindrical or rectangular containers [33]. Concerning
analytical models, the lubrication theory of viscous flow in thin films, which neglects natural convection in
the liquid PCM, has been mostly used to solve unconstrained melting heat transfer in spherical capsules
[34]. However, such a hypothesis induces severe errors. Melting experiments found in the literature have
established that beyond conduction, buoyancy-driven natural convection in the liquid phase affects
significantly the heat transfer process inside the PCM casing [35]. Apart from this, phenomena, such as a)
the PCM volumetric change, b) the motion of the solid in the melt [36], and c) the motion of the liquid in
the gap between the solid and the wall of the shell have been explored experimentally [31]. During recent
years, numerical simulations of the PCM solidification/melting process have been used to gain a better
understanding of the heat transfer process. The main advantage of CFD modelling compared to experiments
is that the container size and shape, PCM thermophysical properties, PCM solidification/melting rate,
lateral heat losses etc. can be easily quantified and optimized for various operating conditions and
applications, without substantial research expenses [31].

Up to now, in recent literature, two basic numerical methods are usually followed, to model the conductive-
convective heat transfer mechanisms controlling the PCM solidification/melting process; i.e. the moving
(front tracking) [37] and fixed (front capturing) grid method [38]. The first one [39] gives more accurate
results in the solid-liquid interface, however, it is more complicated for complex and three-dimensional
(3D) domains or interface undergoing large deformations [38]. The second one, which includes both
equivalent heat capacity and enthalpy methods, is a simpler one. The latter developed by Voller et al. [40]
is more widely used, especially in commercial software packages, due to its advantage of describing the
phase-change with a unique equation for the two phases saving, thus, computational cost [40]. This method
has been used to simulate several different problems including melting in one and two-dimensional (2D)
casings of various shapes, mostly in cylindrical [41], rectangular [42] and spherical [43] ones. However,
numerical diffusion can be induced in the solid-liquid interface, which is strongly dependent on the grid
size used. Therefore, application of a method capable of combining the advantages of both the fixed and
moving grid method would be a real benefit for any type of solidification/melting simulation.

Another aspect that needs further attention and has not been explored yet thoroughly from a numerical point
of view, is the PCM volume expansion/contraction during the phase change process. Such phenomenon
occurs actually, due to the large density difference between the solid and liquid phases of the PCM. Moore
and Bayazitoglu [36] were the first to explore the ‘‘unconstrained” melting, i.e. the solid floating (sinking)
in the liquid phase, due to its higher (lower) density and the subsequent PCM volume increase. Lamberg et
al. [44] studied numerically the solidification/melting process of paraffin at low temperatures by means of
both the enthalpy-porosity and effective heat capacity methods. In his work he took in took account the
PCM volume changes and proved that when the natural convection is not modelled there is a high numerical
error. Sattari et al. [45] have investigated through CFD modelling a PCM melting inside a spherical capsule
at low temperatures and the effect of different operating and design parameters, i.e. capsule size, parameters
on the process evolution. However, in this Thesis the PCM volume change is not taken into account. Several
similar works in which the density variations between the solid and liquid PCM are neglected, usually

22



referred to as constrained PCM melting, can be found in the literature [46]. However, taking into account
such a phenomenon is of high importance for the accurate prediction of the melting process.

Nonetheless, as can be seen, during the last decades a considerable amount of numerical simulations has
mainly focused on medium and low temperature PCMs, like paraffin wax. Very few reports are available
for studies on PCMs with phase change temperature exceeding 100 °C. Archibold et al. [47] in their work
analysed the melting and solidification processes of NaNQOs, in 306.8 °C, inside a spherical geometry.
Elmozughi et al. [48] in their analysis used the enthalpy-porosity approach coupled with the volume of fluid
(VOF) model to simulate the unconstructed NaNOs; melting inside spherical and cylindrical shells up to
500 °C. Pirasaci et al. [49] worked on the same temperature range as EImozughi et al. to study the melting
process of an encapsulated Na,SO — KCI eutectic mixture. However, it is obvious that these studies centre
on temperatures below 900 °C. Taking all into consideration, there still remains a gap of knowledge for a
systematic attempt to explore high temperature PCMs and, in general, thermal energy storage processes
[50], by means of an efficient and accurate numerical analysis that will take into account PCM volumetric
change, buoyancy-driven natural convection and PCM structure. Sub-section: Phase change problems
presents briefly the used methods adopted in LHTES systems and the applied methods in the current Thesis.

1.4.2 Use of SHS and TCES based on granular particles

Gas-solid fluidized bed (FB) systems, ranging from fixed bed to circulating fluidized beds (CFB) and
downer reactors, have been used in a wide range of industrial applications, such as biomass gasification,
pyrolysis, combustion and fluid catalytic cracking, just to name a few [51]. Moving beyond the-state-of-
the-art, during recent years FB systems are being tested for energy storage in novel SHS and TCES storage
concepts. Regarding operating principles, a gas-solid fluidized bed system obeys general rules, for the solid
particles flow hydrodynamics (e.g. flow heterogeneity and flow regimes under specified operating
conditions), heat transfer mechanisms etc. as described in Kunii and Levenspiel [52]. However, depending
on the targeted application, the gas-solid-medium properties and the scale of the problem (lab, pilot or
industrial), there are unique spatiotemporal flow characteristics that need to be explored by using advanced
numerical tools. When validation of such models becomes available from both experimental results and
industrial knowledge, design optimization and scale-up of novel FB-TES systems can be achieved.

1.4.2.1 SHS: FB with a diverse role of heat exchange and storage

FB systems are currently being studied for storage concepts in several applications from CSP plants to
industrial processes. In CSP applications, solar particle solid receivers (SPSRs)/reactors are gaining interest
as next-generation TES options, since solid particles can work as both heat transfer fluid (HTF) in the solar
receiver, heat transfer and storage medium [53], [54] (Figure 8). The operating temperature of such systems
can exceed 800-900 °C depending on the fluid particles and relevant operating conditions, opening, thus,
the way of achieving conversion efficiencies greater than 50 %, with the supercritical carbon dioxide (sCOy)
Brayton cycle [55]. Finally, combined with fluidized bed technology, SPSRs can be used for H, production,
coal/biomass gasification and CO; capture concepts [54], [56].

Most of the effort paid by the research community has focused on the structural designs and the overall
thermal performance of various SPSRs, whereas other critical aspects, such as selection of appropriate solid
particles, receiver system structures optimization, flow hydrodynamics, and heat transfer phenomena have
not been meticulously studied. The use of advanced numerical models can help assist in such a process,
however, numerical works dealing with SPSRs are quite limited.
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Figure 8. Thermal CSP plant concept with a receiver using particles as HTF and storage medium [57].

In industrial applications, external fluidized bed heat exchanger (FBHE) systems that comprise a bubbling
fluidized bed (BFB) chamber and immersed tube bundles (horizontal or vertical) for heat recovery, are
often employed, as superheaters or reheaters [58]. This is mainly done, because in traditional
superheating/reheating systems that are placed at the upper part of the furnace, there is a difficulty in
reaching the desirable steam temperatures (605/623 °C maximum design temperatures reached in ultra-
supercritical CFB boiler in China [59]), especially under low load conditions. Such a difficulty arises from
the low temperature operation (800-900 °C) of a CFB boiler, in contrast to conventional pulverized fuel
(PF) boilers [60]. Thus, based on the pioneering idea of Shi-FW, an Integrated Recycle Heat Exchanger
(INTREX™) can be placed near the bottom part of the combustion chamber. By this way, heat can be
recovered from both the recirculating solids from the cyclone and the hot solids from the combustion
chamber (Figure 9). Due to the high heat transfer coefficient in the INTREX™ heat exchanger, the heat
transfer surfaces are considerably smaller than the superheaters or reheaters in conventional PF boilers.
Such type of HE includes several advantages. First of all, the heat transfer surfaces are located away from
the high-temperature flue gases that are highly corrosive for the involved materials, whilst air is used as a
fluidizing medium. Secondly, installation of INTREX™ allows extracting heat from the hot particles that
are captured by the cyclone (external circulation) and, in addition, from solids that are derived from the
bottom part of furnace (internal circulation). This internal solid circulation allows superheater heat
absorption even at low loads when the external solids circulation is low. A continuous movement of
granular material prevents formation of deposits and ensures high heat transfer rate. The level of heat
transfer can be controlled by the rate of air flow that applied for returning solids to the lower furnace. In
general, this leads to reduced maintenance needs and increased operational flexibility [61]. This novel type
of heat exchanger can be used as well as an intermediate sensible type of storage system as it has been
studied by using a dynamic process model in [62]. The solid particles in this type of storage system serve
as well as both HTF and storage medium and they are indirectly heated by the heat pipes containing the gas
medium (air or steam).
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Figure 9. Use of Internal heat exchanger (INTREX™) for internal heat recovery and heat storage [63].

The knowledge about heat transfer process in BFBs is essential to properly design BFB heat exchangers. A
BFB system is advantageous in a sense that it combines uniform temperature, high heat transfer rate
between the gas/solids mixture and heat transfer surfaces, controlled steam temperature, continuous
operation, excellent behavior even at the partial load, and enhancement of heat transfer capacity, due to the
intensive mixing of bed material by the motion of gas bubbles. In this context, designers of BFB systems
should consider the following [64]: (i) continuous recycling solid particles back to the main furnace, (ii)
ensuring enough heat transfer exchange from the hot bed particles to the heat transfer medium (steam of
water), (iii) elimination of corrosion and erosion related problems, (iv) protecting heat transfer surface from
slagging and agglomerates of ashes that are contained in the circulating inventory, (v) controlling the
solid mass flow rates to the HE or loop seal. Thus, design of a system as a BFB storage system/HE,
especially at a large scale requires both an accurate numerical prediction, and operational experience.

There is wide number of studies concerning the heat transfer behavior in BFB systems targeted for heat
exchange. However, most of these are limited to experimental investigations and theoretical models,
especially for single horizontal tubes immersed in BFBs. Kim et al [65] have calculated experimentally the
local and average heat transfer coefficient (HTC) between horizontal submerged tubes and a BFB heat
exchanger with silica sand as fluidized particles. They also used theoretical models to describe the heat
transfer process and they succeeded in getting similar results. Blaszczuk et al. [63] have followed the same
approach of comparing measurements with theoretical models in an industrial-scale integrated heat
exchanger. The most well-known heat transfer model for carrying out theoretical analysis in such type of
systems it the mechanistic model of Mickley et al. [66]. However, theoretical models cannot capture in
detail the spatio-temporal flow characteristics around complex heat transfer surfaces.

Advanced numerical models used to describe the heat transfer in gas-solid bubbling fluidized bed systems,
especially the ones involving heat transfer with another medium through immersed tubes, have been scarce.
The numerical cost of conducting simulations especially for large commercial-scale heat exchangers are
the cause for such a lack of publications. However, carrying out detailed studies are important to set the
grounds to establish the optimal heat exchange conditions and designs (e.g. tube buddles arrangement) in
correlation with the bed hydrodynamics. This can lead subsequently to the optimization of such systems.
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1.4.2.2 TCES: The CaL concept

The calcium looping concept (CaL), the second most mature post-combustion capture technology following
amine scrubbing [67], comes at the forefront for TCES by ensuring at the same an effective CO; capture
[68]. First proposed by [69] this process is performed through a dual fluidized bed facility (DFB), which
comprises two reactors, named as calciner and carbonator. Inside these reactors multi-phase gas-solid
heterogeneous reactions, one endothermic (calciner) and one exothermic (carbonator) are taking place. The
carbonator, usually operating in a circulating mode, is the heart of the process; inside the reactor CO; is
captured by calcium oxide particles (CaO) forming calcium carbonate (CaCOs). The CaO particles are
regenerated in the calciner, usually operating in a bubbling mode, and transported back to the carbonator,
while a lean CO; stream is released almost ready for storage. The heat for the endothermic reaction can be
provided by three options: (i) burning auxiliary fuel in the calciner in an oxy-firing mode (Figure 10) [70],
(ii) providing the heat through heat pipes (Figure 11) [71] or the calciner sidewalls [72]or through direct
heat transfer by means of heat carrier [73] and (iii) by exploiting solar energy during daytime from a

heliostat field (Figure 12) [74].
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Figure 10. Schematic diagram of oxy-fired CaL process [75].
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Figure 11. Indirectly heated CaL (IHCaL) process with heat pipes [76].

Over the last decades, the CaL concept has been tested successfully on the lab and pilot scale ranging from
3 kWi up to 1.7 MW, [77]. The lab-scale activities in facilities, such as the 30 kWth CFB-CFB at INCAR-
CSIC [78], the 75 kWi CFB-BFB at CANMET [79], and the 10 kW CFB-BFB at the University of
Stuttgart [80], [81], have proven that the calcium looping could be feasible and achieve high CO, capture
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efficiencies. In a European level three pilot scale CaL plants have been constructed; the 1.7 MW, at La
Pereda [82] in Spain, the 1 MW at TU Darmstadt [83], and the 200 kWi, at the University of Stuttgart
[84]. Following these successful experimental campaigns, attempts are being made, during the recent years,
to test the calcium looping concept on the large-scale [85], [86].
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Figure 12. CaL-TCES concept coupled with CSP for carbon capture and energy storage [74].

During the recent years, the CaL concept has been proposed as a TCES option, especially for CSP heat
storage, owing to its numerous advantages. This concept has a comparatively high efficiency and energy
density (889 kWh'm®), with respect to other TCES solutions (Table 2), whereas the storage medium can
be purchased at a low cost being non-toxic at the same time. Added to this, the equilibrium calcination
reaction is near to 900 °C (under a CO- partial pressure of 1 atm) that fits in the desirable range of high
temperatures potentially attainable in CSP tower plants. This would allow for a more efficient electricity
generation from stored energy, to overcome the current limitation of ~550 °C imposed by the degradation
of molten salts employed as HTFs in state-of-the-art CSP plants [87].

Table 2. Comparison of CaL concept with other TCES systems in terms of energy density and turning
temperature [88, 89].

TCES Turning temperature (°C) | Energy density (MJ -m?)
NHs/N; 195 131
CH4/H,0 688 223
SOs/SO; 782 459

| CaO/H.0 479 1967 |
Li.O/Hz0 731 2216
NHsHSO4/NHs 467 3082

| cao/CO. 895 3226 |
SrO/CO; 1108 3948

The concept of CaL-TCES storage dates back at the 70’s [90]. However, up until recently it has turned out
to be a promising technological option for heat storage at high temperatures to maximize the global plant
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efficiency [91]. The CaL-TCES differs from the oxy-fired CaL process, where the heat from the
endothermic reaction is provided through a clean type of energy (i.e. solar) in an either direct (volumetric
heating) or indirect form (heat from the sidewalls) [92]. The latter concept resembles more to the indirectly
heated calcium looping (IHCaL) concept, where heat provided as well indirectly through the reactor
sidewalls or by immersed heat pipes. Both concepts may have an important effect on the multicycle CaO
activity owing to the absence of a fossil fuel inside the reactor, as done in the oxy-fired CaL concept.

The CaL technology is close to its commercialization; however, the involved reactors still need to be
optimized in terms of design and operation. Concerning its application for TCES with solar energy storage,
ongoing projects are within TRL5 and will reach a demo scale within the next 2-3 years [93]. In the context
of up-scaling, apart from the experience obtained through the operation of DFB systems on a bench or pilot
scale, modelling tools can play a significant role, as well, towards their optimum and effective design. CFD
models have a strong ability to deliver detailed information concerning the gas-solid flow hydrodynamics
occurring inside a fluidized bed unit. Parameters, such as inert material distribution in the bed, particles
residence time, reactants mixing efficiency and temperature distribution, can be more easily quantified at
any point of the reactor, with a relatively lower cost [75], when compared to the experiments.

1.5 Scope of the current PhD thesis

In recent years, low/medium/high-temperature SHS, LHTES and TCES technologies have been a cutting-
edge research topic, studied in detail from different perspectives, including suitable heat storage media,
heat carriers, containers and overall system performance. Advanced numerical tools have stood at the core
of collective actions that have aimed to bring forward novel TES concepts of optimized design and
operating performance. In this regard, the main motivation of the present Thesis is to develop, validate and
implement for design/operation optimization at a component level, advanced transient CFD models,
accurate yet computationally efficient, to simulate novel sensible, chemical and latent heat thermal energy
storage systems applicable in high and ultra-high temperatures. In this regard, three types of systems are
mainly simulated and optimized: (i) a novel UHT-LHTES system that uses silicon as a PCM, (ii) a sensible
gas-solid bubbling HE that can be used for sensible storage and (iii) the carbonate looping cycle that can
be potentially used for TCES. Such concepts can be used as individual technical solutions (e.g. utilization
of CaL cycle for post-combustion CO; capture), or a combination of them can be implemented towards an
enhanced operation (e.g. TES and in-situ CO; capture).

As regards the novel UHT-LHTES system, the three-phase flow (gas-liquid-solid) and complex conductive-
convective heat transfer mechanisms are studied inside a gas-PCM container operating at ultra-high
temperatures. The applied model combines advantages of i) the fixed grid based enthalpy porosity method
that implicitly models the solid/liquid PCM interface, ii) the Volume of fluid (VOF) method that models
the gas-PCM flow and iii) an adaptive local grid refinement technique for enhanced numerical accuracy.
The latter, which is based on the work of [94], is able track and smoothen a moving interface, between two
immiscible fluids, offering the advantage of limiting interface numerical diffusion, without substantial
increase in the computational cost. Initially, the developed model is validated against available experimental
data and numerical results taken from the work of Assis et al. [43] for the case of paraffin wax melting at
lower temperatures (~27 °C). During model validation, an insight is given on numerical parameters that
affect the PCM melting rate, i.e. the mushy zone parameter, which is dependent on the secondary dendrites
arm spacing (DAS) of the dendrites formed in the mushy zone during solidification process. This parameter
is dependent on the PCM structure and affects, in essence, the PCM melting rate. Added to this, the
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advantages of the local refinement technique compared to fixed mesh methods are unveiled. Later on, the
CFD model is applied for the numerical simulation of the solidification/ melting process of pure silicon as
a phase change material (PCM) inside a sealed container operating at ultra-high temperatures (~1410-2000
°C). The effect of different design and operating parameters, such as the container size/shape, and surface
temperature, respectively, on the PCM melting rate are investigated. The effect of lateral heat losses on the
system charging/discharging rates is also addressed, a parameter that is critical especially for such high
operating temperatures. Finally, a sensitivity analysis on the PCM thermo-physical properties effect on the
LHTES performance is carried out. The concept tested is a conceptual one for P2H2P (power-to-heat-to-
power) applications and is based on the work of Datas et al. [27]. This concept can be alternatively
implemented to S2H2P (solar-to-heat-to-power) applications. For the first time, an adaptive local grid
refinement technique is coupled with the VOF/enthalpy-porosity method, to obtain a sharp solid-liquid,
PCM-gas interface, by simultaneously taking into account density differences between the PCM solid and
liquid phases. The work of the adaptive local refinement technique based on in-housing coding development
has originated from the works of Nikolopoulos et al. [95, 96] and Malgarinos et al. [94, 97, 98] to track
deformable interfaces, which was mainly focused in droplet dynamics (collision, break-up) applications.
The whole research effort in this Thesis is going one step beyond to a different application of droplet
dynamics to that of phase change problems and leads to the development of an effective and accurate CFD
model that can be utilized for the simulation of low to ultra-high temperature LHTES systems.

As regards the gas-solid TCES-FB system, the novel concept of carbonate looping cycle for CO, capture
that can be potentially utilized for TCES is investigated. Validation of sub-models is carried out by utilizing
data from experimental campaigns in pilot scale units (i.e. a 1 MW, carbonator, a 1 MW+, oxy-fired calciner
and a 300 kWi, indirectly heated calciner, all units installed at the premises of TUDA). Both reactors obey
in general terms in the same principles of gas-solid fluidization ranging from bubbling to circulating mode.
The developed CFD model is based on the pure Eulerian-Eulerian approach. In specific, the state-of-the-
art Two-Fluid Model (TFM) is utilized for the two-phase (gas-sorbent) flow of the carbonator and the
indirectly heated calciner and the state-of-the-art Multi-Fluid (MFM) for the three-phase flow (gas-sorbent-
fuel) of the oxy-fired calciner. However, several numerical advancements are utilized to enhance the
individual models validity. These include development of the sub-grid drag coefficients Energy
Minimization Multi-Scale scheme (EMMS), use of appropriate sub-models for the heat transfer among the
gas-solid fluidized bed and heat pipes in the cases of the calciner, investigation of the turbulence effect on
the overall heat transfer and application of appropriate reaction kinetics. The end-product from this analysis,
is an advanced transient multi-phase model that can simulate gas-solid fluidized bed systems with and
without heat transfer and with and without chemical reaction (the calcium-carbonate looping cycle in the
specific Thesis). This model has been exploited in this Thesis, to optimize the involved reactors in terms of
design and operating conditions and study up-scaling scenarios (up to 20 MW, for the carbonator case) of
their optimum designs.

Concerning the SHS-FB system, the advanced numerical model developed and validated for the TCES-FB
system has been utilized to study an industrial-scale internal BFB heat exchanger that can be potentially
used for sensible heat storage. An important add-on of this analysis is a reduced order model integrated into
the CFD model that implicitly simulates the heat transfer from the fluidized bed towards a heat transfer
medium (i.e. steam) flowing inside the tube buddles. Results of this model, e.g. solids volume fraction can
be used to feed a theoretical heat transfer model, in order to carry out a multi-parametric analysis of several
operating aspects (e.g. effect of temperature, fluidizing medium on the overall heat transfer coefficient).
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This numerical approach can lead to cost-effective model that takes as well into account the flow
hydrodynamics by utilizing a more advanced numerical model developed in this Thesis.

Finally, the different concepts studied in this Thesis, i.e. (i) Si-based LHTES, (ii) gas-solid SHS-BHB
heated by means of steam filled tubes, (iii) TCES-FB with sodium filled tubes are compared in terms of
several Key Performance Indicators (KPIs) for the same system scale. These include storage capacity,
heating time, heating rate (technical aspects calculated by utilizing the CFD models developed in this
Thesis) along with technical bottlenecks, maturity level, and solid medium properties (average cost, turning
temperature and environmental effect).

The overall target of this Thesis, is to provide the research community with advanced transient CFD models
that can be exploited for the numerical simulation and design/operation optimization of novel multi-phase
systems (at a component level), targeted primarily for thermal energy storage, but also for heat exchange
and oxy-combustion and CO; capture. Such models can act as stand-alone tools, but they can also feed with
their results reduced order models (ROM), e.g. thermodynamic models for process engineering, to obtain
calculations of a specific process with a higher level of accuracy.

1.6 Numerical modelling: general definitions, methodology, contribution

The most appropriate way to assess the potential scale-up, commercialization and erection of advanced heat
exchanger and storage systems at a component level - based on either PCMs or granular flows- is by means
of using advanced numerical tools. The scale-up process of advanced heat transfer systems is a complex
procedure that involves various physical phenomena affected by the scale of the system, mainly the flow
hydrodynamics, the heat and mass transfer and any possible reaction kinetics. There are four steps for the
development and scale-up of a new process [99]: i) determination of the new process at lab scale, ii)
selection of a mathematical model and determination of the hydrodynamics, Kinetics etc., iii) construction
of a continuous pilot plant, and, iv) construction of a demo or commercial plant.

Various modelling techniques can be used to simulate multi-phase flow processes and therefore assist in
their scale-up process. The most important ones are the computational fluid dynamics (CFD) models, the
artificial neural network (ANN) and the thermodynamic equilibrium models. The CFD and thermodynamic
models are good candidates to be used as tools to derive guidelines for the scale up of the under-studied
processes, especially when they are enhanced by sub-models or inter-linked for a higher level of accuracy.

The basic advantage of CFD tools in contrast to Thermodynamic models is that, in general terms, the
calculated results can give insights on the underlying physics at a local level with a high level of accuracy.
Another advantage is that challenging aspects, such as the design optimization and up-scaling at a
component level, can be most appropriately addressed by means of CFD tools. Finally, CFD tools can be
adjusted from more simplified to more advanced approaches depending on the studied domain, whereas
they can deliver results that can feed from stress-strain analysis tools to ROMs, such as thermodynamic
tools, being the core of a multi-level analysis approach (Figure 13).

The simulation tool that has been mainly used in this Thesis is ANSYS Fluent commercial platform and
ANSYS Workbench. The main features of this CFD simulation software are summarized below:

o Design component for modification and clean-up of a studied geometry to be tailored for a CFD
simulation.
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e Meshing component with appropriate algorithms for constructing the computational grid. Use of
custom-built codes in C programming language and/or built-in Fluent codes for local refinement,
when necessary to improve accuracy and avoid diffusion related problems.

e Advanced numerical solver, by which transient calculations have been performed.

e Post-process capabilities of extracting of both local and global variables for further exploitation of
results from ROMs, such as process models, or theoretical 0D models.

Apart from the main simulating software additional add-ons have been developed:

o Extensive coding in FORTRAN to extract in-house models (e.g. drag coefficient correction,
(Figure 14) in order to increase the accuracy of the used model.

e Extensive coding in C programming language to include sub-models needed for the simulations,
such as material properties, boundary conditions, reaction kinetics.
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Figure 13. Example of numerical advancement in a LHTES system and possible coupling with other
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Figure 14. Example of numerical advancement in a FB system; The drag-coefficients EMMS scheme.
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1.7 Summary of the used models

In all types of systems, it will be showcased that the developed numerical models are applicable for both
two-phase and three-phase flow conditions and for a wide spectrum of operating conditions. A summary of
the numerical advancements undertaken in this Thesis and their possible applications is given in Table 3.

Table 3. Summary of used models for each system studied in this Thesis, numerical advancements and
possible applications.

System | Modelling approach Advancements Applications
Eulerian VOF approach Possible cracking of the PCM From low (paraffin wax)
coupled with solidification | vessel, due to PCM volume change; | to ultra-high

CFB carbonator LHTES

IHCaL Oxy-fired BGB

calciner

SHS-BFB

calciner

melting model and
adaptive local grid
refinement for an enhanced
accuracy; implicit
inclusion of dendritic
formation inside the PCM
Eulerian-Eulerian TFM
coupled with in-house
EMMS drag force model;
inclusion of carbonation
reaction; monosized
approach

Eulerian-Eulerian MFM (3
phase flow); inclusion of
energy equation, turbulence
effect; calcination reaction;

recarbonation of CaO;
inclusion of in-situ
combustion of coal

Eulerian-Eulerian  TFM;

inclusion of heat transfer
mechanisms (including
radiation); calcination
reaction; turbulence effect
Eulerian-Eulerian
TFM/MFM coupled with
in-house EMMS drag force
model; heat transfer

excess heat losses due to ultra-high
temperature operation (Chapter 3)

In-house code of the gas-solid drag
force exerted on the solid particles;
Design  optimization of  the
carbonator reactor and CO, capture
efficiency enhancement; study of
carbonator in different scales from
pilot (1 MW4) to demo (20 MWy,)
scale (Chapter 4)

Use of coal combustion along with
calcination reaction. Modelling of
the re-carbonation of CaO inside the
reactor (Chapter 4)

Use of radiation model. Inclusion of
turbulence effect in heat transfer
process. Design optimization of the
heat pipes arrangement (Chapter 4)

In-house code in C language that
implicitly simulates the steam fluid
medium inside the tube buddles;
explicit simulation of the demanding
arrangement in an industrial BFB HE
that can act a sensible heat storage
system (Chapter 5)

temperatures PCMs

CFB systems; carbonator
reactors from pilot to
demo scale; simulation of
Geldart A/B particles
with the EMMS model

Oxy-fired calciners; Oxy-
fired FB systems

Solar  TCES, BFB
calciners. Granular
systems including

radiation heat transfer

HEs and TES including
heat pipes/ tube buddles
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CHAPTER 2
Numerical methods for multi-
phase systems
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2.1 Preface

Many industrial processes in chemical and metallurgical, environmental and power engineering employ
multi-phase systems that are often designed to bring about heat and mass transfer and phase-change
phenomena. A multiphase flow system is one characterized by the simultaneous presence of several phases,
such as gas-solid, solid-liquid, and or gas-liquid, the two-phase system being the simplest case. From a
design point of view, the development of general models, capable of predicting the flow fields of all
involved phases and their presence rates in the studied domains is of great interest for the design, control
and improvement of such multi-phase systems. From a scientific point of view, the study of multi-phase
flows raises a number of challenging questions that still require theoretical advances and new experimental
investigations. Operation/design optimization, multi-parametric analysis and construction of generalized
scaling-up rules is also a necessity for such type of systems.

Multi-phase flows can be encountered in two main forms; the separated and the dispersed multi-phase
flows. The former includes two or more phases separated by interfaces, such as slugging flows in FB
systems, channeling flows or phase change materials. The latter consists of finite particles, solids or bubbles
distributed within a continuous phase, such as in bubble columns, gas-solid fluidized bed reactors and
cyclones.

For the design and optimization of such multi-phase systems, a detailed understanding of the interfacial
transport phenomena is essential. For single-phase flows, CFD tools already have a long history and
nowadays they stand out as the standard approach in the developments for aeronautical and automotive
industries using different commercially available platforms. For multi-phase flows, the application of CFD
tools is rather young (probably 30-40 years), owing to the complex physics involved in. Thus, there is room
for development and further improvement of state-of-the-art CFD models for multi-phase flows across
several applications. Currently there are two main approaches for the numerical calculation of multiphase
flows: the Euler-Lagrange approach and the Euler-Euler approach. This Section goes through the most
appropriate models to model multiphase flows, with a specific emphasis of Eulerian-Eulerian models
applied for TES systems.

2.2 Granular flows

Fluidization has been widely used in industrial applications due to its continuous powder handling ability
and its good heat and mass transfer characteristics. Quantitative understanding of the hydrodynamics of
fluidization is needed for design and scale-up of efficient new reactors, novel energy storage systems and
gas-solid or solid-solid heat exchangers that can be utilized in several energy intensive sectors, such as
petroleum, cement, lime, chemical and electric power industries.

Many investigators worldwide have considered as a crucial issue the accurate and efficient simulation of
FB reactors, aiming to their up-scaling for industrial uses. Concerning CFB regimes, in most of the cases
the simulation only of the riser is preferred over the full loop [100, 101]. This strategy is in general preferred
due to its lower computational cost [102] as long as the appropriate boundary conditions for the solids inlet
and the riser exit are applied [103]. On the other hand, only few 3D studies are available in the literature
for a full loop simulation, and these are mainly concentrated to lab-scale units in the range of 100 kWi.
This lies on the fact that even if such an approach is considered as the most accurate and valuable for an
optimal fluidized bed design and operation [104], it is at the same time computationally very expensive.
The most recent work is that of [105] who has applied the Computational Particle Fluid Dynamics (CPFD)
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methodology in a CFB simulation with a loop seal. Previously [106] conducted a 3D CFB full loop
simulation using the discrete particle method (DPM). [107] applied the Eulerian-Eulerian TFM approach
combined with the EMMS scheme to study the hydrodynamics of a semi-industrial CFB reactor and two
years later implemented their work in a 150 MW, CFB boiler simulation [108]. Finally, [109, 110] used
the coupled Eulerian approach with the EMMS model for the simulation of a CFB carbonator cold model.

In any case, the gas-solid flow characteristics inside a fluidized bed system are really complex and difficult
to quantify. Nevertheless, due to parallel computing availability, and rapid upgrade of central processing
unit (CPU) and graphics processing unit (GPU) hardware that allow for a considerable acceleration of the
calculations, the numerical methods and algorithms of CFD have become a powerful tool towards achieving
this target. In this context, two approaches have been proposed for the solution of the multiphase flow in a
fluidized bed reactor; i.e. the Eulerian-Eulerian and ii) the Eulerian-Lagrangian approach. The Eulerian-
Eulerian TFM approach, treats the gas and the solid phase as interpenetrating continua [111], [112]. This
model has been extensively employed in many areas, especially in the fluidized bed simulations, due to its
low computational cost compared to Eulerian-Lagrangian models that explicitly model the inter-particle
interactions, such as that of Discrete Elements Method (DEM) [113-115]. Alternatively, multi-phase
particle-in-cell (MP-PIC) methods [116-118], which implicitly simulate those interactions allows for a
reduction of the associated CPU cost. This approach has gained popularity recently and seems promising.
Some of its advantages are [119]: (a) the inclusion of particles size distribution (PSD) with a comparatively
low computational cost, (b) the track of a great amount of particle parcels, and (c) the straightforward
simulation of wall boundary conditions. Nonetheless, this approach has not been in depth investigated
compared to the Eulerian TFM, which still remains to be the most mature methodology for the modeling
of fluidized bed reactors. However, even in the case of the TFM, further research and numerical
advancements are required, to accurately simulate the demanding multi-phase flows inside the FB reactors.

A parameter of crucial importance in TMF is the drag coefficient between the gas and the particulate phase.
Up to present, several models that predict the inter-phase drag coefficient have been proposed in the
literature. Conventional drag laws, as the ones given by Wen and Yu [120], Gidaspow [112] and Syamlal-
O'Brien [121] over-predict the drag force induced on the solid particles by the gas phase, especially in cases
where a coarse grid is used [122, 123]. This is because the solid particles inside a fluidized bed reactor are
heterogeneously dispersed, forming dynamic meso-scale structures, such as clusters, bubbles, streamers
[124] etc. These heterogeneous formations have a strong effect on the momentum, heat and mass transfer
and the achievable conversion rates of a fluidized system [122], [125]. For their quantification and accurate
prediction either an extremely fine grid, which would increase the computational cost considerably, or a
proper sub-grid model that takes into account such meso-scale structures should be used ([126], [127]).
Several research groups have addressed the importance of sub-grid modelling. In Princeton group a filtered
drag coefficient has been presented for Geldart A particles in a periodic domain [128]. Simonin’s group has
proposed a drag correlation similar to Princeton group with the main difference that the filter length is
dimensionalised with the bed diameter instead of the terminal settling particle velocity [129, 130]. Kuiper’s
group presented a drag force model applicable to Geldart B and D particles in bubbling fluidized beds using
coarse mesh [131]. Finally, a sub-grid model that has been implemented the last decades in fluidized bed
simulations is the EMMS scheme.

The EMMS model is a sub-grid scale model that takes into account the effect of the heterogeneous
formations on the determination of the momentum exchange coefficient, avoiding the application of a dense
grid. This model was first introduced by [132] for the steady flow inside a CFB reactor. Several researchers
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[102, 122] developed an improved version of the model taking into account particle acceleration and the
effective inter-phase interaction. Researchers in [133] proposed an EMMS model for Geldart B particles in
a cold dense CFB. All of the abovementioned studies use as a key parameter for the EMMS model, i.e. the
cluster size. This is not always the case; some researchers, apply the EMMS theory by incorporating in the
model the bubble size [134]. This is the so called bubble-based EMMS model, which was first proposed by
[135]. The latter model is more theoretically sound for BFB reactors. For a CFB reactor though, the accurate
guantification of the cluster size is considered as a key parameter for an accurate EMMS model.

The precise prediction of the cluster size has been a major issue that has not been solved yet. The main
reason is that clusters are spatio-temporal structures that change size, effective density and shape constantly
[136]. Several empirical and semi-empirical models have been proposed [122, 137-139], reflecting the
necessity for its accurate prediction. A correlation proposed by [132], based on the work of [140], assumes
that the cluster diameter is inversely proportional to the energy used for suspension and transportation. This
approach has been widely used by many researchers [102, 141, 142]. However, in some cases those
correlations result in an over-prediction of the cluster diameter. Gu and Chen correlation [138] has been
implemented for the full loop simulation of a carbonator cold model unit in the work of [109]. All the
aforementioned approaches share the important drawback that the riser diameter is not been taken into
consideration. Nonetheless, this parameter should be incorporated in the EMMS model, so that the
calculated cluster size should take values lower than the reactor diameter. A correlation introduced in the
work of [143] takes into account the effect of the riser diameter, but it has not been extensively used and
validated especially for CFB reactors.

Reaction kinetics is also a major aspect that should be cautiously selected, especially for multi-phase
systems including chemical reaction, such as the calcium looping process studied in the current Thesis.
Contrary to the flow hydrodynamics simulations, the understanding of the sorbent regeneration, has been
the subject of many experimental studies [144]. Unfortunately quantification of the calcination kinetics is
a really complicated issue, because the reaction itself is highly dependent on the CO; partial pressure and
the particle size, whilst it can be inhibited by impurities, such as fly ash [145], [146]. Degradation of the
sorbent material can be caused as well, due to consecutive carbonation — calcination cycles within the
calciner in areas where the re-carbonation of CaO is favored. As regards the calcination kinetics, a series
of reaction rates have been presented in the literature. The dominant models proposed regarding the specific
surface area quantification are the Shrinking Core Model (SCM) [147], [148] and the Changing Grain Size
Model (CGSM) [144]. Garcia- Labiano based on these models proposed a particle model for the most usual
calcium based-sorbents for a wide range of operating conditions [144]. Apart from these models the
homogeneous reaction rate model has been also proposed, which assumes a homogeneous reaction thought
the sorbent, however, is applied mainly on particle sizes less than 90 um.

Finally, achieving validation of the used models against experimental data —especially at a pilot scale- is a
major asset in such type of developed tools, in a sense that the derived results become reliable enough to
draw safe conclusions about a systems design and operation. By using such validated tools, the up-scaling
of such systems at an industrial scale can be potentially achieved. The following sub-sections (2.1.1-2.1.5)
present the numerical methodology that has been used for the simulation of the under-studied FB systems.
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2.2.1 Multi-phase model
2.2.1.1  Multi-fluid model

The MFM approach is an expansion of the state-of-the-art TFM that was initially developed for the
simulation of two-phase flows. The MFM uses a generalized form of the Navier-Stokes equations, with
each phase having its own properties (velocity, temperature). In the MFM frame, the inclusion of closure
equations for the solid phase is necessary in order to solve the model. These equations are based on the
kinetic theory of granular flows (KTGF), which was first applied by [149] and later by [112], for the case
of a two-phase flow, and concern the calculation of the granular stress tensor and pressure. The governing
equations and constitutive closures of the MFM for a binary (fuel-sorbent) mixture are the following (the
subscripts g, s1, and s2 stand for gas, sorbent and fuel phase, respectively):

Mass conservation for gas phase

a —

at (ggpg) + V- (egpgily) = —Tgs1 — Tys2 )
Mass conservation for solid phase 1 (sorbent)

d —

a (Sslpsl) + V- (&51P51Us1) = —Ts1g — Tsis2 (5)
Mass conservation for solid phase 2 (fuel)

(6)

0 R
a (Sszpsz) + V- (e52p52Usz) = —Ts2g — Ts2s1

, Where rqq (kg'm=-s) denotes for the mass transfer rate per unit volume from one phase to another,
due to a phase change or a chemical reaction. Additionally, rgs1=-I'sig, rgs2=-rs2g aNd rsis2=-Is2s1.

Gas phase momentum conservation equation

a — - —> = — —

ot (egpgilg) + V- (egpgilgtly) = —£4VPg + V- Tg + £9pgg — Bys1 (tg — Us1)

_.Bgsz (ﬂg - ﬂsz) + Tslgﬁslg - rgslﬁgsl + TsZgl_iSZg - rgszﬁgsz (7)
Solid phase 1 momentum conservation equation

a — - - =
a (Sslpslusl) +V- (Sslpsluslusl) = —851Vpg + Vps1 + V- Tg1 + €61P519

(8)
_.Bgsl (usl - ug) - .35152 (usl - usz) —Ts1gUsig + Tgs1Ugs1 + Ts251Us2s1 — Ts1s2Us1s2
Solid phase 2 momentum conservation equation
a — — — =
a (e52P52Usz) + V * (E52P52Us2Usz) = _Sszvpg + Vps2 +V Tsy + €52P529
_:Bgsz (usz - ug) - :85251 (usz - usl) — Ts2gUs2g + Tgs2Ugs2 + Ts1s2Us1s2 — Ts2s1Us2s1 (9)
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,whereUgs, Ugy ,Uge ,Ugg, Ugs and Uy are interphase velocities.

If, for instance rg>0 (mass from the gas phase is being tranferred to the sorbent phase), then Ugs = Ug
; 1f rgs<0 (mass from the sorbent phase is being tranferred to the gas phase), then Ugs =Us. In asimilar

way, if >0, then Uy =Usand if ry<0, then Uy, =Uj
Gas phase stress—strain tensor
2 =
= — - T Pl
Ty = egyg(Vug + Vi, ) +e5(Ag — §,ug)(V “ug)l (10)

Solid phase 1 stress—strain tensor

Ts1 = Es1Ms1 (Vusl + Vg ) + &51(As1 — §#sl)(v “Ugy) (1)
Solid phase 2 stress—strain tensor

= — — T 2 — =

Ts2 = Es2Ms2 (Vusz + Vi, ) + & (As — §M52)(V “Usp)] (12)

It should be noted that in the case of a single granular flow the above equations are solved by taking into
account one solid phase, whereas the KTGF model for a single granular phase is applied. In the case of a
bi-dispersed flow, the KTGF model for multiple granular phase is used.

2.2.1.2 KTGF for a single granular phase

Based on the KTGF theory the granular shear viscosity of a solid phase, us, consists of three parts: the
collisional, kinetic and frictional part:

Us = Uskin T Us,col T s fr (13)
Collisional viscosity [150], [151]
4 o 14
Us col = ggspsdpgo(l + ess)F ( )
s
Kinetic viscosity [152]
10psdy/Osm 4 z
= 1+-—- 1
“s,km 9685(1 + ess)go [ + 5 gogs( + ess)] (15)

Frictional viscosity
The solids frictional viscosity is included in the model in cases where the solids volume fraction is
higher than the friction limit (es#+>0.51). The correlation of Johnson and Jackson [153] is applied:

u _ perin(pfr
T e [Ty (16)
Frictional pressure [153] (17)
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(gs - Ss,fr)n
s (gs,max - gs)p
, where n=2 and p=5
Solids pressure [149]
ps = &psOs + 2pg(1 + ess)gsngOS (18)

Granular bulk viscosity [149]

psr = 0.1¢

1
4 05\ /2 19
As = Eespsdpgo(l + eg5) (ﬁ) (19)

Granular temperature

The following algebraic form of the granular temperature transport equation is applied:

0= (_psl_+ T=s) Vﬂs —Yos + Pgs (20)
, Where yes is the energy dissipation, due to inelastic particle-particle collisions, whilst the term ¢gs

represents the kinetic energy exchange between the fluid or solid phase and the s solid phase

Radial distribution function [154]:
1

1 -
3 3 L < & > /3
go 5 Ss,max (21)

All the above-mentioned equations are solved using the ANSY'S Fluent platform. It should be underlined
that the study of the solid stress tensor is an important issue for the TFM model. However, it is not the
subject of the present Thesis, due to the fact that its effect on a FB reactor’s hydrodynamics is less important
than that induced by the inter-phase drag force [122].

2.2.1.3 KTGF for multiple granular phases

In the case of more than one solid phases, as in the case of the oxy-fired calciner simulated in this Thesis,
there are complexities in the proper formulation of the stress tensor of multiple granular phases. The kinetic
theory should be applied for particle - particle interactions for particles of different size and densities
resulting in correlations for pressure, shear and bulk viscosity that sum the effect of all Eulerian solid
phases. Mathiesen [155] developed such correlations for poly-dispersed systems in their novel work. A
generic group of User Defined Functions (UDFs) that solves and extension of the KTGF model for poly-
dispersed flows has been formulated from CERTH’s research group [156] and is applied as well in this
Thesis for the bi-dispersed flow of the oxy-fired calciner.

The granular pressure of a phase sl is calculated using the next two correlations:

Ps1 = Es1Ps1051 + Pc,s1s2 (22)
T 0410,
Pcsis2 = 3 1+ eslsz)dgslsZQOSl,sznslnszmo Mg, . ;n > x
ms Os1 + m_s Os2
S2 s1 (23)
3
{ (mo/msl)2951952 } /2
[@sl + (msz/msl)zgsz] + (951"'952)

, where the following scalar quantities are used for the calculation of the above equations:
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6¢s; _ nd?ipsi . (24)
— Mg = — i =1,2
mdy; 6

1
dpslsz = E (dpsl + dpsz):mo =My + Mgy, N =
The granular temperatures of the separate phases, @s1 and ©s; are calculated according to algebraic
correlation (20). It should be underlined that ess. is the restitution coefficient for collisions between
particles of phases sl and s2, in contrast to ess which is the restitution coefficient for collisions between
identical particles of phase s and is used in the KTGF approach for a single solid phase.

The radial distribution for two solid phases (gosis2) can be calculated by the following correlation reported
by [155]. The radial distribution of the granular material (go) is calculated by the correlation developed by
[149]. This correlation should encounter for all the granular material in a control volume and for this reason
the total volume fraction of solids is used in it.

1 g 1—¢ —2.5&51,max
0
Jo,s1s2 = E 1 — & (Ssl - 552)'90 = [1 - < ¢ )] (25)

€s1,max

The frictional pressure is calculated based on equation (26) proposed by [156]:

0 ,fores, < 0.5
fr _ fry2
Ps1 = Es2—E (26)
st 0.1eg; (msazx—ﬂ)s ,for g = 0.5
&1~ 852)

As concerns the bulk and shear stresses based on the kinetic theory the following correlations are applied:

1 dysis2 Mgy 2
As1 = g_pc,slsz % (Os1 + m_s Os2) Mgy (27)

s1 51 1051052 (051 + m_sl 0s2)

1 d m 2
psls2 Ss2

Heot = —Desisz2— = — (Os1 + ——052) m (28)

€s1 5 Ms1 051 052(051 + (mzi)ZOSZ)

2Ugit,s1 ?

4
Ukin = {1 + ggslszgsz(l + 35152)} (29)

851(1 + 65152)95152

The shear viscosity under dilute conditions and the average granular temperature are as follows:

o 5 M1 051 av
Hair,s1 16d?1 T
stlgsl (30)

@sl,av = 2

1 (G J (no/msiog _(__(na/ms 0,0, )3/2

Ngs1 dpsl (951 + (msz/msl)zgsz) (@sl + (msz/msl)zgsz)(@sl + 952)

Finally, the respective frictional shear viscosity is calculated based on eq. (16).
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2.2.2 Drag Force Model

This section presents drag force models used in multi-phase flows simulations, both homogeneous ones i.e.
the Gidaspow model, and, heterogeneous ones as the sub-grid EMMS scheme. Such models are used for
the calculation of the inter-phase drag coefficient between the gas-solid phases in equations (7) and (8).

Apart from the gas-solid drag force, in multi-phase flow systems that include more than one solid phases
(e.g. oxy-fired calciner), there is a necessity to include as well the solid-solid drag force exchange
coefficient that calculates the drag force between two distinct solid phases of different properties (e.g.
density, particle size etc.). The most well-known model for calculating the solid-solid exchange coefficient
is the Syamlal O’Brien symmetric model.

2.2.2.1 Gidaspow Model

The conventional drag law proposed by [112] is a combination of the Wen-Yu [120] and Ergun [157]
equations and is formulated as follows:

Wen-Yu equation;

=3 = _ |, 265
Pgs = 4dy, CootsegPglity — Tsleg for £5>0.80 e
Ergun equation:
g2u espg|Ug—us|
=150—-2+1.75—+94 = for £,<0.80
ﬁgs ggdf, dp &g (32)

This model assumes homogeneous conditions in each computational cell, failing thus to predict correctly
the heterogeneous formations inside a gas-solid fluidized bed reactor.

2.2.2.2 EMMS Model in-house development

Unlike the conventional Gidaspow model, the EMMS scheme, takes into account the meso-scale structural
effect on the calculation of the drag coefficient in each computational cell [122]. It is based on the multi-
scale modeling strategy, in which the phenomena occurring at higher scales (macro-scale) can be
formulated by investigating the controlling mechanisms at smaller scales [158]. The fluid field is divided
into three sub-domains that are homogeneous, i.e. the dilute, the dense and the interaction phase [132, 142],
Figure 15. The dilute phase is controlled by a gas-dominated mechanism and the dense phase by a particle-
controlled mechanism.

The flow heterogeneity induced by the cluster formation is taken into account through a dimensionless
factor, which is called heterogeneity index, Hq, and is defined as:

H, = Fyensyu (33)
g = —2enaru
FEMMS

The Femwms force calculated using the EMMS scheme and subsequently the Hq parameter are derived from
the solution of the following set of analytical, empirical and semi-empirical equations. A stability criterion
is introduced that minimizes the total energy consumed for suspension and transportation of the particles
per unit mass of particles. Additionally, several closure terms for the dilute, dense and interaction phases
are added to the non-linear system.
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Figure 15. Multi-scale resolution of structure and gas-solid interaction in the EMMS model [159].

2.2.2.2.1 Analytical equations

Force balance for the dense phase:

3. fa

p

3. fa-e&)
49 g

f

Force balance for the dilute phase:

3. (=-HA-¢)

3ty

dp

3
ngszc + chid lngszi =f(1—e)(ps — pg)(g +ac)
c

pgUs = (1= (A = &) (ps — pg)(g + af)

Pressure drop balance between the clusters and the dilute phase:

(1 — Sf)
Car a)

Pg Uszf +

f pg Uszi —

(1 - gc)

C.:
1_f @ dcl

Fluid mass conservation equation:

Uy =fUc +

Particle mas

(1= 1)Ur

S conservation equation:

Usszpc+(1_f)Upf

Mean voidage definition:
g =fec+ (1 —fer

&g tes =1

d pgUs
c dp gUsc

(34)

(35)

(36)

(37)

(38)

(39)

(40)

43



2.2.2.2.2 Semi-empirical/empirical correlations

The cluster size is an important parameter in the EMMS model that strongly affects the value of the
heterogeneity index Hq. However, it cannot be easily measured as clusters are spatio-temporal structures
[122] that breakup, coalesce and behave differently in the core and annulus region [143]. According to the
literature, near wall moving particles tend to coalesce and fall in wave-like patterns, which subsequently
break up to form clusters of smaller size when entering the core region. The latter mechanism is enhanced,
due to the high slip gas velocities exhibiting in the riser core zone. The variables involved in the EMMS
model are expressed per control volume in the form of dimensionless variables, an issue that is very useful
since the heterogeneity index should not depend on the size of the control volume. However, concerning
the clusters diameter, most arithmetical correlations calculate this value either as an absolute dimensional
number (m) or in best case as the ratio of clusters diameter to particle diameter. Additionally, such
correlations neglect the effect of the macro-scale on the size of clusters. A good example of that is the
neglect of a limitation that the riser diameter poses to the growth of the clusters.

In this light and to account for such type of limitations, the currently proposed EMMS model combines two
cluster correlations, the one given by [143] and the other developed based on the work of [132]. The final
cluster diameter, dq, is calculated as the smaller between the two expressions (41) and (42) given below.

The correlation for the cluster’s diameter proposed by [132] is the following:

dp [Us/(1 - gmax) - (Umf + gmes/(l - gmf))]g
Nstps/(ps - pg) - (Umf + gmes/(l - gmf))g (41)

dcl,Li&Kwauk =

This expression incorporates important parameters that govern the flow, such as a) the energy which is
consumed for the suspension and transport of the solid particles Ny, b) the superficial solids velocity Us,
m-s*t and ¢) the minimum fluidization velocity Un, m-s™. This has been used with success in many CFD
simulations [142, 160]. However, its main drawback lies on the fact that it does not take into account the
geometrical restriction that the riser diameter poses on the clusters size. Such a geometric restriction is
considered in the following correlation.

Following the work of [143] a correlation for the cluster diameter is proposed:
f 1/,

dcl,Subbarao =D, (m) + dp (42)

, Where f is the cluster volume fraction and dp is the particle diameter. Dy is the void size in the bed. In this
Thesis, the ratio of cluster to void surface in a cross section is preferred over the respective volumetric ratio.
Therefore, the 1/2 and not the 1/3 exponent is used in the right hand side of equation (42). This reasoning
is adopted since the limitation that the diameter of the riser poses to the cluster diameter is correlated with
their area coverage at a cross-section, and not with their volume.

The void size in the bed, Dy, is expressed as:

2u? u? . (43)
DV = 1 + _2
g uS‘r
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Equation (43) is the result of the combination of two asymptotic equations for the void size. The first
equation takes into account the formation of voids with a rise velocity equal to the terminal velocity of a
single particle and the second one is for cases where the void size expands so that it is almost equal to the
column diameter (slugging flow), and the rise velocity is almost equal to the slug velocity. D is the column
diameter and is related to the slug velocity as:

u,, = 0.35(gD,) "/ (44)

The terminal velocity of a single free-falling particle is taken from the work of [52], for particles with a
sphericity in the range of 0.5<p.<1:

_ 3

! [M] (45)
Pg

, Where u;"is a dimensionless gas velocity and d, is the dimensionless particle size given by the following

correlations respectively:

18 2.335— 1.744¢.] "
W= |y _ Ps (46)
(dp)z (dp)°-5
1
_ 3
ds = d, [M] — Ar3 (47)
Hg

Subbarao in his work follows the simplification that 1 — &, = f(&f — &) taking & = 1. However, the
voidage in the dilute phase should not exceed the value of 0.9997, an assumption that has been followed in
many works [136, 160, 161]. Thus, this Subbarao’s simplification is not adopted in the present Thesis.

Concluding, the value of the modified cluster diameter is taken as:

dcl = Min(dcl,Subbarao' dcl,Li&Kwauk) (48)
For the voidage in the dense phase, &, a correlation proposed by [122] is adopted:
& = €5 —NO, (49)

, Where n is taken equal to 3, as in the work of [162]. The latter parameter and subsequently & affects the
effective density of the dense phase, however there is not an analytical expression for its value. In other
works a value of n=1 [163], [164], n=2 [165-167], or n=2.5 [138] is proposed.

The dense phase voidage standard deviation o, used in equation (49) is calculated by adopting the Poisson
distribution [122],

1 — e}
o = &, (1-&) (50)
1+ 4e; +4e2 — 43 + &
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Minimization of the energy needed for the solid particles suspension and transportation is used as a stability
condition for the EMMS model. This energy is the sum of individual phases and their interface energies:

1
1- Eg)ps

2.2.2.2.3 Constraints and closure equations

Ny = [meFeUp + mcFUe +miFUp(1 = f)] = min (51)

The constraints for the acceleration and the gas voidage in both the dilute and the dense phase are:
agac >0 (52)

Eg <& S Emax ANd  gpp <& < gy (53)

The constraints in (53) have been applied also in other works [160], [161], [168] and [136]. Constraints
concerning the superficial slip velocity for the dilute, dense and inter-phase are as follows:

Us, Use, Usi > 0 (54)

A constraint for the superficial velocity in the dilute phase is applied as in the work of [136]. This constraint
is set to describe the fact that the velocity of a free-moving particle in the dilute phase cannot exceed the
value of the particle's terminal velocity.

Usf/gf > Ut (55)

Finally, some closure equations for the dense, dilute and inter-phase, which are necessary for the solution
of the model are summarized in Table 4. These closure terms, except for the effective-drag coefficient in
the inter-phase, are the same as in the works of [122, 136].

Table 4. EMMS closure equations.

Dense Phase Dilute Phase Inter-phase
Effective drag coefficient | C,. = Cyo0e7%8 Car = Caoper *® Cai = Caoi(1 — f)=*65
Standard drag coefficient 24 3.6 24 3.6 | Cyo;: Correlation (56)
doc = 5t o533 Caor = 5+ 50313
Re. Re/ Rey Res

Characteristic Reynolds PgdpUsc PgdpUss Rey;: Not used in this

Re, = -9 P Re, = 2P
number f model

Hg Hg

Superficial slip velocity eU & Ups &U

UsczUc_lc = USf_Uf_1 5 Usi:Uf_—pc(l_f)

— & - Ef

Drag force per particle/ nd} pg nd} Pg d? pg )
cluster c = dchUszc Fr=Cop 77 Uy  Fi=Cu—f 7 o Usi
Numbers of particles or _fd-e) _a-Ha- ef) f
clusters in unitvolume "¢ = T3 /¢ ™S T /e T a3 6

Regarding the inter-phase effective drag coefficient a correlation by the work of [143] is implemented:
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432

Cqoi = fi— for 0 < Ar,; <36
aoi fl ATCl Tel
56.9 (56)
= fiw for 36 < Ar,; < 83750
ATCl '
= 0.44f; for 83750 < Arg
Arg is the Archimedes number for clusters given by the following expression:
d2.9(ps — P3)Pg (57)

ArCl =

* 2
Hg

, Where pg, ps and ug are the meso-scale fluid and solid densities and the gas viscosity that are given
correspondingly by the following equations [160]:

Pg = &pPg + (1 —&r)ps (58)
ps = &cPg + (1 —€)ps (59)
pg = pg(1+2.5(1—¢)) (60)

Correlation (56) is considered as more suitable than the one proposed in the works of [122, 169], in as much
as it takes into account both the permeability of clusters for the calculation of the drag coefficient and the
effect of the Archimedes number. The permeability of clusters is incorporated in the model through the f;
parameter, which is chosen with a small degree of arbitrariness. In the work of Subbarao a value of 3 is
chosen [143]. In the present study only the effect of Archimedes number is taken into consideration (fi=1).

This set of equations is solved through a custom-built FORTRAN code for specific values of the gas-solid
slip velocity usip (0.5, 1, 2, 3, 4, 5) and for discrete values of the gas volume fraction ¢y within the range of
emf 10 emax. The calculated heterogeneity index is interpolated using polynomials for three areas of ¢g; a) &=
[0.65, 0.82], b) &= [0.82, 0.96], and c) 4= [0.96, emax]. The resulted polynomials are incorporated to the
TFM model through UDFs and they have the following general form:

Hy = agel + ase; + ase) + azei+aes + are4 + ag (61)

It is underlined that the interpolation procedure is only followed for the specific slip velocities that were
chosen to solve the EMMS model. For other values of the slip velocity a linear interpolation method is
adopted, using the expressions below:

Hy(ugip) = (1 — 0)Hy(usiip™) + xHg (usiip ™) (62)

ugip T —Usi
, Where x = —{2___iP. (63)
Uslip " —Uslip

At this point, it should be noted that for a specific set of equations the value of the heterogeneity index is
only dependent on the slip velocity, between the gas and the solid phase, and the gas voidage &;:
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Hy = F(uslip,gg) (64)

This concept has also been adopted in the work of [136] and [107]. A detailed description of the custom-
built FORTRAN code algorithm can be found in Figure 16. Finally, any additional information on the
EMMS model can be found in [136], [122]. It should be underlined that the results of the EMMS scheme
presented for each simulated case correspond to the operating conditions of the specific unit modeled.

y 4 ;
START _ .
o . =l in HIAF _ If £.gt.c. . then end
perating parameters =012 . n gf_(gg_fg 1) F Igg);) A
Uy Us, &5 Emp Pg PssMyy Af=(f__ . )/n

d,, D, l,

N Yol i HAUFOA,.m ’

c_min

AU=(U _max-Uc_mm)/m

Search for a point_ Calculation of U, U, Subroutine for U, U,,, Subroutine for
(f,Uc), where Ny—min Usi_max, Us NevF a, a, calculation d_ calculation
Constraints Verification Re_,Re.Re,Cd_Cd,Cd, through Gauss-Seidel <

The code developed is far more accurate than conventional
End of Programe programs that solve non-liner systems. Moreover, with
some computational tricks can run with an adequate speed

In the algorithm, two loops (A and B) are used to calculate the parameters f and U, within the range of
[0, 1] and [0, U,] respectively. The EMMS model equations are solved for all the possible values of f,
U.. The solution point is the point (f, U,), where the minimum value of N, is detected.

Figure 16. Solution algorithm of EMMS model.

2.2.2.3  Syamlal O’Brien symmetric model

If the number of solid phases simulated is more than one, as for instance in the cases of explicitly simulating
the full PSD of a solid sample, or the bed inventory consists of more than one solid materials, then a solid-
solid drag force model should be included into the CFD model. According to Syamlal Obrien symmetric
model [170] the momentum exchange coefficient between two solid phases (denoted as sl and s2 in the
present Thesis) is given by the following expression:

3(1+ es1sz)%551ps1€szpsz (dps1 + dpsz)2.9051,sz
2”(Ps1d;?§s1 + Ps2 dz?;sz)

It is stressed out that the solid-solid exchange coefficient could have a meso-scale dependence likewise to

the gas-sorbent momentum exchange coefficient, which is calculated according to the sub-grid EMMS

scheme. To formulate such a model, one should calculate the percentage of the different solid phases within

the dilute and the dense phase and the respective interaction, at sub-grid level. However, it is neglected in

this Thesis, as there is not a suitable model for that in the literature to the best of the author’s knowledge.

152 = 57 — 5] (65)
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2.2.3 Reactive multi-phase flows

The reactors modelled in the present Thesis are a CFB carbonator, an indirectly heated BFB calciner and a
BFB oxy-fired calciner. It the first two reactors, carbonation of the regenerated lime and calcination of
limestone occur, respectively. In the case of the oxy-fired calciner, where the heat for the limestone
calcination is provided through the oxy-combustion of a solid fuel (coal in the specific case studied), a
series of homogeneous and heterogeneous reactions occur simultaneously.

For the accurate simulation of the coal conversion mechanisms, three heterogeneous reactions, i.e.,
evaporation, devolatilization, char combustion, and two homogeneous reactions, i.e. volatiles and CO
combustion, are modelled. The heterogeneous reaction rates are incorporated into ANSY'S through custom-
built UDFs, while the homogeneous reactions are already available in the ANSYS Fluent Platform.

The heat (4H) of each chemical reaction described below is calculated as:

AHY, o ction = Z AHZ (products) — Z AHP (reactants) (66)

, Where AHJ? (products) is the sum of the standard state enthalpies of the products in a chemical reaction
and AHp (reactants) the sum of the standard state enthalpies of the reactants. The standard state enthalpies
of the different species that take part in the simulated chemical reactions are presented in Table 5.

Table 5. Species Standard State enthalpies.

Specie AHS ( kJ-kmolt) Specie AHS ( kJ-kmol)

CaO -6.351003e+05 02 0

CaCOsz | -1.206934e+06 Co -1.105396e+05
Char | -0.10127 CO2 -3.935324e+05
Vol -5.165e+05 Volg | -5.165e+05
Ash -0.10127 N2 0

H2On | -2.858412e+05 SO -2.968612e+05

H.O( | -2.418379e+05
2.2.3.1 Sorbent reactions

2.2.3.1.1 Carbonation

The carbonation of calcium oxide (CaO) to calcium carbonate (CaCOs) is an exothermic heterogeneous
reaction occurring approximately at a temperature 600-700 °C and is described by the following equation:

CaO(s) + COz(g) - CaC03(S) (67)
The rate of this reaction equals to [171], [172]:

ksSo 2
RRcqrp = Neq 1i_eo (Xmax — Xcarp) /3 (CC02 - CCOZ,eq) (68)

, Where ks (m*-mol™'s?) is the rate constant for surface carbonation, So (m?m?) is the initial surface area of
CaO per unit volume of solid CaO and eq (-) is the particle porosity. These three parameters depend on the
type of the limestone. The constants values are retrieved from the work of [173]. The value of the maximum
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conversion Xmax (Mol %) is taken equal to 0.1 and is based on the measured sorbent activity in the DFB loop
[174]. The Xcar (Mol CaCOs'mol™ Ca) is the actual carbonation conversion and is calculated for each
computational cell of the discretized domain. Concerning the last term in the right hand side of equation
(68), Cco2 (mol'm™) is the concentration of CO; in the flue gas and is calculated locally in each cell as Xcarb,
while Ccoz,eqis the equilibrium CO, concentration at the specific operating temperature of the reactor (Tcarb).
According to [171] the Ccozeq is equal to:

1.462x101 (—19130 (69)
= ex
€02e Tcarb P Tcarb
2.2.3.1.2 Calcination
The calcination of CaCOs to CaO is an endothermic heterogeneous reaction described as:
CaC0szy - Cal(s) + COyy (70)

The model applied for the calculation of the calcination rate is based on Garcia-Labiano's approach [144]:

Pco, (71)

RRcqic = kcSe(1— 9002)(1 - )

eq

In the above expression the assumption that Se=So has been followed for reasons of simplicity [75]. The
parameter Oco, represents the fraction of active sites occupied by CO; given by an adsorption isotherm:

1 -Eq
9(:02 = CpCOZE and c = C()eF (72)

The kinetic rate constant, ke, and the isotherm adsorption constant, c, are calculated as follows:

—E,
kC = koeﬁ (73)

The equilibrium decomposition pressure p,, is calculated as:

—20474
Peq = 4137102~ T (74)

The partial pressure of p¢, is calculated in each cell of the computational grid.

Table 6. Values for the calcination reaction parameters [144].

Parameter Value Units

ko 254-10° | kmol'm?-s?!
E. 131 kJ-mol?

Co 3.7-107 Pa0°®

Ea -90 kJ-mol?

So 0.5-108 m?

The supplementary variables used for the calculation of the calcination rate are dependent on the sorbent
material used. Their values presented in Table 6 are retrieved through the literature [144], since there are
no data available for the specific limestone used from any of the experimental campaigns used for
validation of the CFD models of the current Thesis.
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2.2.3.2 Coal combustion
2.2.3.2.1 Evaporation

The moisture evaporation is a heterogeneous reaction described by the following equation:
H20(r) = H20(q) (75)

When the fuel phase contains moisture and reaches the evaporation point, i.e. 100 °C, an evaporation rate
is applied based on the classic model of a boiling droplet, for which the moisture content is supposed to
form a liquid film around the particle itself, [175]. The rate is described by the following equation [176]:

6ms; ) T[dpsz ks, ( Cps2 (T Ty, ))
RR = — Nu Inl1+ (76)
evap <T[p52 dzzasz MWHZO Vcell %2 Cpsz 1- LH2

, Where ms; is the mass of fuel in a computational cell. Thus, the first term within brackets in the right hand
side of the equation represents the number of fuel particles in the control volume.

The Nusselt number of fuel phase (denoted as s2) applied in the above equation is equal to:

Nug, = 2 + 0.5Re,, %> (77)

2.2.3.2.2 Devolatilization

Devolatilization is a non-reversible intermediate process of combustion given by the following equation:

The characteristics of the devolatilization process are dependent on the type of fuel and operating conditions
(temperature, heating rate and devolatilization atmosphere). However, due to lack of experimental data a
reaction rate retrieved from the recent literature is applied [177]. One of the simplest approaches is the use
of Arrhenius type expressions that correlate the rates of weight loss with temperature, i.e.

Y01 —Ey
RR ey = ?;Tszplsz[(ve /(RT52) (79)
vo

, Where Ky is the pre-exponential factor, E, the activation energy and Yvor and MW, the mass fraction and
molecular weight of the volatiles in the fuel phase (denoted as s2), respectively. The values of the above
parameters are retrieved from the work of [177] and are summarized in Table 7:

Table 7. Kinetic values for the devolatilization reaction rate.

Parameter | Value Units
Ky 4.68e+10 | st
E, 155.9e+3 | kJ-kmol™!

2.2.3.2.3 Char combustion

Char oxidation is the slowest step of the combustion process, which includes a series of heterogeneous gas-
solid reactions that lead to the production of both CO and CO; [178]. At high temperatures (>1100 °C) and
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high O percentage in the air, CO- is the most dominant product, whilst in low temperatures (600 °C) CO
is the dominant one. For the specific conditions simulated, where temperature lies in-between, one should
calculate the ratio of CO/CO; produced as a function of temperature and set that using a more sophisticated
model. However, in order to save computational cost, and for reasons of simplicity the char combustion is
assumed to follow a shrinking core mechanism and take place in two steps, which are i) combustion of char
into CO and ii) further oxidation of the CO into CO,. Additionally, the water-gas-shift reaction is not of
high importance for the specific oxy-fired conditions [179] and, thus, is not taken into account.

The char combustion towards CO is described by the following equation:
2C(p) + Oz(g) = 2C0g) (80)

The reaction rate of char combustion into CO is taken by the work of [180], [181], [182]:

—6¢52P0, /1
RRcomp = 1 > 12 1
dps2 [k_fl + k, + k_r] (81)
, Where po2 is the partial pressure of oxygen and f; is a factor calculated as:
- (82)
fi= Yo + 1076

The latter factor is used in line with the work of [181], to allow for the rate equation to behave linearly for
small values of the carbon mass fraction value Yc. This allows to eliminate numerical instabilities that arise,
when reactants mass fractions approach to zero. As a consequence, at values of Yc equal to 10 a numerical
error is introduced in the rate equal to 1%, which decreases for higher values of Yc.

The shrinking core mechanism considers in physical terms, three resistances; i) external film diffusion, ii)
diffusion through the ash layer and iii) reaction at the surface of the unreacted core.

The film resistance is given by:

Dy, Sh
, Where Do is the O, diffusivity:
T 1.75
Do, = 4.26:107* ( 180 0) /P, (84)
, with Py the absolute gas pressure in atm.
Roz is the individual gas constant for oxygen:
Ro, = = (@)
MW,
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Ty is the average film temperature, which is equal to:

T, + Ty,
T, =9 S 86
= (86)
The Sherwood number, Shy,, is taken as [183]:
Shs, = (7 — 10g, + 5¢2) (1 + 0.7R6502'2501/3) +(1.33 — 2.4¢5 + 1.2£§)Re22-75c1/3 (87)
The Schmidt number is defined as:
Hg
Sc = 88
poDo, (88)
The ash layer resistance is calculated as:
2ry: D
ka = e (89)
® (L-ry)d of Ro, T
, Where r, is the ratio of core to particle diameter
- (90)
1o =
i dpsz
According to the work of [182] this ratio can be related to the carbon and ass mass fractions as:
1
_ <YCYaOsh> /s (91)
Tep =\ Jo
YC Yash
, where Y., and Y2 are the initial value of the ash and carbon mass fractions.
D. is an effective ash diffusivity given:
D, = Do, 55 (92)
The ash porosity is equal to [184]:
gash = 0.25+ 0.75(1 —Y2,) (93)
Finally, the surface reaction resistance equal to [185]:
k, = 2322712 27000 (94)
r= TepeP (= Tog7T..)

2.2.3.2.4 CO oxidation

The CO oxidation to CO; is a homogeneous volumetric reaction and is described by the following equation:
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CO(g) + OSOZ(g) + HZO(g) - COZ(g) + HZO(g) (95)

The rate of the reaction is calculated according to the Finite-Rate/Eddy-Dissipation model [186], which is
dependent both on an Arrhenius kinetic rate and on the turbulence fluctuations. More specifically, in each
cell of the discretized domain both the kinetic rate and the turbulent (mixing) rate are calculated, taking as
rate of the reaction the minimum of them.

The turbulent Kinetic rate is proportional to the ratio of the turbulent dissipation rate & to the turbulent
kinetic energy k:and is calculated according as the minimum of the following two values:

RR;, = v . MW,A imin _ TR (96)
ir ir iAaPg kt R V}Iz,rMWR
' & pYp
RR;, = v, MW;ABp, — ———— 97
LT Lr L pg kt Z;V U]'TMVI/] ( )

, where A and B are empirical constants equal to 4.0 and 0.5, respectively [186].

Yp and Yr is the mass fraction of any product species and reactant respectively, Mw,r the molecular weight
of a particular reactant R, Mw, the molecular weight of any product species i and Mw; the molecular weight
of any product species j. Finally, v; .is the stoichiometric coefficient for species i in reaction (equal to 1 for

CO and 0.5 for O) and v]'-',r the stoichiometric coefficient for product j in reaction (equal to 1 for CO,).

The kinetic rate of CO oxidation, is calculated according to the following expression:
RR¢o = kf,r[CCO] : [602]0'25 ) [CHZO]O'S (98)

It should be noted that the catalytic effect of steam is taken into account in CO oxidation by applying a rate
exponent for the steam specie equal to 0.5 [187].

The forward rate constant kf  for areaction r is calculated according to Arrhenius law:

ke, = Are_Er/RT (99)

, Where A, is pre-exponential factor and E; the activation energy. Their values are presented in Table 8:

Table 8. Kinetic values for the reaction rate of CO oxidation [187].

Parameter | Value Units
Ar 2.23%e+12 | kg'm?3st
E, 1.7e+08 J-kmol?

2.2.3.2.5 Volatiles combustion

The volatiles combustion is a homogeneous non-reversible reaction. The volatiles (Vol) in the specific
Thesis are described by the CnH,SpO4Nr chemical formula and are oxidized by the general form:
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n
2

r

2) N, + pSO, (100)

CmHnSpOQNr+(E+E+p=%)02—>mC0+( ) H0 + (

2 4
The stoichiometric coefficients in the above equation are derived by following some simple calculations
based on the ultimate and proximate analysis of the specific fuel given and assuming that char represents
the actual pure carbon content of the fuel. Any chemical bond of carbon with additional species as those of
N, S, H and/or O are represented by the chemical composition of volatiles introduced in the numerical
model. More specifically, the m, n, p, q, r fractions of the C, H, S, O, N chemical components can be easily
defined by calculating the weight percentage of each chemical component in the volatiles matter and
dividing it with its atomic mass.

It should be stressed out that according to experiments the devolatilized gases contain a large proportion of
CO,, as well [188], and the simulation approach undertaken maybe underestimates locally the CO; gas
content since volatiles in the models should be firstly oxidized to produce CO,. However, this oxidation is
quite fast and the simplified approach follower in order to save computational cost is assumed to have
negligible effect on results accuracy.

The rate of the reaction is calculated according to the Finite-Rate/Eddy-Dissipation model [186], already
presented in the CO oxidation section. The rate exponent of gas-volatiles and O are set to 0.2 and 1.3,
respectively. The rate exponent of the product species are set all equal to zero.

Thus, the kinetic rate of volatiles combustion is set equal to:

RRvol(g) = kf:r [Cvol(g)] 0. [C02]1'3 (101)

Finally, the values of the pre-exponential factor and activation energy of the volatiles combustion kinetic
rate are presented in Table Table 9.

Table 9. Kinetic values for the reaction rate of volatiles combustion [187].

Parameter | Value Units
A 2.119e+11 | kg'm?3s?
E, 2.027e+08 | J-kmol?

2.2.4 Heat transfer at high-temperatures (radiation phenomena)

The heat transfer mechanisms in a fluidized bed system —operating at high/ultra-high temperatures- are
radiation (particle-wall, particle-particle, and fluid-particle), convective (particle- fluid), and conduction
(particle-particle or particle-wall).

2.2.4.1 Conservation equation

Conservation of energy

For each phase included into the model a separate enthalpy equation is solved. The general case of solving
a three-phase flow is presented in this Sub-section. However, in the case of a two-phase flow only the
equation for the gas and solid phase 1 are included into the model.
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Gas phase

d . dpg  _ __, . . .

a(sgpghg) +V: (sgpgughg) =& + T Vug —V-q5+ Sy + Qs14 + Os2g (102)
Solid phase 1

0 . dpy, __ | ., . .

E (Sslpslhsl) +V- (gslpsluslhsl) =& W +T1: Vg — V- qsq + 851 — Qs1g - Qs152 (103)
Solid phase 2

0 ., dpy, __ . . .

ot (‘SSZ,DSZth) +V- (552p52u52h52) = &s2 dt + T2 Vus — V- qs, + Ss2 — QsZg - QsZsl (104)

, Where hg, hs1 and hs; are the enthalpies of gas, sorbent and fuel phase, respectively, and Sy, Ss1 and Ss; are
source terms that include sources of enthalpy, due to the homogeneous and heterogeneous reactions, and,
radiative sources. Thus, each heat source term of the g™ phase is equal to:

, Where AHuomogeneous 1S the heat due to a homogeneous reaction and AHweterogeneous the heat, due to a
heterogeneous reaction. The negative sign in front of 4Huomogeneous 1S inserted, because the homogeneous
reactions taking part in the specific rector are exothermic.

The volumetric rate of energy transfer between two phases,Q, is calculated as a function of the
temperature difference between the two phases and the interfacial area, Ai.

As concerns the energy transfer between the gas and each solid phase the parameter Q is calculated as being
equal to:

ng = hgq(Tg - Tq),q =s1,s2 (105)

, where hg, is the volumetric heat exchange coefficient between the gas and the g™ solid phase. The heat
exchange coefficient is given by the following expression:

h® = Ahg hgq = Aihgq (106)

g

, Where A is the specific interfacial exchange area and hgq is the heat transfer coefficient between the
two phases equal to:

k,Nu
a _"9""%pq
9a="g (107)
rq
Thus, the heat exchange coefficient is equal to:
6k e 6aNU
9°9°q"" “pq
hGq 7, (108)

, where kg is the thermal conductivity of the gas phase and Nuyq is the Nusselt number of the g™ solid phase.
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For the calculation of the Nusselt number, a model developed by Gunn [183] is applied. This model is
already available in the Ansys Fluent platform for the sorbent-gas interaction.

Nupg = (7 =10 &5 +5¢2) (1 + 0.7Reg?Pr'/2) + (133 — 2.4¢, + 1.263)Reg " Pr /3 (109)

2.2.4.2 Inclusion of radiation model
In the current Thesis, the P1 model [189, 190] is used for the simulation of radiative heat transfer inside the

FB reactors. The following equation is solved when the P1 model is enabled in Fluent solver to calculate
the local radiation intensity:

-V-q, = aG — 4an®cT* (110)

, Where G is the incident radiation, T the temperature at each computational cell, o the Stefan-Boltzmann
constant, o the absorption coefficient of the cell and n the cell refractive index.
The transport equation of the incident radiation is:

V- (I'VG) — aG + 4an?cT* = 0 (111)
In the above equation the parameter, I”is defined as follows:
= ! (112)
" 3(a+oy)
The absorption a and scattering coefficient o5 of the particles can be calculated as follows [191, 192]:
3 e
a=¢ 3 E (113)
3(1-ep)
=& 5 a (114)

, Where & is the volume fraction of particles at each computational cell and e, the particles emissivity.

In the absence of measured data concerning the radiative properties of the particles, e, is set at 0.9
(approximate values for sand and limestone particles particles).

Regarding the gaseous mixture, the absorption coefficient is given from the weighted-sum-of-gray-gases
model (WSGGM), applying a cell-based computation of the mean beam length, while the scattering is
neglected, since gases in general do not scatter much radiation [143], especially for the applications
simulated in the current Thesis.

2.2.4.3 Heat transfer between fluidized bed and a surface
The overall heat transfer coefficient, h [W-m?2-K™*] between a fluidized bed of particles and a surface (i.e.
wall, immersed tubes etc.) is defined as [52]:

q = A,,hAT 115)

, Where g is the heat transfer rate [W], Aw is the heat exchange area and AT is the temperature difference
between the bed and heat transfer area.
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The heat transfer between a surface, such as heat pipes, and a gas-solid fluidized bed is a complex
phenomenon dependent on several design and operating variables. Some of these can be summarized in the
following Table 10.

Table 10. Summary of operating properties/design specifications needed in a heat transfer process
involving a FB with heat pipes [193].

Operating properties

Properties of the fluid p, L, cp, K, a, o
Properties of the granular solid material dp, ps, Cp, ks, @5, @, €p
Fluidization conditions uo, ¢
Bed properties Hbed, Msolids

Design specifications
Geometric variables of the FB Dy, Lt

Geometric variables of the heat transfer surface | D, A, arrangement
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2.3 Phase change problems

Advanced numerical tools capable of modelling UHT-LHTES systems are necessary to move beyond the
state-of-the-art LHTES systems, which are limited to 767 °C [194]. Before UHT-LHTES systems are
considered as a solution for commercial-scale CSP plants and other solar technologies, further research is
required to understand the complex heat transfer mechanisms occurring at such demanding temperatures.

Solidification-melting problems are part of a wide category of heat transfer problems involving phase-
change, such as casting processes, production of alloys of improved properties and energy storage [195].
Such problems are accompanied by a phase transformation of a medium and by either absorption or release
of thermal energy in an interface area (phase-change front). The dominant mechanism of energy absorption
or release is usually conduction or convection, whilst at high or ultra-high temperatures, radiation can also
play a significant role. Systems undergoing solid-liquid phase-change share a common feature: two phases
of different thermophysical properties separated by the interface area, which is moving as the phase-change
proceeds. This moving front results in a generation of a local flow near the interface and a negligible flow
in the bulk of the melt, away from the boundary. Due to this moving boundary not known a priori, such
problems are generally non-linear and, thus, more difficult to solve with respect to single-phase
problems [196]. This poses significant theoretical difficulties that generally requires a numerical solution.

During phase change, there are different phenomena that affect the PCM melting/solidification rate and
subsequently the methodology that should be followed. These are 1) buoyancy-driven natural convection,
2) PCM volumetric change, 3) dendrites formation, 4) moving solid-liquid front and 5) effect of radiation
at high temperatures. Furthermore, several additional factors must be taken into account, such as lateral
heat losses, container shape, and mechanical properties and reactivity between the involved materials.
These factors can become more or less important depending on the scale of the system. PCM are either
packaged in specially designed containers, such as shell-in-tube or radial-finned tubes, with or without a
presence of a HTF, or encapsulated as capsules at macro (size>1 mm) [197, 198], micro (size ~1-1000
um) [199, 200] and nano scale [201, 202]. Evidently, solid-liquid phase change problems vary over
multiple scales, but for UHT-LHTES systems, a macro-level modelling is adequate.

A successful study of the fluid flow in a two-phase heat transfer problem depends upon the capability of
the developed models to accurately and efficiently represent the flow mechanisms for each phase and their
interactions. In three-phase systems, e.g. PCM (solid/liquid) and inert gas inside a vessel, the complexity
of the used algorithms increases dramatically. Analytical solutions of phase change problems can be subject
to several simplifications. They are usually based on one-dimensional (1D) analysis, they do not include
convection mechanisms, and consider constant PCM thermophysical properties. Such simplifications make
any attempt for a thorough analysis incomplete; however, they are usually unavoidable. On the other hand,
numerical models can simulate complex phenomena occurring during phase-change at different scales. This
has resulted in an increasing interest for numerical models to describe a LHTES system behavior.

In terms of numerical modelling, there is a wide variety of methodologies able to study solid-liquid phase
change. Those include approaches based on enthalpy, effective heat capacity, front tracking, adaptive grid
etc. However, to accurately study a system in question, the specific numerical approach should be chosen
carefully. This requires a solid knowledge about the different phenomena occurring during phase-change.
The aim of this Section is to provide a comprehensive overview of the numerical models that have been
developed so far for the simulation of the solidification-melting process, address the challenges that are
involved at ultra-high temperatures, and, give a briefing on the models used in the current Thesis.
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2.3.1 Moving boundary problem: Stefan problem

A Stefan problem is a moving boundary problem. In the context of solidification/melting problems, other
terminologies for the moving boundary are the free boundary, phase-change boundary, melting front,
freezing front or phase-change front [203], [204]. In its simplest formulation, a Stefan problem is a linear
1D problem, where conduction is the predominant heat transfer mechanism. Since convection is neglected,
there is no need to solve Navier-Stokes (N-S) equations for the fluid flow motion.

The governing energy equation, which is solved separately for the solid and liquid phases, is the following:

PiCp; ot =V - (k;VT}) i=liquid, solid phase 116)

In eq. (116) the specific heat capacity, c,, the thermal conductivity, k, and the density p, are assumed
constant during the phase-change.

The general form of the heat balance on the solid-liquid interface, i.e. the Stefan condition, is as follows:
kVT, -n—kVT, - n=plv-n 117)

, Where n and v are the unit normal and velocity vector of the moving interface and L the latent heat per unit
mass. This equation assumes that no additional heat sources/sinks are present at the interface.

In 1D form, the Stefan condition is defined as follows:

T, T, 118)
ks gy ~Kigy =PIV

2.3.1.1 Non-linear conditions in a Stefan problem

Several phenomena induce non-linear characteristics in the Stefan problem: (i) variation of the PCM
thermophysical properties with temperature and space, (ii) presence of a heat source/sink on the moving
front and (iii) spatial and temporal temperature variation at the front [204]. The second condition entails
that there will not be a sharp change between solid-liquid phases, but rather a temperature range, a “mushy
region”. Numerical treatment of this case will be analyzed in the following sub-sections.

2.3.1.2 Density variation and natural convection

The assumption of a conduction-dominated problem is a rough simplification. In reality, natural convection
in the molten PCM effects the propagation and the shape of the moving boundary, especially during melting
process [205] [40, 206-209]. Gau and Viskanta [210], have proven through experiments that natural
convection affects the heat transfer process, even in the case of a metallic PCM (gallium) that has high
thermal conductivity. Convection in the melt and in the solid-liquid boundary influences the phase-
changing process in two different contradictory ways. During melting, convection acts as a beneficial
mechanism, by increasing the growth rate of the liquid phase. During solidification, convection decreases
the growth of the solid phase and affects the morphology of the solid-liquid interface adversely [210].

In terms of solidification/melting rates solely, convection affects more the PCM melting with respect to
solidification phase. Muhammad et al. [211] confirmed this argument, whilst they pointed out that
convection plays a small role at the first stages of the system discharging. This rather small effect of the
convective motion during solidification has been also highlighted by Formanelli et al. [212]. Finally,
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Kroeger et al. [196] noticed that during solidification, the effect of natural convection is strong for Grashof
numbers within the range of 10°-10°. It is noted that in order to the take into account the natural convection
effect, the NS equations should be solved and a convection term should be included in the energy equation
(116). The Stefan problem has attracted large interest for an analytical/numerical prediction and has been
mostly solved by means of 1D or 2D approaches, Figure 17. An overview of different approaches, can be
found in the works of Gupta [203] and Crank [204]. Some of them will be briefly discussed below. Prior
to this, some parameters of interest and dimensionless numbers involved in such problems are presented.

a)

b)
liquid phase solid phase

moving boundary
|

0 X (t) L

BC: Dirichlet, Neumann, Robin

Figure 17. Schematic representation of the a) 1D and b) 2D Stefan problem.

The most important parameters to study in a LHTES are the following:

Charge/discharge rates: This is key parameter in a solidification/melting problem to evaluate the

thermal performance of a LHTES.

Dendritic formation (crystal growth) during solidification that might affect the thermal performance

of a LHTES system.

PCM properties, which effect on charging/discharging rates is important and has been widely

studied in [16, 213-215].

Wetting phenomena during melting of PCM. Some researchers have studied this issue [216, 217],

however, it is out of scope of this Thesis.

Vessel geometry: The vessel design has a high effect on the phase-change rate [202, 218]. Various

designs have been suggested for LHTES systems, Table 11, Figure 18. Amongst them, the

inversed truncated cone (or trapezoidal cavity) is a good choice for a LHTES system, due to its

high flexibility — its height can be easily modified, to improve charging/discharging rates [218].
Table 11. Studies on different enclosure designs found in the recent literature.

Geometry References

Spherical [43, 219], [220]

Cylindrical [221], [222], [223], [224], [225]
Shell-and-tube [226], [227], [228]

Cubic [202]

Rectangular [210], [229], [227], [230]
Inversed truncated cone | [231], [202, 218], [232]
Cut-off sphere [202]

Fins [159], [220]
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a)

C)‘
| l

Figure 18. Shapes tested in moving boundary problems a) cube [202], b) cut-off sphere [202], c) sphere
[202], d) cylinder [202] and €) truncated cone [202].

2.3.1.3 Characteristic (dimensionless) numbers

Rayleigh number (Ra): The Rayleigh number is defined as the product of the Grashof number and
determines whether the buoyancy-driven natural convection plays an important role in the heat transfer:

— gﬁth(TW - Too)Lc3p2Cp

R
a T

119)

Prandtl number: The Prandlt number (Pr) is the ratio of momentum diffusivity to thermal diffusivity:

C.
Pr= %“ 120)

Stefan number: The Stefan number (Ste) is the ratio of sensible to latent heat:

Ste = Cp(TM;_Tm) ’ with Tm - Tsolidus_ZTliquidus 121)

Biot number: The Biot number (Bi) is the ratio of heat transfer resistance in the interior of the system to the
resistance between the surroundings and the system surface:

B; = 122)

, Where L. is the characteristic length of the body (Lc=Vbody/Asurface).-

Grashof number (Gr): It is the ration of buoyant to viscous forces within a fluid:

— gﬁth(Tw - Too)Lc3p2

Gr 2

123)

Fourier number (Fo): It is the ratio of diffusive or conductive transport to thermal energy storage rate:

F dif fusive transport rate kt
0= =

storage rate  cppLc? 124)
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2.3.2 Numerical methods of LHTES systems

| rmiing | Froe ] — ol doma

| | Enthalpy/ enthalpy
porosity method

Heat capacity
method

— Level set method

— Phase field method

Volume of fluid
method

Figure 19. Common methods to simulate a phase change problem.

The possible strategies to simulate a Stefan problem with solidification-melting include the moving (front
tracking) method with fixed or adaptive grid [37] and the fixed domain method [38], Figure 19. The first
one [39] produces more accurate results in the solid-liquid interface, however, it is more complicated for
complex and 3D domains or for solid-liquid interfaces subjected to large deformations [38]. The second
one is a simpler one, since a single energy equation is solved for both phases and the melting front position
is tracked implicitly. The front capturing method includes the heat capacity and the enthalpy method.
Among these two the enthalpy method developed by Voller et al. [40] is the most popular in phase change
simulations, especially in commercial software packages, such as ANSYS Fluent, and will be mostly
analyzed in this Section, since it is adopted in the current Thesis.

2.3.2.1 Front-tracking methods

Front tracking (FT) methods, track the moving boundary in an explicit manner [233], i.e. they compute at
the beginning of each time step the location of the phase change boundary. This induces a complexity in
their programming and solution. Other problems arise from the interaction of the interface grid with the
stationary grid, or with other moving fronts present in the domain. Usually such problems are overcome
with a numerical model that dynamically reconstructs the interface grid as the phase-change proceeds and
merges double interfaces into a single interface [234]. Numerical solution of FT methods can be achieved
with finite difference method (FDM) [235-239], finite element method (FEM) [228, 240, 241], finite
volume method (FVM) [242, 243], boundary element method [195, 244], [245], [246] [247], [248] and
mesh free method [249], [250].

2.3.2.2  Front fixing Methods

Front fixing (or interface fitting) methods fix the moving front by introducing a new space variable, by
changing the coordinates of the problem. Along with front tracking methods, they track the moving
boundary explicitly. The difference from them is that the moving boundary is dynamically tracked at each
time step and the mesh boundary is setup to be attached to the moving front and to follow its movement.
This method is recommended for simple geometries, due to its complexity. As regards spatial discretization,
current schemes for moving boundary problems employ FEM, FDM, Chebyshev and Legendre spectral
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collocation mesh-based methods or radial basis function (RBF) collocation technique as high order
meshless method. The difference of collocation methods from FE and FD methods is that they yield the
approximate solution of a boundary value problem in the form of a function, and not with a set of discrete
points. The Chebyshev and Legendre are high order mesh-based techniques [249]. More specifically, with
the Legendre method the computational domain is divided into (curved) quadrilateral elements and is more
applicable to multi-dimensional moving boundary problems. The numerical solution, data and geometry
are expanded within each macroelement by means of tensor-product Lagrangian interpolants [251].

2.3.2.3 Fixed Domain methods

Fixed domain methods are simple and user-friendly for numerical simulations of Stefan problems. The
enthalpy/enthalpy porosity (EM) approach, the heat capacity, level set (LSM), volume of fluid (VOF) and
phase-field methods (PFM) are the main fixed domain methods.

Table 12 summarizes these methods used for the simulation of phase change problems. Among them, the
enthalpy porosity approach is a simple and effective method that can be used for the simulation of an UHT-
LHTES system. This method has been used to simulate different problems including melting in one and 2D
casings of various shapes [36, 43, 252]. However, numerical diffusion can be induced in the solid-liquid
interface, which is strongly dependent on the grid size used. Application of a hybrid method capable of
combining the advantages of both the fixed and moving grid method would be a real benefit for any type
of solidification/melting simulation. Such a hybrid method is followed in the current Thesis.

Table 12. Summary of numerical methods used for the solution of different types of Stefan problems.
Additional references: PFM [253, 254], EM [220] [211] [212, 225, 255], LSM [256, 257] and FTM [258, 259]

Numerical Method Phenomenon Domain Reference
VOF Solidification 2D [260]
VOF Solidification 3D [261]
PFM Solidification 2D [262]
EM Melting 2D axisymmetric [226]
LSM Melting, Solidification 2D, axisymmetric [263]

2.3.2.3.1 Enthalpy method

A simple and widely applicable fixed-domain method for solving the convection/diffusion phase change
problem is the enthalpy method proposed by Voller and Cross [264]. The essential feature of this
formulation is that it tracks the moving front in an implicit manner, by isolating the latent heat effects in a
source/sink term. Therefore, a difficulty arises in accounting for mass and heat transfer conditions near the
interface. A common approach to overcome this is to define appropriate volume source terms in the
governing equations [229]. More specifically, in the energy equation the latent heat is taken into account,
by assigning a latent heat value to each computational cell according to the temperature of the cell. The
governing energy equation of the enthalpy method is the following:

O o+ H)—a(kaT) 125)
ac P T ok, P T 55 By,

, Where H is the specific enthalpy, which is defined in each control volume as the sum of the sensible
enthalpy (h) and the latent heat (41H):
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H=h+AH 126)

The sensible enthalpy h is equal to:

T
h = hpes + f ¢, dT 127)
Tref

, Where hy is the enthalpy at the reference temperature (Tt = 25 °C).

Eq. (125) contains the source term Sy used in the basic formulation of enthalpy method defined as:

h = 0(pAH) + i(pu-AH) 128)
ot axi ¢

In the enthalpy method, the latent heat is a function of temperature:
AH = f(T) 129)

This method includes several advantages: (1) it is valid for a wide range of cases where the PCM melts,
either in a single temperature point or over a temperature range, (2) the enthalpy formulation and velocity
correction schemes are independent of the used numerical technique (FEM, FDM, FVM), (3) the governing
energy equation is similar to the single-phase equation, and (4) there is no condition to be satisfied at the
solid-liquid interface as it automatically obeys the interface condition. On top of that, it is a simple and
accurate method; it has been validated by many researchers against experimental data [43, 219, 225]. Due
to its numerous advantages, it is one of the most popular methods for solidification/melting problems.
Solution of the flow field is done by either using the N-S equations or by means of the Lattice Boltzmann
method. As concerns the first approach, the following equations are solved:

Continuity equation

aui

—=0 130
axi )

Momentum equation

0 N 0 _Op N 0%u;

+pYi 131)

Regarding the solution of the flow field with Lattice Boltzmann method, and its coupling with enthalpy
method details can be found in the work of Fuentes et al. [265].

2.3.2.3.2 Enthalpy-porosity method

The enthalpy-porosity method has been widely used to investigate the solidification/meting process inside
containers, in which natural convection is significant. The main advantages of this method include fast
convergence and high accuracy. It is one of the leading tools today for modeling solid-liquid phase change
processes. Assis et al. [43, 219] successfully validated this method against experimental predictions.
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Analytical equations

In the enthalpy-porosity model, the governing energy equation is taken as in the enthalpy method, whereas
the latent heat is given as AH=L

, Where £ is the liquid fraction defined as:

B =0 if T<T,

_ T - Ts |f T5<T<T|
b=r—7 132)
g=1 if T>T,

Thus, the latent heat varies between zero (solid phase) and L (liquid phase). Two important issues that need
special attention in this method is the density variation and solids velocity handling. Additionally,
depending on the grid resolution, numerical diffusion can occur in the solid-liquid interface. Such a problem
can be overcome, by coupling this methodology with more advanced numerical techniques, such as
adaptive grid refinement techniques.

PCM density variation and natural convection

The presence of density changes between phases might affect the PCM structure, but not so much the heat
transfer process [31]. Situations where density differences are present between phases or where density
variations occur in the liquid are handled in this Thesis by the two different approaches described below.

Boussinesg approximation: With the Boussinesq approximation, the density change in the PCM is
considered only in the buoyancy term of the momentum equation (131).

p = po(1 = BpdT) 133)

, Where AT is the difference between the cell temperature and the reference temperature, To, at which the
reference density (usually 25 °C), po, is measured.

The Boussinesq approximation with the enthalpy porosity approach has been widely used in the literature
to simulate the effect of natural convection in the thermal performance of various PCMs [40], [229].

Density change during phase change: Most of the numerical methods found in the literature for solving
solid-liquid phase change assume a constant density upon melting or solidification, or in best cases, a
density variation with Boussinesq approximation. However, those methods are not efficient when applied
to phase change with volume expansion or shrinkage. A more accurate approach is to consider the density
change amongst the two different phases, and a linear interpolation in the mushy zone to avoid numerical
instabilities.

Ps T <T;
Ppem = linear variation T, <T<T, 134)
P T>T,

This approach has been followed by different researchers, such as [220], [43], [202, 218]
Dumping of velocity at the solid region

In a solidification-melting problem with a fixed-domain method, solution of the momentum equation
requires a modification in order to consider the transition from liquid to solid phase and ensure zero velocity
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values. A common approach is the Source term method (STM). The STM uses a high source term (S;) to
the momentum equation to set the solid velocities equal to zero, when the material is solid. In its original
form this method suffers from discontinuity at the phase-change boundary. A variation of STM developed
by Voller et al. [264] and Brent et al. [229] is the Darcy-STM, used in this Thesis.

With the Darcy-STM method, a source term is added to the momentum equation (131):

] N 0 _0p N 9%u

— +pg; +5; 135)
]

The source term S; is derived from Darcy’s law [40]. It is defined so that the momentum equations are
forced to mimic Carman-Kozeny equations for flow in a porous media:

(1-p)?

S; = —Apysh ~———1U;
i mush ,83+51 i

136)

, Where g1 is a small constant (£1=0.001) used to avoid division by zero. Amush is the mushy zone parameter,
a sink term that takes into account the damping effect within the mushy region and is dependent on the
dendrites formed during solidification process, the material density and viscosity, parameters that reflect in
turn the PCM permeability. This parameter takes values from 10%-10° and in most studies available [43,
266] a default value of 10° is used. In the work of [202, 267] the following equation has been used:

U

Amush = 180 pDTSZ

137)

The validity of equation (136) in describing the flow in a dendritic mushy region has been proven
experimentally [268] and has a physical meaning for substances, such as metal alloys. When the heat
transfer direction is parallel to the primary dendrite arms, the phase-change rate is affected by the liquid
volume fraction and the primary dendrite arm spacing. When the flow is normal to them, the rate depends
upon the primary and secondary dendrite arms spacing and the volume fraction. Combination of equation
(136) and (137) can correlate the DAS and g with the melting rate, however, there is not available an
equation that correlates all three variables in common numerical methodologies.

In an isothermal phase change system, the flow inside computational cells that experience solidification or
melting cannot follow the classical Carman-Kozeny equation. In this case, a linear function can be used:

S = —Amusn(1 — By 138)
Another possible approach is to consider a small temperature integral, without a physical meaning,
especially for pure metals, but necessary from a numerical point of view, in which the phase change occurs.
Numerical solution

The numerical solution of this problem entails selection of a suitable discretization scheme of the governing
equations. Finite-element, finite-difference schemes or a mesh-free method can be applied [269, 270]. The
most usual approach in PCM simulations is the control volume-based formulation [242], [229].
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2.3.3 Challenges in phase change simulations
2.3.3.1 Inclusion of radiation

Inclusion of radiation in a UHT-LHTES is a necessity especially for ultra-high temperature devices, where
radiation absorption can be one of the dominant mechanisms in the liquid PCM. However, the literature is
limited as regards the inclusion of rigorous radiation models, coupled with the abovementioned numerical
methods. Such a difficulty arises from the fact that common radiation models found in commercial solvers,
such as P1 or Discrete ordinates (DO), use a series of settings and simplifications that for the specific
application of a LHTES need further improvement. Additionally, due to lack of experimental data it is
difficult to validate their accuracy. Some information can be found in [265, 271, 272], where
solidification/melting models are coupled with DO method to model natural convection and radiation inside
the PCM.

2.3.3.2 PCM volume change

Generally, during the phase change of the majority of materials found in the nature there is a change of their
volume, due to their density change, Figure 20. Most metals and alloys have a lower density in the liquid
than in the solid phase (e.g. aluminum, nickel, tin, boron and titanium). This provokes the PCM
compression during solidification that leads, in turn, the melt to move upwards. This flow can lead to
formation of cavities and change the shape of the final product, cause porosity, change the species
concentrations in alloys, and consequently lead to poor mechanical properties [261]. On the other hand, in
cases where the PCM has lower density in the solid phase and therefore, expands during solidification
process (e.g. silicon, gallium and bismuth) the melt has a downward movement. Moreover, in this case
mechanical stresses induced by the volume expansion during solidification can harm the vessel/container.
In both cases, density variations occur in both phases due to changes in temperature, known as solid or
liquid contraction. Liquid contraction can also drive convective motion in the melt, while solid contraction
can induce thermal strain in the solid phase, leading to high stresses in the PCM container.

Figure 20. Paraffin wax volume increase during its melting.

This PCM density change accompanied by its volume change needs a special numerical treatment. First of
all the density change should be explicitly taken into account. Secondly, if the PCM shrinks/expands inside
a sealed rigid shell during its phase change, another material —inert gas, in specific- should be included in
the computational domain, in order to avoid the exertion of high pressure values and as a consequence
divergence of the numerical solution. Such a practice has been followed in the work of [202, 218].
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2.3.3.3 Presence of air/inert gas in the vessel

Assis et al. [43] modeled the melting of a PCM in a spherical shell, by the presence of air in the upper part.
They used the enthalpy-porosity approach to account for the solid-liquid phase change and the volume of
fluid (VOF) method to account for the two immiscible fluids (PCM, air). They evaluated their methodology
for the case of paraffin wax melting [43] and solidification [219].

In this gas-PCM system, the continuity equation is reformulated as:

da, da,
_n T 139
ot "Wy Y )

, Where the air is the primary phase and PCM the secondary phase. Following Assis at al. [43] other
researchers [220, 221] have followed this approach to take into account compressibility effects.

2.3.3.4 Crystal growth (dendritic formation) during solidification

The simulation of crystal growth in the mushy region, during the PCM solidification, is of importance in
terms of the thermal performance of the LHTES system, because it determines the PCM permeability,
which in turn effects the PCM melting rate. Smooth solidification fronts are often unstable and develop a
wide variety of microstructures (dendrites) that modify the material properties of the solid PCM. Simulation
of such demanding flows has been performed with front-tracking methods [235], BEM methods [273],
LSM and Phase-field methods, briefly described in previous sub-sections.

2.3.3.5 Constrained vs. unconstrained melting

There are two types of solidification/melting process inside a container; the constrained and unconstrained
problem [274]. In the first one, the solid PCM is fixed and the effect of natural convection should be
considered, whilst in the second one the solid PCM is free to move inside the melt, and thus, this movement
should be also taken into account. The main disadvantage of implicit methods, such as the enthalpy method,
is that the PCM solid velocities are set to zero. This means that any solid motion inside the liquid PCM is
not explicitly modelled. In the numerical context, the solid phase shape and position inside the PCM are
implicitly shaped as a result of the liquid motion. When the liquid phase is lighter (heavier) than the solid
one, it moves upwards (downwards) enhancing the heat transfer process from the PCM upper (lower) part,
Figure 21. There are several works found in the recent literature that implicitly take into account the solid
movement through the movement of the liquid phase [43, 202, 218-220].
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Figure 21. Velocity field of the flow motion in unconstrained melting of silicon inside a cubic cavity [202].
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2.3.3.6 Need for a sharp interface at the phase change front

The state-of the art CFD models utilizing the enthalpy-porosity approach are tracking the solid-liquid
interface using fixed grid methods [40, 264]. This results in cases, where the grid density should be
cautiously selected in order to avoid numerical diffusion that might affect the accuracy of the derived
results. More specifically, in coarse grid cases, the solid-liquid front (i.e. mushy zone region) is represented
by an artificially larger area than what occurs in reality (Figure 25). This consequently leads to an
overestimation of the solidification/melting time. On the other hand applying of a dense grid that should
lead to a sharper interface and, thus, more accurate numerical predictions, might increase considerably the
induced computational cost. An effective grid method that combines advantages of both coarse (efficiency)
and denser grids (sharp interface) is the adaptive local refinement technique. This technique has been mostly
utilized in droplet dynamics simulations by [94-96, 98]. The current Thesis uses this technique to model
phase change problems by achieving a sharp liquid-solid interface.
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CHAPTER 3
Modelling of storage applications
using PCMs
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3.1 Preface

The aim of this section is to present the numerical methodology and results of the full cycle of an UHT-
LHTES system, part of a novel electric-TES concept [27]. Overall, this concept couples in a single compact
device the UHT-LHTES block with a thermal-to-electric energy hybrid thermionic-photovoltaic (TIPV)
converter [275]. The first one, i.e. the TES storage block, during the system charging period, can store any
kind of energy (heat, electricity, or solar) in the form of latent heat. The second one, during discharging
period, converts the stored thermal energy into electricity.

More specifically, the TIPV converter includes two parts, i.e. a metallic cathode (referred to as emitter),
which is in direct contact with the PCM vessel bottom part and emits photons-electrons, when is heated,
and a GaAs anode coupled with a photovoltaic (PV) cell. Its operation is similar to a photon-enhanced
thermionic emission (PETE) device [276], with the main difference that the semiconductor used for
electricity production is placed in the anode and not in the cathode as usually done is such devices. At the
rear side on the TIPV converter, i.e. the PV cell, a cooling system is patched for any excess heat collection.
The PCM container, depicted in Figure 22, during the charge phase, is heated either from the sidewalls
and/or the top in a P2H2P (power-to-heat-to-power) application or only from the top in a S2H2P (solar-to-
heat-to-power) application, reaching ultra-high temperatures (above 900 °C). If the temperature inside the
vessel exceeds the PCM melting point, i.e. 1414 °C for pure silicon, the material starts to melt. During this
stage, i.e. melting of the contained PCM, the TIPV anode is disconnected from the system and the LHTES
is insulated from the emitter side to prevent excess heat losses. During the system discharging, the TIPV
anode is connected to the system, and converts the emitted from the cathode photon —electron flux into
electricity.

a) b)
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Figure 22. Novel LHTES-TIPV system during a) charge/ discharge and b) TES period.

This novel LHTES-TIPV concept, has been described theoretically in the work of [275] and a prototype
has been constructed in the framework of AMADEUS Project [277]. Part of the numerical work done in
this Thesis, has been used for the design study and optimization of this novel system. Its novelty as
aforementioned, lies in its operation at ultra-high temperatures that can potentially unlock storage energy
densities as high as 1230 kWh-m, which are considerably higher than the state-of-the-art molten salt based
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TES systems. This increase in the storage density plus the high electrical power density of the TIPV
converter (several 10’s of kW-m) can potentially enable the fabrication of compact S2H2P or P2H2P
systems that integrate thermal energy storage and power generation in the same unit [232]. Nevertheless,
proper design and optimization of the LHTES device and better understanding of the PCM phase change at
such unprecedented temperatures are key aspects that need to be in-depth analysed, before this complex
system being manufactured and tested in a lab-scale.

For the study and optimization of the LHTES system, an advanced axisymmetric 2D CFD model is
implemented in ANSY'S Fluent platform (v17.1) [278]. The CFD model is based on the enthalpy-porosity
approach [264], which is presented in Sub-section 2.3.2.3.2: Enthalpy-porosity method, coupled with the
Volume of fluid (VOF) model [279]. Initially, the model is validated against experimental data found in the
literature [43, 219] for paraffin wax solidification/melting at low temperatures (~30 °C). Then, the model
is verified against a 1D analytical model for silicon solidification inside a sealed crucible at ultra-high
temperatures (>1000 °C) [232]. Model validation at such temperatures is not possible, owing to a lack of
experimental data. The effect of complex phenomena are incorporated, as those of natural convection in
the PCM liquid phase and volumetric expansion/compression, due to PCM solidification/melting process.
In this system, the PCM occupies part of the vessel, and, above the PCM a non-reacting gas fills the rest of
the domain. For a more accurate representation of the gas-PCM and solid-liqguid PCM interfaces, an
adaptive local grid refinement technique [94] is applied by using codes in C programing language, at both
the PCM-gas and solid-liquid interfaces. This technique is used to enhance the numerical accuracy and the
efficiency of the model in terms of CPU cost. As a further step, design optimization of the silicon-based
storage tank is carried out by taking into account lateral thermal losses. The overall system performance is
assessed during its charging, discharging and storage periods. Finally, a sensitivity analysis is presented to
investigate the effect of the PCM thermal properties on the system charging/discharging rates. An outline
of the modelling activities is presented in Figure 23.

Input:

Validation: « Thermal Sensitivity study:
paraffin wax low Juctivi =  Melting point
temperature cl({)n uctivity = Thermal
(against . %n:ulation conductivity (k)
experiments) » * thickness »' Specific  heat
Solidification Melting capacity (Cp)
Heat losses = Latent heat (L)
Que Qioss during:
= Solidification
(‘E‘, &n = Melting

= Storage period

PSM (Si)

/| GFM

Qloss

Verification: Si
solidification
(against analytical
model)

2 layers

Figure 23. UHT-LHTES system studied during a) charge/ discharge and b) TES period [27].
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3.2 Numerical methodology

The current numerical model, is based on the enthalpy-porosity method by Voller [40], already incorporated
in Fluent, to model the PCM transition from solid to liquid phase. In this method, the PCM liquid fraction
is calculated based on the energy equation (125). Thus, the melting front (phase change transition) is almost
linearly dependent on the temperature distribution. A mushy zone is defined, which represents the liquid-
solid transition and is treated as a ‘pseudo’ porous medium. In this zone, the liquid fraction increases
gradually from O (solid) to 1 (liquid) as the PCM melts and vice versa during its solidification, as described
in equation (132). In reality, the mushy zone is a porous layer of partially solidified regions, usually
resembling to dendritic crystals, with liquid among their interstices. Such structures are formed during the
PCM solidification and are oriented along the direction of the strongest thermal gradient [280].

Apart from the enthalpy-porosity method, the multiphase VOF approach [279] is applied for the simulation
of the PCM-air moving interface tracking, without inter-penetration of the two media. The conservation
equation of mass is calculated as follows:
da, Oda,u;
ot axi
, Whereas the momentum equation contains the Darcy STM method (refer to eq. (135)-(137)).

=0 140)

In this model, the volume fraction a, of the primary phase —gas in the specific case studied- is equal to unity
if the computational cell is occupied only by it, and the value of zero if the cell is completely occupied by
the secondary phase (PCM). If 0 < an < 1 the cell contains the ‘interface’ region between the two phases.
Thus, the physical properties in any given computational cell are either corresponding to one of the phases,
or are calculated based on the media mixture in the interface region, depending upon the a, values.

Finally, the VOF model includes compressibility effects of the inert gas, enclosed inside the PCM casing.
The latter can be either compressed (expanded) inside a sealed rigid shell, or exit (enter) the container
through a small opening, during the PCM expansion (contraction), in order to avoid the exertion of high
stresses in the PCM casing.The main assumptions adopted in the modelling activities are as follows [232]:

1. Transient fluid flow and heat transfer mechanisms;

2D axisymmetric domain;

Inclusion of gravitational force;

The flow is laminar, due to low Reynolds numbers;

The molten PCM is an incompressible Newtonian fluid;

Both solid and melt are homogeneous and isotropic;

The PCM thermophysical properties and insulation/vessel materials thermal properties are

dependent on temperature variations;

The PCM density changes during its transition from solid to liquid phase and vice versa;

9. The inert gas is treated as a compressible fluid [278];

10. Radiative heat transfer within the vessel is neglected, when the PCM is heated from the sidewalls;

11. Contact thermal resistances between solid/liquid PCM and walls are considered negligible;

12. The PCM crucible walls and insulation layers can be either modelled as thin walls, by solving an
1D heat conduction equation [278], or implicitly modelled for a more accurate description of the
temperature field. If the heat losses are not modelled, the sidewalls are considered adiabatic;

13. Surface tension effect between the different phases is neglected; and.
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14. Animplicit formulation is adopted for the VOF solution with a sharp gas-PCM interface modelling.

3.2.1 Domain discretization
In order to increase accuracy in the solid-liquid and gas-PCM interfaces an adaptive local grid refinement
technique is applied, based on the work of [94]. This results in a coarse static grid and a dense adaptive
grid at the moving fronts. The dense mesh is created by refining the coarse grid —two or more levels of
refinement- in ANSYS Fluent platform through the adapt region tool [281]. Then, the refined grid follows
the position of the moving interfaces, by means of proper UDFs.

3.2.2 Boundary conditions
The most common wall boundary condition, which is usually imposed in the classical formulation of the
Stefan problem, is a constant heating or cooling temperature (Dirichlet BC). Such a condition is considered
during the solidification/melting phase of paraffin wax at low temperatures and the melting phase of silicon.
During the solidification of silicon, where there is a heat extraction from the container bottom by the TIPV
converter, it is more realistic to impose a heat flux boundary condition (Neumann BC).

3.2.3 Under-relaxation factors
The under relaxation factors (URFs) values should be chosen carefully in terms of model robustness and
CPU efficiency. The used URFs to run the numerical cases are presented in Table 13.

Table 13. URFs used in a solidification-melting problem based on the enthalpy porosity approach.

Pressure 0.3
Momentum 0.1-0.3
Density 0.7
Volume fraction 0.5
Liquid fraction 0.95
Energy 0.95

3.2.4 Numerical solution
3.2.4.1 Discretization schemes

Time and spatial discretization schemes should be used to obtain numerical solution of this problem. Some
of the recommended schemes are presented in Table 14.

Table 14. Discretization schemes used in solidification-melting simulations.

Transient formulation Bounded second order implicit
Pressure-velocity coupling P1SO/ Coupled
Spatial discretization
Gradient Least squares cell based
Pressure PRESTO!
Density QUICK
Momentum QUICK
Volume fraction Compressive
Energy QUICK

3.2.4.2 Time step

A variable time step with a courant number equal to 0.2 is used, contrary to the constant time step methods
adopted in other works utilizing the enthalpy porosity method [43, 219]. However, further research is
needed to impose a variable time-step size depending on parameters, such as the thermal diffusivity,
derivative of the temperature in space etc.
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3.3 Model validation (Paraffin wax solidification/melting: Low temperatures)

Initially, the CFD model is validated against experimental data for the solidification/ melting process of
paraffin wax, RT27, at low temperatures, i.e. ~30 °C, inside a spherical casing open from the top. Such data
along with the appropriate boundary and operating conditions are obtained from the work of Assis et al.
[43], [282]. During melting (solidification) process, the vessel is heated (cooled) from its walls, almost 10
°C above (20 °C below) its melting point.

During model validation, a parametric study is conducted as concerns the Amush parameter effect on the
PCM solidification/ melting rate. A set of Amush values equal to [10%, 5-10° and 2-10%] and [10°, 10° and 10°]
are tested during melting and solidification phase, respectively. Additionally, the effect of the grid density
on the numerical results is also investigated by taking as a reference the PCM melting process. The decided
applied grid methodology follows the local grid refinement method with two refinement levels. This results
in a maximum number of quadrilateral cells equal to 11,133 and a minimum cell size equal to 1.07-10“*m.

3.3.1 Geometry and Mesh layout
a) b)

Air flows infout of the domain
during PCM expansion (melting)/
contraction (solidification)

Dcontainer=0.040 m : 6 = '0.;)2' . .0.64I |

S (PRI IO LR (T
0.06 0.08 0.1 0.12

X (m)
Figure 24. a) 2D scheme of the PCM container and discretized domain using the b) coarse and ¢) medium
fixed grid density method and d) the adaptive local grid refinement technique (2 Levels of refinement).

The spherical container, depicted in Figure 24a, is made of glass and has an inner diameter equal to 0.040
m. Initially, the PCM fills 85% of the container for the melting study and 96 % of the domain for the
solidification study. At the top of it, a non-reactive gas —air in the specific case studied- fills the rest of the
domain and can flow in and out of it through a small opening, during the PCM expansion/contraction. A
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uniform temperature is set at the walls, equal to 40 °C (10 degrees above paraffin wax melting point) for
the melting study and to 10 °C for the solidification study (20 degrees below paraffin wax solidification
point). This is because the container is submerged inside water, whose temperature is kept at a constant
level inside the tank with an electric heater.

For the CFD model validation, a fixed coarse grid, consisting of 3,858 quadrilateral cells, is used. Then, a
grid independence study is performed -using a medium and a dense sized grid density, comprising 15,432
(4 times the coarse grid) and 61,728 quadrilateral cells (16 times the coarse grid), respectively. The coarse
mesh is constructed in ANSYS Meshing component, whilst the medium and dense meshes are created by
refining the coarse grid —with one and two levels of refinement, respectively- in ANSYS Fluent v17.0
through the adapt region tool [278]. Such type of analysis is of high importance in CFD modelling to ensure
that the numerical results do not depend on the grid used.

Finally, for a sharp representation of the gas-PCM and solid-liquid PCM interfaces, the adaptive local grid
refinement technique with two refinement levels (referred to as 2Lev. ref.) is applied, by means of several
in-house UDFs in C programming language, based on the work of [94]. In this technique, the coarse mesh
is used as the basis and is dynamically refined at a prescribed distance from the gas-PCM and solid-liquid
interfaces throughout the melting process, Figure 24d. The adaptive local grid refinement method is applied
to enhance the numerical results accuracy without substantial increase of the associated computational cost.

3.3.2 Boundary and operating conditions

In order to solve the CFD problem several boundary conditions are applied. For the melting process,
boundary conditions are taken by the work of [43], Table 15. Initially, the temperature of the whole system
is set equal to 23 °C, i.e. the PCM is slightly sub-cooled.

Table 15. Air-paraffin wax problem boundary conditions (melting process).

BC type Parameters Units Values

Wall Wall Tw °C 40
bw m 0.002
Kw W mtK? 0.81

Shear condition: No slip

Outlet Pressure Outlet Po bar 1.013*
To °C 40

AXxis Symmetry

* Parameter of typical ambient conditions
For the solidification process, boundary conditions are taken from [282], Table 16:

Table 16. Air-paraffin wax problem boundary conditions (solidification process).

BC type Parameters Units Values

Wall Wall Tw °C 10
bw m 0.002
kw W mtK? 0.81

Shear condition: No slip

Outlet Pressure Outlet Po bar 1.013
To °C 10

AXis Symmetry
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The most important thermophysical properties of the air and the PCM (paraffin wax) are summarized
in Table 17. It should be noted that the PCM properties (density, thermal conductivity, specific heat) are
assumed to vary linearly within the “mushy zone”.

Table 17. Gas-solid properties (gas: air, PCM: paraffin wax) [43].

Property Gas PCM-solid | PCM-liquid
p, kg'm's p=12-10°T — 0.01134T + 3.4978 870 730-760*
K W'm'l'K'l 0.0242 0.24 0.15
C J-kg'l'K'l 1006.43 2400 1800

pl
u kg'm'l's'l 1.789-10° - 34210

., °C 28

solidus

o °C 30

liquidus’
L Jkg 1.79-10°

* A temperature dependent density relation is used for the PCM liquid phase:
_ 760
5E — 04(T — Tyiquiaus) +1

3.3.3 Studied cases

P

Several cases (Case 1-4) are simulated in order to validate the model and test the effect of the grid density
on the numerical results, by taking as a reference the PCM melting process. The melting fraction values
obtained by the CFD model are compared against the ones presented in Assis et al. [43] work —both
numerical results and experimental data. In this initial set of studied cases, the mushy zone parameter has
the same value, i.e. 10°. As a further step, a parametric study for the effect of the mushy zone parameter on
the melting/solidification process is conducted (Cases 4-9). The parametric study is carried out by using
one of the four grid densities tested in Cases 1-4, which is chosen as the most accurate and efficient.

Transient calculations are performed in Fluent v.170 solver. A variable time step 4t is used with a courant
number equal to 0.2, Table 18. The time and discretization schemes used during numerical calculations are
the ones mentioned in Table 14. For the pressure-velocity coupling, the Coupled Scheme is used.

Table 18 summarizes the simulated cases, during model validation.

Table 18. List of cases simulated, during model validation.

Case Grid Process Amusn[-] | DAS [m] | At, max [s] | At, min[s] @ Courant [-]
Case 1 Coarse Melting 10° 9-107 ~2-102 ~1.4-10?

Case2 = Medium Melting 10° 9-107 ~5-10 ~2-103

Case 3 Dense Melting 10° 9-107 ~1-1073 ~5-10%

Case4 | 2 Lev. ref. Melting 10° 9-10”

Case5 | 2 Lev. ref. Melting 5-10° 4-107 0.2
Case6 | 2 Lev. ref. Melting 2:10° 210”7 6107 3.5-10°

Case 7 | 2 Lev.ref. @ Solidification 10° 9-107 :

Case 8 | 2 Lev.ref.  Solidification 10° 3-107

Case 9 | 2 Lev.ref. Solidification 10° 9-10°
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3.3.4 Results

Figure 25a compares the melting fraction results as a function of time of the CFD model with the ones
obtained from Assis et al. [43], both numerical model and experiments. The model of Assis, which is based
on the VOF method with the enthalpy porosity approach, utilizes a grid of 3,520 cells and a constant time
step size equal to 4/=0.002 s. The melting fraction parameter used for comparison is calculated as the ratio
between the liquid PCM mass over the total PCM mass (MFR= miiquis/Mpcm), at a given moment.

a) b) t=10 min t=20 min
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Figure 25. Comparison of the experimental, reference paper CFD model and developed CFD model
a) melt fraction values at different time instants and b) melt fraction contours at t=10 and 20 min.

From the graph, it is proven that for most of the simulation time, the results of the present model virtually
coincide with that of the reference paper and are close enough to the experimental data. A small deviation
of approximately equal to 6 %, between the two models noticed, can be primarily, attributed to the time-
step size method followed; in this Thesis a variable time step with a courant number equal to 0.2 is used,
contrary to the constant time step method adopted in Assis et al. [43] model. Furthermore, in the reference
paper, there are not any details available concerning the spatial and time discretization schemes and VOF
formulation (implicit or explicit), the selection of which can affect the numerical results.

Additionally, a qualitative comparison is conducted, based on simple observations, by comparing liquid
fraction contours for two time instants, t = 10 and 20 min, of the present Thesis, with the experimental and
numerical results of Assis et al. [43]. As can be noticed from Figure 25b, similar liquid fraction patterns
are obtained between the present model and the reference paper. Over and above that, with the currently
applied CFD model, a limited numerical diffusion is achieved, whilst the melting fraction patterns bear a
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greater resemblance to the experimental visualizations than Assis et al. [43] model. This can be evidently
noticed, from the melting front shape, at a time instant equal to t=10 min, depicted in Figure 25b.
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Figure 26. Temperature and velocity contours at different time instants.

Figure 26 illustrates the temperature and velocity profiles obtained at various time instants by the numerical
problem. As can be clearly seen, a few minutes after the beginning of the melting process a thin layer of
molten PCM forms around the solid phase. During this period of time the PCM melting occurs faster at the
proximity of the PCM-gas interface, near the walls, due to the induced gas-liquid vortex. This is because,
there are two fluid motions occurring simultaneously inside the container that accelerate the heat transfer
through convection. On the one hand, the molten paraffin wax is lighter than its solid phase and, for this
reason, moves upwards due to buoyancy-driven natural convection, enhancing thus, the melting process
near the gas-PCM interface. On the other hand, there is the hot air movement, which promotes as well the
heat transfer near that area. Similar observations can be found in [43].

The heat transfer rate Q [W-m?] at the sphere wall determines the energy transferred to the container interior
over time. Results of Q as a function of ¢ (angle measured with its vertex placed at the centre of the circle
—x=0.04 m- and its beginning at x=0.08 m) obtained through the CFD model for two time instants (t=2, 10
min), are shown in Figure 27. Based on the numerical results it is proven that in the mushy zone the PCM
absorbs the highest amounts of heat. For instance, at a time instant equal to t=2 min, the highest amounts
of heat absorbed can be noticed in the sphere circumferential area for a ¢ range in-between 60-90 deg. This
area, based on graph (c) is the mushy region. Thus, it is clearly understood that the ‘overestimation’ of the
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mushy zone region, due to numerical diffusion, might cause overestimation of the amounts of heat absorbed

by the PCM and, as a consequence, lead to inaccurate numerical results.
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Figure 27. a, b) Wall heat transfer rate and c, d) species melting fraction values over sphere periphery
for t=2, 10 min, respectively.

3.3.5 Grid independence study

This section presents numerical results derived from the grid independence study, during which four grid
resolutions have been tested, i.e. three fixed grids of coarse, medium and dense resolution and a dynamically
refined grid, with two levels of refinement. A key parameter important for the objective of this analysis is
the PCM liquid fraction as a function of time, which in turn reflects the PCM melting rate.

From Figure 28a it is evident that the medium, dense and refined grid almost coincide in their numerical
results, revealing that a grid independency has been achieved. On the other hand, the coarse grid results in
a slower PCM melting process —almost two minutes slower- compared to the rest of the cases studied. Such
a difference does not seem of high importance for the specific vessel design and operation. However, for
other vessel designs and operating conditions, which could lead to lower PCM melting rates, this difference
in the PCM melting rates might be more apparent.
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Another conclusion drawn from this analysis is that the dynamically refined grid gives results of almost the
same accuracy as the medium and dense grids. This fact can be attributed to the limited numerical diffusion
induced, due to the sharp gas-PCM and solid-liquid PCM interface treatment achieved by the adaptive grid
refinement method, as if a dense grid was applied. The medium grid leads to a sharper interface compared
to the coarse, eliminating numerical diffusion, but not on the desirable level, as the one achieved with the
refined or dense grid, Figure 28b.
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Figure 28. Comparison of the coarse, medium and dense fixed grid and adapted grid (2 refinement levels)
a) melt fraction values at different time instants and b) and gas-PCM volume fraction contours at t=0 min.

Table 19 gives insight into the numerical cost needed to reach 30 minutes of simulation time for the four
grid resolutions tested. It should be noted that in order to calculate the computational cost on a fair basis,
additional tests were run in serial processing —of a 64-bit operating system with a 16 GB installed RAM
memory- and with the same fixed time step equal to 0.002 s. Additionally, details are presented concerning
the number of computational cells and grid resolution, i.e. minimum cell size, for each grid used. It is
obvious that Case 1 (Coarse grid) is the least computational expensive, while being the one that introduces
the highest numerical diffusion. On the other hand, Case 3 (Dense grid) is the most accurate, but the least
efficient. Finally, Case 4 (2 Levels. Ref.) requires a relative low computational cost, considerably lower
than Case 3 —almost 85%- and it is far more accurate than Case 1, in terms of numerical diffusion.

Taking all into account, the grid refined with the adaptive local refinement technique (Case 4) should be
preferred over the rest, as it presents the advantages of both the medium and dense fixed mesh, in terms of
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efficiency and accuracy, respectively (Table 19 and Figure 28). Therefore, the latter has been used in the
CFD analysis of the silicon solidification/melting process at ultra-high temperatures.

Table 19. Computational cost required to simulate the paraffin wax melting process (t=30 min simulation
time) for the four grid densities investigated.

* Varying from 5,664 (number of cells at the beginning of the calculation) to 11,133 (maximum number of cells which
is reached during the calculation)

Case Grid Actual time (using 1 CPU core) (d) | Number of cells | Minimum cell size (m)
Case 1 |Coarse 2.55 3,858 5.54-10*
Case 2 | Medium 12.5 15,432 2.39-10*
Case 3 | Dense 62.5 61,728 1.07-10*
Case 4 |2 Levels Ref 9.61 * 1.07-10*

3.3.6  Mushy zone parameter effect

Figure 29a compares the melting fraction results as a function of time of the applied CFD model with the
ones obtained from Assis et al. [43], both numerical model and experiments. The model of Assis, utilizes a
grid of 3,520 cells— in contrast to the current model that uses the adaptive local grid refinement method.
The graph shows that for most of the simulation time, the numerical results of the CFD model virtually
coincide with that of the reference paper and are close enough to the experimental data. A small deviation,
almost equal to 6 %, between the two models, can be primarily attributed to the different meshing methods
used —coarse fixed grid in the reference paper and an adaptive local grid refinement method in the current
model. Furthermore, in the reference paper, there are not any details available concerning the spatial and
time discretization schemes and VOF formulation (implicit or explicit), the selection of which can affect
the numerical results.
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Figure 29. a) Paraffin melt fraction values versus time and b) liquid fraction contours at t= 1 min.
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In the same graph, quantitate results of the Amush parameter versus time are depicted. It can be deduced that
this parameter affects significantly the PCM melting rate. An Amush value equal to 5-10°, which corresponds
to a DAS=0.4 um, gives the most accurate results for the melting performance of the specific PCM studied,
i.e. paraffin wax. Thus, the values of this parameter should not be chosen arbitrarily, since Amush is dependent
on the solid PCM morphology, which in turn is highly affected by the imposed cooling rate [283].
Numerically, the dendrites presence in the solid PCM and subsequently the PCM permeability are modelled
implicitly. Decrease in the Amush parameter, which considers higher DAS values and, subsequently, higher
permeability, increases the velocity values in the mushy zone, allowing significant flow motion in that
region. This in turn accelerates the heat transfer, through convection, at the vicinity of that area.

As can be noticed in Figure 29b, visualization of ‘structures’ resembling to dendrites can be roughly
obtained through the dynamically refined grid, with two levels of refinement (the cell size at the area of
refinement is almost equal to 200 um). Since the DAS for Amush=10° is approximately 1 um, it is expected
that the dendrites representation can be possibly achieved explicitly, if a quite higher local grid resolution
is adopted. This is an important outcome, since for the first time it is suggested that the enthalpy porosity
approach coupled with an adaptive local grid method can potentially reproduce the mushy structure.
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Figure 30. a) Paraffin melt fraction values vs. time and b) liquid fraction contours at t= 5, 10 min.

Figure 30a shows numerical results of the PCM melt fraction as a function of time obtained for different
values of the Amush parameter. Those results are compared with the ones of Assis et al. model [282]. As can
be noticed, numerical results of the current CFD model agree well with the reference paper, as long as high
values of the Amusn parameter (~10° are used. Over and above that, for this case, a limited numerical
diffusion is achieved, whilst the melting fraction patterns bear a greater resemblance to the experimental
visualizations of Assis et al. [282], than the cases with Amusn=10° and Amush=10°, Figure 30b. Therefore, in
order to avoid excess numerical diffusion, during solidification phase, such high values are recommended.
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It should be stressed out that with such a high value of the Amush the solid phase velocities are set equal to
zero artificially and thus, the floating of the solid in the liquid silicon cannot be represented, because the
solid PCM does not move. Additionally, in contrast to melting phase, the Amsh parameter value does not
play such a significant role on the PCM solidification times — since during solidification phase, heat transfer
through conduction is the dominant mechanism- but mostly on the induced numerical diffusion.

3.4 Model verification (Silicon solidification: Ultra-high temperatures)

As a further step, the advanced CFD solidification/melting model developed in the framework of this Thesis
is verified against other models —CFD in another solver and 1D analytical ones- for the solidification
process of pure silicon. The studied vessel, inside which the PCM is contained, has the shape of an inverted
truncated-pyramid (ITP). The ITP is sealed at the top, instead of the open spherical vessel previously used
during validation process, and, it operates at ultra-high temperatures. Such a case study is more
representative of the final prototype design and operation that will contain silicon-boron alloys, solidifying
and melting at ultra-high temperatures. It should be noted that validation against experimental data would
be preferable, however, is not attainable, due to lack of such a set of data for ultra-high temperatures.
Additionally, by modelling the pure silicon as a PCM the volume expansion phenomena that occur during
the silicon solidification phase are taken into account that subsequently cause high pressure values inside
the vessel and a possible cracking. This comes into contrast with a silicon-boron alloy behaviour that is
expected not to expand, at least to that extend of silicon. For safety reasons, and due to the fact that the
vessel will be sealed, an inert gas is placed above the PCM to accommodate the PCM expansion —even for
the case of silicon-boron alloy where a small expansion is expected.

In the current subsection, the results of a simplified version of the currently applied rigorous CFD model,
which does not include the PCM expansion/contraction—designated as FluentlPhase model- are compared
against the ones obtained from the respective simplified model developed by [284] in OpenFoam
(meltFoam) solver [285] — called as OpenFoam model. Comparison between the FluentlPhase and
OpenFoam models is undertaken in order to assess the enthalpy-porosity model validity against different
solvers, i.e. Fluent vs. OpenFoam. Both models use similar settings (mesh, PCM properties, and operating
conditions). Finally, the advanced CFD model developed in this Thesis, designated as Fluent2Phase, is
applied and results of all models are compared. Finally, all 3-D models, i.e. Fluent2Phase, Fluent1Phase
and OpenFoam model, are compared against an 1D analytical model developed by Datas et al. [286] in
terms of temperature profiles and the dimensionless solid-liquid PCM interface at different time instants.

3.4.1 Geometry and mesh layout

The geometry and mesh layout used in the Fluent1Phase and Fluent2Phase models are depicted in Figure
31a and Figure 31b, respectively. In both models, the ITP geometry is placed vertically. Additionally, the
emitter, which is fixed at the lowest part of the vessel, radiates heat during the discharge process, causing
the PCM solidification. The radiated heat is more or less dependent on the emitter temperature according
to a study conducted by Datas et al. [286]. For this reason, a custom-UDF is applied to calculate iteratively
for each time step the temperature dependent heat flux Q=Q. (T), equation (141), at the emitter surface.
Finally, the upper and sidewalls of the tank are considered adiabatic during the model verification process.
However, in real conditions, heat losses through the container walls must be assessed in order to determine
the validity of these idealistic results. Such an analysis is presented below.
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Apart from the similarities, some small differences are traced between FluentlPhase and Fluent2Phase
models as regards the geometry and mesh layout. First of all, in the Fluent1Phase model the sealed crucible
contains only the PCM and has a height equal to 0.1 m, whilst in the Fluent2Phase model, the molten PCM
fills 85% of the vessel and the rest of the domain is filled with an inert gas. For this reason, in the latter
model the crucible is extended up to a height of 0.021 m to contain the inert gas, as well. Finally, in the
FluentlPhase model a uniform 3D coarse grid of 4356 hexahedral cells is used, as in the OpenFoam model.
In the Fluent2Phase model, the problem is solved as axisymmetric and the adaptive local refinement
technique -2 levels of refinement- is implemented, which results in a maximum grid size of almost 7000
cells. Based on preliminary calculations conducted the axisymmetric problem leads to almost equal results
as the 3D, in terms of solidification/melting rates. Therefore, in order to save computational cost the
axisymmetric problem is preferred over the 3D for the specific heat transfer problem.
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Figure 31. Geometry and computational domain of the a) FluentlPhase (3D) and b) Fluent2Phase
(axisymmetric) models. Purple: emitter surface, green: axis, red: absorber, black: walls.

It should be stressed out that in all of the applied models, the floating of the solid in the liquid silicon cannot
be represented, because the solid PCM does not move. In a future model formulation the natural
phenomenon of floating or sinking of the solid material inside the liquid PCM due to buoyancy forces,
should be also taken into account, for an even more realistic representation.
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3.4.2 Boundary and operating conditions
The boundary conditions assigned for both the FluentlPhase and Fluent2Phase problems are presented in
Table 20. The equation of the heat flux at the emitter surface is the following:

Q. = —(3.17 — 04T3, — 0.7616 T2, + 6.438E02°T,,, — 1.8385E05 141)

, Where Ten is the emitter temperature.

It should be noted that this equation is a 3" order fit to a more complex radiative model that describes the
radiative exchange, between an emitting surface and a TPV cell [27].

Table 20. CFD verification problem boundary conditions used in Fluent1Phase and Fluent2Phase models.

BC type Parameters Units Values
Wall Wall Q W-m?2 0
Absorber Wall Q W-m? 0
Emitter Wall Q W-m? Q. (T

Shear condition: No slip

The PCM-gas thermophysical properties are listed in Table 21. The silicon properties are retrieved from
the literature [287]. In the Fluent2Phase model, a melting interval of 1679-1681 K is used, for numerical
reasons, in order to avoid the sharp transition of the PCM properties, between its solid-liquid phases. In
reality, in pure metals, like pure silicon, there exists no ‘mushy’ zone [288]. Additionally, in the 1Phase
model the silicon thermal conductivity has a sharp transition around its melting point, whilst in the Fluent
2Phase model there is a small transition owing to the presence of the mushy zone.

Initially, the temperature is set equal to 1680 K at the emitter and equal to 1960 K at the upper part of the
tank. For the rest of the domain a linear interpolation of these two values is used to patch the temperature
profile. Transient calculations are performed, with a fixed time step set equal to 4#=0.05 s in the Fluent
1Phase model and a variable time step (Courant number=0.2, max. 4¢=0.01 s) in the Fluent 2Phase model.

Table 21. Gas-solid properties (gas: air, PCM: silicon) used in Fluent1Phase and Fluent2Phase model.

Model Fluent 1Phase Fluent 2Phase

Property PCM-solid PCM-liquid Gas PCM-solid PCM-liquid

p. kgm? 2520 2520 Compressible 2330 2570
(Tait equation)

k, W-m1K? 20 60 0.0573 20 60

Cp, J-kgt-K? 1040 1040 1189 1040 1040

u, kg-mtst - 0.7484-10°3 4.96-05 - 0.7484-10°3

Tsolidus, K - 1679

Tiiquidus, K 1680 - 1681

L, J-kg?! 1.8-10° - 1.8-10°

P, K1 0.000143 - -
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3.4.3 Results

The model verification process has proven the accuracy of the Fluent2Phase model, for the simulation of
LHTES systems operating at ultra-high temperatures. More specifically, from the CFD analysis it was
revealed that for most of the simulation time results of the advanced Fluent2Phase model virtually coincide
with that of the Fluent 1Phase, OpenFoam and 1D model in terms of solidification rates (Figure 32) and
melt fraction contours (Figure 33). At approximately 2 hours of simulation time, the temperature results
indicate that the solidification is terminated and afterwards the temperature decreases rapidly. Such a good
agreement enhances the applied models validity. More specifically, it is proven that during the silicon
solidification inside the closed shell, the dominant heat transfer mechanism is thermal conduction. A small
deviation, of almost 4%, between the 1Phase and 2Phase model is tracked as concerns the prediction of the
overall discharge time. Such discrepancy is mainly attributed to the fact that the solidification process in
the 2Phase model lasts more than in the 1Phase one, due to PCM expansion. Actually, the PCM
solidification lasts ~2 hours based on the 2Phase model results, whilst in the 1Phase model lasts ~1.9 hours.
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Figure 32. Comparison of the four models in terms of (a) the dimensionless solid-liquid interface location
(Xw/L) and b) the PCM temperature at x=0 (upper part) and x=L (lower part) as a function of time.

It is worth noticing that with the 1D and 1Phase CFD models any PCM volume changes and possible
dendrites formation effect on the phenomenon temporal evolution are not considered; the PCM volume
change during solidification is approximately 7%. Contrary to that, the Fluent 2Phase model predicts the
PCM solidification process in a more realistic manner, since volume expansion is considered. By this way
the induced pressure field is also predicted more realistically, Figure 34, since in the case of FluentlPhase
model, where volume expansion is not taken into account, minor increase in the induced pressure is
predicted. In a pure heat transfer problem, such an assumption is of minor importance, however, if the
stress-strain field should be modelled with high accuracy, volume expansion should be taken into account,
especially when density variations between solid and liquid phases are high enough (>15%).

Another conclusion is that in the specific problem, the silicon is contained in a rigid casing in a shape of
truncated cone, where the direction of the smallest resistance to expansion is the axial. During the PCM
solidification a slightly higher expansion can be observed near the PCM centreline than the one noticed
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near the walls (Figure 33). This is reasonable since the distance between the lateral walls of the vessel
increase with height and therefore in these areas both axial and radial expansion is observed. This
observation cannot be predicted with the 1Phase model, where the PCM volume change is not modelled.
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Figure 33. Contours of the a) OpenFoam b) Fluent1Phase and c) Fluent2Phase CFD model melt fractions
(t=0, 30, 60 and 120 min). (Blue: solid phase, red: liquid PCM+ inert gas (In the 2-phase model these
two phases are distinguished through a line at the interface between gas-PCM).

Finally, it is observed in Figure 34 that in the closed PCM shell case the pressure profile is almost
homogeneous at each time instant. The induced pressure values increase as the PCM volume increases
during solidification process, almost up to 5-6 bar. Therefore, it is suggested that apart from the inert gas
above the PCM, a release valve should be also added in the final prototype design to ensure that no high
pressures are induced inside the vessel. Such pressures can be even higher in case of an uncontrollable
reaction of the PCM with the crucible, due to ultra-high temperatures. Similar observation for the pressure
increase during silicon solidification can be also found in [289].
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Figure 34. Pressure field predicted inside the sealed vessel by a) the Fluent2Phase model (volume
expansion of almost 7%), and b) the Fluent1Phase model (volume expansion is neglected).

Concluding, many aspects of the real phenomenon are neglected in the 1D and 1Phase CFD models. The
1-D model can be considered a valuable tool for the PCM casing design, especially during the earlier design
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stages, as it can quantify very fast important design parameters, without high error. On the other hand, the
advanced CFD 2Phase model should be applied for more complicated applications, characterized by high
gradients of different properties, and for the more realistic representation of the solidification process in the
case of more complex and promising designs. In addition, operating parameters that cannot be easily
predicted from 1D models, such as pressure distribution, thermal stresses, thermal losses etc., can be
described in a more detailed manner. Thus, the 3D numerical solution of the transient PCM phase change
process is more accurate than the 1D solution and can be used in different engineering conditions.

3.5 Parametric study A: Vessel shape/size effect

3.5.1 Geometry and mesh layout

Following its validation the CFD model is applied for the numerical study of Si solidification/ melting
process at ultra-high temperatures (~1400 °C) inside a novel electric-TES system, described in [27]. Five
different TES design concepts are studied (Figure 35), i.e. sphere, cut-off sphere, cylinder, truncated cone
and cube, with the same volume (Vyesser = 3.75-10° m®) and emitter surface (Aem=2.25-10"2 m?)-vessel
bottom area where the heat extraction occurs during discharging. All the tested geometries are created in
ANSYS DesignModeIIer and they are sealed from the top.
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Figure 35. Physical models of the studied geometries: (a) cut-off sphere, (b) sphere, (c) cylinder, (d)
truncated cone and (e) cube. Red: emitter, green: axis, Blue: sidewalls.

The applied grid methodology follows the local grid refinement method with two refinement levels, as in
the model validation case. Table 22 provides information on the number of cells required to achieve the
sharp gas-PCM and solid (PCM)-liquid (PCM) interface by using either the local grid refinement technique
or an equivalent uniform dense grid of the same grid resolution near the interfaces.

Table 22. Mesh details for the different geometries tested.

Design Grid # Cells # Cells of equivalent dense grid Problem
Cube 2 Lev. ref. ~7.5-10° ~3-10° 3D
Cylinder 2 Lev. ref. ~1.6-10% ~7-10* Axisymmetric
Cone 2 Lev. ref. ~1.1-10% ~4-10* Axisymmetric
Cut-off sphere | 2 Lev. ref. ~1-10* ~4.9-10* Axisymmetric
Sphere 2 Lev. ref. ~1.1-10* ~5.9-10* Axisymmetric
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3.5.2 Boundary/Operating conditions

The problem boundary conditions imposed on the five tested geometries during Si melting are presented in
Table 23. More specifically, the container sidewalls are heated at a uniform temperature equal to 1707 °C.
The emitter is insulated during melting, as the device is in “charging” mode, thus, no heat loss conditions
are considered there. Additionally, the contact resistance R is set equal to zero, following the assumption
that there is not an additional air gap between the walls and the PCM and a no slip boundary condition is
set at the solid boundaries, as in the work of Assis et al. [43]. The wall thermal resistance, Ri,w, iS considered
equal to the one used in the model validation case. However, in ultra-high temperature LHTES systems,
crucibles of lower Ry (such as ceramic materials) are used.

Initially, the PCM occupies the 92% of the domain, which is sub-cooled with a temperature 10 degrees
lower than the PCM melting point, i.e. 1413 °C.

Table 23. Boundary conditions imposed during the study of vessel shape effect on Si melting.

BC type Parameters Units Values
Sidewalls Tw °C 1707
Wall Ren,w m?-K-W* | 0.0025
Rth,c m2.-K-W-1 0
Emitter Wall Qem W-m= 0
Shear condition at walls: No slip
AXis Symmetry

The PCM solidification process is simulated shortly after its melting phase. In this case, heat is extracted
from the vessel bottom part, making the dominant heat transfer direction the vessel axis. A uniform
temperature is set at this surface equal to 1097 °C, whilst zero heat losses are considered at the sidewalls,
Table 24. Initially, the molten PCM fills 86.2 % of the domain, due to its contraction after melting.
Additionally, the whole domain is patched with temperature 5 degrees greater than the PCM melting point.
In both phases, transient calculations are performed, with a variable time step size (courant number =0.2).
Information on the discretization schemes and the gas-silicon properties can be found in [232] and in Sub-
section: Model verification (Silicon solidification: Ultra-high temperatures).

Table 24. Boundary conditions imposed during the study of vessel shape effect on Si solidification.

BC type Parameters Units Values
Emitter Tw °C 1097
Wall Rihw m2.K-W?1 | 0.0025
Rinc m2.K-W-1 0
Sidewalls Wall Qw W-m? 0
Shear condition at walls: No slip
Axis Symmetry
3.5.3 Results

Figure 36 shows contours of silicon liquid fraction for the five geometries tested. As can be noticed, a
gradual melting of the PCM occurs from the side to the bottom region at each case. Additionally, the solid
material is free to float in the PCM-air interface, thus forcing the liquid silicon aside to a downward
movement and in return producing a more rapid melting due to natural convection. This phenomenon
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observed is the opposite of paraffin wax, which sinks during melting process, whilst its melting is mainly
favored in its upper region, due to the molten PCM upward movement.

More specifically, in the beginning of the melting process, the solid silicon is in direct contact with the
container walls. During the first seconds of the PCM melting at t=1 min, a thin liquid region of
homogeneous shape —a shape similar to that of the heated sidewalls- is formed around the solid phase. This
indicates that the dominant mechanism during the initial stages of the melting process is the heat transfer
via conduction. Later on, as the liquid region grows more and more over time, natural convection becomes
more pronounced, influencing the melting shape of the PCM.
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Figure 36. Melt fractions contours at t=1, 20 min for the: a) cube, b) cut-off sphere, c) sphere, d) cylinder,
and e) truncated-cone. (Green: axis, yellow: sidewalls and black: emitter).

The quantified evolution of the melting fraction with time for all designs tested is presented in Figure 37a.
It can be inferred that the melting process is the slowest in the sphere (~40 minutes) and the fastest in the
cube and truncated cone (~ 26-28 min), due to the smaller or larger heated surface, which undermines or
enhances the heat transfer process, respectively. Actually, cube and cone are 25 % and 21 % quicker than
the sphere, respectively. It is highlighted that even if the cubic shape seems advantageous, it should be
noted that during solidification and storage processes the PCM is expected to experience the highest thermal
losses, since it has the highest surface area per unit volume.

Figure 37b, shows the Si solidification rates for the five studied geometries. The solidification process is
the slowest in the cone (~280 minutes) and the fastest in the cut-off sphere (~ 140 min), due to its smaller
or higher height, Figure 35, which undermines or enhances the heat transfer process, accordingly. The
vessel height plays an important role in this heat transfer problem in a sense that the heat is extracted from
the bottom of the vessel, making the dominant direction of the heat transfer the vessel axis. Actually, a
maximum difference of almost 50% can be observed in the solidification times, between the cut-off sphere
and the truncated-cone —the truncated-cone height is almost two times higher than that of cut-off sphere. In
between these two geometries, lie the cube, sphere and cylinder, which almost have the same height.
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Figure 37. a) Melt and b) solid fraction values versus time for the different geometries tested.

Indicative values of the lateral heat losses during thermal energy storage period of the studied geometries
are also reported. In all cases ambient temperature conditions are considered, whilst insulation of small
thermal resistance =0.002 m? K W is considered. At t=0 s all geometries are patched with a temperature
equal to 2000 °C. As can be noticed in Table 25 the dominant parameter that affects system heat losses
during storage period —for a specific insulation method- is its exterior surface to volume ratio. Therefore,
the spherical design, with the lowest surface to volume ratio, is the most favourable in terms of heat losses
and is followed by the cylinder and the truncated cone. The cubic design is the worst case, since it has the
highest lateral surface to volume ratio, resulting in the highest lateral heat losses, accordingly.

Table 25. Indicative heat losses for the different shapes tested during storage period.

Design Outer Surface (m?) Lateral heat losses* (KW) | Qioss (kJ)*
Cube 0.135 ~86.5 ~ 5868
Cylinder 0.1248 ~ 80 ~ 5517
Truncated Cone 0.1296 ~84 ~ 5720
Cut-off sphere 0.1296 ~85 ~ 5756
Sphere 0.1088 ~73 ~ 4891

* At t=60 s after the start of simulation

Taking all into account, the cut-off sphere is the optimum shape among the ones tested, as concerns thermal
losses, and charge/discharge rates, Table 26. Apart from this, such a design eliminates the structural tension
as it redirects the gravity force or compression forces, downwards in multiple directions. Additionally, its
lateral surface, from where heat losses are expected is rather moderate, compared to the rest of the cases
tested. The most advantageous, considering stresses and thermal losses, but not so much as regards charge
rates, is the sphere. Both geometries would be interesting to construct and test their performance in a
compact P2H2P concept; however, the vessel integration in the whole system might be difficult. An
alternative option to these and easier and more flexible to construct for such an application is the truncated
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cone, which also results in high melting rates and moderate heat losses. Its solidification rates even though
they are the lowest compared to the rest of the designs tested can be further reduced by altering its tapering
ratio (bottom to upper surface ratio).

Table 26. Classification of the different designs tested from the most to the least optimum in terms of a)
solidification and b) melting rate and c¢) heat losses during thermal energy storage period.

Solidification rate Melting rate Minimum Qjess during TES
< Cut-off sphere Cube Sphere
= Sphere Truncated Cone Cylinder
= g Cylinder Cut-off sphere Truncated Cone
» Cube Cylinder Cut-off sphere
Truncated Cone Sphere Cube

3.6 Parametric study B: Heat losses effect

Following the study on the vessel shape effect on the PCM solidification/melting process, under the
assumption of adiabatic conditions, the Fluent2Phase model is applied to study in a more detail —and with
the more realistic scenario of including heat losses- the ITC design. The reason for such a choice is that the
truncated-cone can be fabricated more easily compared to other novel designs suggested in this Thesis, such
as sphere and cut-off sphere. Another advantage of the ITC compared to similar ones, such as the inversed
truncated pyramid, is that it does not have sharp corners, reducing, thus, the local stresses and any possible
risks of mechanical failure in these areas. An alternative solution to ITC is the cylindrical design, which
will be also studied briefly. Several vessel geometries, volumes and insulating materials are investigated.

3.6.1 Numerical cases examined

Regarding the vessel insulation, two methods have been tested, Figure 38. In the first one, only graphite
fiber mat- GFM (Case 1A, Table 27) is used. In the second one, GFM is utilized as an inner layer and
fumed silica board-FSB as an outer layer (Case 2A-4A, Table 27). Data concerning materials thermal
properties are retrieved by [290]. Their values have been calculated by taking into account both thermal
conduction and radiation through the insulating materials. The geometry used in this set of cases studied is
the ITC design with a tapering ratio (TR) —emitter to absorber surface ratio- equal to 0.45 and a reference
volume V equal to 8.326e-04 m® (Case 1B, Table 28). The cases simulated are presented in Table 27.

Table 27. List of cases studied regarding the container insulating layers effect on system heat losses.

* Insulating materials thermal resistance at a temperature T=1680 K.

Case # Layers | beem[M] | brss[M] | Rintotarzeso [M? K-W?] Phase studied
Case 1A 1 0.03 - 0.1179 Charge/ Discharge
Case 2A 2 0.03 0.06 1.88 Charge/ Discharge
Case 3A 2 0.06 0.09 2.88 Discharge
Case 4A 2 0.1 0.15 4.80 Discharge

As concerns the vessel geometry, the following cases have been investigated:
A. During system charge/discharge, Table 28:

. Different vessel volumes V (Case 1B), V/2 (Case 2B) and V/4 (Case 3B);
. Different vessel tapering ratios [TR=1 (Case 5B-6B), 0.45 (Case 1B), 0.225 (Case 4B)],
by keeping the latent heat storage system volume constant equal to V.
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Table 28. List of cases studied regarding the container design effect on LHTES system performance.

Case V [m?] A_[m7] | Aws[m? | Aw[m?]  H[m] = Shape Phase studied

Case 1B | 0.0008326 @ 0.0045 0.01081 0.03456 = 0.1121 ITC Charge/ Discharge
Case 2B | 0.0004163 0.0045 0.01081 0.01813 | 0.0560 ITC Charge/ Discharge
Case 3B | 0.0002081 0.0045 0.01081 0.01058 | 0.0280 ITC Charge/ Discharge
Case 4B | 0.0008326 | 0.0045 0.02054 0.03130 | 0.0721 ITC Charge/ Discharge
Case 5B | 0.0008326 0.0045 0.0045 0.0440 0.185 | Cylinder | Charge/ Discharge
Case 6B | 0.0008326 | 0.01081 0.01081 0.02839 0.077 | Cylinder | Charge/ Discharge

B. During storage period:

I. Different ITC volumes (V, V/2, V/4, 2V and 4V), Table 30. In this set of cases tested (Table 28),
insulating method of two layers (Case 2A, Table 27) has been used.

3.6.2 Geometry and mesh layout

The vessel geometry —volume V and TR ratio equal to 0.45- and discretised domain used during insulating
layers parametric study are depicted in Figure 38a and Figure 38b, respectively. The ITC geometry is
placed vertically and contains silicon as a PCM. At its bottom, the emitter of the TIPV converter is fixed,
coming into direct contact with the molten silicon. During system discharge, the TIPV anode, which
comprises a thermionic and a photovoltaic cell, is patched to the system and is irradiated by the emitter,
producing electricity. This radiated heat, which is more or less dependent on the emitter temperature -
Q=Qen(T), eq. (141) - causes the PCM solidification. During charge or TES period, the TIPV converter
anode is dispatched from the system, insulating materials are placed on the vessel bottom part and, as a
result, the emitter stops radiating heat. Other surfaces in the vessel include lateral and upper walls,
designated in this analysis as walls and absorber, respectively.
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Figure 38. a) Cases investigated during the insulating layers parametric study and b) computational
domain (purple: emitter surface, green: axis, red: absorber, black: walls).

Figure 39 depicts the mesh layouts of the different geometries tested. The adaptive grid local refinement
technique [94] is applied in order to capture the sharp gas—PCM and solid-liquid interfaces. This technique
results in a maximum grid size of almost 20,000 quadrilateral cells, in all cases. The refined grid comprises
elements of maximum and minimum cell volume equal to 3-107 m* and 10 m?, respectively.
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Figure 39. Mesh layout of the studied geometries: a) CaselB, b) Case4B, ¢) Case5B and d) Case6B.

3.6.3 Boundary and operating conditions

Solidification/ melting process

In Table 29 are presented the boundary conditions assigned during the system charge/discharge. More
specifically, during discharging, the heat flux at the emitter surface follows the temperature dependent
equation (1). The rest of the surfaces (wall, absorber) are insulated, whilst a temperature equal to 300 K is
considered at the system exterior surface, assuming that the temperature there tends to homogenize to the
ambient one (study of worst case scenario). During system charge, the temperature at the lateral walls,
where the heater is placed, is defined equal to Twai=2000 K. At the rest of the surfaces (emitter, absorber),
a temperature equal to 300 K is considered at the system exterior surface.

The PCM-gas thermo-physical properties are retrieved from [232]. Its melting and solidification points are
equal to 1681 K and 1679 K, respectively. During system discharge, the temperature is initially (t=0) set
equal to 1680 K at the emitter and equal to 1960 K at the absorber. For the rest of the domain a linear
interpolation of these two values is used to patch the temperature profile. The PCM melting process is
simulated shortly after its solidification phase. Initially, the solid PCM fills 92 % of the vessel, to avoid any
problems due to its expansion after melting. In this phase, the PCM subdomain is patched with a
temperature 140 degrees lower than its melting point.

Table 29. CFD problem boundary conditions used during system charge/ discharge phase.

BC type Parameters Units Values
= Wall/ Absorber T K 300
8 Wall Rinsulation m?K-W* | Varying, (Table 27)
:% g Dvessel m 0.01
% Kvessel W-mtK? 12.5
@ Emitter wall Q W-m? Qen (T), €0. (141)
Emitter/ Absorber Wall T K 300
2 Rinsulation m2K-W? | Varying, (Table 27)
% Wall Wall Twall K 2000
= Dvessel m 0.01
Kvessel W-mtK? 12.5

Storage period

In order to study and estimate how much time will pass until the vessel loses completely its contained
energy in the form of latent heat during storage period the different concepts tested are patched at 2000 K.

97



All the walls (including at the emitter) are insulated following the insulating method presented in Table 27
(Case 2A). Since the storage period lasts more time than charge/discharge phase, more realistic boundary
conditions have been imposed at the system outer surface. Therefore, an ambient temperature of 300 K has
been considered, whilst both convective and radiative heat losses to the environment are calculated. A value
of a convective heat transfer coefficient equal to 20 W-m?-K™* and external emissivity equal to 0.3 are set
to the system exterior surfaces.

3.6.4 Results
3.6.4.1 Insulating layers effect
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Figure 40. Comparison of the melt fraction contours at t=30, 60 and 90 min for a) Case 1A, b) Case 2A,
c) Case 3A and d) Case 4A (Red: gas-PCM liquid phase, blue: PCM solid phase, dashed black line: gas-
PCM interface).

In Figure 40, are depicted contours of the silicon melting fraction inside the crucible for the different
insulating layers tested. As can be noticed, in all cases a gradual solidification of the PCM occurs from the
bottom to the upper region of the vessel, owing to heat release from the emitter. What differentiates each
case is the heat losses from the vessel sidewalls and upper part, due to different insulating
materials/thicknesses applied, which can affect the system performance. More specifically, it has been
revealed that, for the specific operating conditions examined, in order to have an optimum system
performance, an insulation of a total mean thermal resistance Ry at least equal to 2 m?-K-W is needed to
avoid excess heat losses. In any other case, it has been observed that the heat losses from the sidewalls are
considerably high, almost comparable to the heat flux coming out from the emitter Qem (from Qioss/Qem~6.5
% for R=2 m*K-W2, up to Qioss/ Qem=65 % for R=0.1 m*>K-W-1). In this case, a discrete solid phase is formed
near the sidewalls, and a thin crust at the upper part of the PCM, near the PCM-inert gas interface. Due to
these formations, there is high risk of entrapping liquid PCM inside the solid PCM that can potentially
cause high pressure values inside the crucible. This tendency can be observed in Figure 40a, 30 minutes
after the initiation of solidification process. In any other case, i.e. Qioss<<Qem, such formations are not
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observed, but rather a “crust like” mushy region of the PCM at the sidewalls and the PCM upper part, and
only during the final stages of silicon solidification -almost 1 h after the initiation of solidification process
(Figure 40b,c and d).
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Figure 41. a) Solid fraction values and b) heat losses vs. time for the different insulating layers tested.

Finally, the high lateral heat losses, can affect negatively the total power output. This fact is proven in Case
1A, where the power output is lower than in the rest of the cases studied. Therefore, the total heat released
during system discharge is considerably lower in Case 1A than in Cases 2A-4A (Qem~-2.3E+03 kJ in Case
1A, whilst Qem~-3.5E+03 kJ for the rest of the cases studied). Nevertheless, due to the decreasing
temperature difference between the PCM and the environment, as the PCM solidifies, and the increasing
values for R as the temperature drops, the heat loss reduces as the time goes by, Figure 41b. Such a fact is
more evident for Case 1A, Figure 41b.
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Figure 42. a) Melt fraction values and b) heat losses vs. time for the different insulating layers tested.
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During system charge, a proper insulation must ensure quick melting rates, as the ones obtained under
adiabatic conditions, since in any other case the excess heat losses from the sidewalls might slow down the
melting process. During this phase, a minor effect on the system heat losses has been observed for values
of R equal or higher than 0.1 m2K-W-=. The main reason behind that is that in this case the incoming heat
from the sidewalls, Quan, is considerably higher than Qioss, Figure 45b, maintaining the high charging rates
that would be achieved under adiabatic conditions, Figure 45a. More specifically, in Case 2A the Quai/Qioss
ratio is almost equal to 10° at the beginning of the process and drops down to 102 at the end of it. Similarly
in Case 1A, the the Quai/Qioss ratio takes values within the range of 10*-102. However, it is expected that
for lower Quan Values, comparable to the lateral heat losses, the melting rate will decrease.

3.6.4.2 Vessel tapering ratio/ size effect
3.6.4.2.1 Charge/ discharge phase

From the analysis, it has been revealed that the system performance during charge/ discharge phase highly
depends on key parameters, such as the vessel volume/ storage capacity, tapering ratio and emitter surface.
More specifically, for geometries of the same volume (Cases 1B, 4B-6B), the solidification time increases,
when their height increases accordingly, since during discharging the dominant direction of heat transfer is
the vessel axis. For this reason, the quickest solidification is observed in Case 6B (taischarge=0.72 h) and the
slowest in Case 5B (tuischarge=2.56 h), which have the lowest and highest height, respectively, of all
geometries tested, Table 28. In particular, in Case 6B the solidification time is almost 70 % quicker than
in Case 5B. Moderate solidification rates are noticed in Cases 1B and 4B (ITC with a TR=0.45 and 0.225).
By comparing these two, it is observed that the ITC with a TR equal to 0.225 (Case 4B) solidifies almost
17 % quicker than that with a TR=0.45.
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Figure 43. a) Solid fraction and b) melt fraction values for the different geometries tested.

The opposite trend is expected during the PCM melting period, Figure 43b, since the heat in this concept
comes from the sidewalls. In this case, for the same vessel volume, the higher the height, and therefore the
larger the sidewall surface, the quicker the PCM melts. This is the reason why Case 5B -cylinder with a
side wall surface equal to 0.044 m?, almost 1.3 times bigger than the reference case (Case 1B)- melts quicker
than all cases tested. On the other hand, the slowest melting rate can be noticed in Case 6B, where the vessel
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has the smallest heated wall, equal to 0.0284 m? Concerning the ITC tapering ratio, the vessel with a
TR=0.45 melts quicker, due to its bigger surface wall compared to that with a TR=0.225. A trade-off
between the system charge and discharge rate leads to the conclusion that the truncated-cone with the
tapering ratio, between 0.225-0.45 is the optimum solution to be constructed among the geometries tested.

Concerning lateral losses during charge/ discharge phase, the tapering ratio has a rather not severe effect,
when a proper insulation is imposed at the vessel walls. The total amount of losses during the PCM
solidification phase are equal to ~223 kJ and ~ 158.2 kJ for the truncated-cone with a tapering ratio equal
to 0.45 and 0.225, respectively. Such values correspond to a ~ 3.7 % and ~2.6 % ratio of the total losses to
the initial energy stored (~6 MJ) of the system, whilst the Qioss/Qem ratio is almost equal to 6.4% and 4.5 %,
for the two geometries compared. The importance of the insulation should be highlighted, since as
aforementioned such losses can be almost an order of magnitude higher, when an insulation of a thermal
resistance of an order of magnitude lower than the reference case (Case 2A) is used. During charge period,
the same small effect of the TR on the system losses has been noticed — the ratio of Qjosses/ Qwar is less than
1 % for all cases studied. Nevertheless, it should be noted that for the same vessel capacity (CaselB and
Cases4B-6B) and for the specific concept studied, the heat loss decreases with the tapering ratio increasing.
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Figure 44. System heat losses during a) solidification, b) melting for the different geometries tested.

On the other hand, the vessel volume plays an important role on both heat losses and power output. Even
though the total system heat losses are almost equal for the three volumes tested, Figure 43b, the total heat
losses per stored energy increases with reducing the volume. Specifically, the Qiosses/Ein ratio is equal to 0.1
in Case 1B, whilst in Case 3B (V'=V/4, Ein =Ein/4) this ratio is equal to 0.3. For the same cases the total
amount of released heat during system discharge is ranges from -3.5E+03 kJ for Case 1B (of volume V) to
-9.3E+02 kJ for Case 3B (of volume V/4).

Another conclusion is that the possible risk of entrapping of molten PCM inside the solid one, which is
related to the imposed insulating method, is not increased when the vessel tapering ratio changes. However,
such an observation is valid, as long as an efficient insulating method is imposed at the sidewalls. Finally,
in the case of the shape of truncated cone, a slightly higher expansion can be observed near the PCM
centerline than the one noticed near the walls, than in the case of the cylinder, Figure 45.
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Figure 45. Comparison of the melt fraction contours at t=30 min, after the initiation of discharge phase

for: a) Case 1B, b) Case 4B, c) Case 5B, and d) Case 6B.

3.6.4.2.2 Storage period
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Figure 46. a) Temperature variation and b) heat losses per unit mass of the system during TES.

10

In this section is discussed the potential of the LHTES to store large quantities of energy —in the form of
sensible and latent heat- for several days. A key aspect during this period is to identify whether the
insulating method imposed is sufficient to eliminate lateral heat losses and keep the PCM temperature close
to its melting point, as much as possible. Additionally, different vessel volumes, apart from that of the
reference case are investigated, Table 28.

Table 30. Storage time for each vessel (ITC) before it loses its contained latent heat (tgischarge, tatent)-

*

Case Vvessel [m3] / [mZ] VvesseI/ Avessel Vinsulation Rtotal,lGSO tdischarge, latent [d]
[m] [m°] [m? K-W™]

Case 1C | 0.0002081 0.02589 0.0080 0.00420 1.18 ~0.7

Case 2C | 0.0004163 0.03344 0.0124 0.00839 1.49 ~1.2

Case 3C | 0.0008326 0.04987 0.0167 0.01678 1.88 ~1.8

Case 4C | 0.0016652 0.07917 0.02103 0.03356 2.37 ~2.6

Case 5C | 0.0033303 0.12567 0.02650 0.06712 2.98 ~4.6
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Based on the results, the under-investigation system can maintain its stored energy in the form of latent
heat for almost two days at least partially. However, within one-week storage period the vessel loses
considerable amounts of its stored energy and, thus, its temperature drops down to 900 K. Longer-term
storage can be achieved, but with vessels of higher capacity, i.e. Case 5C. Added to this it should be noted
that the system heat losses per mass decrease with the increasing tank volume. The highest are traced for
Cases 1C and 2C; such cases seem impractical for storage even for one day, since they have high lateral
heat loses —higher than 200 W-kg*- within the first two days of storage.

3.7 Sensitivity analysis
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Figure 47. Melt fraction values at different time instants for the different a) Latent heat of fusion and b)
Specific heat capacity values (L= 1.8-108J-kg™).

The PCM material properties can affect the LHTES system thermal performance in various ways. Briefly,
a sensitivity analysis for the latent heat of fusion, specific heat capacity, mushy zone variation and thermal
conductivity effect on the heat storage block charging time are presented. The PCM reference properties
correspond to that of silicon. As regards the first two parameters, it can be noticed that by increasing the
latent heat by a factor of two the heat storage block charging time increases almost 30 %, Figure 47. This
fact demonstrates the high effect of the PCM latent heat on its melting time. On the contrary, a small effect
of the specific heat capacity on the numerical results is observed. An increase in the specific heat by almost
50 % results in a small increase in the heat storage block charging time, i.e. 7 %.
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Figure 48. a) Melt fraction values at different time instants for three different mushy zone ranges and b)
melt fraction contours at t=30 sec.

A small effect of the mushy zone range on the numerical results is also observed, Figure 48. More
specifically, increase of AT from 2 to 20 K results in a change in the melting time less than 10 %. In general,
increase of the mushy region promotes the melting of the PCM.
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Figure 49. Melt fraction vs. time for various thermal conductivity values.

Finally, the sensitivity analysis shows a great influence on the charging time with the thermal conductivity
k, Figure 49. More specifically, a study case with ks, k=20 W-m-K-* requires almost double the time for
the PCM to melt in comparison to cases ks, k=180 W-m# K-t and k=60, k=180 W-m# K. A reduction by
25 %, when the k is increased from 20 W-m?2-K-to 60 W-m% K (66% increase), is also noticed. Another
conclusion drawn is that during melting process the thermal conductivity of PCM liquid phase influences
more the charging time than the thermal conductivity of solid phase, especially after melting starts to occur.
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3.8 Main conclusions

In this Thesis, an advanced CFD model has been developed in Fluent v17.0 platform to investigate the
silicon solidification/melting behavior at ultra-high temperatures (~1410-2000 °C) inside a novel LHTES
system. This system is part of a compact heat-to-electricity device that is recently under development. The
applied methodology combines an adaptive local grid refinement technique with both the enthalpy porosity
approach and the VOF method. In contrast to other models available in the literature this one simultaneously
takes into account the a) PCM volume change, b) buoyancy driven natural convection and c) possible
dendrites formation effect on the PCM melting, aspects that should be taken into account for an accurate
simulation of LHTES systems. Several activities have been undertaken in the framework of this Chapter.

Model validation against experiments (low temperatures): The model has been validated against
numerical and experimental data retrieved from the literature, for paraffin wax solidification/melting at low
temperatures (~27 °C). From a numerical point of view, several valuable results have been extracted. First
of all, the superiority of the local grid refinement over fixed grids, both in terms of efficiency and accuracy,
has been unveiled. A reduction in simulation time of almost 85 % is achieved when the refined grid is
applied in comparison to the dense fixed one; both grids have the same resolution near the solid-liquid and
gas-PCM interfaces and eliminate numerical diffusion, in contrast to the coarse grid. Secondly, the strong
effect of the mushy zone parameter, which is dependent on the PCM structure, on the melting rate has been
highlighted. The physical interpretation of this result is that the highest this parameter the smallest the
secondary DAS formed inside the PCM and therefore the lowest its melting rate. Furthermore, it has been
possible to implicitly represent the effect of the dendritic formation within the mushy zone, through the
dynamically refined grid. Finally, it has been revealed that with the enthalpy porosity method, the
floating/sinking of the solid PCM inside its molten phase is represented indirectly—and not directly as
widely misunderstood - through the liquid motion, which depending on its upward or downward motion
forms accordingly the melting front shape. In a future model reformulation, this natural phenomenon of
floating/sinking should be modelled explicitly, by taking into account the solid motion, for a more realistic
representation. During PCM solidification, a moderate effect of the Amush parameter on the solidification
time is traced. However, high values of this parameter should be used to avoid numerical diffusion.

Model verification against other models (ultra-high temperatures): The advanced 3D CFD
solidification model has been also applied to study a novel Si-based LHTES system operating at ultra-high
temperatures. Owing to the absence of experimental data for the Si solidification /melting at ultra-high
temperatures, the model has been verified against an analytical model. Simulation results indicate that the
CFD model results agree very well with a 1D-analytical for most of the PCM simulation time verifying,
thus, the validity of the derived results. This model has been used extensively in this Thesis to carry out a
multi-parametric analysis of the LHTES system at its charging, discharging and storage period.

Design optimization: From a design perspective, one of the key challenges of this storage system lies on
the identification of the optimum size/shape and operating conditions that can enable high charge/discharge
cycles. For this reason, different container sizes and shapes, i.e. cube, sphere, cut-off sphere, truncated cone
and cube, and heating conditions at the walls (for a Stefan number equal to 0.26) have been tested. It has
been revealed that during melting process, if the heating of the container is from its sidewalls, as in a P2H2P
concept, the heated surface area plays an important role on the PCM melting rate. Specifically, the cubic
shape results in the highest melting rate, approximately 25 % higher than the one achieved in the spherical
design, due to its biggest heated surface. On the other hand, the spherical shape is expected to have the
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lowest lateral thermal losses and thermal stresses during solidification and storage period, but is not a
practical solution to be integrated into a compact heat-to-electricity device. The most practical solution in
terms of melting rates, heat losses and design flexibility is the truncated cone. Finally, it has been observed,
that the silicon melting time is further reduced by 31 %, when the Stefan number increases by 35 %.

Heat losses study: As a further step, the validated CFD model has been used to evaluate the performance
of the silicon-based UHT-LHTES system during its charging/ discharging and storage periods. The storage
tank of this system has a volume equal to V= 8.33e-04 m®. In order to optimize its operation, i.e. eliminate
lateral heat losses, maximize power output and achieve high charge/ discharge rates, different insulating
materials of a Rpn=[0.11, 4.8] m*K-W have been tested. Two types of geometries (truncated cone and
cylinder) of different volumes and heights have been tested; in the case of the truncated cone, its height has
been modified by altering its lower to upper surface (tapering) ratio. From the numerical analysis it has
been revealed that the vessel TR parameter and height have a low to moderate effect on the system heat
losses, if a sufficient insulation is imposed at the system walls, i.e. Ry, ~2 m?-K-W-L. Specifically, the total
amount of losses during the PCM solidification phase inside the truncated cone correspond to a ~ 3.7%
(TR: 0.45) and ~2.6% (TR: 0.225) ratio of the total losses to the initial energy stored (~ 6 MJ) of the system.
During charging, a small effect of the TR on the system losses has been noticed — the ratio of total losses to
incoming energy is less than 1% for all cases studied. As regards charging / discharging rates, an important
effect of the TR has been noticed. More specifically, when the TR of the vessel increases then the
solidification, time increases, respectively, whilst the opposite trend is observed during charging phase. A
geometry with the same volume, but lower TR (0.225), solidifies quicker than that with TR=0.45; the
solidification time in the first case is almost 17 % lower than in the second case. A trade-off between the
system charging and discharging rates leads to the conclusion that the truncated-cone with the TR, between
0.225-0.45 is the optimum solution to be constructed among the geometries tested. Last and foremost, the
tank volume significantly influences its total energy storage capacity; the specific vessel can be used for
storage for up to two days, before it loses its contained energy in the form of latent heat. In summary,
building a highly efficient heat storage block aimed to be integrated in a P2H2P system means considering
a vessel with short length, low lateral surface area to volume ratio, proper insulating method (of Ry =2
m2K-W-1) and a TR within 0.225-0.45. It should be noticed that the conclusions drawn in this analysis are
for the specific designs tested, volume, or volumes close to the one examined and for the specific insulating
materials used. For scaled-up geometries, there is a room in the future to carry out a muti-parametric study
to deliver general conclusions, i.e. dimensionless correlations applicable from large to small-scale systems.

3.9 Milestones achieved
The milestones achieved during this research study include:

v Development of an efficient and accurate CFD model able of simulating PCMs from low to ultra-
high temperatures. This model can be utilized to simulate and scale-up of a PCM container;

v" Proof that the enthalpy-porosity approach coupled with an adaptive local refinement technique can
implicitly capture the dendritic structure effect on the solidification/melting front; future room for
development is to explicitly model such structure by using the adaptive local refinement technique;

v Model validation against experiments (low temperatures) for paraffin wax solidification/ melting

Model verification against other models (ultra-high temperatures) for silicon solidification;

v Design optimization of a novel silicon-based LHTES system; results of this work where used as
input to fabricate the LHTES prototype in UPM.

<
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CHAPTER 4
Modelling of storage applications
using FB systems (TCES)
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4.1 Preface

The aim of this section is to present the development and validation of advanced numerical models and
sub-models, which can be used for the simulation of the flow hydrodynamics, heat transfer mechanisms
and reaction kinetics —if available- of a gas-solid FB system. The main CFD approach is based on the
Eulerian-Eulerian TFM or MFM for a two-phase or a three-phase flow, respectively, and is coupled with a
new version of the drag coefficients sub-grid EMMS model —developed in the framework of this Thesis.
Additional advancements of the current model that are validated in the present Section include the
simulation of all heat transfer mechanisms (convection, conduction and radiation) in FB systems.

The developed models/sub-models are built by using operating data and boundary conditions of a calcium
looping system and are applicable for FB systems of both bubbling and circulating regime and for Geldart
AJB particles. They can also be used for the simulation of FB systems under both cold flow and hot flow
conditions. For the sake of this analysis ANSYS Fluent platform (v19.1 and v21.1) is used. The model is
validated against experimental data of a 1 MWy, DFB facility located at TUDA for both the oxy-calciner
calcium-looping concept and a novel IHCaL concept. In the latter concept, the effect of complex
phenomena are incorporated as those of radiation and turbulence effect on heat transfer process. In this
section is also highlighted the importance of CFD modelling tools in the design optimization and scale-up
of such novel reactors.

The basic concept of calcium looping technology uses two interconnected fluidized bed reactors, usually a
bubbling calciner and a CFB carbonator (Figure 50). Simulation of fluidized beds is done in a transient 3D
manner to capture with a high level of accuracy the heterogeneous formations (e.g. bubbles, clusters etc.)
The calcium looping cycle can be eventually used for both thermochemical heat storage and CO; capture,
actions that are essential towards a carbon-neutral future transition.

Oxy-fired
Calciner

Combustor
IHCaL Calciner

Figure 50. 3D scheme of the 1 MW, DFB facility with a) the oxy-fired and b) the IHCaL calciner [291].
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4.2 Model validation (EMMS, carbonation reaction validation 1 MW unit)

The sub-grid EMMS model developed in this Thesis is a follow-up of the research work developed by
Nikolopoulos et al. [136], who acted as forerunner for the EMMS formulation in Europe, taking as reference
the work of Wang et al. [160]. In this previous work of [136], the non-linear problem of EMMS model was
solved in the commercial software of GAMS and a cluster correlation based on [143] was used. This old
version of the EMMS model along with the interpolation methodology was used as a basis for the currently
developed EMMS model. Specific advancements of this new sub-grid model with regard to [136] and [160]
include the utilization of a cost-effective code in FORTRAN that can be easily modified to include
additional sub-models (e.g. new cluster correlations, additional regimes etc.). Additionally, a new cluster
correlation based on the work of Subbarao et al. [143], which takes into account as a bounding parameter
the reactor diameter has been utilized. In this sense, the size of the reactor affects the model results and
provides more realistic Hq values. Finally, this model can be easily used to run consecutively several data
sets and has been used as the basis for the construction of an artificial intelligence based EMMS model
[292], which is out of the scope of the current Thesis. In order to test the EMMS model validity the 1 MW+,
carbonator reactor of TUDA DFB system is used as a reference, by using experimental data for comparison
and validation. Validating the model at a pilot-scale — which lies in-between the lab and the demo scale-
can help develop models that will derive as close as possible realistic to and industrial scale results.

4.2.1 Numerical methodology
In this section, some of the common assumptions adopted in such type of modelling tools are presented:

e Transient flow with a Courant number lower than 0.75;

e A 3D domain is used in all of the simulated cases;

e Multi-phase method: Eulerian-Eulerian Two-fluid model with two phases (solid-gas);

e The particle-particle forces are modelled implicitly by using the KTGF theory;

e The used drag force model is the custom-built EMMS model. Additionally, the homogeneous
Gidaspow model has been used during model validation to compare it with the EMMS model;

e The unit is simulated to operate under isothermal conditions, as the experimental campaigns
indicate. Thus, the solution of the energy equation is not included in the simulated case. The
temperature of the domain is set to 908 K for the 1 MW4, unit;

e The flow is considered as laminar, due to the fact that the turbulence effect on the cold flow
hydrodynamics is considered of minor importance [293];

e The carbonation reaction is incorporated into the model. The heterogeneous reaction rate (Ref.
equation (68)) is validated against experimental data for the mass fraction of CO; at the riser exit.
As comparison data, the mass weighted time-averaged mean mass fraction of CO2, Ycoy, is used;

e The same rate is used for any other simulation runs (e.g. design optimization, up-scaling concept);

e The solids inventory is kept constant, by monitoring the solids flux at the carbonator outlet and re-
injecting the particles at the domain by a return inlet;

e Solids pressure model: Lun et al. [149];

e Radial distribution model: Arastoopour [154];

o Fictional viscosity model: Johnson et al. [153];

e Granular viscosity model: Gidaspow [152];

e Granular bulk viscosity model: Lun et al. [149];
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o Features of the CFD model that are not supported by the CFD platform, such as the EMMS model
and the heterogeneous reaction rate are incorporated through UDFs.

4.2.2 Geometry and mesh layout

Figure 51 depicts the actual carbonator geometry, which is presented in detail in the paper of [294]. During
the simulation process, only the riser section is modelled, whereas the cyclone, the two loop seals (1 and 2)
and the auxiliary burner section are excluded from the model. However, the intersections of the excluded
parts with the riser are used as boundary conditions for the gas and solid phase. The height and the inner
diameter of the riser are 8.661 m and 0.59 m, respectively. As a further step, a 3D computational domain is
constructed with full respect to the riser geometry. Two different grid resolutions, one coarse and one dense,
consisting of 31,207 and 285,369 hexahedral elements respectively, are tested in order to identify to which
extend the numerical results are grid dependent. The dcei/d, ratio is equal to 465.64 for the coarse grid,
Figure 51, and 222.67 for the dense grid respectively.

1: Distributor, -
D=0.59 m

2: Auxiliary Burner
3: Loop Seal 1

4: Loop Seal 2

5: Secondary air

6: Secondary air

7: Water Lances

8: Outlet

Initial Geometry Geometry clean-up Domain discretization

Figure 51. 3D scheme of the carbonator riser and domain discretization.

4.2.3 Boundary and operating conditions

In order to solve the CFD problem several boundary conditions are applied. The distributor is treated as a
velocity inlet, while the two loop seals and the auxiliary burner as mass-flow inlets. The outlet boundary
zone is defined as a pressure-outlet, with an operating pressure set equal to the atmospheric. Finally, the
water lances used for any excess heat extraction in the real problem (temperature is considered to be around
to 635°C for the whole domain) and the remaining boundary zones are defined as walls.

More specifically, loop seal 2 performs the transportation of the regenerated limestone from the calciner to
the carbonator. Thus, fresh material enters the riser through the intersection of loop seal 2 with the riser.
The recirculation rate between the two units is equal to 1.0158 kg-s™*. Moreover, loop seal 1 is used for the
internal recirculation of the solid particles in the CFB unit. In order to keep the solids inventory constant,
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the solid particles are entering the riser with a mass flow rate equal to the one predicted at the outlet for
each time instant by using a custom-made user defined function. The same numerical technique has been
used in other works as well [125, 142, 295]. A flue gas consisting of CO,, O2 and N enters the carbonator
from the distributor. Additional air enters the riser from the two loops seals and the auxiliary burner.

A no-slip boundary condition is considered for the gas phase at the walls. For the solid phase the Johnson
and Jackson [153] wall boundary condition is adopted. Finally, a constant temperature is defined, i.e. 908
K, as the experimental campaign suggests. The boundary and operating conditions used for the solution of
the model are presented in Table 31.

Table 31. Boundary conditions (Carbonator reactor).

Section BC type Parameters Units Values
Filgas kg'st 0.2146
Vgas m-s? 1.9304
Distributor Velocity-Inlet K)Zz Egtgi 813;
YNz kgkg? 0.627
Vsolid m's?t 0
Loop Seal 1 Mass flow Inlet zaogzs Yoo tgf{;l 82%/12377
Tgas kg's?t 0.00759
Yoz / Ynz kg'kg? 0.23/0.77
Loop Seal 2 Mass flow Inlet o kg's'% 10158
Ycacos / Ycao kg'kg? 0.09/ 0.91
Tgas kg's?t 0.03589
Burner Mass Flow Inlet | Yoo/ Yno kg'kg! 0.23/0.77
Tisolid kg's?t 0
Outlet Pressure Outlet P bar 1
Walls Gas phase: No slip condition Solid phase: ¢'=0.01
Table 32. PSD of the limestone (Geldart A particles).
Interval Mean diameter in Interval weight Accumulated weight
interval percentage percentage
[nm] [wm] [%0] [%0]
0-25 12.5 2.20% 2.20%

25-42 335 2.35% 4.55%

42-72 57 10.84% 15.39%
72-102 87 19.66% 35.05%
102-122 112 14.35% 49.40%
122-146 134 15.76% 65.16%
146-174 160 14.58% 79.74%
174-206 190 11.02% 90.76%
206-294 250 9.24% 100.00%

This value is set only for the four preliminary cases simulated
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Initially, the solid phase is evenly patched all over the 3D domain with £=0.067 corresponding to a solids
inventory equal to 282 kg, as suggested by the experimental data. Moreover, an initial value of 0.16 is given
to the CaCOs; mass fraction, in order to speed-up the simulation, a value close to the respective limiting
value of 0.1655 that corresponds to Xmax=0.1.The initial velocities of both phases were set to zero. Following
the Geldart classification, the particles are of type A with a mean particle diameter 91.39 pm. The particle
size distribution (PSD), presented in Table 32 is not taken into account as it increases considerably the
computational cost [296]. The same monosized approach has been followed in other works [107, 122]. The
mean diameter is calculated according to the expression given by [52]:

1
P STk (142)

dpk

d

, Where f, is the fraction of particles with diameter dg. The gas-solid properties that are setup in the model
are presented in Table 33.

Table 33.Properties of the gas and solid phase.

Parameter Value Parameter Value

ps, kg-m?3 1650 Mg, kg-m-1-s 3.91085 -10°
dp, um 91.39 (Geldart A) | &mf, (-) 0.55

Ug, m-st 1.930375 Emax, (-) 0.9997

Ums, m-s 2.9495 .10 &smax (-) 0.65

Uy, m-s*t 0.175746 ess, (-) 0.9

pg, kg-m?3 0.389

4.2.4 Numerical model

The TFM approach, which has been presented in detail in Section 2.1, is incorporated into the
ANSY S/Fluent commercial package. For the drag force exerted on the solid particles the EMMS scheme
and the conventional Gidaspow model are implemented and their results are compared and evaluated
against experimental data. Four preliminary cases are simulated in order to test the effect of i) the grid
density and ii) the drag force model on the pressure profile. Initially, for the specularity coefficient the same
value is used, i.e. 0.01. The four preliminary cases are presented in Table 34.

Table 34. Preliminary Cases Simulated (carbonator model validation).

Test Case | Grid | Drag Force Model | Specularity Coefficient

Case 1 Coarse Gidaspow 0.01
Case 2 Coarse EMMS 0.01
Case 3 Dense Gidaspow 0.01
Case 4 Dense EMMS 0.01

As a further step, a parametric study for the effect of the specularity coefficient ¢ (0.01, 0.1, 0.6 and 0.99)
on the bed hydrodynamics is conducted. The parametric study is carried out to the one of the four
preliminary cases, which is chosen as the most accurate and less computational expensive.

Transient calculations are performed with a time step size of 10*s is for Cases2-4, while for Case 1 a double
time step (2:10*s) is adopted. As concerns the spatial discretization of the equations, the QUICK scheme
is applied for the solution of the momentum, volume fraction and species equations, while for the time

113



discretization a bounded second order implicit scheme is adopted [297]. Moreover, the phase-coupled
SIMPLE algorithm is applied for the velocity-pressure coupling. For the accurate prediction of the pressure
profile, the overall simulation time for each numerical simulation is approximately 20 seconds, while the
last 15 being are used for time averaging. It is predicted that 5 seconds after the initialization in every case,
an equilibrium state is almost reached concerning the flow hydrodynamics. For the prediction of the CO,
at the outlet of the riser reactor longer simulation times are needed, that is almost 200 seconds, and a time
averaging of approximately 65 seconds is done. This is due to the fact that for the specific reaction rate
used, the solid species, i.e. CaO and CaCOs cannot reach fast enough equilibrium. However, it should be
noted that the effect of CO, capturing mechanisms on the hydrodynamics is negligible.

4.2.5 Results: Validation
4.2.5.1 EMMS model results (pre-CFD)

Figure 52 depicts the heterogeneity index variation for different values of the gas voidage ¢y and slip
velocity usip. For each slip velocity, Hq reaches its maximum value, when &g takes a value of 0.82. For -
values of &y within the range of [0.82, ema], clusters diameter and density increases as ¢y decreases leading
to an enhancement in the clusters mass and a subsequent increment of Hq. However, for &,=0.82 the void
fraction in the cluster . takes the value of em. Moreover, when &4 takes values below 0.82, . becomes less
than enr. In order to avoid that, a constraint was set to the model so that when & is lower than eny, & can
have a threshold (ec=emf). Thus, for £3<0.82 the clusters mass increases only because of the cluster diameter
increase. For all these reasons, the heterogeneity index takes its higher value for £,=0.82. These observations
are in a good agreement with the work of [109, 136]. Moreover, as the slip velocity increases the Hg
decreases approaching unity. This is due to the fact that the high slip between the gas and the solid phase
hampers the cluster formation. The latter observation is also verified in the work of [126]. Finally, Figure
53 shows the variation of some important parameters of the EMMS model, i.e. the cluster size and the dilute
and dense phase accelerations for different values of g5 and for a specific gas-solid slip velocity (usip=1). It
should be noted that the term as is the inertial term in dilute phase and represents in a sense the acceleration
of the particles in this phase. Correspondingly, the term a. is the dense particulate phase inertial term and
represents the acceleration of the particles in the dense phase [126, 298].

From Figure 53aand Figure 53b it is evident that the correlation of Li and Kwauk gives an over-prediction
of the cluster size since it predicts the cluster characteristic length bigger than that of Subbarao's correlation
and almost equal to the riser diameter for g;<0.7. On the other hand, the correlation given by Subbarao
predicts clusters of smaller size and acts as a limiter for the cluster diameter for mostly all gas voidage
values. Only, near the dilute area, which is for £,>0.98, the expression by Li and Kwauk predicts clusters
of smaller size than the ones predicted by Subbarao. As it concerns the acceleration terms Figure 53c it is
depicted that both ar and a. take values near the gravitational acceleration for most of the range of ¢4 values.
Near the dense (4<0.7) area the acceleration in the dense phase a. takes considerably higher values than
that of the gravitational acceleration. This is owed to the fact that in these areas the clusters tend to collapse
resulting in the acceleration of both phases. Moreover, for higher slip velocities clusters are more unstable
and easier to break-up compared to lower slip velocities. The gas accelerations both of the dilute and the
dense phases, as well as the slip velocities (Us, Use, Usi) near e, = 0.7 (and as &g approaches the packing
limit) get considerably higher values for high slip velocities than for the low slip velocities.
Correspondingly, the same trend stands for the Reynolds number in dilute, dense and inter-phase. This fact
affects considerably the monotonic behavior of Hq trend near the value of £,=0.7.
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Figure 53. Variation of (a), (b) cluster diameter and (c) acceleration with &g (Usip=1).

4.2.5.2 Static Pressure Distribution

Figure 54 depicts the numerical results of the time averaged mean static pressure along the riser axis for
the preliminary cases tested along with the corresponding experimental data. As evident, the Gidaspow
model over-predicts the static pressure almost all over the riser height. This fact has been observed in other
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works as well [299]. On the contrary, the EMMS model reproduces results of significantly higher accuracy,
especially at the riser dense bottom zone. The deviations from the experimental data near the height of 1m,
are related to the fact that the recirculated solid particles enter the riser close to this height and due to the
fact that in the present study only the riser is simulated, any pulsing behavior of the recirculation system is
not taken into consideration. Thus, such an effect on the local hydrodynamics, especially at the proximity
of this height, is ignored. It is expected that if a full loop simulation is applied for this system, any
discrepancies in this area will be reduced.
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Figure 54. Time averaged mean static pressure along the riser axis.

Considering the grid density effect, the deviation of the calculated pressure drop along the riser axis between
the results of the two grids tested for the EMMS drag model is less than 10%. More specifically, the L2
norm error is calculated between the axial pressure results for the coarse and dense grid cases in order to
check the grid independency. The calculated dependency on the grid for the EMMS model is approximately
6.5 %. This value is considered low enough for this kind of simulations (almost grid independent). The
same is not observed for the Gidaspow case, where the calculated L2 norm error is around 11%.The latter
fact verifies similar observations referred in the work of [126]. This is an important outcome of the present
investigation, especially of large scale CFD investigations, in which the application of an EMMS scheme
may speed-up considerably the computational speed.

Figure 55 depicts instantaneous snapshots of the solid phase volume fraction at the plane Y=0 and for a
riser height within the range of [0, 3.5] m. The prediction of cluster formation is evident for the case of the
EMMS model even if the coarse grid is implemented. On the contrary, the conventional Gidaspow model
induces significant errors in the prediction of the flow patterns and the macro-scale structures. The solid
particles are distributed quite uniformly throughout the riser and there is not a clear distinction between the
dense bottom bed and the freeboard. Thus, the Gidaspow model fails to predict accurately the high solid
volume fraction near the bottom zone of the bed even if a finer grid is implemented.
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Figure 55. Time instants of solid volume fraction at t=20 s after the initialization of the case,
at a plane Y=0 for: (a) Case 1, (b) Case 2, (c) Case 3 and (d) Case 4.
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Figure 56 depicts the time dependent solid mass flow rate at the riser exit for a time interval equal to 10s.
The negative sign stands for the solid particles mass exiting the reactor. As it is evidenced, 5 seconds after
the initialization of each case the mass flow rate reaches equilibrium. Moreover, it is proven that the
homogeneous Gidaspow model gives a higher value of the carryover, i.e. around 182.89 kg-mZs@,
compared to the EMMS scheme that gives a value around 25.6 kg-m?2-s™. The corresponding mass flow
rate is equal to around 50 kg-s? for the Gidaspow case and around to 10 kg-s* (5 times lower than the
Gidaspow) for the EMMs case. The prediction of the Gidaspow model seems unrealistic, since high
recirculation rates are typical for high-density CFBs [300].
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Figure 56. Time-dependent solid mass flow rate at the riser exit.

Finally, additional numerical tests were carried out in order to compare the four preliminary cases in terms
of computational cost. For this reason the actual time required to achieve 20 seconds of simulation time
was calculated. All additional tests were run in serial processing. It should be noted, that all preliminary
cases (Casel, Case 2, Case 3 and Case 4), as well as the parametric study cases for the specularity coefficient
were run in parallel processing. From Table 35, it is obvious that Case 1 is the least computational
expensive, while being the most inaccurate. On the contrary, Case 2 requires a relative low computational
cost and it is far more accurate than Cases 1 and 3.
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Table 35. Computational cost needed for the preliminary cases studied.

Case Actual time (using 1 CPU core)

Case 1 15.4d

Case 2 23.15d
Case 3 238.1 d
Case 4 333.35d

Concluding, the coarse grid dcen/dp ~465 and the EMMS drag model are considered as the best combination
of accuracy and CPU cost. This case has been used in the specularity coefficient parametric analysis.

4.2.5.3 Slip Velocity Distribution

To further address the validity of the numerical model on the accurate description of the flow patterns inside
the CFB reactor, the effect of the drag force model and grid density on the axial gas-slip velocity is studied.
Generally, the slip velocity is influenced by the solid distribution. At higher solid concentrations the slip
velocity takes higher values and vice versa. A dimensionless factor of Usip./U; that accounts for the
existence of particles aggregates is used to study this effect. If this factor takes values near unity then the
particles are at the dilute phase and are moving freely, with their movement mainly influenced by the gravity
and drag force. On the other hand, higher values of this factor imply the existence of a dense phase, where
the motion of a particle is influenced by gravitational and drag forces, but also by the neighboring particles.
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Figure 57. Time-averaged axial gas-solid slip velocity at z direction for tae=15s.

Based on the analysis, the Usip/U; factor takes higher values for the EMMS case than for the Gidaspow
case near the dense bottom bed zone (Figure 57). Near the freeboard, where the flow is quite dilute, its
value approaches unity for all studied cases. The dense grid does not affect significantly the slip velocity
parameter especially in the Gidaspow case. Values of the slip velocity close to the terminal velocity near
the bottom zone of the riser reflect the weakness of the Gidaspow model to properly predict the dense flow
occurring in this area. Finally, it should be noted that for the EMMS model even in the dilute phase the
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dimensionless factor Usip./U: takes values approximately around 3 for the dense grid and 4 for the coarse
grid. This result is in contrast with the work of [136], where the factor takes values almost close to unity in
the dilute phase. Such differences may attributed to the fact that in the present model the simulated particles
are Geldart A and, thus, the clustering formation is enhanced even at higher parts of the reactor. On the
contrary, in the work of [136] the simulated particles are of type B, where the clustering formation is not
so important. Another reason for this phenomenon is the present of the water lances at the freeboard that
might lead to the accumulation of particles even at this area.

4.2.5.4 Specularity Coefficient

Figure 58 shows the effect of the specularity coefficient on the solid volume fraction distribution along the
riser for a time averaging equal to taer=15 sec. As can be noticed, the solid volume fraction near the walls
is strongly affected by this value. As ¢ approaches zero the volume fraction near the walls increases. This
is more evident at heights above z=2. Near the riser bootom zone the specularity coefficient does affect the
flow significantly. On the contrary, at heights z=4 and 6 m the accumulation of solid particles near the
walls, and especially near the area of the water lances is better represented if a value of ¢=0.01 is adopted.
Thus, the core annulus flow occurring inside the FB reactor can be better represented for an ¢ value equal
to 0.01 than 0.99. It should be noted, that the results of this parametric study are qualitative, because there
are not any available experimental data for validation.
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Figure 58. Time averaged mean solid volume fraction, e, at different heights for a
specularity coefficient equal to (a) 0.01, (b) 0.1, (c) 0.6 and (d) 0.99.

Regarding the pressure distribution along the riser axis the numerical results are slightly affected by the
specularity coefficient (Figure 59a). For a value of ¢=0.01 and a height range z= [1.5, 3] m the time-
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averaged mean static pressure results are slightly closer to the experimental data, than using a value of 0.99.
The latter observation is more evident in Figure 59b. For other areas inside the reactor, for example near
the dense bottom bed zone or near the riser exit, the numerical results almost coincide for all four cases
tested. As a conclusion, taking into account the numerical results for the axial static pressure and the solid
volume fraction at different heights the value of »=0.01 can be considered as the most appropriate for a
more accurate modeling approach, always in the sense of qualitative results.
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Figure 59. Time averaged mean static pressure, a) along the riser axis and b) for a height range z=1+3
m, for different values of the specularity coefficient: i) =0.01, ii) ¢=0.1, iii) ¢=0.6 and iv) ¢=0.99.

4.2.5.5 Reaction Rate Results

Figure 60 and Figure 61a depict the spatial distributions of the time-averaged mean mass fraction of COg,
Ycoz, for a period of taer= 65 s. For this analysis, the EMMS scheme with a coarse grid is used (Case 2).
The numerically calculated value and the corresponding experimental data are 0.025518 kg CO,-kg™ gas
and 0.027505 kg COx-kg™ gas respectively. The relative error is 7.22 %. This underestimation may be
attributed to the fact that particle clustering may hinder the carbonation reaction and the assumption of
homogeneous conditions for the calculation of the reaction rate in each cell overestimates the reaction rate.
Moreover, as it is deduced from Figure 61b, the root mean square (RMS) of the mass fraction especially
in the dense zone of the riser takes values up to 0.04 kg CO,-kg* gas. This indicates that as moving upwards
the riser height the fluctuations of the instantaneous Yco. mass fraction around the time averaged-mean
mass fraction are decreasing, with the maximum values traced near the bottom bed zone area (~27%).

Figure 62a shows contours of i) the time averaged CO, and CaCOs; mass fractions for a time averaging
equal to taer= 65s and of ii) the reaction rate at a time instant equal to t=270 s at different planar slices along
the riser. As it can be seen the CO; capture is realized mostly near the center axis of the reactor. At this area
the CO2 mass fraction and thus the heterogeneous reaction rate take high values. On the contrary, the area
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near the riser walls is mostly occupied by the solid CaCOj3 species due to the induced lower gas velocity, a
fact which is not tracked near the core area that is quite dilute (core-annulus flow pattern) [293]. As a result,
close to the riser walls the carbon dioxide capture is negligible. It should be noted that the lowest values of
the CaCO; mass fraction are tracked near the bottom zone, Figure 62b, owed to the fact that near this area
limestone consisting of 9% CaO/ 91% CaCOs; enters the carbonator from the loop seal 2.
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Figure 60. Mass weighted CO, mean mass | Figure 61. (a) Mean and (b) RMS, Yco, mass fraction
fraction at plane X=0, for tae= 65 S. along the riser axis for tayer= 65 s.

The value of the numerically calculated reaction rate (RRcep) is strongly affected by the flow
hydrodynamics and the heterogeneous conditions in each computational cell. In reality, heterogeneity is
induced to the flow due to lack of perfect mixing between the two phases, while under ideal conditions, i.e.
perfect mixing, homogeneous conditions occur inside the FB. In the case of perfect mixing the numerically
calculated variables (mole fraction, volume fraction etc.) should be represented by their average values. For
this reason, the numerical results of the reaction rate (RRcrp) at different heights along the riser at a time
instant t=270 s are compared against the values of the homogeneous reaction rate (RRromogeneous). The latter
is calculated by assuming that at the corresponding heights the radial CaO and CO- distribution is
homogeneous. Following this, the RRuomogeneous IS alculated using the following expression:

kSSO _ 2/ S -1
RRHomogeneous = NaCa 1——60 (Xmax - Xcarb) 3(CC02 - CCOZ,eq)[kmOI 'S ] (143)

, Where Nacq, Xcqrp and Cep,are the area weighted values at the respective heights.
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reaction rate at different riser heights.

As a further step, a dimensionless hydrodynamic factor @, (@hn=RRcrpo/RRHomogeneous) 1S introduced that
should take values between [0, 1]. Under ideal conditions, this factor (total mixing between the two phases)
should take a value of unity. It is underlined that the RRHomogeneous Should always take values greater than
the RRcrp, because the CO; capture is enhanced under homogeneous conditions.
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Figure 63. (a) RRcrp VS. RRHomogeneous, @and (b) hydrodynamic factor &, along the riser for t=270 s.

As it is depicted in Figure 63 this factor takes values within the range [0.25, 0.5] close the dense bottom
zone of the riser. These values are considerably lower that the unity revealing the strong effect of the
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heterogeneity on the carbonation reaction. Respectively, the value of the RRcep in this area deviates
significantly from the corresponding theoretical value of RRHomogeneous. On the other hand, near the freeboard
area where the flow is quite dilute the hydrodynamic factor takes value almost equal to unity.

Figure 64 shows the time series of the mass weighted average of CO, mass fraction at different heights
along the riser axis (z= 0.2, 2, 4, 6, 8 m) and near the riser exit. The oscillations of CO, are demonstrated
for all heights and are stronger near the dense bottom zone area. These observations are in accordance with
Figure 61. Additionally, it is proven that the averaging period of 65 seconds is enough to accurately predict
the CO2 mean mass fraction.
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Figure 64.Time series of the numerically calculated Yco2 mass weighted average at different height
along the riser axis.
Finally, Figure 65 presents an FFT (Fast Fourier Transformation) analysis of the oscillating cross sectional
mass weighted average of CO, concentrations at two different heights, i.e. at the outlet and close to the
distributor. This post-processing reveals that CO, gas species concentration varies more close to the bottom
than the freeboard zone and can be calculated that at low frequencies the oscillations are higher near the
dense bottom zone than near the outlet.
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Figure 65. Comparison between the magnitude of CO; oscillations at the outlet and at a cross-
sectional area near the bottom zone of the riser, using the FFT.
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4.2.6 Parametric runs (Design optimization)

The CaL process is a post-combustion CO; capture technology that has been tested successfully up to
present on a bench and pilot scale, ranging from 3 kW, up to 1.7 MW4, [77-79, 82]. Recently, attempts are
being made towards its up-scaling to an industrial scale [85, 86]. For the implementation of this technology
on a large scale, modeling work is essential to eliminate any financial risks that might arise during the
construction of such units [301]. In this frame, computational fluid dynamic (CFD) models can be valuable
cost-efficient tools for the optimum design and up-scaling of CaL systems.

In a calcium looping system the carbonator reactor is a critical component. Its optimal design and operation
can increase considerably the CO- capture efficiency. Thus, a meticulous study of its performance under
varying operating conditions and design parameters should be undertaken prior to constructing large-scale
units. However, even though the study of the carbonator design effect on the CO; capture efficiency is an
essential work, there are not any available published works in the recent literature; most of the research is
focused on matters relative to the carbonation reaction itself, such as the sorbent maximum activity (Xmax)
[302], the effect of sulphur[303]/ hydration[304] on reaction Kinetics etc. Some other available works only
deal with the pilot plant operation under different carbonator operation regimes, but design effects have not
been studied yet [305, 306]. However, the importance of a CFB reactor design on its performance is an
undeniable fact that has been addressed in [307], as well.

In general, in reactor design the main target is the search of the appropriate size and operating method of a
reactor for a specific process [308]. An optimum carbonator design for a CaL system should enable high
solid particles residence times and good gas-solid mixing resulting, thus, in an efficient carbonation
reaction. An idea, quite easy and flexible, is to provide the carbonator riser with more than one sorbent
feeding lines, a concept that has been introduced in CFBC boilers [307] where solid fuels that are needed
to react with gaseous species are injected in the boiler through various inlets. Another alternative is to
modify the riser bottom bed design and introduce a varying riser diameter, rather than a constant value of
this design parameter. Such concepts are quite innovative and have not been tested yet in a CalL system.

In the present study, five different carbonator design concepts are tested and compared, regarding static
pressure profiles and CO, capture efficiency. These concepts include a reference carbonator design, part of
the Dual Fluidized Bed facility of TUDA, with a riser height and diameter equal to 8.661 m and 590 mm,
respectively, and four retrofitting concepts of the reference design, i.e. Fat Bottom Design (FBD) with two
different solids inventories, Sorbent Staging Design (SbS) and Sorbent in Splash Zone Design (SZD). In
the FBD case the riser diameter is modified and taken equal to 759 mm up to a height of 1 m from the
distributor, whilst for a height range equal to [1, 8.661] m the riser diameter remains the same as in the
initial geometry, i.e. 590 mm. In the SbS case, 10% of the regenerated material that comes from the calciner
unit, is injected in the carbonator through a section (staging inlet) designed approximately 1 meter above
the existing loop seal opening that connects the two reactors, whereas 90% of it keeps entering the unit
from the existing loop seal section; in the reference design the regenerated sorbent enters the carbonator
exclusively through the loop seal. Finally, in the sorbent in splash zone design (SZD) 100% of the
regenerated material is injected from the staging inlet and 0% from the existing loop seal section. 3D CFD
simulations of the CFB carbonator riser are carried out in each case in order to evaluate those scenarios
effectiveness. The TFM Eulerian approach coupled with the sub-grid EMMS drag scheme is incorporated
into the ANSYS FLUENT ™ commercial software. The model applied has been already tested and validated
for the reference carbonator design [174], using experimental data provided by TUDA.
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4.2.6.1 Numerical model

In the present work a 3D numerical model based on the Eulerian approach is applied for the simulation and
comparison of four different carbonator design/operation concepts. The riser of the carbonator unit,
depicted in Figure 664, is used as a reference design for the four retrofitting concepts, summarized in Table
36. The first retrofitting concept includes the construction of the TUDA carbonator riser with a fat bottom
design (FBD). In the FBD concept the new riser diameter is equal to 759 mm, greater than that of the 590
mm of the reference design, and extends upwards, up to 1 m from the distributor section. For a height range
equal to [1, 8.661] m the riser diameter remains equal to that of the initial geometry. The cyclone, the two
loop-seals and the auxiliary burner section are not included in the simulation process likewise in the initial
geometry. However, in their intersections with the riser proper boundary conditions are applied for the gas
and solid phase, the same as the ones applied in the reference design. Loop Seal 1 is used for the
recirculation of the solid particles inside the carbonator, whilst Loop Seal 2 performs the transportation of
the regenerated limestone from the calciner to the carbonator unit. The solids inventory is set equal to 282
kg, as in the initial geometry. However, the new riser diameter taken for a height range equal to [0, 1] m,
results in a lower pressure drop at this area compared to the reference design. In the second concept, the
same fat bottom design is tested, without changing the boundary and operating conditions, except for the
solids inventory, which is set equal to 340 kg. This value gives almost the same pressure drop with the one
obtained for the reference design. It should be noted that from a designer point of view the approach of
comparing cases characterized by the same pressure drop makes a technical sense, since the pressure drop
and not the mass in the reactor affects the energy self-consumption of such a unit.
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Figure 66. Geometry layout of the a) Reference design, b) FBD and c¢) ShS/ SZD.
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In the third concept, i.e. the sorbent staging design (SbS) concept, 10% of the regenerated sorbent, coming
from the calciner unit, is injected from a higher height, approximately 1 meter from Loop Seal 2, whilst the
rest of it keeps entering the reactor from Loop Seal 2. The geometrical configuration is the same as in the
reference design, with the exception that an additional face is inserted, used as a mass flow inlet of the
sorbent injection staging. The sorbent staging inlet has the same dimensions, with the intersection of the
Loop Seal 2 section with the carbonator riser. In the fourth concept, i.e. the sorbent in splash zone design
(SZD), 100% of the regenerated sorbent is injected exclusively from the sorbent staging inlet and a wall
boundary condition is assigned to Loop Seal 2 face.

For the numerical simulations 3D structured grids are constructed with ANSYS Meshing component fully
respecting the modified geometries of the carbonator riser. The discretized domain consists of 35,870
hexahedral elements for the FBD case and of 31,346 hexahedral elements for the SbS and SZD cases. Both
numerical grids correspond to a dcen to dp ratio equal to 465.64. A grid independency test has been already
conducted for the reference geometry case [174].

The CFD model is incorporated into the ANSYS Fluent 17.1 platform. Transient calculations are
performed, with a time step size equal to 10* s. Parallel computing is used, with 12 parallel cores, in order
to enhance the CFD model computational efficiency. A time interval equal to 65 seconds is taken for the
time averaging of the numerical results. It should be noted that 5 s after the initialization in all cases, an
equilibrium state is almost reached as concerns the pressure profile. However, the solid species, i.e. CaO
and CaCOs, delay in reaching equilibrium requiring thus longer simulation times of almost 200 s in order
to predict them correctly. The CaCOs; mass fraction is initialized with a value of 0.16 close to the value of
0.1655 that corresponds to Xmax=0.1, in order to speed-up the simulation. The phase-coupled SIMPLE
scheme is applied for the pressure-velocity coupling. As concerns the spatial discretization of the main
governing equations, i.e. momentum, volume fraction and species equations, the QUICK scheme is applied.
The time discretization is conducted by a bounded second order implicit scheme [297]. A detailed
description of the governing equations used can be found in [297]. For the drag force exerted on the solid
particles the sub-grid EMMS scheme developed in this Thesis is applied. The limestone particles are of
type Geldart A, with a density equal to 1650 kg/m® and a mean particle diameter 91.39 um. The carbonation
of CaO particles to CaCOs is taken into account by incorporating into the CFD model the reaction rate of
Hawthorne et al. [172]. The boundary and operating conditions, except for some modifications analysed
above, are presented in [174].

Table 36. Compared cases simulated.

Case Number Test Case Solids Inventory Superficial gas velocity (Ug)
Case 1 Reference design (100%-0%) 282 kg 1.93 m-s*
Case 2 FBD-282 282 kg 1.162 m-s™
Case 3 FBD-340 340 kg 1.162 m-s*
Case 4 SbS (90% - 10%) 282 kg 1.93 m-s?
Case 5 SZD (0-100%) 282 kg 1.93 m-s?

4.2.6.2 Results

Figure 67 depicts the numerical results of the four proposed technical concepts tested, as regards the time-
averaged static pressure profile, in comparison with the corresponding numerical results of the reference
design case. It is evident that near the dense bottom zone the predicted pressure in the FBD-282 test case is
lower compared to one calculated for the reference design. In the second fat bottom design test case, i.e.

126



FBD-340 kg, the static pressure profile is virtually the same as in the reference design. Additionally,
concerning the SbS and SZD test cases compared to the reference design, it can be seen that all three static
pressure-height curves almost coincide for a height range [0, 1] m. Above that height, a higher pressure
drop is observed in the reference design than in the SbS and SZD test cases indicating the presence of higher
amounts of solid particles in the freeboard.
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Figure 67. Time-averaged mean static pressure along the riser axis for a time averaging equal to t=15 sec.
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Figure 68. Instantaneous solids volume fraction at X=0 (the medium X of the reactor) for a) the
Reference design b) the FBD-282 kg, c) the FBD-340 kg, d) SbS and e) SZD.

This fact is also evident in Figure 68, where the contours of the instantaneous solids volume fraction at a
plane X=0 for all the compared cases is presented. As can be seen, in the reference design higher values of
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the solid volume fraction can be observed in the freeboard, when compared with the other cases. This is the
reason why in the reference design case the mean static pressure drop is slightly higher compared to the
other cases. Another important conclusion to be drawn is that the core-annulus flow pattern exhibited in
CFB risers, is less intense in the FBD concept —especially in the FBD-282 case- than in the other design
concepts. In this case, low values of the solid volume fraction are observed for heights greater than 2 meters.
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Figure 69. Tie-avraged mean solids volume fraction at X=0 for the a) Refer
c) FBD-340 kg, d) SbS and e) SZD concept.

Figure 69 presents the contours of the time-averaged mean solids volume fraction at a plane X=0 for the
studied cases. Generally, in the fat bottom design the solid volume fraction near the bottom zone is higher
than the one observed in the reference design. Additionally, in the FBD-282 kg case, the flow tends to be
homogeneous, for heights greater than 0.8 meters, resulting in a better gas-solid mixing. On the other hand
in the FBD-340 kg test case, higher heterogeneity is observed, even if this case should be compared with
the reference design, owing to the higher solids inventory. However, in the latter case a quite high CO-
capture is achieved; the highest among all cases examined. This is attributed to the fact that high back flow
mixing of the solid phase occur in the fat bottom bed, keeping thus more sorbent mass in this area. In the
SbS and SZD concepts the gas-solid flow pattern is quite similar as in the reference design case.

Figure 70 depicts the time-averaged spatial distribution of mass weighted CO, mean mass fraction at a
plane X=0 for the cases tested. It is evident that in the reference design, SbS and SZD most of the CO;
capture occurs near the center axis of the reactor and continues up to a height of approximately 1-2 meters.
In the FBD, in both cases tested, most of the CO, capture occurs at the fat bottom area of the riser.
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Figure 70. Time-averaged mass weighted CO, mean mass fraction at plane X=0 for a) the Reference
design b) the FBD-282 kg, c¢) the FBD-340 kg, d) SbS and e) SZD.

Finally, the numerical results indicate that a better CO- capture efficiency is achieved in all retrofit cases
compared to the reference design. More specifically, the capture efficiency is equal to 90.36% and 91.91%,
in the FBD-282 and FBD-340 concepts, respectively, as can be seen in Table 37; such values are close
enough to the CO; equilibrium capture efficiency (93.33%). In the SbS design concept a CO. capture
efficiency equal to 89.64% can be achieved, whilst the efficiency is lower (88.70%) when 100% of the
sorbent phase is injected from the sorbent staging inlet. This confirms the advantages of staging the sorbent
injection, since injecting all of the regenerated material to the bottom or to the splash zone leads to lower
capture efficiency.

SSI

Table 37. Comparison of the capture efficiency achieved in the reference design and FBD concepts.

Case Studied Capture Efficiency
Case 1 87.03 %
Case 2 90.36 %
Case 3 91.91%
Case 4 89.64 %
Case 5 88.70 %

Such fact is proven in Figure 71, as well, where numerical results of the CO., mean mass fraction at different
riser heights of all the retrofit cases are presented. More specifically, it can be seen that higher capture
efficiency can be achieved when part of the regenerated sorbent is split and introduced to the reactor at
different heights than being introduced completely from the same height. A simple interpretation to such
fact is that when the regenerated sorbent is introduced from the same section, the solids volume fraction
and subsequently the flow heterogeneity increases locally, a fact that hinders the effective gas-solid mixing.
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Figure 71. Time-averaged mean Ycoz along riser center line for the a) Reference
design, b) FBD-282 kg, ¢) FBD-340 kg, d) SbS and e) SZD.

The advantages of the four retrofitting concepts over the reference design in terms of CO; capture efficiency
are reflected, as well, by the values of the effective material to CO- ratio. The contours of this molar ratio
at different horizontal slices near the bottom bed area are depicted in Figure 72. In all retrofitting cases,
better mixing is achieved and the regions of the reactor with low ratios are minimized. In such areas
although there is CO; in the gaseous phase, the amount of the active CaO is not that high.

Figure 72. Effective material to CO, ratio (kmol CaO (active) / kmol CO,) for the a) Reference design, b)
FBD-282 kg, c) FBD-340 kg, d) SbS and e) SZD. (Values greater than 50 have been cut-off).

It should be underlined that in terms of CO; capture efficiency the FBD concept seems the most promising
among all, however the ShS design concept is the most preferable solution, because apart from the high
capture efficiency, it can be more easily modified to the initial design concept by simply opening or closing
the sorbent staging inlet.
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4.2.7 Up-scaling assessment (towards 20 MW4n)

Moving forward, the validated CFD model is utilized for the simulation of a 20 MW, carbonator, which is
a scaled-up unit of the 1 MWy, carbonator unit [309]. More specifically, the TFM model coupled with a the
new updated version of the sub-grid EMMS scheme developed in this Thesis [174], and a proper carbonator
reaction rate based on the work of Hawthorne et al. [172] are integrated into the ANSYS Fluent platform..
The challenging, in terms of CPU cost, lasted approximately five months. Parallel simulation runs have
been conducted in order to increase the CFD model computational efficiency and decrease the associated
actual time of running. Apart from the initial design (Standard design concept), the Sorbent Staging (SbS)
concept have been also tested, as previously done for the 1 MWy, unit [310]. In this concept, 10 % of the
regenerated material coming from the calciner unit is injected from a higher height than the loop seal that
interconnects the two reactors.

4.2.7.1 Geometry/Mesh layout and Boundary conditions

The reactor of the 20 MWy, unit has a height equal to 20 m and its cross sectional area is square with
dimensions equal to 1.5x1.5 m. The given geometry, Figure 73a includes the distributor from which the
flue gas is inserted upwards to the unit, the outlet section and two Loop Seal sections; the first one
(LS _recirculation) is used for the internal circulation of the sorbent particles inside the carbonator, whilst
the second one (LS_from_calciner) serves for the transportation of the regenerated material from the
calciner to the carbonator unit. According to the technical document received by TUDA, in the design of
the 20 MW, pilot plant, LS_recirculation is fluidized by air and not by steam, due to operational cost
reasons. However, in real conditions both loop seals are fluidized with steam in order to avoid
contamination of CO; by N2 and O.. For this reason, the numerical model was set up with the condition of
using steam, as fluidization gas for the two loop seals. Apart from the two loop seals and the distributor
section, two additional faces were added, by TUDA to the geometry design, i.e. Stage 1, Stage 2, which
can be potentially used as mass flow inlets of the regenerated sorbent particles for the Sorbent Staging (SbS)
Design concept [310]. Both of them are placed above LS _from_calciner, with the first of them, i.e. Stage
1, being placed at the same height with LS_recirculation, which is around 2 m above the distributor section.
The second one, Stage 2, is placed 1 m above Stage 1.

The 3D grid consists of 296,464 hexahedral elements, with a mean cell volume equal to 0.00016 m?.
According to the given PSD and following the Geldart classification the sorbent particles are of type A and
have a mean diameter equal to 108.43 um. Thus, the grid resolution tested corresponds to a dcen to d, ratio
equal to 500.73, close to the value of 466.64, which is the grid resolution of the coarse mesh of the 1 MW,
carbonator unit case. It is noted that the particle size distribution (PSD), provided by TUDA is not taken
into account in this set of simulations as it increases considerably the computational cost [296]. Figure 73b
depicts the full 3D coarse mesh of the carbonator riser and some zoom areas.
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Figure 73. a) 3D scheme and b) 3D domain with zoom areas of the carbonator riser.

Table 38 summarizes the physical/chemical properties of the two interacting phases (gas and solid phase).
It is noted that the values for the minimum fluidization voidage, coefficient etc. are kept the same as in the
CFD model setup of the 1 MW4, unit.

Table 38. Gas-solid properties.

Parameter Value Units
dp 108.4327 um
P, 1923.276 kg'm?®
P, 0.3567 kg'm?
H, 3.9515E-05 kg'm?t-st
& 0.55 ()
. 0.9997 ()
£ o 0.65 O]

0.9 ()

SS
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4.2.7.2 Cases simulated

Two design concepts were tested, corresponding to two of the test cases simulated for the 1 MW
carbonator unit [310]. The first one corresponds to the reference design case (Standard design), in which
the regenerated material coming from the calciner is injected exclusively through LS from_calciner to the
carbonator riser. In the second one, i.e. the Sorbent Staging design concept (SbS), 10% of the regenerated
material is injected from a higher height than LS_from_calciner (from Stage 2), whilst 90% of it is injected
through LS_from_calciner. Thus, in the SbS concept simulated in this section, only Stage 2 was set up as
mass flow inlet, whilst Stage 1 was treated as wall. The outlet boundary zone is defined as a pressure-outlet,
with an operating pressure set equal to the atmospheric. In both cases, the solids inventory was kept the
same as given by TUDA, i.e. 2270 kg. No slip boundary condition is considered for the gas phase at the
walls. For the solid phase the Johnson and Jackson [153] wall boundary condition is applied, with a
specularity coefficient equal to 0.01. Finally, a constant temperature is defined, i.e. 923 K, because the unit
is simulated to operate under almost isothermal conditions

Transient calculations were performed with a fixed time step size equal to 5-10* s. The Eulerian TFM
coupled with the sub-grid EMMS scheme with a new cluster correlation already been validated for the
operating conditions of the 1 MW, carbonator unit was incorporated into the ANSYS Fluent 17 platform.
This new version of the EMMS model has proven to give more accurate results than conventional models,
i.e. the homogeneous Gidaspow model. The map of the EMMS scheme implemented for different slip
velocities is depicted in Figure 74. Apart from the flow hydrodynamics, the carbonation reaction kinetics
were also modelled and a reaction rate based on the work of Hawthorne et al. [172], with an Xmax value
equal to 0.1 was incorporated into the CFD model. The CFB operates under almost isothermal and a steady
temperature equal to 923 K was considered throughout the whole domain. Both the EMMS model and the
carbonation reaction rate were incorporated through custom-built UDFs into the ANSY'S Fluent platform.
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Figure 74. EMMS map implemented in the 20 MW case.

As concerns the spatial discretization of the main governing equations, the QUICK scheme was applied for
the solution of the momentum, volume fraction and species equations, whilst for the time discretization a
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bounded second order implicit scheme was adopted [297]. Moreover, the phase-coupled SIMPLE algorithm
was applied for the velocity-pressure coupling. For the accurate prediction of the numerical results, a time
averaging of approximately 100 seconds was applied, almost the double of the one used for the time
averaging of the numerical results of the 1 MW4, unit test cases. Such high time averaging is because the
CaCO3 mass fraction could not reach fast enough an equilibrium state. More details on the governing
equations can be found in [174, 311]. Table 39 presents the boundary/operating conditions of the simulated
cases.

Table 39. Boundary/operating conditions for the carbonator model.

BC type Parameters Units | Values

Mgas kg'S_l 4.44125
Distributor Mass flow Inlet | Yoz /Ycoz kg-kg! | 0.0739/0.161397

Yhzo /Y2 kg-kg? | 0.07120/0.69350
LS_recirculation Mass flow Inlet 798 kg's 1_1 0.004680556

Yh20 kg'kg™ |1

l’i’lgas/ Tilsolid kg~s‘1 0.00354167/12.6
LS_from_calciner* = Mass flow Inlet | Yu2o kgkg! | 1

Ycasoa/Ycoalash) /Ycao | kg-kg™* | 0.03966/0.027896/0.9324

fi’lgas/ Mlsolid kg-s‘l 0/ 1.26 (10 % of the
Stage 2** Mass flow Inlet regenerated sorbent)

Ycasoa/Ycoalfash) /Ycao | kg-kg™* | 0.03966/0.027896/0.9324
Outlet Pressure Outlet | P bar 1
Walls Gas phase: No slip condition Solid phase: ¢=0.01

* The value of nisiig=12.6 kg-s* is applied in the Standard design. In the ShS 90 % of this value is applied in the
boundary
** This boundary condition is applied for the SbS concept. In the Standard design Stage 2 is treated as wall

4.2.7.3  Numerical results

Figure 75 depicts the time-averaged mean solids volume fraction at planes X=0 and Y=0 for both cases
simulated. As it can be seen the dense fluidized bed is extended up to a height of approximately 2.5 m,
which is near the height where LS_recirculation is placed and 0.5 meter approximately upwards Stage 2.
In both concepts tested, LS_recirculation serves for the internal recirculation of the carbonator unit. For this
reason at the proximity of this area the velocity field is highly affected, whilst there is accumulation of solid
particles, a fact that is affecting subsequently the capture efficiency. Additionally, some solid particles are
moving downwards, especially in the SbS concept, a trend that is depicted in Figure 76.
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In Figure 77 the contours of the time-averaged mean CO; mass fraction for the two examined cases are
depicted. In both cases tested, the core-annulus flow is evident. Moreover, it is observed that in both
concepts most of the CO; capture occurs near the bottom bed and continues up to a height of approximately
4 meters. The same core-annulus flow pattern was also observed in the 1 MW4, carbonator case.
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Figure 77. Contours of the time-averaged mean Ycoz at X=0, for taer= 100 s for the a) Initial design and
b) SbS concept.

Table 40. CO; capture efficiency (1 MW and 20 MW unit).

Case Studied Capture Efficiency
Standard design (20 MW4) 86.95 %
SbS design (20 MWi) 87.13 %
Standard design (1 MW4,) 87.03 %
SbS design (1 MWh) 89.64 %

Finally, in Table 40 the CO; capture efficiencies achieved for the two concepts tested both on the 1 MW
and 20 MWy, units, are presented. The research has shown so far that in the pilot scale 1 MWy, carbonator
unit the SbS concept has proven to give a higher CO, capture efficiency than the baseline case design.
Added to this the pressure drop achieved in the SbS concept is virtually the same with the base case, a fact
that implies that the operating cost in both concepts is almost the same. However, in the scaled-up 20 MW
carbonator unit the capture efficiency for the SbS design is nearly equal —less than 1% higher- to the baseline
design. One possible explanation to this is that Stage 2 is quite close to LS _from_calciner. This fact
intervenes to the flow pattern we want to create in a sense that the regenerated material is not effectively
split as it was previously achieved in the 1 MW, carbonator unit. Thus, this concept should be further
examined for the scaled-up unit; however, in the 1 MWy, unit it has been revealed that the idea of SbS
concept seems to be very promising in terms of optimization.
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4.2.8 Main Conclusions

Validation: In this Thesis the 3-D CFD TFM simulation of the second biggest pilot-scale CFB
carbonator, located at the premises of TUDA, is performed and the results are compared and
evaluated against available experimental data for i) the pressure distribution along the riser and, ii)
the carbon dioxide concentration at the carbonator exit. Two drag force models were tested; i) the
homogeneous Gidaspow model and ii) EMMS scheme with a modified cluster size correlation that
takes into account the riser diameter. The advanced EMMS model coupled with the TFM proposed
in this work reproduced results of higher accuracy, when compared to the corresponding one by
the conventional Gidaspow one. Moreover, unlike the Gidaspow model with the EMMS model a
relative low grid dependency in the range of L2 norm error 6.5% is achieved, thus boosting the
application of such a model for industrial-scale reactors. The value of the specularity coefficient
has a negligible effect on the axial static pressure, but a value of 0.01 seems to qualitatively
reproduce better the core-annular flow. Concerning the reaction kinetics, the value of the
carbonation reaction rate is affected by the heterogeneous conditions in each computational cell,
especially close the dense bottom zone of the riser. The reaction rate implemented based on the
work of Hawthorne et al. gives results of high accuracy concerning the CO; concentration with a
relative error of 7.22 %, while the assumption of homogeneous conditions inside each control
volume for the calculation of the carbonation reaction rate may limit the accuracy of the model. It
should be noted, that in future simulations it would be of great scientific interest to compare the
sub-grid EMMS model, with other advanced models, as for instance the filtered two-fluid model
or the DNS-derived drag model.

Design optimization: The effect of the carbonator riser geometry on the gas-solid flow
hydrodynamics and CO2 capture efficiency is an important issue that is investigated in the present
work. For this purpose, a validated 3D Eulerian CFD model is implemented for different
design/operation concepts. All the test cases simulated are retrofitting concepts of a reference
design. This design corresponds to the TU Darmstadt (TUD) carbonator, which is part of the 1
MW:, DFB installation, and has been used in a previous research activity to validate the CFD
model. The retrofitting concepts are a fat bottom design (FBD) with two different setups of the
solids inventory, i.e. 282 kg and 340 kg, a sorbent staging design (SbS) and a sorbent in splash zone
design (SZD). The drag force model implemented in all cases is the sub-grid EMMS scheme that
takes into account the clustering formation inside such units. The numerical results indicate that a
better CO; capture efficiency is achieved in all retrofit cases compared to the reference design.
More specifically, the highest capture is achieved in the FBD concept for both solid inventories
used; in the FBD-282 kg and FBD-340 kg cases the capture efficiency is equal to 90.36 % and
91.91 %, respectively, close enough to the CO; equilibrium capture efficiency (93.33 %). In the
SbS and SZD cases the capture efficiencies are 89.94 % and 87.03 %, higher than the reference
design, mainly because a better mixing is achieved in the lower part of the reactor, i.e. bottom and
splash zone. As concerns the gas-solid flow patterns, in the FBD-282 kg case the flow tends to be
homogeneous for heights greater than 0.8 m (the fat bottom extends up to a height equal to 1 meter).
In the SbS and SZD cases the gas-solid flow pattern is quite similar to the reference design. Even
if the FBD case seems the most promising among all, in terms of CO, capture efficiency, the SbS
design is the most attractive solution, because apart from the high capture efficiency, it can be more
easily incorporated into retrofit units. Among, the improvements investigated through the
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aforementioned numerical tools the sorbent staging idea could be implemented with not many
technical complications in larger scale units to boost the efficiency of the carbonator.

e Up scaling concept of the 1 MW, unit: The up-scaling on the 1 MW+, carbonator unit to the scale
of 20 MW, unit has been also assessed by means of the developed CFD tool. Two design concepts
were tested; a base case in which the regenerated material is inserted into the unit exclusively from
the loop seal that is used for the interconnection of the calciner and carbonator reactors, namely
LS_from_calciner, and a SbS design concept, in which 10% of the regenerated material is injected
from a higher height than the LS_from_calciner and 90% is injected from the LS from_calciner.
The numerical results have shown that in the scaled-up 20 MW, carbonator unit the capture
efficiency for the SbS design is nearly equal —less than 1% higher- to the baseline design, contrary
to the results of the pilot scale 1 MW4, carbonator unit, in which a higher capture efficiency is
achieved in the SbS design than the baseline case. One possible explanation to this is that the height
from which 10% of the regenerated material is injected into the unit is quite close to
LS from_calciner. This fact intervenes to the flow pattern we want to create in a sense that the
regenerated material is not effectively split as it was previously achieved in the 1 MW, carbonator
unit. Thus, the SbS concept should be further examined for the 20 MW, unit as for the 1 MW, unit
it has been revealed that it seems to be a very promising concept in terms of CO, capture
optimization.

4.2.9 Milestones achieved

Numerical advancements:

v" Validation of a transient hydrodynamic model based on the pure Eulerian-Eulerian
approach able of simulating gas-solid circulating fluidized bed reactors for both Geldart A
and Geldart B particles;

v Development and validation of the sub-grid EMMS scheme;

v" Proof of the superiority of the in-house EMMS model with respect to homogeneous ones
(e.g. Gidaspow) already found in commercial platforms;

v’ Sensitivity analysis on the specularity coefficient effect on the flow patterns and suggestion
of the most realistic value for such type of flows;

v Application of carbonation reaction based on the literature with Xnax based on experimental
data and validation against experiments;

Design advancements:

v Design optimization of carbonator reactor;

v' Study of several designs of interest, such as fat bottom design and carbonator design with
a sorbent staging;

v The proposed designs, especially the sorbent staging concept, have proved to increase the
CO, capture efficiency. This outcome is really valuable for FB reactor designers targeted
for CO, capture and similar reactive flows;

v' Study of the carbonator reactor at two different scales: LMW, (pilot) and 20 MW, (demo).
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4.3 Model of Oxy-fired calciner (calcination model validation, 1 MW, unit)
4.3.1 Preface

The aim of the present work is the 3-D CFD simulation of the reacting flow inside a pilot-scale calciner,
which is part of the 1 MW DFB installation located at TU Darmstadt (TUD). The riser of the fluidized-
bed calciner is a cylindrical tube with a height of 11.365 m and a varying inner diameter equal to 0.28 m
near the bottom area and 0.3967 m at the freeboard. The energy required for the endothermic reaction is
provided by the coal combustion inside the same reactor. The gas-sorbent-fuel flow is simulated by means
of the pure Eulerian-Eulerian MFM, which is incorporated into the ANSYS Fluent commercial platform,
with the implementation of numerous user-defined functions. Owing to the presence of two solid phases a
modified version of the KTFG model for the bi-dispersed flow proposed by [156] is applied. The advanced
EMMS scheme with a new cluster correlation and the homogeneous Gidaspow model are applied for the
calculation of the gas-sorbent and gas-fuel momentum exchange coefficients, respectively. Additionally,
the Syamlal-Obrien symmetric model is used for the calculation of the sorbent-fuel momentum exchange
coefficient. Proper reaction rates retrieved from the literature are applied for the simulation of the
heterogeneous and homogeneous reactions occurring inside the reactor. The effect of turbulence is taken
into account with the application of the standard k-¢ model. For the first time, following a suggestion from
Professor Abanades [312], [313] the carbonation reaction rate is also added to a CFD model for a calciner
simulation, in order to test to which extent the reverse reaction takes place, when the temperature inside the
reactor is below calcining conditions. This is of high interest, because unintentional carbonation inside the
calciner increases the sorbent carbonation / calcination cycles. Due to the fact that inside a Fluidized Bed
back-mixing of the solid particles might occur, if there are areas within the calciner where carbonation is
favored, some Ca particles could be carbonized and calcined a lot of times before eventually exiting the
reactor. This is not desirable, as such a pattern would decrease the overall activity of the sorbent (Xmaxave)..
A monosized approach is followed for reasons of computational cost, and the solid particles diameter is
calculated by applying the Sauter mean diameter correlation [52]. The innovative character of this work
relies on the fact that very few similar numerical works, especially for pilot-scale calciner reactors, are
available in the literature. CFD model is validated against available experimental data regarding the
pressure and temperature distribution along the riser and O./CO; concentrations at the calciner exit.

4.3.2 Geometry and mesh layout

The 3D computational domain is constructed by means of the Meshing component of ANSYS commercial
software with full respect to TUDA calciner reactor, the riser of which is depicted in Figure 78. The reactor
is part of the DFB facility, presented in [294], and serves for the calcination of CaO particles. The riser of
the fluidized bed calciner is a cylindrical tube with a height of 11.365 m and a varying inner diameter of
0.28 m near the bottom area up until a height of 1.14 m above the distributor section. From this height
approximately until the height near its exit, the diameter is constant with a value of 0.3967 m. Compared
to the actual designed FB, only the riser section is modelled, Figure 78. The structured numerical grid
consists of 18,698 hexahedral elements, with a den / dp ratio equal to 466.52. A denser grid is not
investigated in the present work as it might increase considerably the computational cost. Figure 79 depicts
the applied 3D domain.
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Figure 78. 3D scheme of the falconer riser. Figure 79. 3D coarse grid of the calciner.
4.3.3 Boundary and operating conditions

The gas / solid fluxes and other boundary conditions of the problem are determined experimentally by
TUDA. It should be noted that during the operation of the 1 MW4, calciner the burner section is not used
for burning any additional fuel; only a small amount of false air is being introduced to the reactor through
this section. Additionally, the CO; entering the pilot-scale unit is lower compared to what would be
expected in an actual unit. This is because O enriched air is introduced to the unit from the distributor,
instead of a O./CO, mixture, due to operational reasons [294].

From a numerical point of view, the distributor, the loop seal and the auxiliary burner are treated as mass-
flow inlets, Table 41. The outlet boundary zone is defined as a pressure-outlet, with an operating pressure
equal to the atmospheric. Finally, concerning the shear condition at the walls, the no slip boundary condition
is considered for the gas phase. For the solid phases the Johnson and Jackson [153] wall boundary condition
is adopted, with a specularity coefficient equal to 0.01. Moreover, the heat flux at the walls is set equal to
zero, since data for the heat losses through reactor walls has not been available; an approximation, which
may affect slightly the calculated temperature profiles, especially at the vicinity of the riser wall surfaces.
The solids inventory is equal to 13.5 kg and in order to keep this value constant, the sorbent particles are
entering the riser from the loop seal section with a mass flow rate equal to the one calculated at the outlet
for each time instant. In the actual unit there is not internal recirculation of the solid particles.

140



Table 41. Boundary conditions.

Section BC type Parameter | Value Units | Parameter | Value | Units
Burner Mass flow inlet

Yoo 0.77 kgkg! | Y, 0.23 kg-kg?

m, 0.02498 kg'st | Ty 297.23 | K

m,, 0 kg'st | Ta 1113 K

m,, 0 kg'st | Ts 1113 K
Distributor | Mass flow inlet

Y 0.41886 kg'kgt | Y, 0.581 | kgkg?

Mg 0.09222 kg'st | Ty 623.1 K

m, 0 kg'st | Ta 623.1 K

m,, 0 kgst | Te 623.1 K
Loop Seal | Mass flow inlet

Yo, 0.58 kg'kg! | Ycoz 0.118 | kgkg?

Y 0.21553 kg'kg? | Yhao 0.086 | kg-kg!

Ycao 0.92 kg'kg? | Ycacos 0.08 kg-kg?

Mg 0.00018 kg'st | Ty 293 K

m,, (defined by | kg's? | Ta 908 K

the outlet)

m,, 0.02836 kg'st | Ts 306.39 | K

Yo 0.0785 kgkg' | Y0 0.118 | kgkg?

Y char 0.49392 kgkgh Y e 0.3096 | kg-kg?

In Table 42 the properties of the gas and solid phases are presented. Following the Geldart classification
both solid particles are of type A. The PSD distribution of each solid phase is not taken into account, an
approach that has been followed in the works of [174], [107], as well. Thus, the Sauter mean diameter [52]
is applied for the calculation of the mean particles diameter (Refer eq. 147). Added to this, an assumption
that has been followed in the specific study, is that the size of the fuel and sorbent particles does not change
with time or due to physical mechanisms as that of attrition. Generally, the chemical reactions inside FB
reactors constantly affect the sizes of the particles [314]. However, in Eulerian simulations it is
computationally expensive to take into account such an effect, as additional sub-models should be added to
the main model. Moreover, as regards the gas viscosity a constant value has been set, Table 42, because
the temperature variation was small for the specific case conditions simulated. This value is representative
of the average temperature exhibited, without introducing any significant errors in the numerical
calculations.

Table 42. Particle-gas properties (Particles: Geldart A particles).

Parameter | Value Units Parameter Value Units
Ps 1650 kg'm? Emf 0.55 -

dps 91.39 um Emax 0.9997 | -

ot 34.67 um &5 max 0.65 -

Pg 0.3434 kg'm? Bss 0.9 -

Hg 4.45-10° | kg mls?
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4.3.4 Numerical model setup

Transient calculations are performed, with a fixed time step size equal to 5-10°s. As concerns the spatial
discretization of the equations, the QUICK scheme is applied for the solution of the momentum, volume
fraction and species equations, whilst for the time discretization a bounded second order implicit scheme is
adopted [297]. Moreover, the phase-coupled SIMPLE algorithm is applied for the velocity-pressure
coupling. For the accurate prediction of the flow variables, the overall averaging time for each simulation
is approximately 15 seconds, for a time range of 5<t<20s.

The energy required for the endothermic reaction is provided by the coal combustion inside the reactor.
Due to the non-homogeneous temperature field, which is attributed mainly to the fuel combustion, the
energy equation is solved, as well. The thermal conductivity of all three phases is set equal to 0.0454 W-K"
L.m™. As concerns the specific heat capacity of each phase the mixing-law has been applied, whilst for the
species of each phase the piecewise-polynomial (PP), polynomial law (PL) or a constant value has been
selected with coefficients taken as the ones given by ANSY'S Fluent software [297]. Finally, the effect of
turbulence is taken into account by a proper viscous model. In the present work the standard k-& model is
solved. The specific heat capacity coefficients implemented in the CFD model, are presented in the
Appendix section.

4.3.5 Results

Figure 80 depicts the numerical results of the time averaged mean static pressure along the riser axis
compared to the corresponding experimental data. From the graph it can be inferred that the pressure profile
is predicted with a moderate level of accuracy. It should be noted that based on previous similar numerical
studies tracked in the open literature [133, 136, 174], mostly as concerns the validity of EMMS scheme,
the present study can confirm its better validity as a drag model over the corresponding of Gidaspow, even
for complex numerical conditions, where a series of many and complex physical mechanisms take place
simultaneously, as in the case of a calciner. The maximum deviation form experimental data is tracked at
the bottom zone of the reactor, where the second pressure point measured is almost two times higher than
the actual pressure calculated. For the rest of the points, the agreement of the numerical model with the
corresponding experimental data is better; thus justifying that the proposed EMMS model, behaves quite
good, even under complex physical conditions and under coarse grid conditions. With respect to this, the
particle distribution and the respective pressure drop is fairly-well predicted.
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Figure 80. Time averaged mean static pressure across the riser axis for taer =15 sec.

In Figure 81 contours of the time-averaged mean solid volume fractions of the sorbent and fuel phases are
depicted. It is worth-mentioning that the particle loading is rather low and the fuel particle size is rather
small, when a reference to a typical CFB is made. These operating conditions minimize the solids backflow
within the calciner and the produced fly ash will be of very low particle size and therefore will not be
captured by the cyclone of the calciner. This has as an effect, which is the recirculation of this inert mass
between the two reactors of the Dual Fluidized Bed system, a fact that should be avoided. However, carbon
slip to the carbonator and combustion there is minimized, due to the very fine particle size of the fuel.
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Figure 81. Contours of the time averaged mean volume fractions of the a) sorbent and b) fuel
phase at a plane X=0 for a time averaging equal to taer =15 sec.
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Figure 82a depicts the time-averaged mean gas temperature numerical values along the riser axis for a time
averaging equal to taer =15 sec. As can been seen, the temperature curve delivered from the CFD model
follows almost the same trend with the experimental data. A small under prediction of the temperature
profile results is attributed to the fact that the reaction rate constants implemented in the present work have
been retrieved from the literature and may not absolutely describe the behavior of the specific fuel and
sorbent used in the experiments. A more or less reactive fuel and / or sorbent would affect the temperature
distribution along the riser. Moreover, the gas temperature under prediction can be further corrected by
applying more accurate polynomial coefficients for a more realistic specific heat capacity dependence on
the temperature. The strong effect of the heat capacity values on the temperature results have been addressed
in other works as well [315], [316].

Apart from this, any heat losses through the walls have not been taken into account in the specific case
studied. In addition, the mathematical expressions based on which the heat transfer coefficients are
calculated may have an inherent error, when trying to express/calculate the exhibited heat transfer
coefficient —h- under so complex conditions, where particulate and gas phases co-exist and inter-react. In
this light, it is proposed the validity of the current existing arithmetical expressions for the calculation of
heat transfer coefficients to be examined in detail by simple and well controlled experimental conditions.
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Figure 82. a) Time-averaged mean gas temperature b) Time-averaged temperature contours at
along the riser axis. different riser heights.

Additionally, the measurement uncertainties may be another source for the significant temperature under-
prediction, since two of the four measuring probes are located near the bottom area —at heights equal to
0.28 m and 1.78 m- where the flow is strongly inhomogeneous, Figure 82b. On the other hand, the
numerical values plotted are the mass-weighted average values of the temperature in different heights. Thus,
a more accurate comparison would include the numerical values of the temperature at the points where the
measuring probes are exactly located in each cross-sectional area. However, such an information is not
available (e.x. if the probes are placed either near the walls, or inside the unit near the reactor axis) and only
the height in which the measuring probes are placed is known.
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Another important conclusion to be drawn is that, for a height range approximately [0-0.9] meters the gas
temperature is less than the required one for calcination. For this reason, at the vicinity of this area, the
reverse reaction, i.e. carbonation, takes place. This fact, which is observed as well in Figure 83, is attributed
to the flow of the primary air and O, that enter the unit from the distributor section, with a temperature
equal to 623.1 K, as well as to the auxiliary air that comes from the loop seal and burner sections, with a
temperature approximately equal to 300 K. Over the height of the burner section, where the fuel enters the
reactor, the temperature rises quickly to the calcining conditions.

Regarding instantaneous temperature values, the fuel phase generally has a slightly higher temperature than
the sorbent phase of around 5 K maximum in the splash zone, up to a height of 4 m where the temperature
difference approaches zero. Near the area, where the char combustion occurs, the maximum difference
observed is around 15 K. On the contrary, near the bottom bed the sorbent has higher temperatures than the
fuel phase, whilst such difference approaches its maximum, i.e. 600 K near the loop seal section. This high
temperature difference is attributed to the fact that the fuel phase enters the reactor with a low temperature
equal to 306.39 K (set as a boundary condition) and has not yet been heated up.
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Figure 83. Contours of the mean temperature profile for the a) gas, b) solid and c) fuel phase at a
plane X=0 and d) mass-weighted time averaged temperature profile at different slices across the
reactor (time averaging equal to taver =15 sec).
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Figure 83 illustrates the contours of the time-averaged mean static gas, solid and fuel temperature at a plane
X=0. It is evident that the temperature field is unbalanced owing to the presence of the fuel phase. This is
also reflected by the unbalanced velocity field of both solid phases, as can be seen in Figure 84.

Another important conclusion drawn (Figure 84, Figure 85) is that the solid particles of the sorbent phase
move upwards and no back-mixing is observed except for a height approximately equal to 0.4 meters where
some solid particles move downwards. However, in this area up until a height of approximately 1 meter the
temperature is below calcining conditions and only the carbonation reaction is favored. Thus, based on the
current model assumptions and the range of expressions validity of the particular unit modelled, the sorbent
particles that enter this area most probably will not undergo multiple carbonation-calcination cycles.
However, since the validity of the current model should be examined in more detail, in terms of the
assumptions followed, this argument should be considered with second thoughts. It should be stressed out
that a possible entrapping of sorbent particles to areas with multiple carbonation-calcination cycles might
decrease the overall sorbent activity and should be examined more thoroughly in future simulations.

Additionally, from Figure 83 it can be inferred that all three phases —gas, solid and fuel- undergo the same
temperature profile, as expected, owing to the mixing mechanism of all phases. This in reality proves the
reasonable calculation of any heat transfer rates among the interacting three -and more- individual phases.
This in turn implies that an effective heat transfer is achieved among them, based on the numerical models
applied. This fact is also proven by the high values of the axial time-averaged heat exchange coefficient
presented in Figure 86.

F

I ‘T’ Velocity [m-s?]
Velocity [m-s?] 6
=] g 5.5
v 5 W 5
W L :‘5 —— 4.5
— 4
U — 3.5 _— 3-5
| 2.5 —— 25
| — 2 - | 2
fuel/ | 1.5 fuel/ I 1.5
sorbent 1 sarbent 1
v . 0.5 v 0.5

Figure 84. Contours of the mean velocity profile for the a) sorbent and b) fuel phase at
a plane X=0 for a time averaging equal to taer =15 sec.
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Figure 85. Contours of the mean gas temperature profile with sorbent streamlines for taer =15 sec.

More specifically, from Figure 86 it is evident that in both solid phases the gas-solid heat exchange
coefficient takes its maximum value near the bottom bed and then decreases, as the flow becomes more
dilute. The same fact is also observed for the sorbent-fuel heat exchange coefficient. Thus, there is a strong
dependence between the convective exchange coefficient and the particulate volume fraction. The
dependence of this parameter on the solid volume fraction has been also observed in the work of [317].
Another important outcome is that the particle-particle heat transfer is negligible compared to the overall
gas-solid heat transfer. This has been also demonstrated in the works of [317], [318], [319].
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Figure 86. Convective HTC across the reactor between the gas-sorbent, gas-fuel and sorbent-fuel phase.
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Figure 87 shows contours of the CO,, Oz, CO and gas volatiles mean mass fractions at X=0 for a time
averaging equal to 15 seconds. As it can be observed most of the char combustion occurs at the bottom
zone of the riser, near where the fuel enters the reactor. For this reason, the O, concentration is higher near
the distributor area and decreases as the flue gas approaches the calciner exit; a fact that can be also observed
in Figure 88. However, some amount of the O, remains in the flue gas stream, which implies that full char
conversion is not achieved. On the contrary the CO formed during the char combustion and the gas volatiles
react quickly with the oxygen and, thus, only a small amount of them remains in the flue gas.

From the development of the CO. profile, it can be concluded that the calcination reaction is slower and
occurs at greater heights than the char combustion. The low values of CO- near the distributor are attributed
to the fact that O, enriched air is introduced to the unit instead of a recirculating CO, mixture. For this
reason and owing to the low temperature values at this area that are below calcining conditions, the reverse
reaction, i.e. carbonation reaction occurs, whilst the calcination reaction is negligible. This can be also seen
from Figure 89 where a plot of the instantaneous values of the calcination/carbonation reaction rates at
different slices across the reactor are presented. From this plot, it can be inferred that for heights up until 4
meters the carbonation reaction can be faster than regeneration of the limestone, a fact that is mainly
attributed to the low temperature values and low CO; concentration inside the reactor.
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Figure 87. Contours of the time-averaged a) Ycoz, b) Yoz, €) Yco, and d) Yvog) at a plane
X=0 for a time averaging equal to taer =15 Sec.

Overall, the volume-averaged carbonation reaction rate (1.877-10* kmol-m=-s?) is 1.239 times greater than
the volume averaged calcination reaction rate (1.516-10* kmol-m™-s). The proposed CFD model can be
potentially used in future simulations to investigate even further how much the CO, concentration and the
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temperature profile inside the reactor can affect the effective regeneration of the limestone and the activity
loss due to carbonation in the calciner.
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Figure 88. Mass-weighted time-averaged Ycoz, Yoz, Figure 89. Instantaneous  carbonation,
Yco, and Yyo(g) at different slices across the reactor for calcination rates at different slices across the
a time averaging equal to taer =15 sec. reactor.

In Table 43 are presented the numerically calculated mass-weighted time-averaged CO2, O, concentrations
(on a dry basis) at the riser exit compared with the given experimental data. The high numerical errors for
specific areas of calciner (close to its bottom) and variables monitored, reported in the present work can
mainly be attributed to the fact that the developed complicated numerical model has not been extensively
examined in validity terms. One reason may be the possible invalidity of heat transfer coefficients or the
neglect of any heat transfer losses from the calciner. However, given the fact that similar numerical studies
are very rare in the open literature and that the governing physical mechanisms, this approach tries to model
are very complex, this study is a good step forward, to what is already available; though it should be
critically examined in all its aspects in the future, before being considered as totally valid. The reaction
rates -for the heterogeneous reactions- applied are retrieved from the open literature affecting, thus, the
CFD model accuracy, as discussed above, as they should be tuned for different coals. Thus, if a slower
combustion reaction rate was applied, the calculated O, concentration at the reactor exit might be higher
than the one predicted by this model. Due to the fact that the heat released during char combustion is
proportional to the amount of oxygen consumed for complete combustion [320], in such a case, the
calcination of CaO to CaCOs, which is an endothermic reaction, might be affected, as well. As a result, the
CO; concentration, predicted by the CFD model, at the outlet would decrease and the respective error would
increase. It should be underlined though, that the CFD model applied in the present study is of high
complexity and, other factors, such as the applied drag models, might potentially affect the species reaction.
Thus, such speculation should be further investigated in future works.

Apart from this, the coarse mesh used in the specific case simulation might be the source of some of the
tracked numerical inaccuracies compared to corresponding experimental data, especially as concerns the
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species concentrations imposed by the not perfect solution/representation of the actual reaction rates taking
place. Nevertheless, preliminary numerical tests have been performed for examining the grid density effect
on pressure profiles for the simpler case of not considering energy or species solutions (isothermal
conditions). From the numerical tests, it was derived that the grid density is good enough to reproduce the
correct hydrodynamics for at least an isothermal case, which however should be extended to examine the
extent up to which the reaction rates calculated are correctly reproducing the actual phenomenon.

Table 43. CO,and O, mole fractions at the calciner exit.

Species Numerical value | Experimental value | Relative Error
CO; outlet dry
(38.55+6.79)% (44.24+2.4)% 12.79%
O outlet dry
(4.11+3.722)% (6+2.04)% 31.52%

Regarding the numerically calculated O, concentration at the calciner exit another fact that should be drawn
attention to, is the high oscillations observed, as can be seen in Figure 90. Such oscillations could affect
the accuracy of the measured O,. Oscillations were observed as well in the pilot scale unit [294], [321],
but not as high as the ones in the numerical model. A possible explanation is that the flow in the reactor is
not that dense, when compared to a typical Fluidized bed unit. Such fact is affecting the flow field causing
instabilities, especially near the exit. However, the reason behind such oscillations in the numerical model
needs further investigation in future simulations.
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Finally, the research have shown that the computational cost required to reach 20 seconds of simulation for
the three-phase flow inside the calciner unit is high, especially if it to be compared with a simpler case of a
two-phase flow inside the carbonator unit of the same DFB facility presented in [174]. For both cases a
simulation with 1 CPU core is used as a reference. In the calciner case it would be needed 864.2 days to
simulate the flow and reach 20 seconds of simulation, whilst in the carbonator unit only 23.2 days. Such
fact proves that the flow inside the calciner reactor is characterized by high physics complexity, owing
mainly to the presence and the combustion of the fuel phase. Thus, for this reason, a series of assumptions
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have been followed regarding the applied CFD model. It should be noted that parallel processing can help
overcome problems related to high computational costs.

4.3.6 Main Conclusions

In the present Thesis, the 3-D CFD simulation of the three-phase flow inside the TUDA pilot-scale oxy-
fired calciner is performed by means of the TFM methodology. The numerical results are compared and
evaluated against available experimental data for i) the pressure and temperature distribution along the
reactor and, ii) the O, and CO, concentrations at the calciner exit, all provided by TUDA. A modified
version of the KTGF with a generic C code is applied for more than one solid phases, whilst the advanced
EMMS scheme with a new cluster correlation, already validated in the carbonator unit of the same DFB
facility, is incorporated into the CFD model. Both the char and calcination mechanisms are investigated,
whilst the carbonation reaction is also applied in order to evaluate if the reverse reaction takes place inside
the reactor, affecting the maximum carbonation conversion of the sorbent. Simulation results indicate that
the applied CFD model is of moderate accuracy, but it can be further enhanced if more realistic kinetic
parameters are used for the specific sorbent and fuel modelled. Added to this, the EMMS model for binary
mixtures can increase the model accuracy, especially if a denser flow is simulated. Thus, in future three-
phase flow simulations such drag model will be implemented into the CFD model. Regarding the
calcination of calcium carbonate, results indicate that the reaction occurs at heights over the area where the
fuel is burnt. For lower heights, i.e. near the bottom bed the reverse reaction is favoured owing to the low
temperature values, mainly because of the cold gas stream that enters the reactor from the distributor and
auxiliary burner section. Finally, from the velocity streams it can be inferred that no back-mixing of the
sorbent phase is observed except for a small area, where only carbonation occurs. Thus, in the particular
reactor modelled, the sorbent particles might not be trapped in areas where both carbonation and calcination
reactions are favoured. Such possible patterns of multiple carbonation-calcination cycles might decrease
the overall sorbent activity and should be examined in detail in future simulations.

4.3.7 Milestones achieved
The milestones achieved during this research study include:

v Development of an efficient and accurate 3D CFD model able of simulating the multi-phase flow
inside an oxy-fired calciner;

v"In this reactor a three phase flow is simulated (one gas phase and two solid phases);

v" This model takes into account heat transfer mechanisms, effect of turbulence and reaction kinetics
(calcination reaction);

v" An important aspect in this model is that for the first time the CaO recarbonation is also taken into
account;

v Model validation has been achieved with experiments from the operation of the 1 MW, unit.
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4.4 Model of IHCaL calciner with heat pipes (heat transfer model, 300 kW unit)
4.4.1 Preface

In the previous Subsection, the in-house sub-grid EMMS scheme was validated against experiments by
taking as a reference a pilot scale unit, i.e. the 1 MW, carbonator located in TUDA. Furthermore, the
calcination reaction inside an oxy-fired LMW, calciner was simulated and results of the CO, mass fraction
compared well with experimental data. Following the sub-grid EMMS model validation and the successful
representation of the flow hydrodynamics under iso-thermal conditions in the carbonator, along with the
successful reactive model development in the oxy-fired calciner, this sub-section presents the model
development and validation of a 300 kW, indirectly heated calciner located at the premises of TUDA. This
model, takes into account, apart from the flow hydrodynamics, all the involved heat transfer mechanisms
(conduction, convection, radiation) inside the gas-solid domain. The effect of turbulence is also taken into
account, along with the calcination reaction kinetics. The end-product, which is an efficient and accurate
CFD model, can be further exploited to study different scenarios of gas-solid suspensions that are targeted
for both sensible and thermochemical heat storage.

The studied calciner forms part of the novel IHCaL system depicted in Figure 11. The whole system
consists of a FB carbonator and a heat pipes heat exchanger, which is the core of this novel concept. The
heat pipes heat exchanger is, in turn, split into the combustor and the bubbling calciner, which are separated
by a sealed middle wall. The combustor is propane fired and provides indirectly heat to the calciner by
means of heat pipes. The heat pipes are placed inside the calciner/combustor system in a form of a staggered
horizontal arrangement (in the reference design). Inside the heat pipes a working fluid flows that is an alkali
metal, either sodium or potassium, for a working temperature range within 750-1050 °C [322]. Concerning
calcination reaction, an operating temperature around 900 °C is needed and, thus, sodium is selected with a
working temperature within 890-950 °C. The heat pipes are designed for a heat transfer capacity of about
300 kWi at 950°C [323]. Besides, sodium with respect to potassium, is the best option for this unit, due to
its low working pressure at the highest operating temperatures which reduces the induced stresses and its
lower hazard potential.

4.4.2 Numerical methodology
In this section, some of the common assumptions adopted in such type of modelling tools are presented:

o Transient flow with a Courant number lower than 0.75;

e A quasi-2D domain (3D domain with a with<<height, depth) is used in all of the simulated cases
to speed-up calculations;

e  Multi-phase method used: Eulerian-Eulerian TFM approach;

o Number of simulated phases: 2 (one solid and one gaseous);

e The particle-particle forces are modelled implicitly by using the KTGF theory, with the same sub-
models as in the carbonator model;

e The used drag force model is the custom-built EMMS model;

e The solution of energy equation is included in the simulated case by modelling all involved heat
transfer mechanisms (i.e. conduction, convection and radiation);

e The flow is considered as turbulent, due to the fact that the turbulence effect should be taken into
account for heat transfer problems. The k-¢ dispersed model is used with an enhance wall treatment
to more accurately predict the thermal boundary layer near the heat pipes;
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e The calcination reaction is incorporated into the CFD model. The heterogeneous reaction rate given
by equation (71) is validated against available experimental data for the mass fraction of CO; at the
riser exit. This model has been also validated for the case of oxy-fired calciner presented in [324].
As comparison data, the mass weighted time-averaged mean mass fraction of COa, Ycoy, is used.
Then, the same rate is used for any other simulation runs (design and operation optimization);

e The solids inventory is kept constant, i.e. 18 kg, by monitoring the solids flux at the calciner outlet
and re-injecting the particles at the domain by the bottom of the reactor. This is a simplification, as
in the real geometry the solid particles flow enter the reactor from a return inlet, Figure 91.

e Make-up flow and spent sorbent comes from the carbonator. This extra material is inserted in the
domain as well from the bottom of the reactor by using a UDF.

o Features of the CFD model that are not supported by the CFD platform, such as the EMMS model,
the calcination reaction rate and the solid particles radiation properties (scattering, absorption
coefficient) are incorporated through UDFs.

e The working fluid inside the heat pipes is sodium with a mean temperature equal to 895 °C.

4.4.3 Model validation

4.4.3.1 Geometry and mesh layout

The simplified geometry of the BFB calciner is depicted in Figure 91. Only one slice of the 3D domain is
modelled in order to study several scenarios of the heat pipes arrangements. Concerning the numerical
mesh, a pure hexahedral grid is used and three mesh densities are tested a Coarse consisting of 6600 cells,
a medium consisting of 28115 cells and a dense one consisting of 224600 cells. Each one of the grid density
corresponds to a deen/dp ratio equal to ~220, ~110, and ~55, respectively. The coarser grid density
corresponds to one of Case 4 (Table 34) studied and validated for the carbonator reactor. However, denser
grids are also used in this setup (i.e. Medium and Dense grid) in order to capture with a higher level of
accuracy the heat transfer near the heat pipes.
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4.4.3.2 Boundary and operating conditions

Appropriate boundary conditions are applied in order to study the flow inside the IHCaL calciner. The
applied boundary conditions are listed in Table 44:

Table 44. Boundary conditions (Indirectly heated calciner).

* A UDF is used to recirculate the solid particles back to the reactor and include any additional solid steam (from the
cone valve, make-up flow).

** A UDF is used to take into account the solid streams coming inside the reactor consist of recirculating material
and fresh material with Tsig=950 K. Then, the overall temperature is a mass weighted average sum of all streams.

Section BC type Parameters | Units Values
Tilgas kg'st 0.00106
Vgas m s?t 0.16
Yoz kgkg? 0.23
Yco2 kg'kg'l 0
N Y2 kgkg? 0.77
Distributor Mass flow Inlet Ve st * Use of UDE
Tgas K 825.15
T K ** Temperature averaging based
solid on UDF
Ycacos kgkg? * Based on UDF
Outlet Pressure Outlet | P bar 1
Tube Walls Tw K 1163.15
Wall bw m 0.0036
Kw WmtK? 26.6

Gas phase: No slip condition Solid phase: ¢=0.01

Table 45. Operating conditions (inlet streams from carbonator reactor for quasi-2D domain).

Parameters | Units Values
Hitsolids,cone valve kg st 0.013066719
Ycacos kg'kg! |0.1138
Tsolids,cone,valve K 950

The gas-solid properties used in the model and the inlet streams from the carbonator reactor are listed in
Table 46 and Table 45, respectively. Thermal properties of CaCOs and CaO are retrieved from [325].

Table 46. Gas-solid properties.

Parameter Units Value | Parameter Units Value

P, kgm? 1657 U ms’? ~0.16

dp pm 99 P, kg'm? 0.42

k WmtK?! | ~2.259 u kgm? st | 4.710°
s,CaCo3 9

k WmtK?! ~0.318

s,Ca0

As concerns the applied boundary/operating conditions, it should be noted that they correspond to the initial
domain (full operating conditions as suggested by the experimental data). The different values of the input
parameters in the initial and simplified domain are listed in Table 47.
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Table 47. Operating/ boundary conditions (Initial and quasi-2D domain).

Parameter Initial Domain Simplified Unit*
Inventory [kg] 370 ~18

Reactor volume [m?] 0.724 0.036

Heat pipes total surface area [m?] 6.45 0.375
Distributor surface [m?] 0.345 0.015

Primary velocity [m/s] ~0.16 ~0.16

Primary gas flow rate [kg/s] 0.0244 0.00106

Solid mass coming from carbonator (cone valve) [kg's?] | 0.263 0.013

* The values are calculated by setting a scalability factor ~20
4.4.3.3 Simulated cases matrix

During model validation, several cases are simulated to test (i) the effect of grid and (ii) the effect of used
near wall treatment on the numerical model results. The compared cases are listed in Table 48. The
sensitivity analysis for the near-wall treatment has been carried out in order to test its effect on the overall
heat transfer, when the grid density changes. This has come as a necessity since in a previous work [326] it
has been revealed that the overall heat transfer from the heat pipes is grid dependent, when the thermal
boundary layer is not taken in to account (e.g. with a laminar flow).

Table 48. Compared cases simulated (model validation).

Case Number Grid Turbulence model Near-wall treatment
Case 1 Coarse-Medium-Dense k-¢ Dispersed Enhanced wall treatment
Case 2 Coarse-Medium k-¢ Dispersed Standard wall functions
Case 3 Coarse-Medium k-¢ Dispersed Non-equilibrium wall functions
Case 4 Coarse-Medium k-¢ Dispersed Scalable wall functions
Case 5 Coarse-Medium Laminar N/A

4.4.3.4 Results

Numerical results indicate that the used CFD model compares well with the experimental results concerning
the CO, mass fraction at the outlet of the reactor (Table 49). As regards the heat from the heat pipes, the
numerical model results in a small over prediction, a fact that can be attributed to the uncertainties imposed
by the materials properties set (e.g. heat pipes emissivity). It should be noted that in the actual geometry
the heat from the heat pipes arrangement is equal to 116-132.9 kW, which results in a 17.98-20.60 kW-m"
2 (the total heat transfer area in the actual geometry is Aup=6.45 m?). Furthermore, it can be noticed that a
grid independency can be achieved with a medium grid density, as results of the medium and the dense grid
virtually coincide. Thus, it can be noted that the model with the medium grid density (dcen/d, ~110) gives
results of acceptable accuracy and can be used for the numerical simulation of several scenarios (e.g. heat
pipes arrangement optimization, operating conditions study etc.).

Table 49. CFD model numerical results for Case 1 (model validation) (taer=10 sec).

Experiment| CFD (Coarse | Error | CFD (Medium | Error | CFD (Dense Error

grid) (%) grid) (%) grid) (%)
CO2 outlet (kg-kg?) = 0.32-0.33 ~0.348 ~5.45 ~0.35 ~6.00 ~0.35 ~6.00
Heat from HPHE |17.98-20.60 ~21.67 5.23 ~25.46 23.62 ~24.79 20.4

(KW-m2)
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Figure 92. Heat flux at the tubes for the (a) coarse and (b) medium grid.

Another conclusion drawn from this analysis is that the share of the radiative heat flux to the overal heat
transfer rate is 15 % to 19 % for the coarse and medium grid, respectively. Most of the heat transfer, thus,
arises from the convective term. This is a result quite resonable proven as well by [326] where the full
reactor has been simulated and results of the heat transfer rate have been compared with theoretical models
as that of Kunii and Levenspiel [52]. It is expected that in more dilute flows the share of the radiative term

will increase in the overal heat transfer rate.

Table 50. Comparison of Case 1-Case 5 in terms of heat flux. (C: Coarse Grid, M: Medium Grid).

Turbulence model/Wall
treatment (Grid)

Calculated heat rate at the heat pipes based on the CFD model

Convective heat | Radiative heat | Total heat Total heat Rel. diff from
rate [W] rate [W] rate [W] flux [W-m?] | experimental
k-&/ Enhanced (C) 6728.84 1392.28 7888.35 21673.67 5.23%
k-&/ Enhanced (M) 7742.58 2112.41 9544.82 25462.44 23.62%
Relative diff. 13.09% 34.09% 17.35% 14.88%
k-¢/ Standard (C) 6267.42 1348.94 7371.17 20252.69 -1.67%
k-¢/ Standard (M) 7410.59 2040.44 9110.75 24304.47 18.00%
Relative diff. 15.43% 33.89% 19.09% 16.67%
k-g¢/ Non-equilibrium (C) 6300.12 1276.95 7329.33 20137.73 -2.23%
k-&/ Non-equilibrium (M) 7532.39 1989.79 9164.09 24446.76 18.69%
Relative diff. 16.36% 35.82% 20.02% 17.63%
k-&/Scalable (C) 6444.84 1338.24 7521.22 20664.97 0.33%
k-&/Scalable (M) 7410.59 2040.44 9110.75 24304.47 18.00%
Relative diff. 13.03% 34.41% 17.45% 14.97%
Laminar (C) 645.17 1696.11 2008.17 5517.57 -73.21 %
Laminar (M) 1039.84 1999.59 2630.00 7015.98 -65.94 %
Relative diff. 37.95% 15.18% 23.64% 21.36%
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As regards the effect of the near-wall treatment, it can be seen that the k-¢ model with the enhanced wall
treatment has the smallest difference (14.88 %), in the overall heat flux, when moving from the coarse grid
to the medium grid (Table 50). The highest difference (17.63 %) is noticed when the non-equilibrium wall
function is used. Concerning the inclusion of the turbulent model it can be seen that when a laminar flow
is consifered the overall difference in the heat transfer flux values is almost 21 % when moving from the
coarse to the medium grid. However, future room for development is needed to apply a more rigorous
model grid independent (e.g. use of a model that includes the thermal boundary layer by improving the
imposed boundary condition at the walls). The time evolution of the heat flux rate (overall, radiative and
convective) at the heat pipes for the different cases studied can be found in the Appendix Section.

Figure 95 compares the two grid densities tested (Case 1 — Coarse and Medium Grid) with the experimental
data. As observed, the calculated pressure drop along the riser axis almost coincides with the experimental
measurements for both grid densities. A slight difference between the medium and the coarse grid is
observed concerning the flow patterns. More specifically, the medium grid predicts denser areas in the
bubbling reactor and more discrete bubbling formations, a fact which is more representative of the real case.
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Figure 93. Instantaneous solids volume fraction at t=20 s for (a) Coarse grid, and (b) Medium grid, and
(c) axial pressure profile of the instantaneous volume fraction at t=40 sec.

4.4.4 Design optimization

This sub-section presents results of the design optimization of the heat pipes arrangement inside the novel
calciner by using the validated CFD model. During this study, several heat pipes arrangements have been
investigated by (i) varying their lateral distance (ii) by comparing in-line vs. staggered arrangements. It
should be noted that the vertical distance has been kept the same (equal to 2d) and no further investigation
has been made since its effect in the overall heat transfer and local flow hydrodynamics is considered
negligible [327]. In all studied cases, the same number (i.e. 72) and diameter of heat pipes has been kept
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the same as well as the dcen/d, ratio (~110) to keep the same grid density. As concerns, the boundary and
operating conditions, the same as in Table 44, Table 45 and Table 47 are setup in the model.

4.4.4.1

Simulated cases studied

The list of the simulated cases for the heat pipes design optimization is presented in Table 51. As a
distance x is taken the distance from the heat pipes center line, Figure 94.

X

Ld ) 2d

Figure 94. Heat pipes arrangements studied (example of x=1.1d, x=2 d).

Table 51. Compared cases simulated.

Case Number Arrangement Heat pipes distance (x)
Case 1 Staggered 1.1d
Case 2 Staggered 1.5d
Case 3 Staggered (Reference case) 2d
Case 4 In-line 2d

Transient calculations are performed with a time step size equal to 0.005 sec, whereas after 30 seconds of
simulation time, after the case initialization, a time averaging equal to 10 seconds is obtained.

4.4.4.2 Results
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Figure 96. (a) Overall heat flux on the heat pipe heat exchanger wall evolution with time.

Hydrodynamic results of this analysis indicate that the heat pipes arrangement does not affect significantly
the overall pressure drop of the system Figure 95. A small difference on the overall pressure drop, with the
reference case (staggered arrangement 2d), can be traced for the in-line arrangement at the upper section of
the fluidized bed. Locally it is observed that in the case of staggered arrangement with the heat pipes being
at a close distance of 1.1 d, the gas bubbles flow at the sides of the tubes close to the sidewalls. A good
mixing of gas-solids is better achieved when moving to higher heat pipes distances, such as 2d, promoting,
thus, the overall heat transfer rate, Figure 96. For instance, in Case 1 the overall heat transfer rate is equal
to 7943.29 W and in Case 3 the overall heat transfer rate increases by 20 % to a value of 9544.82 W.
Table 52. Results of different arrangements.

Case Arrangement Overall heat Radiation/ Overall heat | CO2 outlet (kg'kg™)
Number transfer Q [W] transfer %
Case1l | Staggered 1.1d 7943.29 ~21.80 ~0.328
Case 2 | Staggered 1.5d 9262.50 ~22.01 ~0.345
Case 3 Staggered 2d 9544.82 ~23.62 ~0.35
Case 4 In-line 2d 8929.34 ~21.80 ~0.34
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Figure 97. Instantaneous solids velocity profile at t=30 sec for a) staggered and b) in-line arrangement.
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Figure 97 shows a comparison of the instantaneous solids velocity profile for the staggered and in-line
arrangements. As can be noticed with the staggered arrangement a strong mixing (back mixing is observed)
of the gas-solid particles is obtained with particles forming recirculation areas around the heat pipes,
increasing, thus, the convective heat transfer term and the overall heat transfer rate. Slightly higher
velocities are also observed in the staggered arrangement close to the heat pipes section (i.e. 0.8-1.5 m's™)
compared to in-line arrangement (i.e. 0.5-1 m's™). All in all, the overall heat transfer rate increases by ~7
% in the staggered arrangement with regard the inline arrangement (Table 52). Finally, a slight effect is
also observed in the calcination efficiency, for the specific operating point studied. At higher heat transfer
rates there might be a higher effect on the overall calcination efficiency of the different studied designs.

4.45 Main conclusions

A transient 3D CFD model using a quasi-2D domain of an indirectly heated 300 kW, calciner has been
developed in the framework of this section. Validation of the used model has been achieved against
experimental data concerning the CO, mass fraction at the reactor exit and overall heat transfer rate from
the sodium filled pipes to the BFB. A sensitivity analysis on the effect of the near wall treatment and use
of turbulence model has been carried out. It has been revealed that the k- model with an enhanced wall
treatment can lead to an almost grid independent solution for a dcen/dp~110; this grid density is almost 4
times higher than the grid density needed to reach grid independency for the flow hydrodynamics in a CFB
riser simulation (Refer to Sub-Section: Model validation (EMMS, carbonation reaction validation 1 MWth
unit). The analysis has revealed that the lateral inter-tube space affects the overall heat transfer rate.
Generally, use of a lateral distance between the heat pipes in the range of 1.5-2 d is a good option for an
enhanced heat transfer. A higher distance (2.5d) for the specific design results is expected to give the highest
heat transfer between the FB and the heat pipes. However, for the specific calciner width there are concerns
regarding this arrangement, in the long-term operation of the unit, i.e. possible failure of heat pipes close
to the walls, due to their expansion at such high operating temperatures. Thus, the reference case with a
heat pipes distance of 2d is recommended for construction. Concerning the comparison of the in-line with
the staggered arrangement, it can be observed that the staggered arrangement results in a higher heat transfer
rate (by 7 % higher) than the in-line arrangement. The developed model is efficient and accurate and can
help to study similar TCES/SHS novel systems as the one studied in the present Thesis.

4.4.6 Milestones achieved
The milestones achieved during this research study include:

v" Development of an efficient and accurate 3D CFD model able of simulating the multi-phase flow
inside an indirectly heated calciner - This model takes into account radiation phenomena, effect of
turbulence and reaction kinetics (calcination reaction);

v" Once more it has proved that the EMMS multi-scale scheme should be used in the numerical
simulations, in order to capture with a high level of accuracy the flow patterns and pressure-profile;

v" It has been showcased that even with a quasi-2D domain— domain with a small width-a high level
of accuracy can be achieved for such demanding geometries. This quasi 2D domain can capture to
some small extend the 3D solid clusters/gas bubbles evolution, but also speed-up calculations in
order to facilitate the multi-parametric studies;

v Model validation has been achieved with experiments from the operation of the 300kW unit;

v" A multi-parametric study has been carried out by testing various heat pipes arrangements.
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CHAPTER 5
Modelling of an industrial sensible
FB-TES

161



162



5.1 Preface

The large-scale BFB heat exchanger —integrated recycle heat exchanger (INTREX™) used in the setup of
the CFD model has been developed by SFW. Figure 98 shows the layout of the INTREX™ heat exchanger.
In this exchanger, hot solids coming from the cyclone enter the main HE chamber through the downcomer.
The heat transfer surfaces (tube bundles), where steam or water flows in, are located in this chamber and
come into contact with the suspended particles. The solids flow rate around the tube bundles is controlled
by controlling the velocity of fluidizing air to the chamber bottom part. Apart from this, by controlling the
solids flow rate through the chamber of the INTREX™ superheater, the heat absorption can be varied giving
operational flexibility to control furnace and/or superheat steam temperature. In the specific case, the heat
exchanger is operated in the bubbling regime. Changing fluidization of the solids in the INTREX™
chamber can be used as well to adjust the heat transfer coefficient from solids to the tubes. The cooled
solids return to the lower furnace via the solids return channel. With internal solid circulation, additional
hot bed materials are taken from the furnace to the INTREX™ through openings in the furnace
rear/common wall. Finally, any excess solid particles inside the main INTREX™ chamber return to the
furnace via overflow openings.
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Figure 98. a) SFW’s INTREX™ heat exchanger, b) geometrical configuration used in model setup.
5.2 Numerical methodology

To achieve the accurate modelling of the internal heat exchanger (INTREX™), a 3D transient CFD model
is developed in ANSYS Fluent v17.1 platform. This model explicitly models the tube bundles enclosed
inside the heat exchanger chamber, in contrast to available models in the recent literature that implicitly
model the HE section through porous media. The model is similar as the one used for the bubbling 300kWx
calciner of TUDA described in Section 4.4, however it does not take into account the calcination reaction,
but it includes extra coding development for the heat transfer inside the heat pipes. Even though there are
not any available experimental data to validate the model, it is considered reliable enough and the results
of adequate accuracy. The development of this model was based on design specifications and
boundary/operating conditions delivered by SFW for a specific INTREX unit that serves as superheater.
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Heat transfer from the core of the bubbling fluidized bed to the horizontal tube bundles involves several
mechanisms, Figure 99. More specifically, heat is transferred from
bed inventory to tube walls (i) by particle convection and (ii) by gas
convection (A), through conduction within the tube (B) and through
convection inside the tube (C). Heat transfer by radiation from
clusters and the dispersed phase are not included in this model.
Application of the heat transfer mechanisms B and C are included in
the CFD model through proper UDFs in C programming language.
In this algorithm in each iteration, the total heat transfer in watts (total
Q) in each tube bundle is retrieved from the solver. Based on the
steam properties (cp), mass flow rate and inlet temperature, the outlet
temperature can be estimated. Then, the temperature along the tubes
in calculated based on a linear interpolation between (inlet
temperature) Ti, and (outlet temperature) Tou. The solution proceeds Figure 99. Heat transfer
until it reaches equilibrium. Figure 100 presents a schematic diagram  1achanisms involved in a BEB
of the heat transfer model algorithm that has been developed in this HE.

Thesis.

Total Q [W]

— == = Input:
& —_——— Tsteam_in (oc) Tsteam out (oc)
N\ msteam_in (kg/ S) T (along_ tubes)
- CPsteam_in (J/kgK)

Figure 100. Heat transfer model algorithm, applied in this Thesis.

5.3 Geometry and mesh layout

The CAD geometry is created in ANSYS Design Modeler, Figure 101. In contrast to other models available
in the literature, in the current model applied the tube bundles are modelled explicitly. This gives the
advantage of calculating more accurately the heat transfer coefficient between the bubbling bed and the
tubes. However, the design of tube bundles of staggered arrangement is quite demanding. Since the whole
chamber along with the tubes presents a symmetry across a plane Figure 101b, only half of the chamber is
modelled. This is mainly done to reduce the high computational cost, arising from the high number of grid
elements that are needed to accurately capture the geometry. The design specifications of the modelled HE
design are similar to those of the industrial HE presented in [63].

Some design and operating data are not presented in this Thesis because of confidential information for the
studied industrial-scale FBHE system. However, it should be noted that the specific operational parameters
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of the external heat exchanger (including fluidizing medium temperature and flow rate, bed temperature,
pressure drop, properties of the working fluid inside the heat pipes) comply with the typical range of values
of operating parameters for FBHES in industrial CFB boilers. Dimensionless heat transfer properties are

presented to set a baseline of the studied system, so that it can be easily comparable with other similar
systems.
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Figure 101. INTREX™ geometry creation in ANSYS DM.
b)

Figure 102. Numerical grid created with Cut cell method: a) side and b) front view.

A 3D numerical grid consisting of 3.7 million hexahedral elements is constructed in AM Component. Due
to geometry complexity and the presence of tube bundles, the CutCell method is used (Figure 102),
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available in AM platform. The CutCell mesher converts a volume mesh into a predominantly
Cartesian mesh (i.e. the mesh consists of mostly hexahedral elements, with faces that are aligned with the
coordinate axes). This method has the advantage of automatically creating —with a rather easy way-
hexahedral based elements with inflation layers at the wall boundaries. This is of high importance for the
specific geometrical configuration that comprises of a series of tubes and an accurate estimation of the heat
transfer rate is needed there. Implementation of a tetrahedral based grid might cause severe numerical
instabilities —as it has been observed in preliminary runs conducted. Good grid quality is not so easy to
achieve especially at such a close proximity of the tubes (longitudinal pitch is equal to 0.060m).

5.4 Results
5.4.1 Hydrodynamics results

After some 10 seconds, the inventory reaches an equilibrium value close to 9750 kg —averaging is obtained
from within a time interval of 20 seconds. This is virtually equal to the inventory value predicted by the
industrial partner. From this point on, solution of the heat transfer process is initiated. The time averaged
mass flow rate of solid particles coming out of the chamber through the lift leg and overflow is equal to
approximately 293.5 kg-s* and 3.35 kg-s*. The ratio of those two fluxes is quite indicative for the proportion
of the solids leaving the BFB through the lift leg and the overflow.

a)
Solids inventory
10500
10400 |
10300
10200 |
iz 10100
£ 10000 |
E o0 |
o | W
9700 |
9600 . . .
0 5 10 15 20 25 20 "
time [s]
b) .
0 1200 ¢
o 1000 F§
— C T E .:
F; o | ‘ e 233010 | ED 800 E ’msolids=293.5 kg/s ‘
230 f £ oo £ |
‘_.'n ﬁ El ! .I’ 3’. . N 7.
s L = 400 E| 1o Ledtlati £ Ld !
3 £ F AR :
S0} N PR 1 i 200 £}
0 0 ‘2
0 10 20 30 0 16 2 "
- tls]

Figure 103. Time variation of solids a) inventory, b) mass flow rate at the overflow and c) mass flow
rate at the lift leg outlet.
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of the overflow) and at) z=0.75 (located at the middle of the lift leg).

Figure 104 presents contours of the instantaneous volume fraction of solid particles at t=10 sec at a
symmetry plane and at a plane at z=0.75 m (located in the middle of one of the lift legs). As can be noticed
with the currently applied models there is a good representation of the flow patterns (bubbling formation)
of the FB. The height of the bubbling bed is 3 meters, which is higher than the height of the last passes of
the tubes bundles. Nonetheless, near the last pass of the tube bundles (sixth pass) the fluid flow is more
dilute than near the bottom, a fact that might affect the heat transfer coefficient at this area, Figure 105.

b)

Height-y [m]

0 0.2 0.4 0.6
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Figure 105. a) Contours of instantaneous solids volume fraction at t=10 sec and b) area weighted
average of solids volume fraction at different heights of the BFB.

167



5.4.2 Heat transfer results

In this type of bubbling bed heat exchanger that utilizes Geldart B type of particles, two different heat
exchange regions are formed. A dense region, where the fluidization regime is in the transition zone from
bubbling to turbulent, depends upon the superficial gas velocity, and the heat transfer rate at this area is
high and a dilute region, above the bubbling bed, where the upper part of tube bundles are exposed to rather
low solids suspension density conditions, Figure 105. The total heat transfer rate based on the CFD analysis
(time averaging 20 seconds after the inventory has reached equilibrium) is equal to 1.35 MWy, for the
volume simulated (72). Those heat transfer rate values are the result of the analytical model applied by the
heat transfer algorithm developed in this Thesis. In a more simplified approach (a mean steam temperature
is imposed at the boundaries and no temperature variation of the steam is considered inside the tubes) the
results of the CFD analysis give a total heat transfer rate equal to 1.15 MW (15 % lower than the one
predicted with the more “detailed” approach). This analysis proves the importance of: 1) explicitly
modelling the heat transfer surfaces and 2) using an analytical model that calculates the temperature of the
working fluid inside the tube bundles. Therefore, the developed CFD model is an important tool that can
be used to study with high accuracy this and similar heat exchangers as that of INTREX.

5.4.3 Comparison with theoretical model

By using a theoretical model, we can assess if the developed CFD model gives accurate results. The
calculated variables of the several parameters of the model are based in the model of Subbarao and Basu
[328] with additional equations taken from Kunii and Levenspiel [52]. Additionally, as an extra add-on the
CFD model can feed such theoretical models with several input data (e.g. gas/solid voidage near the heat
pipes) to increase the theoretical model predictions. This is an important aspect of the CFD model, so that
it will help study several parameters of interest of such FB systems involving heat transfer, without the need
of experimental data. Moreover, for a more analytical calculation of the heat transfer coefficient, solid VOF
values can be retrieved at different sections of the tube bubbles (e.g. near the bottom bed or at the upper
section). As it can been observed from Table 53 the overall heat transfer coefficient values differ by 14 %
when feeding the numerical model with values from the CFD with respect to the theoretical calculations.
For another operating point of lower fluidizing velocity (Table 54) it can be seen that such discrepancies
increase. This fact proves that such theoretical models should be fed with input data from advanced ones in
order to deliver results of high accuracy.

Table 53. Summary of heat transfer properties based on [328] (indicative values of air-sand system) (for a
velocity Ug=17.5 Uny).

Parameter Theoretical Based on CFD model (time Relative difference %
Value averaged VOF values, 7,,.,~10 sec)

&e, [-] 0.67 0.62 7.46
K., [W-m™-K?] 0.098 0.112 -14.29
Cpe, [J- kg™ K] 944 933 1.17%
pe, [kg'm?] 819 975 -19.05
A -] 0.80 0.8 0.00
Fr, [-] 0.01 0.01 0.00
te, [s] 0.083 0.083 0.00
HTC, [W-m?K1 538 614 -14.13
hr, [W-m?K?] 52.64 52.64 0.00
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Finally, based on both the theoretical and the CFD model the overall heat transfer coefficient is higher by
7-12 % (based on the theoretical and the CFD model, respectively) when using a fluidizing velocity equal
to 8.75 Ums with respect the operating point with Up=17.5 Up.

Table 54. Summary of heat transfer properties based on [328] (indicative values of air-sand system) (for a
velocity Ug=8.75 Uny).

Parameter Theoretical | Based on CFD model (time averaged | Relative difference %
Value VOF values, .,,,~10 sec)

ge, [-] 0.67 0.58 13.43
Ke, [W-m?- K7 0.098 0.119 -21.43
Cpe, [J- kg™ K] 944.27 928 1.72
e, [kg'm™] 819.60 1050 -28.11
A [-] 0.80 0.80 0.00
Fr, [-] 0.04 0.04 0.00
te, [s] 0.13 0.13 0.00
HTC, [W-m?K"] 579 702 -21.24
hr, [W-m?2-K] 52.65 52.65 0.00

Based on the coupling of the theoretical model with the CFD results a sensitivity analysis is carried out to
test the effect of the A factor, temperature values and fluidizing type of medium (air vs. CO,) in the overall
HTC (Figure 106). As it can be noticed, the overall heat transfer is slightly favored at temperatures above
700 K, when CO;is used as a fluidizing medium. Concerning the area coverage it can be seen that there is
an almost linear dependence of the HTC with the heat pipes surface coverage at the BFB cross section.
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Figure 106. HTC results by altering (a) the temperature and fluidizing medium and (b) tubes coverage at
the BHB cross-sectional area (Uo=17.5 Un).

5.5 Main conclusions

A transient 3D CFD model of the integrated HE of an industrial CFB boiler has been developed in the
framework of this Thesis. The model is based on the pure Eulerian-Eulerian TFM and has been utilized to
perform transient simulations of the heat transfer process from the bubbling bed to the tube buddles. This
HE serves as a superheater, but can be used as well as an internal storage system. Simulation of such an
exchanger is demanding, due to its complex geometry. The applied model explicitly takes into account the
tube bundles arrangement —instead of using simplified approaches, such as flow in porous media- whereas
a UDF is integrated into the model to implicitly model the fluid medium flow inside the tube buddles and,
thus, better predicts the heat transfer instead of imposing a simplified boundary condition (e.g. temperature
boundary condition). Both aspects are of high importance to increase the model predictions accuracy. Based
on the results the flow hydrodynamics are represented with an acceptable accuracy, i.e. the typical flow
patterns of a BFB. In this regard, use of the Cutcell grid method can be applied in order to construct the
demanding computational grid. This is of high importance to accurately predict the heat transfer rate near
the tubes. Based on a preliminary analysis (with a mean steam temperature imposed at the HE wall
boundaries, equal to 538 °C) the total heat transfer rate is almost equal to 2.3 MW. By imposing a more
appropriate boundary condition and using the heat transfer model constructed in this Thesis the total heat
transfer rate is equal to 2.7 MW, which is closer to what is expected based on know-how from an industrial
company’s feedback. Results of this model, mostly concerning flow hydrodynamics, can feed theoretical
models, such as that of Kunii and Levenspiel, in order to carry out a sensitivity analysis of several
parameters effect on the overall heat transfer coefficient by saving up computational time.
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CHAPTER 6
Comparative assessment of novel
TES systems and methods
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6.1 Overview

In order to set a comparison between the different TES concepts and make an informed decision on the
possible TES solutions to be applied for high/ultra-high temperature storage, specific KPIs are required to
be determined, both quantitative and qualitative. Concerning the qualitative aspects, some of these include
design specs, such as design flexibility, maturity level, scaling-up potential and type of storage use. Other
aspects include the environmental impact of the TES system (e.g. environmental friendliness of the storage
medium). Some of the main quantitative aspects as defined by [329] are the following:

A compa

Storage capacity [MWh]: It is the energy stored in the system and depends on the storage method,
medium, and the system size/design.

Power [MW or J's%]: defines the charging rate of a specific system.

Charge and discharge times [h]: it the total time needed to charge or discharge a TES system.
Efficiency [%]: it is the ratio of the discharging energy to the system charging energy that takes
into account the energy loss during the storage period and the charging/discharging cycle. This
factor is more critical for ultra-high temperature LHTES systems (Chapter Three). In FB systems,
latter heat losses are not so important.

Cost [€ kW for capacity or € kWh for power]: It is the thermal or electric cost, and it commonly
includes the storage medium € kg™, the heat exchanger for charging/discharging the system, and
the cost of the space and/or vessel for the TES.

rison of the different types of storage technologies studied in this Thesis in terms of several design

specs is presented in Table 55.

Table 55. Comparison of SHS, LHTES and TCES with CaL in terms of design flexibility, maturity level

and their relative advantages and disadvantages.
HE/storage  Advantages Disadvantages Design flexibility  Maturity level; Scaling-
system up potential
SHS-FB Efficient heat Particle entrainment; by- | It can vary from | Already applied at
transfer; pass of gas in bubbles; CFB/BFB and industrial scale (e.g.
excellent gas- particles attrition; extra | fixed bed to free-  INTREX technology) and
solid mixing; energy consumption for | falling particles | pilot scale projects are
solid medium fluidization ongoing for SPSR in CSP
flexibility; plants [330]
TCES with | CO. capture; Includes disadvantages of | It requires a DFB | Demo scale projects are
CaL includes SHS-FB, including system with in-|under-development for
advantages of CaO/COs reactivity between oxy-fired CaL [331],
SHS-FB decrease after several connecting indirectly heated CaL
cycles (> 20) systems (e.g. loop | [332]. Pilot project of
seals, drop tubes) | CSP-CaL at TRL 5 [333]
UHT- Compact design; = Possible cracking of the | Yes, especially if ' Studied up until now at a
LHTES small heat PCM vessel, due to PCM | a truncated cone  low TRL<3 (proof-of-
(Si-based) | storage volume, | volume change; excess |is used concept) [277] and
which reduces heat losses due to ultra- ongoing pilot
the involved cost high temperatures demonstrator.

Some additional aspects that need to be determined in a TES are the type of storage medium in terms of its
energy density, turning temperature (temperature for phase change, chemical reaction or agglomeration for
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the LHTES, TCES and SHS systems, respectively), cost and environmental impact. A summary of the
different storage medium studied in this Thesis is give in Table 56.

Table 56. Comparison of storage medium in terms of energy density, turning temperature, cost (Ref. year
2018-2021) and environmental aspects.

* Refers to agglomeration temperature for sand/quartz, temperature of chemical reaction for calcination reaction

** |t can be oxidized if inside the LHTES there is presence of oxygen

Type of storage Type of | Energy density Turning Cost Environmental
medium storage use (MJ 'm?) temperature (°C)* (€kg?) aspects
Molten salts (e.g. LHTES 800 ~700 (for 0.9-1 Strongly
carbonate salt, carbonate salt) corrosive
chloride salt) [334]
Sodium salt SHS ~1300 ~800 0.2-0.5 Strongly
corrosive
Silicon LHTES 4660-9320 1410 2-3 [335, 336] | Environmentally
benign**
Sand SHS 2.48 800-900 0.07 [337] Environmentally
benign
Quartz SHS 2.48 1327 0.14 [337] Environmentally
benign
Ca0/CO, TCES 3226 895 0.1-0.5 [338] | Environmentally
benign

It's worth noting that the price/kg of some of the abovementioned medium, such as sodium, can fluctuate
due to a number of factors such as supply and demand, market conditions, and production costs. Some
technical aspects for the specific designs still to be determined. This include charging time, charging
discharging rates and capacity for specific case studies. The added value of the current CFD models
developed in that they can assist in the quantification of such KPIs. An example of this is presented in the
following Sub-section, where the charging time and rates are compared for the some of the studied concepts
in this Thesis.

6.2 Comparative assessment of novel TES systems in terms of system performance
(Case A)

6.2.1 Studied cases

The different types of storage methods —mostly targeting on the storage medium providing heat- are
compared in terms of charging rates (Tsoia Versus time) by using as a reference the simplified geometry of
the 300-kW unit in TUDA described in Sub-section 4.4. For the sake of this analysis, a multi-parametric
analysis is carried out by using ANSYS Fluent. The simulation cases matrix is presented in Table 57. In
all of the above studied cases, the solids inventory is set equal to around 18 kg. The gas-solid temperature
at t=0 sec is set equal to 300 K. For Cases 1A and Case 2A the simple case of heating the storage medium
through a fluidizing gas of a higher temperature (890 °C) coming from the riser bottom has been simulated.
The scope of this comparison is to test the effect of the primary air velocity effect on the system charging
rate. The maximum mass flow rate tested is equal to 0.0053 kg's™®, which corresponds to a small incoming
heat rate of ~ 5.1kW. A higher velocity has not been studied as this will lead to a change in the FB operating
regime Figure 107, which is out of scope of the current assessment.
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In Cases 3A and 4A the indirect heating of the granular material by using sodium and steam filled heat
pipes, respectively, is undertaken. The incoming heat rate from these two cases are equal to approximately
12 and 28.5 kW. In order to reach such high incoming heat rates the simple case of heating the granular
material through a gas medium studied in CaselA and Case 2A the fluidizing gas should enter the domain
with a mass flow rate higher than 0.01 kg's™. This will affect as already mentioned the FB operating regime.
Finally, in Case 5A, a TCES with calcination reaction is explored with similar settings as in Case 3A
(heating from the sodium filled heat pipes with the same incoming heat rate) to directly compare the TCES
with the SHS in granular material. In all cases studied, the FB system operates under pure bubbling
conditions, except for the Case 5A, where owing to the CO; release extra fluidization is observed leading
to a small circulation of particles around 0.001-0.003 kg's™.

Table 57. List of compared cases of SHS and TCES in a domain heated through heat pipes.

TES type HT medium | Tmedgium [°C] | Fluidized | Fluidizing agent [type, m-| Regime
inside HPs | inside HPs | medium kg'st T-K]
FB-SHS (Case 1A) N/A N/A Sand | Air, 0.00106 kg's?, 1163 K BFB
FB-SHS (Case 2A) N/A N/A Sand | Air, 0.0053 kg's?, 1163 K BFB
FB-SHS (Case 3A) Sodium 890 Sand Air, 0.00106 kg/s, 300 K BFB
FB-SHS (Case 4A) Steam 488 Sand Air, 0.00106 kg/s, 300 K BFB
FB-TCES (Case 5A) Sodium 890 CaO Air, 0.00106 kg/s, 300 K BFB
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Figure 107. Fluidization regime of the modelled particles for different operating points (Graph is based
on [52, 300].
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6.2.2 Results

Indicative results of this parametric analysis are presented in Table 58, where the charging rates and
charging times are presented along with the incoming heat at the beginning of the simulation, in order to
define the scale of the problem. As it can be observed the most effective method with the highest charging
rate and lowest simulation time is Case 3A (heating of the FB with sodium filled pipes). Additional, add-
on in this method is the inclusion of CaCOs for an in-situ CaO (CO,) production. For specific applications
where the FB system is targeted for medium to high operating conditions, heating the FB through steam
filled tubes or another medium operating around this temperature will be effective enough. However,
further assessment is needed in the future to constract an operating map of the FB systems under various
operating conditions (including particle properties, fluidization velocities and heating methods).

Table 58. Comparison of the different test cases in terms of charging rates and charging times.

* This refers to the time before the TCES system enters calcination reaction

Case | TEStype Qin 0k | CO2 production Charging rate | Charging time [s]

[KW] [kg/s] AT/dt [K/min] | from 300 K to 600 K
Case 1A | FB-SHS ~11 NO ~8 ~6200

Case 2A | FB-SHS ~51 NO ~45 ~ 400

Case 3A FB-SHS ~28.5 NO ~330 ~53

Case 4A FB-SHS | ~12.14 NO ~166 ~136

Case 5A FB-TCES | ~28.5 YES ~330* ~53
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Figure 108. Time evolution of the mass weighted average of solids temperature, Tsoig, OF the different
cases studied.
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6.3 Comparative assessment of novel TES systems in terms of system performance
(Case B)

6.3.1 Studied cases

Finally, this sub-section presents a comparison between a FB system and a LHTES for thermal heat storage
at high/ultra-high temperatures (>650 °C). Two types of systems are tested and compared; a gas-sand FB
system and a silicon based LHTES. Both systems have the same container size (of height of 2.6 m and
volume of ~0.036 m®) and shape (i.e. cylindrical), and, they are heated at the sidewalls at a high temperature
of almost 1773 K. It should be noted that the scale of the problem is similar to that of Case 3A. In both
systems, the validated models presented in the previous sections have been utilized. More specifically, in
the FB system the TFM-EMMS model, which includes the turbulence effect and the heat transfer through
radiation has been utilized as the same in Sub-Section: Model of IHCaL calciner with heat pipes (heat
transfer model, 300 kWth unit). In the LHTES, the VOF model coupled with the solidification-melting
model (Refer to Sub-Section: Modelling of storage applications using PCMs: Numerical methodology)
has been used. In both systems the same grid density has been utilized with a mean cell size equal to 0.015
m (this corresponds to a dcen/d,~150 for the FB system). The main difference between the two cases tested
is that a 3D domain has been used in the FB system in order to better capture the transient heterogeneous
formations and an axisymmetric domain for the LHTES system, Figure 109. This results in a number of
cells equal to 27318 (hexahedral) and 1776 (quadrilateral), respectively.

FB LHTES FB LHTES
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Figure 109. Compared cases mesh and reproduced flow patterns: gas-sand FB vs. Silicon based LHTES
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Some of the operating data used in this analysis are listed in the Table 59.

Table 59. List of operating data used in the comparative assessment of the FB-SHS vs. LHTES systems.

TES Storage mass Co [J-kg' K1 ks [W m?- K] Vvessell Vimedium

type medium [ko] [-]
FB-SHS Sand ~15 940 0.4 1.7
LHTES Silicon ~15 1040 25 (solid) — 50 (liquid) 5.8
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6.3.2 Results

Figure 110 presents results of the numerical analysis in terms of mass-weighted average solids temperature
and incoming heat rate per surface area evolution with time. As it can be noticed the overall heat transfer
rate at the beginning of the storage process is almost the same and both systems present similar charging
rates (Table 60). However, as soon as the LHTES systems enters the phase change mode (at approximately
20 seconds after the beginning of the heating phase) its charging rate starts to slow down. This effects the
overall charging time of the LHTES system with respect to the granular SHS system. For the full charging
time, it takes almost 100 seconds for the SHS system and almost 1600 seconds for the LHTES to reach
their full charging condition. However, it should be noted that even if the SHS system seems advantageous
in terms of charging rates, on the other hand it occupies almost 3.3 times the volume (under bubbling
fluidized bed conditions) with regard to the LHTES system, a fact that will increase the total investment
cost. Another, benefit of the Si-based LHTES system is its considerably higher storage capacity with respect
to other systems, Table 56. Thus, it should be stressed out that a multi-criteria analysis taking into account
all these aspects should be undertaken in the future in order to make a decision of which type of system
should be used depending on the application. The currently developed CFD tool can feed such model with
input data concerning several technical parameters of interest, such as charging/ discharging time,
charging/discharging rates, heat losses etc.
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Figure 110. a) Tsaig vs. time and b) Heat rate per surface area Q vs. time for the two compared TES

systems: gas-sand FB vs. Silicon based LHTES

Table 60. Comparison of two types of storage systems in terms of power per surface area, charging rate,
and charging time.

Case TES type Charging time [s] Charging time [s]
from 923 Kto 1173 K from 923 K to 1770 K

Case 1B FB-SHS ~9.2 ~100

Case 2B LHTES ~11 ~1640
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6.4 Main conclusions

Chapter Six has presented a summary of the studied systems (FB-SHS, TCES-CaL and Si-based LHTES)
in terms of general design aspects (i.e. design flexibility, maturity level, advantages and disadvantages),
storage medium used (storage capacity, average cost/kg, environmental friendliness). Additionally, two test
cases have been simulated in order to set a theoretical comparison between the different systems studied in
terms of heating rates and total charging times, when they are heated up with different heating methods
(e.g. heating through steam filled or sodium filled heat pipes of a FB system for either SHS of TCES) or
when they are heated up with the same method (i.e. heating from the side walls of a LHTES and a FB-SHS
by assuming the same wall temperature).

Criterion TES type

1% option 2" gption 3 option
Storage capacity Si-based LHTES TCES-CaL FB-SHS
Storage medium cost FB-SHS TCES-CaL Si-based LHTES
System volume Si-based LHTES FB-SHS TCES-CaL
Maturity level (TRL) FB-SHS TCES-CaL Si-based LHTES
Design flexibility Si-based LHTES FB-SHS TCES-CaL
Investment cost Si-based LHTES FB-SHS TCES-CaL

For the same type of storage medium and system (e.g. granular material inside a FB system) the heating
through sodium filled heat pipes (at ~900 °C) results in the highest heating rates with regard to the heating
methods through steam filled heat pipes or with simpler FB systems, where the granular material is heated
up directly by a heat transfer fluid (e.g. air). The SHS with TCES methods in the same FB reactor present
similar behavior in terms of heating rates, with the latter being slightly slower, due to the fact that part of
the incoming heat is used for the calcination reaction. The TCES method presents the advantage of
producing CaO that can be further used for CO, capture in a calcium-looping concept, however, the
Ca0/CaCO; material suffers from loss in reactivity after some cycles (approximately 20 cycles), requiring,
thus, a fresh make-up material.

Concerning the comparison of the heat storage in granular materials with the storage in a LHTES system it
should be noted that the FB-SHS presents higher heating rates than the LHTES system. Initially, both
systems have similar heating rates when they are at the sensible heat storage mode (owing to the materials
similar specific heat capacities), but when the PCM starts to melt the heating rate of the LHTES slows down
up until the PCM melts completely. In terms of maturity level, the gas-sand FB-SHS is at a higher TRL
than the Si-based LHTES, which is still at a lab scale and several aspects need to be explored before this is
used at a large scale (e.g. possible cracking of the storage medium, reactivity of the PCM with the presence
of a gaseous medium inside the vessel, excessive lateral heat losses etc.). On the other hand, the Si-based
LHTES system presents a higher potential in terms of storage capacity, design flexibility and cost
effectiveness (it requires less than half of the volume of a typical BFB system to store a storage medium of
the same mass, without the need of additional components needed in FB systems, such as cyclones, loop
seals, downers etc.) than the granular based storage systems. Owing to its compact design the LHTES
system is expected to require the least investment cost with regard to granular based TES systems.

All in all, all of the TES systems studied in the current Thesis, present several advantages and seem
promising for thermal energy storage at high/ ultra-high temperatures. Their selection for thermal storage
needs further investigation by a rigorous decision making tool that should deliver a multi-criteria analysis
covering both technical and non-technical (environmental, social, economic) aspects for a targeted
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application. The numerical models developed in the specific Thesis, can be utilized in the future to deliver
several technical parameters of interest for the different types of technologies. Such parameters, including
charging/discharging rates, storage capacity, storage efficiency and charging time can be used as input data
for such a decision making tool. The CFD model results can also feed other types of reduced order models
(e.g. feed process models with species concentrations, temperature/pressure profiles, particle loadings) to
enhance their predictions accuracy, or they can be coupled with stress-strain models (2D/3D
pressure/temperature distribution) to verify if possible cracking of the studied systems might occur.
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CHAPTER 7
Conclusions and future work
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7.1 Conclusions

In this Thesis, advanced CFD models based on Eulerian approaches have been developed into ANSYS
Fluent platform, to investigate several novel multi-phase flow concepts mainly targeted for TES
applications (SHS, TCES-CaL and LHTES). A series of models and sub-models have been developed in
order to accurately and efficiently simulate the different applications. The main conclusions of the applied
models and modelling activities are summarized in the present Chapter.

7.1.1 LHTES systems

In Chapter 3, the silicon solidification/melting behavior at ultra-high temperatures (~1410-2000 °C) inside
a LHTES system has been studied by covering several aspects from a design and operational perspective.
This system is part of a compact heat-to-electricity device that is recently under development. The applied
methodology combines an adaptive local grid refinement technique with the enthalpy porosity approach
and the volume of fluid method in order to model the three-phase flow (molten/solid PCM and inert gas)
inside the novel LHTES. The model takes into account the a) PCM volume change — important to identify
any pressure increase inside the vessel, b) buoyancy driven natural convection, c) possible dendrites
formation effect on the PCM melting and d) heat losses from the vessel sidewalls. The model has been
validated against numerical and experimental data retrieved from the literature, for paraffin wax melting at
low temperatures (~27 °C) and then verified against a theoretic model for silicon solidification at ultra-high
temperatures (~1410 °C).

From a numerical point of view, several valuable results have been extracted. First of all, the superiority of
the local grid refinement over fixed grids, both in terms of efficiency and accuracy, has been unveiled. A
reduction in simulation time of almost 85 % is achieved when the refined grid is applied in comparison to
the dense fixed one; both grids have the same resolution near the solid-liquid and gas-PCM interfaces and
eliminate numerical diffusion, in contrast to the coarse grid. Secondly, the strong effect of the mushy zone
parameter, which is dependent on the PCM structure, on the melting rate has been highlighted. The physical
interpretation of this result is that the highest this parameter the smallest the secondary dendrites arm
spacing formed inside the PCM and therefore the lowest it’s melting rate. On top of that, it has been possible
to implicitly represent the effect of the dendritic structured formation within the mushy zone, through the
dynamically refined grid. Finally, it has been revealed that with the enthalpy porosity method, the
floating/sinking of the solid PCM inside its molten phase is represented indirectly—and not directly as
widely misunderstood - through the liquid motion, which depending on its upward or downward motion
forms accordingly the melting front shape. In a future model reformulation, this natural phenomenon of
floating/sinking should be modelled explicitly, by taking into account the solid motion, for its more realistic
representation of the phenomenon evolution.

From a design perspective, one of the key challenges of this storage system lies on the identification of the
optimum size/shape and operating conditions that can enable high charge/discharge cycles. For this reason,
different container sizes and shapes, i.e. cube, sphere, cut-off sphere, truncated cone and cube, and heating/
cooling conditions at the walls have been tested. It has been revealed that during melting process, if the
heating of the container is from its sidewalls, as for instance in a P2H2P (power-to-heat-to-power) concept,
the heated surface plays an important role on the PCM melting rate. Specifically, the cubic shape results in
the highest melting rate, approximately 25 % higher than the one achieved in the sphere, due to its biggest
heated surface. On the other hand, the spherical shape is expected to have the lowest lateral thermal losses
and thermal stresses during solidification and storage period, but is not a practical solution to be integrated
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into a compact heat-to-electricity device. The most practical solution in terms of melting rates, heat losses
and design flexibility is the truncated cone. Finally, it has been observed, that the silicon melting time is
further reduced by 31 %, when the Stefan number increases by 35 %.

As a further step, the validated CFD model has been used to evaluate the performance of the silicon-based
UHT-LHTES system during its charging/ discharging and storage period by taking into account the thermal
losses effect. The storage tank of this system has a volume equal to V= 8.33e-04 m®. In order to optimize
its operation, i.e. eliminate lateral heat losses, maximize power output and achieve high charge/ discharge
rates, different insulating materials of a thermal resistance within the range Rx=0.11-4.8 m?K-W? have
been tested. Apart from this, different geometries (truncated cone and cylinder) of different volumes and
heights have been tested, as well; in the case of the truncated cone, its height has been modified by altering
its tapering ratio. From the numerical analysis it has been revealed that the vessel TR parameter and height
have a low to moderate effect on the system heat losses, as long as a sufficient insulation is imposed at the
system walls, i.e. R ~2 m?>K-W. Specifically, the total amount of losses during the PCM solidification
phase are equal to ~223 kJ and ~ 158.2 kJ for the truncated-cone with a tapering ratio equal to 0.45 and
0.225, respectively. Such values correspond to a ~ 3.7% and ~2.6% ratio of the total losses to the initial
energy stored (~ 6 MJ) of the system. During charging, a small effect of the TR on the system losses has
been noticed — the ratio of total losses to incoming energy is less than 1% for all cases studied. As regards
charge/ discharge rates, an important effect of the TR has been noticed. More specifically, when the tapering
ratio of the vessel increases then the solidification, time increases, respectively, whilst the opposite trend is
observed during charge phase. A geometry with the same volume, but lower TR (0.225), solidifies quicker
than that with TR=0.45; the solidification time in the first case is almost 17 % lower than in the second
case. A trade-off between the system charge and discharge rates leads to the conclusion that the truncated-
cone with the TR, between 0.225-0.45 is the optimum solution to be constructed among the geometries
tested. Last and foremost, the tank volume significantly influences its total energy storage capacity; the
specific vessel can be used for storage for up to two days, before it loses its contained energy in the form
of latent heat. In summary, building a highly efficient heat storage block aimed to be integrated in a power-
to-heat-to-power system means considering a vessel with short length, low lateral surface area to volume
ratio, proper insulating method (of R=2 m*K-W) and a tapering ratio, between 0.225-0.45.

Finally a sensitivity analysis on the PCM (silicon) material properties (i.e. latent heat of fusion, specific
heat capacity, mushy zone variation and thermal conductivity) effect on the heat storage block charging
time have been presented. Results have revealed that by increasing the latent heat by a factor of two the
heat storage block charging time increases almost 30 %. This fact demonstrates the high effect of the PCM
latent heat on its melting time. On the contrary, a small effect of the specific heat capacity on the numerical
results has been observed. An increase in the specific heat by almost 50 % results in a small increase in the
heat storage block charging time, i.e. 7 %. A small effect of the mushy zone range on the numerical results
has been also observed. More specifically, increase of A7 from 2 to 20 K results in a change in the melting
time less than 10 %. In general, increase of the mushy region promotes the melting of the PCM. Finally,
the sensitivity analysis has shown a great influence on the charging time with the thermal conductivity k.
More specifically, a study case with ks, k=20 W-m? K™ requires almost double the time for the PCM to
melt in comparison to cases ks, k=180 W-m? K and k=60, k=180 W -m# K. A reduction by 25 %, when
the k is increased from 20 W-m?K™ to 60 W-m?K? (66% increase), is also noticed. Another conclusion
drawn is that during melting process the thermal conductivity of PCM liquid phase influences more the
charging time than the thermal conductivity of solid phase, especially after melting starts to occur.
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It should be noticed that the conclusions drawn in this analysis are for the specific designs tested, volume,
or volumes close to the one examined and for the specific insulating materials used. For scaled-up
geometries, there is a room in the future to carry out a series of parametric studies to deliver general
conclusions, i.e. dimensionless correlations applicable for both large and small-scale systems.

7.1.2 TCES-CaL and SHS in FB systems

In this Thesis, 3-D transient CFD tools based on the Eulerian-Eulerian MFM/TFM approach have been
developed to simulate gas-solid fluidized bed systems from bubbling to circulating regimes.

7.1.2.1 1 MWy CFB carbonator

More specifically, Chapter Four describes the simulation activities for a 1 MW, pilot-scale CFB carbonator
(of a total height of around 8.6 meters), located at the premises of TUDA. Numerical results of the
developed CFD model have been compared and evaluated against available experimental data for i) the
axial pressure distribution along the riser and, ii) the carbon dioxide concentration at the carbonator exit.
The reproduced flow patterns at several slices in the reactor have been also assessed and cross-verified
based on experimental observations. In essence, this pilot unit operating under isothermal conditions has
been used as a reference to primarily validate the in-house EMMS scheme for the operating conditions of
a typical circulating fluidized bed. Without loss of generality the developed model can be used for the
simulation of CFB reactors operating with or without any chemical reaction at several scales (from lab to
industrial scale). The added value of validating the developed models with experimental data based on pilot
scale units is highlighted.

More specifically, the carbonator simulation process has revealed that the advanced EMMS model coupled
with the TFM reproduced results of higher accuracy, when compared to the corresponding one by the
homogeneous Gidaspow for a CFB reactor. Moreover, unlike the Gidaspow model with the EMMS model
a relative low grid dependency in the range of norm error 6.5% is achieved. This fact can boost the
application of such a model for industrial-scale reactors with a relatively coarse mesh of up to dcen/dp~500.
The value of the specularity coefficient ¢ at the walls - 0 for perfect specular collisions to 1 for perfectly
diffuse collisions- has a negligible effect on the overall pressure drop, but a value of 0.01 seems to
gualitatively reproduce better the core-annular flow, which implies a more dilute flow in the reactor core
and higher volume fractions near the reactor walls. Concerning the reaction kinetics, the value of the
carbonation reaction rate is affected by the heterogeneous conditions in each computational cell, especially
close the dense bottom zone of the riser. The reaction rate implemented based on the work of Hawthorne
et al. gives results of high accuracy concerning the CO, concentration with a relative error of 7.22 %, while
the assumption of homogeneous conditions inside each control volume for the calculation of the
carbonation reaction rate may limit the accuracy of the model. This shows once more the importance of
reproducing the heterogeneous formations with a high level of accuracy, by applying an appropriate drag
force model as the EMMS model utilized in this Thesis. In essence, the drag-force model is at the core of
the CFD simulations of FB systems, since it subsequently affects heat transfer and reaction kinetics.

Supplementary to the TFM-EMMS model development and validation, but with a critical impact for the
research community is the optimization of the CFB carbonator design, general principles of which can be
applicable to other types of reactive flows inside FB reactors, such as oxy-combustion, chemical looping
etc. For the purpose of this analysis, the validated 3D TFM-KTG model has been implemented for different
design/ operation concepts of the CFB reactor. All the test cases simulated are retrofitting concepts of a
reference design, i.e. the original 1 MW, carbonator reactor located at TUDA, which mainly includes in
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the riser section two inlet ports for the solid streams, i.e. one from the an internal loop and another for the
regenerated material coming from the calciner unit. This reactor riser has a uniform diameter across its
height and all of the solids inlets are close to its bottom bed section. The retrofitting concepts studied are a
fat bottom design (FBD) with two different setups of the solids inventory, i.e. 282 kg (reference value) and
340 kg, a sorbent staging design (SbS) and a sorbent in splash zone design (SZD). The numerical results
have shown that with all the retrofit cases a better CO, capture efficiency is achieved compared to the
reference design. More specifically, the highest capture is achieved in the FBD concept for both solid
inventories used; in the FBD-282 kg and FBD-340 kg cases the capture efficiency is equal to 90.36 % and
91.91 %, respectively, close enough to the CO; equilibrium capture efficiency (93.33 %). In the SbS and
SZD cases the capture efficiencies are 89.94 % and 88.7 %, values higher than the reference design (87.03
%), mainly because a better mixing is achieved in the lower part of the reactor, i.e. bottom and splash zone.
As concerns the flow hydrodynamics, in the FBD-282 kg case the flow tends to be homogeneous for heights
greater than 0.8 m (the fat bottom extends up to a height equal to 1 meter). In the SbS and SZD cases the
gas-solid flow pattern is quite similar to the reference design. Even if the FBD case seems the most
promising among all, in terms of CO; capture efficiency, the ShS design is the most attractive solution,
because apart from the higher capture efficiency achieved with regard the reference design, it can be more
easily considered as a retrofit concept. Among, the improvements investigated the sorbent staging idea
could be implemented without serious technical complications in larger scale units to boost the efficiency
of the carbonator. Based on this analysis, it is highlighted once more as in the LHTES study that the system
design flexibility is an important aspect that should be seriously taken into account during a design
optimization process.

7.1.2.2 20 MWy, CFB carbonator

The up-scaling on the 1 MW4, carbonator unit to the scale of 20 MW, unit has been also assessed by means
of the developed CFD tool. Two design concepts have been tested; a base case in which the regenerated
material is inserted into the unit exclusively from the loop seal that is used for the interconnection of the
calciner and carbonator reactors, namely LS _from_calciner, and a SbS design concept, in which 10% of
the regenerated material is injected from a higher height than the LS_from_calciner and 90% is injected
from the LS_from_calciner. The numerical results have shown that in the scaled-up 20 MW, carbonator
unit the capture efficiency for the ShS design is nearly equal —less than 1% higher- to the baseline design,
contrary to the results of the pilot scale 1 MWy, carbonator unit, in which a higher capture efficiency is
achieved in the SbhS design than the baseline case. One possible explanation to this is that the height from
which 10% of the regenerated material is injected into the unit is quite close to LS_from_calciner. This fact
intervenes to the flow pattern we want to create in a sense that the regenerated material is not effectively
split as it was previously achieved in the 1 MW, carbonator unit. Thus, the SbS concept should be further
examined for the 20 MW, —and of similar scale- unit as for the 1 MW, unit it has been revealed that it
seems to be a very promising concept in terms of CO, capture optimization.

7.1.2.3 1 MWy oxy-fired calciner

Concerning the three-phase flow (gas-sorbent-fuel) inside the oxy-fired 1 MW pilot scale calciner (of total
height of around 11 meters), a 3D CFD model based on the MFM approach has been utilized to perform
numerical calculations. The numerical results have been compared and evaluated against available
experimental data for i) the pressure and temperature distribution along the reactor and, ii) the O, and CO-
concentrations at the calciner exit, all provided by experimental campaigns carried out in the same reactor.
A modified version of the KTGF with a generic C code has been applied for more than one solid phases,
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whilst the advanced EMMS scheme with a new cluster correlation, already validated in the carbonator unit
of the same DFB facility, has been incorporated into the CFD model. Both the char and calcination
mechanisms have been investigated, whilst the calcium oxide re-carbonation reaction has been also applied
in order to evaluate if the reverse reaction takes place inside the reactor, affecting the maximum carbonation
conversion of the sorbent. The latter mechanism that has been included into the model, is of critical
importance for such a type of reactor not previously explored by means of an advanced numerical model.
Simulation results indicate that the applied CFD model is of moderate accuracy, especially concerning the
predicted O values (with an error of almost 31 %) and a relatively good accuracy concerning the CO»
values (with an error of around 12 %). Numerical predictions of the currently applied model can be further
enhanced if more realistic kinetic parameters are used for the specific sorbent and fuel modelled in the
future. Added to this, the EMMS model for the binary mixtures can be developed in the future to increase
the model accuracy, especially if a denser flow is simulated. Regarding the calcination of calcium carbonate,
results indicate that the reaction occurs at heights over the area where the fuel is burnt. For lower heights,
i.e. near the bottom bed and up until a height of 4 meters re-carbonation of the produced calcium oxide is
favoured owing to the low temperature values, mainly because of the cold gas stream entering the reactor
from the distributor and auxiliary burner section. Finally, from the velocity streams it can be inferred that
no back-mixing of the sorbent phase is observed except for a small area (up until a height of 0.4), where
only carbonation occurs. Thus, in the particular reactor modelled, there is no propensity of entrapping the
solid particles in multiple carbonation-calcination cycles. However, under different operating
conditions/reactor designs the sorbent particles might be trapped in areas where both carbonation and
calcination reactions are favoured. Such patterns of multiple carbonation-calcination cycles will eventually
decrease the overall sorbent activity before this re-enters back to the carbonator and should be seriously
taken into account in similar reactors.

7.1.2.4 300 kW indirectly heated BFB calciner

Following the calcination model validation in the oxy-fired 1MW calciner and the EMMS model
validation in the 1 MW, carbonator, a transient 3D CFD is applied for the simulation of an indirectly heated
300 kWi calciner located, as well, at the premises of TUDA. The indirectly heated calciner absorbs heat
by sodium filled heat pipes in a staggered arrangement. The used model includes the TFM-KTGF-EMMS
modelling approach for the simulation of the two-phase flow (gas-sorbent) inside the calciner, as well as
the effect of turbulence on the overall heat transfer process and flow hydrodynamics. An add-on of this
model with regard the previous ones used to simulate the DFB 1 MWy, facility, is the inclusion of radiative
heat transfer from the heat pipes to the bubbling bed and inside the reactor. A quasi-2D domain has been
also used to speed-up the numerical simulation and facilitate a sensitivity/multi-parametric analysis owing
to the high computational grid required to capture the demanding geometry of the indirectly heated calciner.
Validation of the used model has been achieved against experimental data by acquiring a good prediction
accuracy of the CO, mass fraction (relative error ~6.00 %) at the reactor exit and a moderate prediction
accuracy of the overall heat transfer rate from the sodium filled pipes to the BFB (relative error ~23.00 %).
A sensitivity analysis has been carried out to assess the effect of the near wall treatment, and thus the
prediction of the thermal boundary layer, (i.e. standard wall functions, enhanced wall treatment, non-
equilibrium and scalable wall functions) and the use or not of turbulence model on the overall heat transfer
rate from the heat pipes to the bubbling bed. Three grid densities — with a dcen/d, ratio equal to ~220, ~110,
and ~55, respectively- have been tested for a reference case where k-¢ model was used with an enhanced
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wall treatment. It has been revealed that the k-¢ model with an enhanced wall-treatment can lead to an
almost grid independent solution for a dcen/dp~110.

Following the model validation, a parametric study on the heat pipes arrangement effect on the overall heat
transfer rate has been carried out. The analysis has revealed that both the lateral inter-tube space and the
heat pipes arrangement (staggered vs. in-line) affects the overall heat transfer rate. Generally, use of a lateral
distance between the heat pipes in the range of 1.5-2 d is a good option for an enhanced heat transfer.
Concerning the comparison of the in-line with the staggered arrangement, it can be concluded that the
staggered arrangement results in a higher heat transfer rate (by 7 % higher) than the in-line arrangement.
The developed model is efficient and accurate and can help to study similar granular based TCES/SHS
systems.

7.1.2.5 Industrial BFB HE

In Chapter Five, the transient 3D CFD model based on the TFM model has been utilized to simulate an
integrated BFB heat exchanger of an industrial CFB boiler. The model has been utilized to model the heat
transfer process from the bubbling bed to the steam filled tube buddles, which are in a staggered
arrangement. This HE serves as a superheater, but can be used as well as an internal storage system that
can give or take heat from heat pipes. Simulation of such an exchanger is demanding, due to its complex
geometry, owing to the presence of the heat pipes, which are modelled explicitly in the present Thesis to
increase the model accuracy. Based on the results the flow hydrodynamics are represented with an
acceptable accuracy. In this regard, use of the Cutcell grid method can be applied in order to construct the
demanding computational grid. This is of high importance to accurately predict the heat transfer rate near
the tubes. Based on a preliminary analysis (with a mean steam temperature imposed at the HE wall
boundaries, equal to 538 °C) the total heat transfer rate is almost equal to 2.3 MW,. By imposing a more
appropriate boundary condition and using the heat transfer model constructed in this Thesis the total heat
transfer rate is equal to 2.7 MW+, which is closer to what is expected. Results of this model, mostly
concerning flow hydrodynamics, can feed theoretical models in order to carry out a sensitivity analysis of
several parameters effect on the overall heat transfer coefficient by saving up computational time.

7.1.3 Comparison of TES systems

Finally, Chapter Six has given a summary of the studied systems (FB-SHS, TCES-CaL and Si-based
LHTES) in terms of design aspects, storage medium used and charging potential. All in all, all of the TES
systems studied in the current Thesis, present several advantages and seem promising for thermal energy
storage at high/ ultra-high temperatures (> 800-900 °C) and can be chosen depending on the targeted
application. Such systems will help unlock higher energy densities and storage efficiencies with respect to
state-of-the-art molten salt based systems. The numerical models developed in turn in the specific Thesis,
can be utilized to deliver several technical parameters of interest (charging/discharging rates, storage
capacity, storage efficiency and charging time etc.) for the different types of technologies —these and similar
ones. Optimization of such systems in terms of design and operation can be also achieved by utilizing the
advanced numerical tools currently presented. Finally, the CFD model results can feed other types of
reduced order models (e.g. feed process models with species concentrations, temperature/pressure profiles,
particle loadings) to enhance their predictions accuracy, they can be coupled with stress-strain models
(2D/3D pressure/temperature distribution) to verify if possible cracking of the studied systems might occur
or even feed advanced decision making multi-criteria analysis tools.
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7.2 Numerical advancements

In the present Thesis, several numerical advancements has been achieved concerning the sensible/TCES
granular based storage, latent heat storage and heat exchange systems simulation.

Concerning the granular based systems the numerical advancements are summarized as follows:

An improved version of the drag-coefficients EMMS scheme has been integrated into the
MFM/TFM model, by using an interpolation procedure. The model can be applied for the transient
simulation of several FB systems from circulating to bubbling mode, for both Geldart A and Geldart
B particles. In this new version of the EMMS model, a new correlation for the prediction of the
cluster size has been proposed that takes into account the limitation that the riser diameter poses to
the clusters size. This sub-grid model has been solved by using an in-house code in FORTRAN.
The developed CFD model simulates flow hydrodynamics inside the multi-phase flow systems, but
also reaction kinetics and the transient evolution of the heat transfer, not widely addressed in
common FB simulations.

Several applications (reactive, non-reative) have been studied and validation of the models has been
achieved based on experimental data from pilot scale campaigns (in the scale of 300 kWin-1 MW).
Regarding the carbonation reaction of calcium looping process, a reaction rate correlation drawn
from the literature has been implemented. The strong dependence of the reaction rate and
subsequently of the carbon dioxide capture on the hydrodynamics of the flow has been investigated.
The gas-solid contacting effect on the CO, capture efficiency is an important criterion, whose
importance has also been revealed in other works [339].

Regarding the calciner reactor, CFD models for both oxy-fired and indirectly heated conditions
have been applied. The model of the indirectly heated calciner, can be also applied in the future for
calciners heated with solar energy.

For the oxy-fired calciner, an important aspect modelled in this Thesis is the recarbonation of CaO,
not done in other works, when the temperature inside the reactor favors such reaction. Several
important outcomes can be extracted for the simulation of such phenomenon (e.g. possible
entrapping of the solid particles in areas inside the reactor where multiple carbonation-calination
cycles are done).

In the indirectly heated calciner, the heat transfer through radiation has been included into the
model, whereas the effect of turbulence has been assessed. The flow around the heat pipes has been
studied, whereas a scaled-up HE has been also studied.

The novelties addressed concerning the LHTES are as follows:

v A transient axisymmetric CFD model has been developed in ANSYS Fluent platform to simulate

the solidification/melting process of PCMs covering a wide spectrum of temperature values (from
low to ultra-high temperatures).

The applied model combines advantages of i) the fixed grid based enthalpy porosity method that
implicitly models the solid/liquid PCM interface, ii) the VOF method that models the gas-PCM
flow (if the PCM vessel contains apart from the PCM a gas medium at the top) and iii) an adaptive
local grid refinement technique.

The developed CFD model takes into account the PCM volume/expansion contraction during its
solidification/melting process for a more realistic flow field (usually neglected in similar CFD
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models in the literature), the thermo-physical properties variation from the liquid to solid phase and
vice versa and vessel lateral heat losses.

The CFD model can implicitly model the dendritic formations in a PCM near the “mushy” region.
High accuracy in the resresentation of this area is achieved by applying the adaptive local
refinement technique.

The developed model has been proven to be of high accuracy and efficiency —based on several
numerical tests- and can act as a valuable tool towards the design and operation optimization of
this and similar latent heat storage systems operating at ultra-high temperatures.

7.3 Future work

Future numerical advancements in by taking as a reference this Thesis include:

As regards the granular material:

Development of CFD models for the simulation of novel fluidized encapsulated PCMs that
combine the advantages of both the granular material and PCMs.

Application of artificial based intelligence models for scale-up of the studied systems, as for
instance ANN-EMMS model.

Extension of the numerical work with the EMMS in other regimes, such as dilute/dense downer
reactors. Development and validation of a generalized version of the EMMS model for poly-
dispersed systems.

Development of a sub-grid heat transfer model and coupling with the EMMs model. This proposed
advancement is of high importance for FB systems simulations, since the state-of-the-art heat
transfer models include indirectly the flow heterogeneity into their predictions and are highly
dependent on the CFD model results at each time step and partially on the grid density. A sub-grid
heat transfer model that is solved in conjuction with the EMMS model (e.g. evolution of Kunii and
Levenspiel model and integration into EMMS model) will lead to a grid indepented numerical
model that can be applied for the simulation of large scale systems.

Development of hybrid numerical models for the simulation of FBs, apart from the state-of-the-art
Eulerian-Eulerian model, such as the DDPM model. The latter approach requires extra coding
development and validation against experiments.

As regards the LHTES systems a follow-up of this numerical work can include:

Explicit simulation of dendrites formation in LHTES systems including alloys.

Explicit simulation of the natural phenomenon of floating/sinking, by taking into account the solid
motion, for a more realistic representation of the flow patterns inside the LHTES system.
Development in 2D domains can be a starting point for such type of advancement.

Inclusion of surface tension effect between the inert gas and the PCM inside the LHTES system.
Inclusion of radiation phenomena and validation with experimental measurements for ultra-high
temperatures, inside the PCM.

Inclusion of possible reactivity of the PCM with any gas at the top.
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KE®AAAIO 1 Ewayoym

1.1 Y7mGapyovcao KaTdoTAo) TOV EVEPYELEKOD PIYRATOS

O GvBpaxag £xetl amoteléoel T LeyaAdTEPT TNYY| TAPAYOYNG NAEKTPIKNG EVEPYELNS Y10 APKETES OEKOETIEC.
To 2020, 10 10600670 TAPAYWYNG NAEKTPIKNG EVEPYELOG ME Kavon avBpaka éptace To 35,2 % [2]. Qotdoo,
1 Kavomn dvBpoka £xel MG ATOTEAEG O TNV TOPAY®YY| ETKIVOLVOV pOTT®V Yo T0 TepParrov. Ilpwv and o
2019, 10 ocevapio «Kabapég Mndevikég Exmounéc €mg to 2050» (NZE) anaitovoe pio moykoOG o, peimon
otV Kataviiwon dvOpaxa [2]. H mavonuioa Covid-19 giye mhacuatikod apvntikd avtiktomo ot {ftnon
evépyewog To 2020 Kat, g €K TOHTOV, GTNV KATOVAAWDGT] OPLKTOV KALGIL®V, LEWWDWVOVTAS TIG TOYKOGLLES
exkmounég CO; katd 5,2% (Ewoéva, 1). H petd Covid-19 gmoyn obei tv moykocuuo otkovopio vo faciletot
o€ peyaro Babud oty Kavon dvBpaka, Ady® ™G onUavTIKng avénong g Cnnong evépyetag, yeyovog mov
odnyel 6g avénon TV ekmoun®v aepiov tov Beppoknmiov. ITo cuykekpipéva, o1 TayKOGUIEG EKTOUTEG
CO; ov oyetilovtal pe TV KOTavAAmMoN evépyElog Kot TIC Paptég Propmyavieg avéndnkav kotd 6% to
2021 o€ 36,3 yryatovoug (Gt). Ot exmopnég CO2 10 2021 avénbnkay o€ mepimov 180 peyorovoug (Mt) méve
oo To Tpomovonuko eninedo tov 2019. H mocdtra avtr avapéveton va avénbei, kabmg 1 yprion tov
avBpaka gvtabnke AOyw TG adENOTG TOV TILMV TOL PLGIKOL oepiov otnv Evpdmnn kot tig HITA.

Gt CO,

3
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2010
2015
2020
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Ewova 1. Etolo odhoyn eknoundv 810€€16i0v and tnv kavon evépyelog Kot Propnyavikésg diepyaoieg [1].

1.2 Apaoceg anavOpakonmoinong: AIIE kot o poiog Tng amodikevong evépyslag

O 0VC106TIKOG LETACYNUATICUOG TOV EVEPYELNKOD CUGTHHOTOG LE TNV EPOPLOYT| Opdce®V amaAilayng ond
TIG avOPOKOVYEC EKTOUTEC OMOTEAEL AVOLYKOLOTNTO Y1 TNV EKTANP@ST Tov otdyov TG EE va kataotel o
o1KOVOLia, 0VOETEPT) MG TTPOG TIC ovOpakovyes exmoumeg péypt to 2050. Ot evepyoPfopeg Prounyavieg kot o
TOpéaG TNG evépPyelng Ppiokovtal 6TV TPATN YPOUL CLTOV TOV pHoKpompdBeouov opduatog. Ot
OLYKEKPLUEVOL TOUEIG yapoakTnpilovtal amd VYNAN evepyelakt Evtacn Kot evfdvovtal Yo peydAo pepidio
TOV EKTOUTAOV aepiv Tov Beppoknmiov mov mapdyoviol KVpimg AOY® TNG KoOoNG KOVLGIU®MV, TNG
TOPOYOYNG NAEKTPIKNG EVEPYELNG KOl TOV EKTOUT®V amd depyocieg. o 6Aovg avtovg Tovg TopElg
UITOPOHV VO, EPOUPLOGTOVV SLAPOPEC OPACELS ATOAAAYNC amd ToV avOpaka, Om®S 1 décpevon, alonoinon
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Kot amofnkevon tov dto&ediov tov GvBpaka (CCUS), n xpnon avavedouov anydv evépyelog (ATIE) ya
TNV TOPOYOYN NAEKTPIKNG EVEPYELNS OVIL TOV OPLKTMV KOLGIU®V Kol 1) a0ENCT TOV 0VOETEPOV Omd
avBpaxa Kovoipwy 6to petypa kavoipmv. Hap' Oda ovtd, Todlhol Topeic Eyovv eEavTANoel TIg TPOoTABEEg
TOVG Yo TN HEION ToV ekmoum®dv aepiov Tov Ogppoknmiov kot tn PeATion NG EVEPYELOKNG TOVG
amOd00NG, YWPIG VO EKTANPDOGOLY TOVG GTOYOVS TOLS. ATO TNV GTMOWN OWTH, OTOLTOVVTOL KOWVOTOUEG
TEYVOLOYIKEG ADGELG Y10 VOL TPOYMPTGOVUE TTPOG £val LEAAOV Ympig ekmoumés dtoEediov Tov dvBpaka.
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Ewova 2. Mepidwo tov AIIE oty niektporapaymyn oto cevdpio Net Zero o) cvvolikd ko B) avd
teyvoroyia, 2010-2030 [5].

H vioBémon tov AIIE omoteiel onueio-khewdi ywo tn petdfoon oty kabapn evépyswn, 1 omoid
avantoooetor paydaio ta tekevtaia ypovie (Ewéva 2a). O topéag g NAEKTPIKNG EVEPYELNG ivat O
npwtomopog tv AIIE, pe 10 28 % tng maykOG oG Topaymyne NAEKTPIKNG evépyelag va faciletat o ATIE
10 2021 [6]. Qotd00, M NAEKTPIKN EVEPYELN OVTITPOCMAEVEL UOVO TO VO, TEURTO TNG TOYKOOULOG
KOTOVAAWDGONG EVEPYELOG KOL O POLOG TOV AVOVEDGIU®V TNYOV EVEPYELNG KOL 08 AAAOVC TOUEIC TOPOUEVEL
Kkpioog yuo tnv gvepyetokn petdpacr. Metald tov onuavtik®v evailoktik®v Acemv ATTE, n nAtakm
KOL 1] QOAIKT) eVEPYELD elvan pia omd Tig Alyeg TEXVOAOYIEG YAUNADY EKTOUTOV AvBpaKka TOv HITopovV vo
avartuyfodv ce ueydin KAMpokao, Topovctalovtag, Mg €K TOVTOV, VYNAG SUVOUIKO YioL TNV KAALYT TOV
noykOoumv evepyelakdv omatthoenv [7] (Ewova 2B). H nlakn evépyela, cLYKEKPIUEVA, PAIVETOL (OG
EAKVOTIKY ETAOYH, AOY® TOV YOUNAOD KOGTOLE Kal g apboviag g o cuykplon e Ti¢ dAkeg ATIE [8].
Qo61600, 1 evépyeta mov pmopsi va eEaybel and Tov Ao moikiAlel 1060 6T0 YHPO 660 Kot 6To ¥pdvo [9].
O meprocotepeg popeéc AIIE mpénet va petatpémovionl oe NAEKTPIKY EVEPYELD KOL VO KOTOVOADVOVTOL
aueco. Avto kavel T Tpéxovco owkovopuia vo e&okolovdel va e€aptdtal 0md T0 OPLKTH KOOGILLO.

1.3 XOyypova cvetipata amodnkevong Oepuikng evépysrog

H oamoBnkevon evépyelag eivar amapaitntn yia ) Peitictomoinon g xpnong tov AllE oto onuepivo
evepyelokd ovomua. [ToAréC drapopetikéc ADoelS amobnkevong evépyelag Ppickovial enl TOV TAPOVTOG
VO OVATTTLEN KOl KAADTTOUV OAO TOL €10T) TEYVOAOYIKADV EMAOYDV (NAEKTPOYNUIKES, UNYAVIKES, NAEKTPIKES,
ANUIKES Ko Oepuikéc). Metalh TV SoQOPETIKOV ETAOYDY omobnkevong evépyelag, 1n omobnkevon
Oepukng evépyelag (TES), onhadn n amobnikevon g nepicosiag Oepikng evépyelog pe 6€ppavon N Wwoén
evOg amoONKeLTIKOD HEGOL Y10 LETOYEVESTEPT XPNOT, UITOPEL VO JOPOAUATICEL CNUAVTIKO POAO OTNV
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emitevén vtV TOV 6TdYOV Kot otV e€dhenyn g avavtiotolyiog HETaED Tpooeopds Kot {fTnong g
evépyewnc. [evikd, ta ocvotiuata TES pmopovv va talivounfodv oe TPelg KT yopies: ovoTHUATO
amoffkevong Aavldavovcag Oepuotnrag (LHTES), awsbnmc Oepupotnrag (SHS) ko Oeppoympucig
Beppotnrag (TCES) [11]. Meta&d avtdv tov emthoydv, 1 SHS gival | mo dpun texvoloykn emioyn
AOY® TG OmANG 0PYNG KoL TOL YAUNAOD KOGTOVG NG, okoAovBovpevn amd ta cvotiuato LHTES kot ot
ovvéyela and to. cvotnpata TCES, ta onoia yapoaktnpifoviot amd YnAdTEPEG TUKVOTNTES OTOBNKEVLGNG
evépyewog amo v SHS. Ot TES pmopodv va ypnoiponomBodv oe dudpopec mBavEC epapUoyES, 0TS M
aueon amodnikevon nAlakng evépyewog (oe cvotiuata CSP - cuykevipopévng nAakng evépyelog-), n
amofKeLON NAEKTPIKNG EVEPYELOG KOL 1] CLUUTOPAYMYN GE OKIOKA diKTLO NAEKTPIGLOV/BEpHavong kat M
00O KELON EVEPYELNG OE GLGTAIOTA OVAKTNONG BeproTNTOG K.AT.

Ta cvomipata TES diapépovv og mpog v mtocdtnTo OEpIoTnTEg TOL PITOoPEL VA amobnKevTEL Ava Lovada
OyKov 0moONKeVTIKOL PEGOV. Ot PACIKEG TTVYEC GE AVTA TOL GUOCTHUATO EIVOL 1] EVEPYELNKT TUKVOTNTA, O
PLOUOG POPTIONC/EKPOPTIONG, TO YPNCILOTOOVUEVO UEGO amobkevong kol 1 Bepuokpacio AeiTovpyiog.
Ocov apopd ta péca amobfkevong, VIdpyel Leyain mOWIAMa aviloya pe to g0pog g Bepurokpaciog
Aettovpyiag Kot TN 6ToxeLOUEVN EPapUoYN. ExTog amd tn ¢hon Tov TOmov amofdnKevong Tov TepypapnKe
napondve, ot TES ta&vopodvion eniong avaioya pe t Beppokpacio Aetrtovpyiog oe TES yauning
Bepuokpaoiog (<100 °C), peoaiag Beppokpaciog (100 °C<H<300 °C), TES vyning Beppokpaciog (300
°C<6<900 °C) ko moAd vyning Bepuokpaciog (>900 °C). O IMivaxkag 1 mapovotdlel pia ochykpion Tov
oLOTNUATEOV amodrKevong Bepikng evépyelag.

IMivokoeg 1. Z0ykpion cvemudtov amodfikevong Bepuikig evépyetog [12].

M£00d0¢ AmoOnkevTik Ioyvg | Amdédoon Xpovog Kéotog
000N KEVONG wavotnto (kWh-ton?) | (MW) (%0) om0 KEVONG (€:kWh?)
AweOnTi|g 10-50 0.001-10| 50-90 uépec/unveg 0.1-10
AavOavovcag 50-150 0.001-1 7590 mOpeg/Unveg 10-50
Ogppoynukn 120-250 0.01-1 75-100 hpec/uépeg 8-100

1.4 Kowvotépe cvetiuato amodfkevong 0eppiki)g evépysrag

[Tépa and T1¢ TpéYovcec Avaelg amodnkevong TES, umopodv va mopatnpnbodv d10@opec vEEC TAGELS Yo
mv eveopdtoon TES: (i) ovlevyuéveg teyvoroyieg TES ywo emitevén vymiotepmv Oepuoxpacimv
Aewwovpylag (mx. SHS pe TCES), (ii) ovoripata TES pe véo vAwd og ocvumaynq cvotniuoto, Omnmg
TOPUSELYLOTOC YAPMV UETOAAIKE VAIKE oAAayNC pacem kat (iiil) cueTiuoTa arodnkevong Pacilopeva o
KOKK®DOELS poéG. O oxedACHOG TETOIWV GUOTNUATMV OTTOLTEL EKTETALLEVT] EPELVA LIE TN XPTOT] CLVOLAGHOD
Oe@pNTIKOV HEAETMV, TEPUUATIKOV EKOTPOTEIDV KO, OTAOVGTELUEVOV KOl TPONYUEVOV aplOUNTIKOV
povtéhov. Ta epyareia vroloyioTtikng pevotodvvautkng (CFD) pmopovv va copfdrovv oty enttdyvvon
G O10d1KaGI0g OYESGHOD TETOIMV GLOTNUAT®V, 1010¢ OTAV VIAPYEL avayKn PeATioTOomOINoNG TOV
oYeOOGHOD TV eEUPTNUAT®OV €VOC GUYKEKPLUEVOD GUGTNUNTOS KOL UEAET] TOV GLOTNUATOV ©F
peyoAvTepeC KAIaKEG (TT.). Propnyavikég).

1.5 Xkomog g Awdaktopikic Aratpipnc

Ta tedevtoio ypdvia, ot teyvoloyieg amobikevong awcOntc (SHS), AavBavovoag (LHTES) kot
Beppoynpukng (TCES) Oeppuotrag yopunAng/ péonc/oyning fepuokpaciog anotelodv Eva epgovntikd Bépa
OLUNG, TO Omoio HEAETNONKE AETTOUEPMDG GO OLUPOPETIKEG OMTIKEG YOVIES, CUUTEPILOUPAVOUEVOY TOV
KaToAMNAOV péowv amodnkevone Oeppotrag, Tov HEoOV UETAPOPHS DepuoTnTac, TV S0YEI®V Kal TNG
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GUVOMKYG 0mdd00T G ToVv cLoTHUaToc. To mponyuéva aplBuntikd epyoieio Bpickovial oTov muprva
CLAAOYIKOV  gvepyel®V  (CVUTEPIAAUPAVOUEVOY KOl  TEPUUATOV, TEYVOOIKOVOUK®Y OVOAVGEDV,
avaAdoewv KOKAOL NG KAT.) TOL OMOCKOTOUV GTNV TPo®ONon véwv te)voAoyikdv Abcewv TES pe
BeAticTomoimuévo oyedlacpd Kot amddooT Asttovpyiog. XTo TAAIGL0 avTd, TO KOPLo KivTpo TG TaPOVGAS
STpIPNg ivor  avamTuén, ETIKVPOON KoL EPAPUOYN TPOTYUEV@V YPOoVIKE petafintodv poviéiov CFD,
Y10 TNV TPOGOUOIMOT) KOWVOTOU®MY GLGTNUATOV arofnkevong Beplukn|g evépyelag e acOnT, YUtk Kot
AavBavovca Beppotnto Tov epapuolovtal o VYNAEG Kot ToAD vynAEg Beppokpaciec.

Ta cvetqpota wov e€etdlovtal oTnV TapoHoo, SIOUKTOPIKN S0P ATOTELODY 0) £Va KOIVOTOLO GUGTILLN
amofnKevong evépyelag Vo T poper] AavBdvovcag BeproTNTUG TO 0MOil0 EUTEPLEYEL TVPITIO GOV VAIKO
oAhayng edong Kot Aettovpyel o€ TOAD vyniéc Beppoxpacieg (~1410 °C), B) o kdKAog acfeotonoinong-
evavOpakmang o omoiog Aertovpyel o€ vyMAEg Beppokpacies (~650-900 °C) ko pmopet va ypnoiporom el
Yo amoONKELGON EVEPYELOG VIO TN UOPPN YNUKNG avTidpaone Kal TopaAANAn décpevon S10&Ediov Tov
GvBpaka Ko y) éve cOoTNUO amoBNKEVONG EVEPYELNS VIO TN Hopen aientc Bepuotntog (~500-600 °C)
10 omoio Paciletan 6T por] KOKKDOSIOVG POoNG VIO TNV LOPPT PLGOAId®V Kol pumopel va Agttovpyet eite yuo
amofnkevon evépyelog OAAG Kal ¢ EVOALAKTNG Bepuotntoc. 26TdOG0 1 YPHOoN TETOIV CUGTIUATOV GE
evpeio KAlpoka amortel €1 Pdbog yvdom Sopopmv unyovicudv cuvoriayng Beppotntag kot doedpov
TEPITAOK®V POTKOV pavopévev. H xpion tev epyaleimv vtoAoyiotikng pevotoduvapknig (computational
fluid dynamics - CFD tools) pmopsi va Bonffoet 6ty Katavonon TETolmv unyovioumv, Kobmg kol ot
BeAticTomoinon TéToumv cLGTNHATOVY, OGOV APOPA TIG GLVONKES Agttovpyiog TOVS, AAAG Kot TOV oXESAGHO
tovc. H avantuén tov dapopmv vmoAoyIoTIKGV epyoleinv yivetal otn mopodoo JaTpiP] o8 EUTOPIKT
mhateopuo posopoinong (ANSYS Fluent™) kot 6mov kpivetan amopaitnTo xpnoipomotodvat Siépopot
kddkeg og yAwooa mpoypoppaticpod C kot FORTRAN, oote va gumhovtiotodv Kot va Bedtiwbodv and
amoyn okpipeloc. EmPepaioon tov apOuntikdv poviEA®v yivetor ME TN YPNON TEPAUOTIKOV
arotelecudtov, To omoio ovaktiOnkav eite amd M PipAoypaia, cite and ocvvepyalodupeva
TOVETIGTA LN/ POPEIG GTU TANIGLO, TOV EPEVVNTIKAOV £PYMV, KOTA TNV SLOPKELN TOV OTTOImV EKTOVHONKE I
OaKTOpPIKY| dSroTpin.
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KE®AAAIO 2 ApiOuntikéc
1EBoodoL Yo GuoTuaTA
TOAVPAGIKWOV PODV

2.1 ZXvoT|poTo KOKK®OOOVS Potg

2V TEPITTOOT TOV LOVAS®OY PEVGTOTOUEVIG KAVNG EQapUOlovTal EIOTKA LOVTELD TTOV TPOGOUOIHVOLY
NV TOAVPAGIKY pon} (KOKKMOEG 0TEPED Kat aép1o), gite katd Euler-Euler (Two fluid model — TEM), gite
katd Euler-Lagrange (Dense discrete phase model - DDPM). Xtnv mapovco S100KTopikn dtatpifn
ypnowonoteital n péBodog kord Euler-Euler TFM. H akpipng povteromoinon g alinienidopaong peta&d
oTEPEDOV COUATIOIOV Kol pevoTob Paciletar oe peydro Pabud oto pHovtéAo TOL ¥PNGIUOTOLEITOL Yo TV
omioBélkovca dHvour, ONANST TNV SVVAUN TOV OCKEITOL GTO OTEPER CMUATIOW KOTA TV POT| TOLE HEGT
610 pevato. [ 10 Adyo avtd epappoletor Eva Kavotopo povtédo omicBédkovsag to onoio Tpoceyyilet
m pon| vrd daopeg kKAipakec. To poviélo avtd ovopdaletor EMMS (Energy Minimization Multi-Scale
Analysis) kot teivel va vepioydcel Evavtl ToV GLUPATIKGOV HOVTEA®Y omicBéAkovsas (0mmg avtd Tov
Gidaspow).

2.2 Yhka airayng @daong

2mv mepintoon Tov VAKOV aAloyng edong (phase change materials - PCMs) Aappdvoviar vroymn ot
UNYOVICUOL HETAPOPAS OEPUOTNTOC LECH AYMYNG KOl GUVAY®OYNG, 1| AVATTVEN SEVOPITIKOV LOPPOV KATE
TNV GTEPEOTOINGT TOVG, KAOMG Kat 1 0AAayN] TOL OYKOL TOVG KaTd TNV dAAAyn Gdong avt®dv. To poviého
enthalpy porosity approach ce cuvdvacuo pe tn pébodo Volume of fluid (VOF) ypnoyomotovvtat yio tnv
npocopoinon cvotnudtov mov Pacilovtor oe vAKG ariayng @dong Kpiown mopduetpog yio v
BeATioTOMOINGN TOV CLYKEKPYEVAOV GUOTNUATOV EVaL O ATMAEIEG BEPUOTNTOG OO TO TOLYDUATA TOVG, Ol
omoieg av&dvovTal avTIoTPOPMS AVAAOYX LE TOV OYKO TOVG, EVH e€apTdvTal o€ Leyaro Padud kot amd to
oynua Tov £yel To doyeio amobnkevong Tov VAIKOL aAlayng edong. H ypnon nebddov tomkng nikvoong
TOV TAEYHOTOG OTNV OlEMPAvELD aAAAYG Ao umopel v 0dnynoetl oty abénon g axpifeag twv
amotelecudtov. ). EmmpocOeta, dAlo otoryeion mov e€etdlovral eivar M emidpoon ™ HeTAPOPEG
Bepuotntog péom aktivoPforiog (To cuykekpiuévo eovopevo xpniet a&iog va peietndel oe mepurtmoels (o)
PEVGTOTOMUEVAOV KAVAV apaiig pONG OTTOL 1) EMIOPACT] LETAPOPAS OEpOTNTOC LEGH aKTVOPOoAlaC pmopel
va gival onuavtikn, oAAG kot o€ () TOTOVE PEVGTOTOMUEVEOV KAIVAOVY TTOL 0IoONKELOLY EVEPYELN OO TOV
NAo KAm.). Zv tedevtaio mepintwon n emidpacn tng aktivofoliog ivor moAD onuavtikn, Kobog o
OLOPOVLEVE, COUOTIO ATOPPOPOVV EVEPYELN AIO TOVE TOTYOVG TNG LOVAdaG o1 omoiot gival eite dtamepatol
oV NMMok” axtvoPoria (GUEST amoppOPNoY eVEPYELNG) €ite AdMEPUOTOL (EUUEST] AmOPPOPNON
EVEPYELNG).
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KE®AAAIO 3 Movtehlomoinon
VAIK®OV 0AA0YNC @Aong
3.1 IIpodiroyog

O 61606 TG TaPOVGAG EVOTNTAG EIVaL VO Tapovsildoetl Ty apduntikn pebodoroyia Kot To AmoTEAEGLOTA
TPOGOLOIMGCNG TOL TANPOVE KOKAOD POPTIONC-EKQOPTIONG EVOG KOIVOTOLOL GLGTHLOTOC OmoBnKeveng
evépyelag vo T popen Aavldvovoag Bepudmrog (UHT-LHTES) [27]. Zuvolikd, to chothua ovtd
arotelel PEPOG €VOG GUVOMKOD GUGTNUATOG TOV eumePIE)El emmpdcbeta évav vVPPOWKO Beppiovikod-
eotoPolrtaikd petatpoméa (TIPV) yio v petotpomn tng omodnkevuévng Oepuukng evépyslag o€
niextpikn [275]. To doyeio amobnkevong evépyetag mov aneikovileton oty Ewkéva 3, spmepiéyet kabapo
mopitio ¢ VAKO oAloyng eaong (PCM) to omoio katd tn @don @dptiong, Oepuaivetar ite amd ta
TAEVPIKA TOYYOUOATO KO amd TO TOve UEPOG QTdvovtag oe Bepuokpacieg mave amd 900 °C. Eav 1
Bepuokpacio oto ecwTeEPIKO TOL doyelov vVrepPel To onpeio ™ENS Tov Tuprtiov, onAadn Tovgl414 °C, to
VAo apyiler va Movel. Katd ™ dudpkelo avtod tov 6tadiov, 1 Gvodog Tov vPPISIKOY HETATPOTEN,
OTOGVVOLETOL OO TO GUGTNLO Kol TO doyelo amobnkevong evépyelag lval LOVOUEVO ATtO TV TAEVPA TOL
EKTOUTOV Y10 TNV Amo@LYN VIEPPOMKOV anwAEdV Beppdnrag. Katd v ex@dption Tov GUGTAUATOS, M
6vod0¢ TOL VPPLOIKOD HETOTPOTEN GUVOEETOL LLE TO GVGTNIO ATOOKEVONG EVEPYELNG KOl LETOTPETEL TNV
EKTEUTOUEVT] PO} POTOVIOV-NAEKTPOVIOV G NAEKTPIKY EVEPYELQL.

0) B)

Discharge Charge TES
Q:luss oss anss
Qg%
loss U Qm anss QIMS
Qoss Qluss

Ewova 3. Zucm]ua LHTES-TIPV katd ) d1dpkeia @) popTiong/ekpoptions, B) amobnikevonc.

To kawvotdépo cvomnua LHTES-TIPV éyel meprypogel Oempnrikd oty gpyacio tov Datas et al. [275] kot
amooeIEn g 10€ag Eyve oto mhaicto Tov £pyov AMADEUS [277]. Mépog g aplfuntikng peAétng mov
&ywve og autn T AwoTpiPn, £xet ypnoomomOel yio tn peAétn oyedAGHOD Kal BEATIGTOMOINGT AVTOD TOV
véov ocvotnuatog. o ) pedétn kot ) PeitioTonoinen Tov GLGTAUATOS omoBnKeVoN G EVEPYELOG, Eval
TPONYUEVO  0EOVOGUUUETPIKO HOVTEAO VTOAOYIGTIKNG pevotoduvopikng (CFD) epapudletor oty
mateopua ANSYS Fluent (v17.1) [278]. To poviého CFD Baciletar oty mpooéyyion evOormioc-
nopmdovg [279] cvvdvaouévng pe 1o moAveactkd poviého VOF. Apyikd, To HoVIELO ETKLPMOVETOL UE
TEPOUATIKG dedopéva mov Ppiokovior ot Piproypaeio [43, 219] yw ) otepeonoinon/mén keplod
napapivng ot yapniéc Oepuokpaciec (~30 °C). Xt cvvéyela, to povtélo emaindevetol o oyion ue éva
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IA avalvtikd poviédo yo tn otepeonoinon mupttiov péca og Eva cepaylcévo doyeio oe TOAD VYNAEG
Beppokpaociec (>1000 °C) [232]. H enidpacn moldmlokov eowvopuévey Aaufdvovial vadyny, 0tmg avtd
™G peTaeopdg Beppotntag Adoym cvuvaymyng oto vypd PCM Kot tng oyKopeTpiKng S10GTOANG/Guumieong
tov PCM. X¢ av16 10 ovotnpe, o PCM katodappdverl pépog tov doyeiov kat, tave ord o PCM, aéplo
yepiler tnv vodhowmn weployn. Q¢ TeparTép® Py, TPAYHOTOTOONKE 1] fEATIGTONOINGT] GYESIAGLLOD TOV
doyetov amobrkevong pe Paon 1o mupitio AapPdvoviag vmoyn Tic TAEVPkES Beppukés andiees. H
OUVOMKY] OTOd0GN TOL GCULGTAHOTOC aEl0AOYEITOL KOTA TIG TEPLOSOVE QOPTIONG, EKPOPTIONG KOl
arofnkevonc. Téhog, mapovoidletol o avdivon gvaistnoiog ywo tn diepevvnon g enidpacng Twv
Beppikmv 110t Tev PCM otovg pubpoig opTiong/ekpdpTions Tov CUGTNHOTOG.

3.2 ApwOpuntikn pébooog

To tpéyov apBuntikd poviédo Paciletar ot pébodo evbaimiag-topddovg (enthalpy-porosity approach)
[40] ywa T povtelomoinom g petdpaocng tov PCM amd v oteped otnv vypn edon kot avtictpoga. Me
TO GUYKEKPIUEVO LOVTEAO, opileTal pia EVOIAUEST TEPLOYN, 1] OTOIC, AVTITPOCMOTELEL TN LETAPAOTN VYPOD-
oTEPEOD KOl OVTIUETOTICETAL G «YeLdOMOPMOES». X avth TN {dVNn, T0 TOcooTd NG LYPNG PACNS
avéavetal otadtakd amd 0 (oteped) oe 1 (VYpd) KOOMDG TO VAIKO AdVeEL KOl avTioTpOPa KOTO TN
otepeonoinon tov. Télog, n molvpacikn pébodog VOF [279] spopudletorl yioo TNy mpocopoimon g
Kwvovpevng demapng PCM-agpiov. Ot kbpieg mapadoyés mov viobethOnkov givor ot €€ng [232]:

1. Xpovikd perafaropevn Tpocopoinon 6€ 0101646TATO AEOVOGCVUNETPIKO TEDIO;

SoumepiAnyn g Baputikig dvvaung;

H pon givarl 6tpoti), MOym TOV ouniov aptOpov Reynolds;

H vypn ¢don tov PCM avtipetoniletor o¢ acvpumicoto Nevtdvio vypo;

ANOTEPES OTEPEEG KL VYPES PACELS Elval OPLOLOYEVEIG KOl LGOTPOTIES;

O1 Bepuopuotkéc 1010tnTeg Tov PCM kot o1 Oepuikéc 1010TNTEG LOVAOTIKMOV VAKGV e£0pTOVTOL 0O

o gk wn

T1g Srokvpaveelg g Oeppokpociog;

H mokvomta tov PCM aAAdlel kotd T HetdPfacn Tov amd 6TEPEN GE VYPT| PAGCT] KAl OVTIGTPOYU,

To adpavég 0€plo avTipeTOTileTon ¢ GLUTIEGIHO PeVGTO [278];

9. H peragopa Oeppétnrog péom axtivoPoriog pésa oto doyeio dev Aapfdvetal vTOYNV, OTAV TO
PCM 0Oeppaiverar amd o TASVPIKE TOYDIOTO,

10. Ta toydpoto Tov Soxelov Kol TO LOVOTIKA VAIKG LOVTEAOTOLOUVTOL EITE (OC AETTH TOYYDOUATO,
Movovtog i 1A g€iowon petagopds Oeppotnrag péom aywyng [278] site og adwafotikd;

11. H enidpoaomn TG EMPAVELOKNG TASNS LETAED TOV SLOUPOPETIKMDY PAGEDY OV AOUPAVETOL VITOYTV.

o ~

3.3 Emxdpoon povréhov (Xtepeomoinon/tTEn keprov moapo@ivie: Xopniég
Ocppokpacics)

Apyikd, 1o povtého CFD  emkvpdveror £€vovil TEWPAUOTIKOV Oedouéveov  yio T  Sladikoocio
otepeomoinong/méng tov keplov mapapivng, RT27, oe youniég Bepuokpacieg, dniadn ~30 °C, péca ot
éva. 6Ptk doyeio avolytd amd v kopver. Tétown dedopévo pali pe Tic KaTdAANAEC GUVOPLOKEG
ovvOnkeg kol cuvinkeg Aettovpyiog Aapfdvoviol omo v epyacio Tov Assis et al. [43], [282]. Katd ™
dwdkacio NG (otepeomoinonc), To doyeio Oepuaivetan (Woyetor) amd o, TolOUATd ToV, oXeddv 10 °C
navo (20 °C xétw) amd to onuepio ™éng tov. Kotd v emkdpwon tov poviédov, dieEdyetar pua
TOPOUETPIKT LEAETT) GYETIKA LUE TNV EMIOPUCT) TNG TAPAUETPOL Amush GTOV pLOUO GTEpEOTOinoNG/TENG TOV
PCM. 'Eva 6Ovoro Tindv Amush ico pe [10°, 5-10° and 2-10°] o [10°, 108 and 10°] dokipdleron kot
(AcT NG POPTIONG Kol EKPOPTIONG, avtioTolya. EmmAov, n enidpaon g mukvdTTag TOL TAEYHOTOG GTO
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aplunTikd anoteléopata diepevvdrtar exions Aappdvoviag og avagopd tn dwdkacio ThEng tov PCM.
To emiheyév mAéypa axolovbel ™ péBOSO OLTOHOTNG TOTIKNG TOKV®GNG 000 emmédmV. AVTO £XEL G
amotéhecpa uéyioto opldud keldv ico pe 11.133 kot eddyioto péyedog keMdv ico e 1.07-104m.

0)

Ewova 4. o) 2A oy£dio Tov doyeiov kot dtokprromoinon nediov pe P) opotd kot y) pecoio miéypo Kot
8) mAéypo aTOHOTNG TOMIKNG TTOKVOOTS (2 eminedo THKvmoNg).

To opaipko doyeio (Ewova 4a) eivor KOTookeLAGHEVO and YVoAl Kot £XEl E0OTEPIKN ddpueTpo ion pe
0,040 m. Apywkd, To PCM yepiCet to 85% tov doyeiov (uerétn téng) xat to 96% tov mediov (perétn
otepeonoinong). o v emkdpwon Tov poviédov, ypnotpwomodnke £va oapod mAdypa 3.858
teTpanievpov kKeMmv. Emimpdcbeta, €ywve pelémn oveoptnoiog mAéypatog ocvykpivoviag pe éva
eVOLAECO Kot éva TUKVO TAEYHO amoteAovpevov amd 15,432 kot 61,728 terpdmievpa kehid. Télog, Yo
KOADTEPT avamapdoTaot ¢ olemipavelag PCM-agpiov, aAld kot g Siempdvelog Tov 000 PACEDY TOL
PCM, pia teyvikn owtopotng ToKVOGnG 600 enmédmy (N onoia ovapépetat wg 2Lev. ref.) ypnopomoeita,
YPNOUOTOIDOVTOG KOSIKES SUOPPOMUEVOVY 0td TO YpHoTh o1 omoiot Paciloviol oty epyacia tov [94].

H Ewéva 50 cuykpivel Tng ypovikr| peTafodn tov kAdopatog théng Tov povtélov CFD pe ta avtictoyyo
TEPOPOTIKG Kot optOuntikd anotedéopoto tmv AsSis et al. [43]. To povtéro Tov Assis, to onoio Bacileton
o wébodo VOF pe v mpocéyyion tov mopmdovg evlaimiag, ypnoiponolel mAéypa 3,520 keModv Kot
otafepd péyeboc ypovikov Pruotog ico pe At=0.002 s. H mapdpetpog tov kAdopotog t™ENG mov
YPNOOTOLEITOL V1o T GVYKpLon vroloyiletoan g 0 Adyog peta&d g nalag tov vypod PCM mpog
ovvolkn paco tov PCM (MFR= Miiguis/Mpcm). ATtO TO YpAPT L0 0TOSEIKVOETOL OTL Y10 TO LEYAADTEPO PEPOG
TOV YPOVOL TPOGOUOIMONG, TO UTOTEAECUATA TOV TAPOVTOG LOVTELOL GUUTITTOVV LE EKEVOL TOV LOVTEAOL
Avopopag Kol Eival apkeTE KOVTO 6T TEWPALOTIKA dedopéva. Mo pukpn omdkion nepimov ion pe 6 %
petadd Twv oo HoVTEL®VY, PUmopel vo amodobel kKupimg 6Tov TPOTO TPOGIOPICHOV TOV YPOVIKOD BriUOTOG.
Ymv mopovoo epyacio ypnoomoleital Eva PHeTafANTO ypovikd Prna pe opBud courant ico e 0.2, oe
avtifeon pe ™ pébodo otabepov ypovikod Pripatog mov viobeTHOnke oto poviédo tov Assis et al. [43].
Emumiéov, oty epyacio avapopdg dev VIAPYOLV AETTOUEPEIES CYETIKO HE TO CYNHOTO YOPIKNG Kot
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xpovikng dwakpironoinong kot ) Swatvmwon VOF (upeon 1 pnen), 1 EmA0Y) TV omoimv pmopei vo
EMNPEACEL TAL OPLOUNTIKG OMOTEAEGLOTO.

a) B) t=10 Aemrd: t=20 Aemzd
1 L=, — .
A 11 = /’/‘ < t
0.9 4 =
. i L
1-#- S
| N
0.8 rd ‘I‘i S.
&
A S
0.7 $
J
0.6 - Fi ~§ MFI:I-]
o 7 N
= 0.5 e S
E ’ﬁ : 0.50
0.4 7 3
[
0.3 —: @ Experimental § I
] CFD model [Assis et al.) 0
0.2 = ——Present CFD model Aem@avero
2 aépa-PCM
- 3
0.1 H¥ g
# §
0 & > 3 .
0 10 20 30 a0 =§'
t [min] v

Ewéva 5. a) ypovikn e£EMEN Tov KAACUATOC THYLOTOS Kot B) contour khdouatog trypotog yio t=10,
20 Aemtd (GUYKPLOT TEWPAUATIKMV OEGOUEVOV, TOV LOVTEALOL OVAPOPAS KL TOL TTOPOVTOG LOVTIEAOV).

Emunpdobeta, £xel mpoypatomombei pio ootk chyKpion Tov mopodvTog LOVTELOL UE TO TEIPUUOTIKG Kot
apBunTikd anotedéopato Twv Assis et al. [43], 660V apopd EMOTTIKEG EIKOVEG TOV VYPOL KAAGUATOG Yo
800 ypovikég otrypés, t =10 and 20 Aertd. Onwg pmopei va nopatnpnBei and v Ewkova 58, avapeca
0T0 TOPOV LOVTEAO KOL TO GVTIOTOLYO O7T0 TO HOVIEAD OVO(POPAC VITAPYOLV TOPOLOLN POIKE QAIVOUEVA.
Qot600, pe To TpEYov povtédo CFD, emtuyydveton mepropiopévn apBuntiky dtéyvor, evd Ta potifa Tov
KMo poTog THENG £X0VV HEYOADTEPT OUOLOTNTA UE TIC TEPOUATIKEG ansikovicelg tmv Assis et al. [43].

A7 v Ewéva 6a sivol Tpo@avég 6TL TO LEGNI0, TUKVO Kot TAEY U TOTKNG TOKVWOGOTG GYEGOV GUUTITTOVY
oT0 apluNTIKG TOVG AmOoTEAEGHATA, ATOKOAVTTOVTAG OTL £)El emttevyBel aveSaptnoia TAEypatog And v
AN TAELPA, TO apard TAEYUe 0dnyel o€ To apyn THEN Tov PCM -oyeddv dV0 Aemtd - o€ GUYKPION UE TIG
VIOAOITEG MEPMTMOEIS 7OV peAeTnONkav. EmmAiéov, 10 duvapkd petaforiopevo mAéyuo divet
amoTELECUOTA GYESOV 1O10C aKpifElag pe To Hecaio Kot TO TUKVO TAEY O, AOY® TNG Oy UNPNG SIETLPAVELNG
VYpov-otEPe0y PCM mov emttuyydvetat, 6mwg axkpBag oto mokvo mAéyua, Ewkéve 6.

O ITivakog 2 divel po ekdvo Tov aplBunTikod KOGTOVE TOL Omotteitanl Yo, v emttevydel ypdvog
npocopoinong 30 Aemtdv Yo TIG TEGOEPLS OVOAVGELS TAEYLOTOC TOL JOKIUAGTNKAY, YPNCILOTOIDVTOG
Aertovpyikd cvotnua 64-bit pe eykateomnuévn pvnun RAM 16 GB kai pe to 1610 otabepd ypovikd Prina
ioo pe 0,002 s. Emimiéov, mapovcialovtotl AETTOUEPELEG OYETIKA LE TOV aplOUO TV VTOAOYICTIKOV KEM®DY
KoL TV oviAvon TAEYLOTOG, ONAaOT TO ELAYIoTO HEYEDOC KEADV, Yio KAOE TAEY O TTOL ¥PNGILOTOLONKE.
H nepintoon 1 (apord TAéypa) sivor 1 Ayotepo Samavnpn VITOAOYIGTIKA, EVA €IVl QUT TOL EGAYEL TN
peyoAvtepn optOuntikn dudyvon. Amo v GAAn Thevpd, n mepintwon 3 (Tukvo TAEyua) ivar n wo akpipng,
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aAAG M o xpovoPopa. Téhog, n tepintmon 4 (2 Levels. Ref.) anattel oyeticd youmio vroAoyloTikd KOGTOg
Ko givat ToAD mo axpiPng amd v nepintwon 1, doov apopd v apBuntikn dudyvon.

a) B)
1 B e 2
g
0.9 <
0.8
0.7 “§
e COARSE S
0.6 e |VIEDIU M g
- DENSE
€ 05 , i P 2LEVELS REF.
: /
0.4 w; N
¥ g
0.3 i S
0.2 F
0.1 _;
- s w
J |
A 5%
0 =t » R 3
E a
0 10 20 30 40 RS
N R

t [min]

Ewova 6. X0ykpion oapowod, pecaiov kol mokvoy otafepod MALYHOTOS Kol TOL TPOGOPUOGUEVOL
mAéypatog (2 enimeda Peltimong) yuo o) Tig THEG TOV KAGGUOTOG THYLOTOG GE OLUPOPETIKES YPOVIKES
oTiypég Ko B) ko Tmv contour tov kAdopatog aepiov-PCM oe t=0 Aentd.

Aoufavovtog 6Ao vdymn, T0 duvapukd petaforlopevo TAéyuo (mepintwon 4) Oa wpénetl vo mpotiundei
£VavTL TOV VTOAOIT®V, KOOGS TOpoLGLALEL T0 TAEOVEKTHUATO TOGO TOV UECHIOL OGO KOl TOV TLKVOD
oT00epov TAEYLOTOC, OGOV APOPE TNV OTOTEAECUATIKOTNTA Kot TV oKpifela, aviictouya.

Hivakag 2. YToAoy10TIKO KOGTOG OV OTOLTEITAL Y10 TNV TPOGOLOimon TG THENS Keplov mapapivng (1=30
AETTA YPOVOG TPOGOUOIMONG) Y10l TIG TECTEPIC TVKVOTNTEG TAEYLLOTOG TOV JlEPELVHONKAV.
* Metafinté and 5,664 (apyi mpocouoiwong) éwe 11,133 (uéyiotog aptBuds katd ) Sidpkeia mpocouoiwong)

Hepintmon réypa Mpoypotikov xpovog (1 | ApOpoc  Erdyreto péyedog
ropfvag CPU) (uépec) KEMOV KeMov (M)

1 Apad 2.55 3,858 5.54-10*

2 Meoaio 12.5 15,432 2.39-10*

3 IMTukvo 62.5 61,728 1.07-10*

4 2 enineda mHkvwong 9.61 * 1.07-10*

H apBuntkn perétm €deiée 6t ) mopapetpog Amush ETNpedlet onpavtikd tov pubud méne tov PCM. M
TN Amush ion pe 5-10%, ov avtiotoryel o DAS=0.4 um, divet to. 1o akpiPn amotedéopata yio 660V apopd
Tov puopd ™éng tov keprov mapapivng (Ewova 7a). Etopévac, ot Tinéc avtig g mapapétpov dev Oa
npémet vo emiéyovton avbaipeta, kobdg N T g eaptdtor amd v popeoroyic 6tepeon VAKOD [283].
AplOuntikd, m mopovcio. devopurtdv oto oteped PCM kot emopévaog m dwmepatdtnro tov PCM
LOVTELOTOLOVVTOL E EUUESO TPOTO. Mia PeioT TG TAPUUETPOL Amush, 1] OTTOT0 1IGOOVVAEL e LEYOADTEPEG
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Tinég DAS kot emopévmg PeyolnTepT| SlamepatdTNTO TOV VAIKOD, 00NYEL GTIV aENGT TV TUXVTHTOV OTNV
CEVOLAUEDT TEPLOYN», EMTPEMOVTAG CTIUAVTIKT KIVIOT) POTIG GTNV GUYKEKPLUEVT TEPLOYN. AVTO UE TN GEPA
TOV EMTAYVVEL T LETOPOPA BEPLOTNTOC, LEG® GUVAYMYNG, KOVIQ GTNV TEPLOYT| EVILAPEPOVTOG.

@)
1 7
7 &
0.9 /
e /
0.8 #ﬁ MFR [-]
: i 1
0.7 Taman I
‘F* /
0.6 g
5 [
2 0.5 ¥
= Fi 0.50
o 17
0.4 ] ﬁ.
0.3 7
T 221 B Experimental data
0.2 :_ . Reference model (Assis et al.)
] = Present Model (Amush=10"5) 0
0.1 e+ e Present Model (Amush=5 10°5)
0 -I’i —— Present model (Amush=2 10"6)
0 10 20 30 40 50 60 :
t [min] -

Ewova 7. o) Xpovikn petaforn kKAGopatog vypov Kot B) contour vypod kKhacpotog yio t= 1 Aemto.

Onwg pnopei va mopotnpnet otnv Ewkéva 7, n ontikonoinon «dopudvy» mov potdlovv pe devdpiteg pmopsl
va. emitevydel yovopIKa HECH TNG SLVOUIKNG TOKVMGNC TAEYUATOS dV0 enimedwV (To uéyebog KeAOD TNV
nepLoyy Tokvoong eivar oyeddv ico pe 200 um). Aedopévov 61t o DAS y1a 10 Amush=10° eivar mepinov 1
um, avapévetot 6Tl 1 avorapdotacn TV devoprtdv pmopel va emtevyel ptd, edv vioBetnOel o apketd
VYNAOTEPT OvAALGT TOTIKOD TAEYUATOG. AvTd gival Eva oNUOVTIKO OTOTEAEGLO, KOOMDS Y100 TPMTN POPa.
TPOTEIVETAL OTL 1 TPOGEYYION TOPDIOVG EVOUATING GE GUVILAGHO LE L0 CVTOUOTY TOKVOOT] TAEYLOTOG
UTOPEL OLVNTIKG, VO OVOTOPAYEL TN SEVOPLTIKT dou).

H Ewoéva 8a deiyvel apiBuntikd amoteléopata tov KAGGpotog éEng tov PCM mg cuvaptmon tov ypdvou
ov AouPavetor Yo SPOPETIKES TIHEG TNG TAPAUETPOL Amush. Ot THéG ovTéC GuyKpivovTol HE TIG
avtiotoleg tov povréhov twv Assis et al. [282]. Onwg pmopei va mapatnpndei, ta opOuntikd
OTOTEAECLLOTO TOV TPEYOVTOS HOVIEAOL GUUPOVOVV LE TO LOVTELD OVOQOPAS, EPOGOV VYNAEG TILEG TOV
Anmush (~10°) ypnoipomotovvrar. Ilépa omd avtod, Yo ety TNV TEPITTOOT, EMTVYYEVETAL U0 TEPLOPIGHUET
aplOunTikn didyvon, evd To. CoOnNtour tov KAGoHOTog T™ENC £€xouv UEYOAVTEPT OMOOTNTO WE TIG
TEPAUOTIKEG amelkovicelg Tov Assis et al. [282], og oyéon e Tig mepmtdoelg 1o Amush=10° ko Anysh=10°,
Ewova 8f. Emopévag, yio vo amogevydein vaepPorikn aptOuntikn didyvon, Kotd ™ ¢Act otepeonoinong,
OULVIGTAOVTOL TETOLEG VYNAES TIUEC.
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Ewova 8. a) ypovikn petaforn tov kKAdopotog éENG, B) contour tov kAdopatog méng (t= 5, 10 Aemtd).
3.4 Enai0@gvon povrélov (Xtepeomoinomn muprtiov: mord vyniéc Oeppokpacisc)

Ev ovveyeia, to mponyuévo poviého CFD emainOevetal Evavtt GAA®V HOVTEA®V Ylo TN GTEPEOTOINGT
nopttiov. To doyxeio PCM mov peietnOnke €xel oynua avestpapupévng amokoppévng mopapidag (ITP), n
omoia gival cepayloUEVN TNV KOPLOT Kot Agrtovpyel og e€apeticd vymiéc Oepuokpoacies. Oa mpénet vo
onuelmbel OTL N EXKVPOGCN UE TEIPAUOTIKG SEGOUEVA OEV EIVOL EPIKTN, AOY® TN EAAEWYTG TTEIPOUOTIKDOV
dedopévav og vyniég Bepuokpacies. EmmAéov, pe ) povrelomoinon tov kabapov mupitiov wg PCM
Aappdvovtor VoYM To PAVOUEVO, SIOIGTOANG OYKOV TTOL GLUPBOIVOVY KOTA TN (POGCT) GTEPEOTOINGNG TOL
TUPLTIOL, T OTTOI0L OTN CLVEYELD TPOKAAOVY DYNAEG TIHEG TTEONG OTO E6MTEPIKO TOL doyelov Kot Thavy
pnyndtoon. o Adyovg acpareiog, kot Adywm Tov yeyovotog OtL To doyeio O givor ocepayicuévo,
tomofeteital adpavég aépto mive amd to PCM yia vo Anebei vtoyn n dtactorn tov PCM -axdun kot yio,
TNV TEPINTTOOT KPANLOTOG TupLTiov-fopiov 6oV avopéveTar LIKPT S10GTOAN.

¥10 mOPOV LTOKEPAANLO, TO, OTOTEAEGLOTO UIOG OTAOVGTEVUEVNG €kdoone tov poviélov CFD mov
epapuoleton eni tov mapdvrog oto Fluent, to omoio dev meprrapfdvel  dactorl/cvotorr] tov PCM «on
ovopaleton povtého FluentlPhase ovykpivovtor pe exkeivo TOv TPOKOATOUV OTO TO OVTIOTOLYO
AmAOVOTEVUEVO LOVTELO 7oL avamTuyOnke omd [284] tov emddtn OpenFoam (meltFoam) [285] «ot
ovopaleton OpenFoam povtélo. H ovykpion peta&d tov poviédov FluentlPhase xor OpenFoam
TpoypaTomoleitan Tpokeévou va agtoroyndei n eykvpdmTa ToV HOVTELOL EVOOATIOG-TTOPMOOVS EVOVTL
dapopetikdv emAvtdv, dniadn Fluent évavtt OpenFoam. Kot ta §00 poviéda ypnoionolony Topopoteg
pvOuicelg (TAéypa, 1016tnteg PCM kot cuvOnkeg Asttovpyiag). Téhog, epappoletol To Tponyuévo LOVTELD
CFD mov avantoydnke otnv mapovoa datpipny (Fluent2Phase), ko cuykpivoviol to amotedéouato OAmv
v poviédav CFD, kafmg ko pe éva 1A avaintikd povtélo mov avartdydnke and tovg Datas et al. [286],
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0G0V aPopa Ta TPOQiA BepproKkpaciog Kot TV adldoTatn SETPAvELN 6TEPE0V-VYPOL PCM ot dropopetikég
YPOVIKEC GTIYLES.

H yeopetpia kot 10 mAéypo mov ypnowwomolovvtar ota poviéda FluentlPhase wou Fluent2Phase
napovctdfovtar oty Ewéva 9a kot f. Kot oto 600 povtéra, n aktivoforodpevn Beppotnta eaptdton
amd ™ Bepuokpacio Tov ekmounod, 0moiog ival 6TEPE®UEVOC 6TO KATM HEPOG TOV doyeiov [286].

a) B)
A, = 0.01081 m2
A= 0.01 m* Inert Gas
£
£ S
S S
1] ]
T T
A= 0.0045 m? A= 0.0045 m?
Tao (x=0) =1960 K oosf-
/é\ 004 v
Y [ »
X 002 ¥ 2
—_ [ @ ©
s g
) 22 - -
-0.02:— i'i i |>|<
L © o
R Teo(x=L) =1680 K | -oosf & »
¢ i -
006 r—
0080 6 oo 6 0s o 6.1
X (m)
Ewova 9. Teopetpio kot vroloylotikd mAéypo tov poviédov o) FluentlPhase (3A) kou B) Fluent2Phase
(a&ovoovppetpikd). Mof: ekmoundc, tpdowo: dEovag, KOKKIVO: amoppoenTig, LOPO: TOYYMUOTA.

Téhog, T0 mAve Kol TO. TAELPIKA TOYYOUATO TOL doyeiov Bewpovvton adtafatikd Kotd T Srudikacia
emaAnfevong povtélov. Optopéveg pikpég drapopég evromiCovron petald tov poviédwv FluentlPhase kot
Fluent2Phase 6cov agopd ) yempetpio kot ™ ddrtaén miéypatog. Ipdto omd OAa, 610 HOVIEAO
Fluent1Phase to doygio mepiéyet povo 1o PCM ko £yt vyog ico pe 0,1 m, evd oto povtélo Fluent2Phase,
0 PCM vepilel 1o 85% tov doyeiov kot 1 vadroun weproyn yepiler e adpavég aépro. o to Adyo avto,
070 TeAevTaio povtélo To doyeio emexteivetal og Dyog 0,021 m yuo va mepiéyel Kot To adpavég aépilo. Térog,
oto poviého FluentlPhase ypnouonoteitoar éva opotdpoppo tpiodidotato miéyua 4,356 Eaedpikdv
KeMmv, Oonwg oto poviédo OpenFoam. Xto povtédo Fluent2Phase, to mpoPfinua emlveton mg
0EOVOCLUUETPIKO KOl EQOPUOLETOL 1] TOTIKT TOKVMOOT] TAEYHOTOG 2 EMIESWV, 1| OToic 0dNyel o€ PEY1oTO
péyebog mAéypotog oyeddv 7,000 kehawv. Emopévag, yia peimon Tov vToAoyioTikoh KOGTOVG TPOTILATOL
70 0EOVIKO TPOPAN O EVOVTL TOL TPIGOACTOTOL Y10 TO GUYKEKPIUEVO TPOPANLA peTapopdg BepuoTnToC.

Ot ovvopukég ovvOfkeg mov ypnowomombnkav ota povtélo FluentlPhase wou Fluent2Phase
napovoialovrat oto (ITivakag 3). H e&icmon g porg Beppotntag oty empaveio tov ekmopmob givat 3ng
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16&nc mapeuPorn oe €va mo wePIMAOKO HOVTEAO OKTWVOPOAMOG TOL TEPLYPAPEL TNV OVTOAAMYN
axtvoPforiog, eTa&d UIOG ETLPAVELNG EKTOUTNG KOl EVOC mTOPoATOIKOD KEAOD [27].

IMivaxog 3. Zuvoplokég cuvinkeg mov ypnoiporolovvrat ota poviéda FluentlPhase kot Fluent2Phase.

2ovopLokn cuvOnkn HoapapeTpog Movaodeg Twég
Toiyog Totyoc Q W-m? 0
Amoppopntig Totyoc Q Wem=2 0
Exnmoundg Toiyog Q W-m? Qe (T)

Ot Ogpuoguoikéc 100tnteg PCM-agpiov ovaktdvior omd T Pifioypogioc [287]. Eto povtéro
Fluent2Phase, yio apBuntikodg Adyovg, ypnoonoteitan Eva didotnua ™éng 1679-1681 K, mpokeipévon
va amopevybel  andtoun petdfoon Tov 1810tV Tov PCM peta&d tov edcenv 61epeov-uypov. XtV
TPOYROTIKOTNTA, 0T0 KaBopd pETaAla, OTmg Kot 0to Kabapod mopitio, dev vadpyet "evotdueon” {ovn [288].
EmmAéov, oto povtélo 1Phase n Beppukn ayoyywdmra tov moprtiov éxet po amdtoun petdpacn oto
onueio ™Eng Tov, evd oto povtédo 2Phase tov Fluent vdpyet pia ypappkn petafoin Aoym g mapovciog
g evolaueong meployne. Apyika, n Oeppokpacio tibetor ion pe 1680 K oty empavelo Tov EKTOUTON Kot
ton pe 1960 K otov amoppooenty|. ' 10 Beppokpaciorkd mpo@il 6to vEOAomo Tedio yprMGILOTOLEiTOL
YPOUUIKT TapeUBOAT aVT®V TV 600 Timy. To xpovikd Prina oto FluentlPhase povtého sivar otabepo ico
e At=0.05 s kot oto Fluent2Phase petapinto (apBuog Courant=0.2, péyioto ypovikd Prpa At=0.01 s).

& Analytical model @ Analytical model
0.9 —| == penFoam model 1600 or m model
" 5] Fil]f.‘l‘ht IPE'IBSE H‘I'D'dE| — # & Fluent 1Phase modeal
0.8 # Fluent 2Phase model _ —Fluent 2Phase model
p— T = e
= 1400
0.7 X
Pt
0.6
= 1200 [T
= 0.5 0.0 0.5 1.0 1.5 2.0 2.5 3.0
:-E: t(h]
0.4 200 < Analytical model
------ OpenFoam model
0.3 e 2 « o Fluent 1Phase model
...... ===Fluent 2Phase model
0.2 1800
i g oo o0
= 1600
0.1 ®
" 1400
v]
25 1200
t [h] 0.000 0.500 1.000 1.500 2.000 2.500 3.000

t[h]
Ewova 10. Zoykpion tov T€66GPOV HOVIEAOV ®G TPog o) TNV adidotartn Béorn g Semeavelag
o01epe0d-VYpoD (Xm/L) xat B) t Bepuokpacia tov PCM o X=0 (dvo pépoc) xat X=L (kdtm uépoc) wg
GLVEPTNOT TOL ¥POVOU.

H dwdwacio enainfevuong tov poviédov omédeiée v akpifeia tov povtélov Fluent2Phase yo v
npocopoinon cvotuatov LHTES mov Aettovpyodv oe efapetikd vyniéc Oepuoxpocies. ITo
CULYKEKPIUEVE, amd TNV avOAVON TPOEKLYE OTL YIo TO PEYOADTEPO UEPOG TOL YPOVOL TPOGOUOIMONG Ta
AmOTEAECUOTO TOV TponyUEVOL povtédov Fluent2Phase mpaxtikd cvumintovv pe exeivo Tov pHoviEA®v
Fluent 1Phase, OpenFoam kot 1A 6cov agpopd tovg pvOuovg otepeonoinone (Ewkéva 10). Metd omo
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nepinov 2 dpeg ypdvov mpocopoiwong, ta anotedéopata Beppokpaciag deiyvovv 0Tl 1 6TEPEOTOINGN
teppatifetar kol otn ocvvéxeln M Beppoxkpacio peidvetal ypuyopo. Mo pikpn amdxkiion peta&d tov
povtélwv 1Phase kot 2Phase wg mtpog tov Guvorikd ypdvo otepeomoinong, mepimov 4 %, opsiletal 6to 0Tt
1 dwdikacio otepeonoinong oto povtéro 2Phase dapkel mepiocdtepo and 6,11 6to povtého 1Phase, Adyw
g 010eToAng Tov PCM 1 omoia Aapfdvetar 6to cuykekpiuévo poviéro. A&ilel va onuewmbet 6T pe ta
povtéda 1A ko 1Phase dgv Aappavovot veoyn toyov petaforés tov 6ykov tov PCM kot mbavn emidpacn
TOV OYMNUOTIGHOD devipLTMV oT1 Xpovikn e£EMEN Tov pawvouévou- 1 petafoin tov oykov tov PCM katd
T otepeonoinon eivor mepimov 7%. Avtibeta, 1o poviédo Fluent 2Phase mpoPiéner ) Swodikocio
otepeonoinong tov PCM pe mo peaMotikd Tpomo, KabBmg AapBavetar voyn 1 S10GTOAY TOL OYKOL.

SVUTEPACLOTIKG, TOAAEG TTVYEC TOV TPOYLOTIKOD POIVOUEVOL dEV AapPavovTal vITOYNVY LE Ta povTéia 1A
ko FluentlPhase. And tqv AN mhevpd, to Tponyuévo povtédo Fluent2Phase pmopei va epappootet yia
7o mepimioka oynuoto doyeiov (m.y. Tov TeEPIAaUPAvVoVY GOANVEC), OAAG KOl Yol TNV TO PENAICTIKY
OVATOPAGTACT TG SLUOIKAGTIOG GTEPEOTOINGNC.

3.5 Mopaperpkn perétn A: Emiopaon peyé0ovg/ oynuortog doysiov

Ymv mapodoo evotnta oloAoyeitar M emidpacn Tov oynpatog/peyébovg doyelov otov pubud
otepeonoinong/méng tov mopttiov. Meketovtan tévie dwapopetikd oyfuoto (Ewova 11), dniadn cpaipa,
Koupévn ceaipa, kKOAvSpog, kOAovpog KdVoG Kot KOPoc, pe tov 1810 0yko (Viessel = 3.75:10° md) ko
empavetag exmounod (Aem=2.25'102 m?) — n meployf tov mudpévo Tov doyeiov dmov yivetar N eEoymyn
Oeppomtog kotd v exkeoption. Olec ot vad e&étaon yewuetpieg dmuovpyodviar oto ANSYS
DesignModeller kou givon kAe1otég 6TN KOPLOT.

H epoppoldpevn pebodoroyio mAéypotog akolovbel Ty Tomikn HéB0d0 avTOUATNG TOKVEOOTG TAEYLLOTOG
OV0 emmédmv. XPNoUOTOoVVTOL 01 10EG CUVOPLUKES GLVONKES YOl TIG TEVTE YEMUETPIEG KATA TN dlbpKeLol
eoptiong. Ilo ovykekpéva, to mAEVPIKE TOY®UOTA TOL Odoyeiov Oeppoivovtor pe opoldpopenN
Oepuokpacia ion pe 1707 °C. O ekmoumog sivor povopuévog katd v én, kabdg n cuckevn Bpicketal o
Aerrovpyia «@optione». Apywkd, to PCM xoatoahopfdver to 92% 1tng meployng Kot LIOWOYETOL LE
Beppoxpacio 10 Babuodc younrotepn and to onueio ™éng tov PCM, i.e. 1413 °C.

a) d)
ll“r

gas

gas

&

[=T)) A’

= rd

= -

E Design Height [m]

Q Cube 0.15

=0 J-m? =0 J-m? =0Jm? =0 Jm2 — ) Tom- )
e " Q=0 dm= - Q moQe0dm Q=0Jm? Cylinder 0.15

Truncated Cone 0.232
Cut-off sphere 0.117
Sphere 0.186

Discharging

Ewova 11. dvoikd poviéla Tov UEAETOVUEVOV YEOUETPLOV: () ton oeaipa, (B) ceaipa, (Y) KOAWIpOC,
(8) k6AoVpOg KMVOG Kat (&) KOPog. Kdkkivo: ekmoumdg, mpdoivo: aEovag, UTAE: TAEVPIKA TOTYDOUATO.

206



H Swdwcacio otepeonoinong tov PCM mpocopowdvetor Alyo petd m ¢@don ™éng tov. e ovth v
mepinT®ON, M OepUOTNTO EKMEUMETOL OO TO KAT® HEPOC TOL doyeiov, KaboTOVTAG TNV KLplopym
KkatevBuvon petagopdg Beppdtnrag Tov dEova tov doyeiov. Xe avtn TV empdveln opiletan opoldpopen
Beppokpaocia ion pe 1097 °C, evd oto TAELPIKA TOLYDOHOTO BE®POVVTOL UNOEVIKEG amdAELES BEpUOTNTOG.
Apyikd, 1o Mopévo PCM yepiletr to 86.2 % g meproyne, AOY® TS cLGTOANG Tov petd v TéN. EmmAéov,
opiletar og oAOKANPN TNV meproyn| Beppoxpacia ion pe 5 Pabuovg peyardtepn amd 1o onueio ™ENG Tov
PCM. Katd v mpocopoinon katl tov dvo epdcenv (Thén Kot otepeomoinon) opiletal petafAntd ypovikod
Brua (apOupog courant =0.2). TTAnpogopieg oyetikd pe o, GYAUOTO SLOKPLTOTOINGNG KOl TIG 1010TNTEG
agpiov-optriov vapyovv otn [232].

H Ewévo 12 omewoviler contours tov vypod KAGGUOTOG TUPLTION Yo TIG TEVIE YEMUETPIES TOL
egetaotnrayv. Onwg propel va moapoatnpndet, pa otadiokn tén tov PCM ocopfaivel amd to TAgvpikd
ToYMUOTO TPOG ToV TLOUEVA o€ KaBE mepimTtwon. [To cuykekpuéva, oty apyn g dadikaciog ThENG, To
oTEPED TTLPITIO PPIoKETOL GE AUEST] EMAPT LE TO TOLYOUATA TOL doyeiov. Katd tn didpkela Tov Tpdtmv
devteporéntov T ™ENG Tov PCM og t=1 Aemtd, oynuotileton o AemTi vypr TEPLOYY] OLOLOYEVOVG
OYNUOTOG -GYNUO TOPOUOI0 UE OVTO TV OEPUAVOLEVOV TAEVPIKOV TOYOUAT®V- YOP® amd TN GTEPEN
@aon. Avtd to Yeyovog amodekviEL 0TL 0 Kuplapyog UNYOVICUOS HETAPOPAG BeprdTnTag KATA T apyLKdL
oTadw TG dladikaciag TENG elvan n aywyn. Apyotepa, kKabdg 1 vypN TEPLOYN LEYOADVEL LE TNV TAPOOO
oV XPOVOL, 1 PLGIKT GLVAYWYN YiveTal Evtovn, ennpealovtag To oynua Téng tov PCM.

B) 7) d) £)

MFR [-]

a)
ll
o
i

Ewova 12. Contour tov Khacpdtov téng oe t=20 Aentd ywo: o) k0Bo, B) pion opaipa, ¥) ocoaipa, d)
KOALVOPO KOl €) OMOKOUUEVO KOVO (Tpdovo: dEovag, KITpvo: TOYdHOTO KOt LopOo: EKTOUTOG).

H Ewova 130 napovotdlel m ypovikn £EMEN Tov KAGGHaTog TNENG Yo OAa To. oyfota oL eEeTdabniay.
Mmnopet va cuvayBet 011 1 dadwacio TNENG elvan n To apyn ot ceaipa (~40 Aemtd) kot ) o ypryopn
GTOV KOO KOl TOV OVEGTPUUUEVO KDVO (~26-28 Aemtdr). XNV TPayLOTIKOTNTA, O KOPOC Kl 0 KOVOG gival
katd 25 % wor 21 % toydtepol amd T ceaipa, aviictoryo. Toviletar 611 T0 KLPKO GYNUO KOTA TG
O10d1K0G1EC OTEPEOTOINGNG KO OO KEVLONG AVOUEVETOL VO, ELQOVICEL TIG VYNAOTEPES BEpIKG OMDAEIES,
KaODC £xel TN UEYOADTEPN EMPAVEL OVE, LLOVESA OYKOV.

H Ewéva 13, deiyver tovg puBuodc otepeomoinong Ttov mupttiov yio TG TEVTIE YEOUETPIEG TOL
peArethniay. H dwdikacio otepeonoinong eivarl n o apyn otov kovo (~280 Aemtd) kot 1) o ypiyopn
o™ uion oeaipa (~ 140 Aemtd), Adym tov pueyolvtepov Hiyoug Tov. To Hyog Tov doygiov mailel onuovtikd
poAo o€ avtd T0 TPOPANUE peTapopds Bepuotntag, 610TL 1 Beppotto e€dyetan and Tov TuOUEVa TOV
doyeiov, kabiotdvtog Kupiapyn katebbvvon g petapopdc Beppotntag tov aEova Tov doyeiov. Xtnv
TPOYUATIKOTNTO, Topatnpeitan péylotn dapopd oyeddov 50% otovg xpovovg otepeonoinong, Hetald g
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LLOTG GOOIPOG KO TOV OVEGTPUUUEVOD KAVOL - TO VYOG TOV £ival oxedOV 000 POPES LYNAOTEPO OTd EKEIVO
G OmOKOUUEVTG Gpaipag. Metald autdv tov dVo yewuetpidv, Ppiokoviol o kOfog, 1 ceaipa Kot o
KOALVOPOG, Ol 0moies £xouV GYedOV TO 1010 VYOG,
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Ewova 13. Xpovikn petaforn tov o) kAdopotog ™ENG kot B) KAAoUATOg GTEPEOTOINGNC YOl TIG
SAPOPEC TEPIMTAOOELS OV e&ETAGONKAV.

AvoQEpovTol €mionG EVOEIKTIKES TIUEG TOV TAEVPIKOV OTOAEIOV OepudTnTag KOTd TN OlGpKEW TNg
ePLOdOL amobnKeVoNg DEPIIKTG EVEPYELNG TMV YEMUETPIOV TOL PEAETNONKOV. X& OAEG TIC MEPIMTDOCELG
Oewpovvtal cuvinkeg Bepuoxpacioc tepipdiiovtog, evd Oempeitoal pdovmon pikpng Oepuikng avtiotoong
~0.002 m? K W, Ztv apyn g mpocopoioong t=0 s opileton Ogppokpacia ion pe 2000 °C yio Oreg Tig
veopetpieg. H wopiapyn moapduetpog mov emnpedlel Tig Bepiikég andAEEG TOV GLGTHUATOS KATA TNV
nepiodo amodnkevonc -yia po cvykekpluévn péBodo udvmeng- eivar o Adyog eEMTEPIKNG EMPAVELNS TPOGC
oyxo. Emopévac, to opaipikd oynua, Pe Tov LKpOTEPO AOYO empavelng TPog OYKo, vl TO o EVVOIKO
OGOV aPOopd TIC amdAEIEG BEPUOTNTOC Kal 0koAOVOOVY 0 KOAIVOPOG Kol 0 OVESTPOUUEVOS KOVOG. O kVfog
elvar n dvopevéotepn mepinton, Kobmg Exel TOV VYNAITEPO TAELPIKO AOYO EMPAVELNG TPOG OYKO, LE
OTOTELEC LA TIG VYNAOTEPEG TAEVPIKESG aMdAEIEG BepUdTNTAG, OVTIGTOLYA.

Mivaxag 4. AtdAieieg Oeppomrag kotd TV TEPiodo amodnkevong yio to, peAetbévia oynuata

Xympo Efmrtepikn emoaveio, (M?) IMievpukéc andrerec™ (KW) Qioss (KJ)*
Kvpog 0.135 ~86.5 ~ 5868
KbdMvopog 0.1248 ~ 80 ~ 5517
Koélovpog kddvog 0.1296 ~ 84 ~ 5720
Koppévn coaipa 0.1296 ~ 85 ~ 5756
Xoaipa 0.1088 ~73 ~ 4891

* "o t=60 devtepoOiento HeTA TV EVapEn TG TPOGOUOI®OTG.

Aopfavovtog OAa VoY, 1| LWon oeaipa eival To fEATIOTO oypa PeTAED AVT®V TOV SOKIUAGTNKOV, OGOV
aopd TG Bepuikéc andAgleg Kat Tovg puOuove eoptiong/exeoptiong, Iivakog 5. Extdc amd avtd, évag
TETOLOG OYEOGUOC eEaleipel Tig Taoelg kabd¢ avakatevbvvel tn dOvoun Papdtrag N TG SUVAUELS
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ocovumieong, Tpog ta KAt cg ToAAaTAES KatevBivaels. To mo mheovektiko, Aappdvoviag voyn Tic TAGELS
Ko TIG Oepikég amdAgleg, aALd Gyl TOGO OGOV aPopd Tovg PLOUOVS POpTIoTS, ival | cpaipa. Kat ot 600
YeopeTPieg Bo NTOY EVOLUPEPOV VAL KOTOGKEVAGTOVV KOl VA, SOKLLAGTOOV o€ £va gvotnpo P2ZH2P. Qotoc0,
N evoopdtmon tov doyelov amobrkevong ce éva tétoo cvotnuo pmopel va givar dvokoin. Mia
EVOALOKTIKT EMIAOYN ME EVKOAOTEPN KOL MO EVEAIKTI KOTOGKELY YlOL ot TETOWOL EQPAPUOYN €ivol o
OVESTPOULEVOS KOVOS, 0 0moiog 0dnyel oe vYNAd mocootd ™ENG Kot péTpleg anmAeleg Oepudtnrag. Ta
TOGOGTA GTEPEOTOINGNG TOV, OV KOl €ival Ta YaUNAOTEPE GE GVYKPLION UE TO LTOAOITO OYESLN, UTOPOVV VO,
BeAtinBobv Tepattépm pe ™ HETABOAY TOV AOYOL KOVIKOTNTOS (AOYOC KATM TPOG AV® EMPAVELX).

ivaxag 5. Tagwounon tov dwwedpmv oyedimv mov dokipdotnkay and 10 PEATIGTO TPOg To AtydTeEpO
BéATioTo 6o0V apopd o) TN otepeonoinom kat B) To puOUd THENG Kot ¥) TIG AmdAEEG BeprdTTag KOTA TN
dupkeLla TG mePLOSOL amobnkevong BepLikig evEpYELOG.

PvOuoc otepeomoinong PvOpoc ™iéng ELaytota Qioss KOTA TNV 0T0011KEVGY
g & Mion coaipa KvBog Yopaipa
F E Zl(poupa Kokou,pog Kfnvog , KuhvSpo,g
a g Koiwdpog Mion coaipa KoéAovpog kdvog
M @ KvBog Koiwvdpog Mion opaipa
Koélovpog kdvog Yopaipa KvBog

3.6 Iopoperpuki) perétn B: Melétn enidpaong Oeppik@v armAiei@v

Metd ) perétn g enidpacng Tov oyNUatog Tov doyeiov otn dudikacio otepeonmoinong/ téng tov PCM,
V1o TV TOpadoy| adtofatikdv cuvinkav, To povtélo Fluent2Phase spapudletar yio ) peAETN pe TO To
PEOAGTIKO GEVAPLO TNG GUUTEPIANYNG OTTOAEIDY BepuoTnTog 6TO oYedacud tov ITC. Xto mhaiclo avtng
™G aVAAVOTG, O1EPELVAVTAL SIAPOPES YEMUETPIEG OOYEIV, OYKOL KO LOVATUKH DAIKAL.

Ocov agopd ™ poévoon tov doyeiov, dokudotnkay 600 uébodol. Xtnv mpmtn, ¥PNoHoTotEitar Povo
otpodpo wov ypogitn - GFM (ITepintwon 1A, IMivekeg 6). Xt devtepn, ypnowonoteitan GFM g
ECMTEPIKO OTPMOO. KOt TTAAKa aTpilovtog d10&e1dion Tov mupttiov-FSB we eEmtepikd otpopa (Iepurtdoeig
2A-4A, TTivakog 6). Ta dedopéva oyeTikd Ue TG Oeprikéc 1010TNTEG TOV VAIKGV avoaktiOnkay arnd [290].
H yewpetpia mov ypnoyonombnke givor o aveotpappévog kovog ITC pe kovikd Aoyo (TR) - avoroyia
EMPAVEINC EKTOUTOD TPOG EMPAVELR amOoppoPNTY - ico pe 0.45 kot dyko avapopds V ico pe 8,326:10* m?
(TTepintwon 1B, Mivakag 7).

Mivaxag 6. AloTo TOV TEPMTOGED®V 7OV UHEAETNONKAV OGOV 0QOPd TNV ETIOPUCT TOV LOVAOTIKOV
OTPOUAT®V TOV 00YEIOV OTIS ATDOAEEG OEPUOTNTOC TOL GLGTILLUTOC.

* @gpKn avTIoTAoN TOV LOVOTIKGV VAMKOV og Beppokpacio T=1680 K.

Iepintoon # MovoTikd, beem [M] brss[M] | Rin,total 1680 [M? ®don
oTPONITO K-W1]

1A 1 0.03 - 0.1179 @OpTION/EKPOPTION

2A 2 0.03 0.06 1.88 @OpTION/EKPOPTION

3A 2 0.06 0.09 2.88 EKPOPTION

4A 2 0.1 0.15 4.80 EKQOpTION

Ocov agopd tn yeoueTpia TOL d0YEiOL, EX0VV dlepeLVnOEl 01 aKOAOVOEC TEPITTMGELC:

A. Katd ™ @option/ ekeodption tov suotiuatog, [ivakag 7:
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I Adpopot dykot doyeiov V (Iepintwon 1B), V/2 (2B) and V/4 (3B);
Il. Awgopetikd TR [TR=1 (ITepintwon 5B-6B), 0.45 (1B), 0.225 (4B)], kpatdvtoc otobepd
TOV OYKO TOL doyeilov ico pe V.

Mivaxkog 7. Tleputdoeig mov peAeTONKoY OGOV apopd TNV ETIdpOOT TOV oYNaTog Tov doyeiov PCM otnv
0tOd00M TOL GLOTNHATOG omobnkevog BepuoTnTag VIO T popeN AavBdvovcag BepudTnTog.

Mepintoon V [m?] A [m?] Abs Avall H [m] Typa ®aon
[m?] [m?]

1B 0.0008326 | 0.0045 | 0.01081 | 0.03456 | 0.1121 ITC @OpTIoN/EKPOPTION
2B 0.0004163 | 0.0045 | 0.01081 | 0.01813 | 0.0560 ITC POpPTION/EKPOPTION
3B 0.0002081 | 0.0045 | 0.01081 | 0.01058 | 0.0280 ITC POpPTION/EKPOPTION
4B 0.0008326 | 0.0045 | 0.02054 | 0.03130 | 0.0721 ITC QOpTIoT/EKPOPTION
5B 0.0008326 | 0.0045 | 0.0045 | 0.0440 | 0.185 | Kbvhwvdpoc | @dption/ekpdption
6B 0.0008326 | 0.01081 | 0.01081 | 0.02839 | 0.077 | KvAwdpog | @OpTIoN/EKPOPTION

B. Katd ¢ didpketo e anobnkevong: Meiét dwupdpav dykov ITC (V, V/I2, V4, 2V and 4V).
Y& aT6 T0 6VVOAO TEPITTOGEMV oL eEgtaotnkay (Iivakeg 9), ypnopomomndnke N uEBodog pévoong 0o
otpopdtov (Iepintwon 2A, Mivakag 6).

H yeopetpia Tov doyeiov - oykog V kar Adyog TR icog pe 0.45 - kot 10 Slokprtomompévo medio mwov
YPNOLOTOONKE KATA TNV TOPAUETPIKT] LEAETN TOV HOVOTIKGV oTpopdtov ansucovitoviol otnv Ewkéva
140 ko Ewova 14B, avtictoyo. H yeopetpia ITC tonobeteiton kabeta. 10 KAT® PEPOG TNG, O EKTOUTOG
Tov petatponéa TIPV elvar otepempévoc, epyOeVog o€ Guecn emagn e To Aopévo mopitio. Katd v
EKPOPTIOT TOL GLGTNHATOG, 1] Avodog Tov TIPV cuvdéetar pe To choTNHA Kot eVEPYELD OKTIVOPOAEITAL OO
TOV EKTOUTO, TpoKoAmvTag TN otepeomoinon tov PCM. Koatd ™ dudpkela g meptodov goptiong M
amofnkevong N dvdoc TIPV amocuvoéetarl amd T0 GOUGTNUA KOl O EKTOUTOC GTOUOTA VO, EKTEUTEL
Bepuotnta. AAleg empdaveleg 6To S0YEl0 TEPIAAUPAVOLV TAEVPIKE KOt AVm TOYYMUOTO, TOV GTIV TOPOVsCaL
avdAvon ovoudlovtal TO®IOTO Kol aToppoPnThs, OVIIGTOLYO.

0 | | )

0.06 -

004
002f

ofF

0.112m
Y (m)

002

_H

i [ PSM (Si) ooE
" GFM 08

1 1 1 1 1 1 1
002 0 002 004 006 008 01 0.12
X (m)

—
9

1 layer 2 layers

Ewova 14. ) [Teprrtmoeic mov e£eTAoTNKAY KOUTE TNV TOPOUETPIKT LEAETN TOV HOVOTIKOV GTPOUATOV
kot PB) OSwokprromomuévn yempetpio (noP: ekmoundg, mPaovo: Kevipikde GEovag, KOKKIvO:
TOPPOPNTNG, HAVPO: TOLYDLOTO).

Awdkaoia otepeomoinong/ TENg

O Mivaxag 8 mapovoidlel o1 oplakég cuVONKeS mOL £yovV OPLOTEL KATA TN POPTICT/EKPOPTIOT TOL
ovotiuatoc. Ot Beppoguoikic 1810t teg PCM-agpiov avaktdvror amd to [232]. Katd tyv ex@option tov
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ovoTHuaToc, 1 Beppokpacio tiBetan apykd (t=0) ion pe 1680 K otnv emipdveia Tov ekmopmon Kot ion pe
1960 K otov anoppopnth. ['la T0 Beprokpaciarxd Tpoeil 6To VITOLOITO TESIO YPNGIULOTOLEITUL YPOULLIKT
nopepPoln ovtdv Tov dvo Twev. H dudwkacio ™éng tov PCM mpocopoidvetar Alyo petd tn @don
otepeonoinong tov. Apykd, to oteped PCM yepiler 1o 92 % tov doyeiov, Yo va amogevyfodv tuyxdv
TpoPARUaTe AOY® TG SIGTOANG TOV HETA TNV THEN. TN @dom avth, 1| Oepuokpacio tov PCM opiletar og
140 BaBpovg yapnAdtepn omd to onueio ENG TOV.

Mivaxag 8. Zvvopilaxég cuvinkeg TpoPANUOTOC KAT T PAo OpTIoNS/ EKPOPTIONC.

Yvvoprokn ouvOikn | Ilapapetpoc | Movaoeg Twuég
T K 300
=~ ,
E Hlsyplk‘a ’ Rinsulation m2 K'W-l MSTQB}‘*HT()' (Table 27)
2 oy wuozal Totyoc b 0.01
S | Amoppopyrijc et i '
3 kvessel W'Il’l'l'K'l 125
N Exmoundg Toiyog Q W-m? Qen (T), €q. (141)
Exmoundg/ Toivo T K 300
§ Amroppoontijc #OS Rinsulation m2K-W?1 = Metofinto, (Table 27)
g T K 2000
X , wall
ig Hlsl,)p"fa TO{XOQ b\/essel m 001
TOIZw”aTa k\/essel W'm-l' K-l 12 . 5

Ymv Ewova 15, anewcovilovtar To contour tov kKAAGUatog THENS TuPLTion Yio Ta S1Apopo. LOVATIKA DAIKE,
OV JOKIUAGTNKOV. & OAEG TIC TMEPITTAOCEL TOPATNPEITAL 6TAd0KY GTEPEOoToinon tov PCM and tov
moBpéva TPoG TV avATEPT TEPLOYT TOV d0YEIOV, AOY® TNG EKALGNG BEPUOTNTOS OO TOV EKTOUTO.

LF [-]

1

0.95
! 0.90

0.85

0.80
0.75

0LUY O

0.70
0.65
0.60
0.55
. 0.50
0.45
0.40
0.35

LU 09

0.30
0.25
0.20
0.15
0.10
0.

LU 06

Ewdvo 15. Contour khdouartog typatog yo t=30, 60 and 90 Aentd yio 11¢ meputtdosig a) 1A, B) 2A, v)
3A, kot ) 4A (kékkwvo: oéplo-tnypo PCM, pmhe: oteped PCM, Swokekoppévny povpn ypoppn:
dempavelo. agpiov-PCM).

SOUE®VO PE TNV OVAAVOT, YUO. TIC GUYKEKPIUEVEG cLVONKEG Aettovpyiog OV €EETACTNKAY, ATOLTEITOL
uoveon pe cuvolky péon Beppkh avtictoon Rin tovddyiotov ion pe 2 m*K-W? yua va amogevuyfovv
VYNAEG Bepuikéc andieles. Xe kb GAAn mepintmon, mapatnpnnke OtTL o1 ammAgleg BeproTNTOC AITd TO
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TAELPIKA TOYYOUOTA Elvan CNUOVTIKA VYNAEG, oYedOV GLYKPIoIIEG Le T por Beppdtntag mov eEépyeTon
amd tov ekmountd Qem (06 Qioss/Qem=~6.5 % yioo R=2 m*K-W1, ¢ Qioss/ Qem=65 % Y100 R=0.1 m>K-W1).
Xg VTN TNV TEPINTO®ON, GYNUTICETOL pia O10KPLTY] OTEPEN PACT] KOVTIA GTO TAEVPIKE TOLYMULOTA KOl [l
AETT) KPOVGTA 6TO AVATEPO TUN O Tov PCM, kovtd 6t Siempavein PCM-adpavois aepiov. Adym avtdv
TOV CYNUOTIGU®V, VITAPYEL LeYGA0g Kivouvog eykAmPiopod vypod PCM oto ecmtepikod tov atepeov PCM
OV UTOPEl SUVNTIKE VA TPOKOAEGEL VYNAES TYEG TTieon g 6T0 EcmTEPIKO TOL doyeiov. To pavdpevo owtd
napatnpeitor 30 Aemtd petd v évopén g dadikaciog otepeonoinons (Ewova 15a). T'a nepurtdosic
OOV Qioss<<Qem, TETOOV €100VG CYMUOTIGHOL dEV TOpaATPOVVTAL, OAAG pdAAov o "kpovota'' otnv
dlempdvelo. 6TEpE0V-VYPOL 1 omoia oynuatiletal pOVo Katé TO TEAKA GTAOW TNG GTEPEOTOINGNG TOV
mopttiov -oyedov 1 dpa petd v évapén g dadikaciog otepeonoinong (Ewkova 158, v kat 8).

@) B)
1 t:l(l:Zh 0 = ] = AR W W _ W X T T AT ar A
[t=1.2h | P ~-38=-24[l=12.3]
1 / 2200 | =
0.8 | [=-336 I _I=F
= o ] - —=7=1 -+
Z 06 ’ —H 1850 [ 400
E ' / _ o0 B33
Q = —
é 04 ~ ”
{.:..I -800 1/
o 02 £
_él -1000 HF
r i
0
0 0.5 1 15 2 R o5 ] s )
t [h] t [h]
—Case 1A =—Case 2A —_— Qe
—Case 3A —Case 4A - - Qs

Ewova 16. o) Twéc otepeov kKAdopatog kot f) anmieieg OepuodtnTog GUVAPTHGEL TOL XPOVOL Yo TO

SIPOopa LOVOTIKA GTPAOUATO TTOV SOKIUACTIKAV.
TéNog, o1 VYNAEC TAEVPIKEC OMAOAEIEG UTOPOVY VO EXNPEAGOLY OPVNTIKG TN GLUVOAIKT 1oy0 €£6dov. To
YEYOVOS 0vTO amodelkvieTal otV Tepintmon 1A, dnov 1 woydg e£650v gival youniotepn amd 6,1l OTIG
VIOAOITEG MEPMTMOELS OV HeAeTNONKav. Emopévog, n cvvolkn Oeppdotnta mov ekAdeTON KOTh TNV
EKQOPTIOT TOV GLOTNUATOG EIVOL GNUOVTIKG younAoTepn oty wtepintwon 1A amd 0,TL OTIC TEPIMTOCELG
2A-4A (Qem=-2.3E+03 kJ yia tqv1 A kot Qem~-3.5E+03 kJ yia t1g vrorowuneg mepintdoetc). Iapoiavta, 1
ammAELn OepUOTNTAG LEIDOVETOL OTOSIOKA, AOY® TNG LELOVUEVNC Olapopdc Beppokpaciog peta&d vAtkoy Kot
nepipairovrog, kabhc 0o PCM otepeomoteital, kot Aoyom tov oavéavopevov Tiudv tov R kabmg 1
Oepuokpacio méptel, Exkéva 16B. To yeyovog avtd eival mo gpoavég yio v nepintwoon 1A.

Kotd ) ddpketo TG OPTIONG TOV GLGTHWOTOS, KATAAANAN puoveeon mpénet vo eEacaAilel ypryopoug
pLOove ™MéNG, OTmg avTol ToL emtTLYYAVOVTOL 68 AdAPuTIKEG cLVONKES, KOOMG og KAbe AAAN mepinTmon
o1 VTEPPOAIKES amMAELEG 0EpUOTNTOG ATTO TOL TAELPIKA TOLYDUATO EVOEYETOL VO, ETLPPUSVVOLY T dladtKaGio
™énc. Katd m edon avty, mapatnpndnke pikpn enidpacn otig Oepukés andAEES TOV GVGTHUATOS Y10,
Tipéc tov R foeg | peyoldtepeg and 0.1 m?K-W, kabbg n sioepydpevn Oepuotta and to. mALLPIKE,
T ®OUOT, Quan, Elvar onuavtikd vyniotepn amd ™V Qiess, Ekove 17, diotnpodviog toug vynAovg
pLOOLE POpTIoNg oL Ba emiTVYYAVOVTAY VIO adlaPaTikég cuvOnkes, Ewéva 17a.
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1 —Case 1A P 1500e —Case 1A
----Cafe 2A. 14000 —Case 2A
— =Adiabatic
0.8 g N
A
12000
ko
o
> 0.6 f 10000 ~
=) ¥
- 8000
= 04 f © =
g o Vi 6000
E| y
1
0.2 4000 EI Qwall/ ()lnslszl?z-ll03 ' {
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2000 l’ J Quan/ Quoss=10-10 }
Y. . AT T T 1T T 71
i ) T YT Y P PP N
0 0 E= R IR R R PSS B S 14X, LTXT LT
0 0.05 0.1 0.15 0.2 0 0.05 0.1 0.15
t [h] t [h]

Ewova 17. o) Tég Khdouatog thynotoc Kot f) andigieg 0epudtrag GUVIPTHGEL TOL ¥POVOL Y10, TO,

SLAPOPO LOVATIKA GTPOUATO, TTOV SOKIUAGTIKOV.
2Opemva Pe TV avaAvoT 1 omdd0ocT TOV GUGTHLOTOS KOTA T (ACT pOPTIoNG/ek@dpTiong eEapTdTal oE
pueydio Pabud omd tov 0yko Tov doyeiov, Tov apBud TR kot tnv emipdveln tov ekmopumov. [T
CULYKEKPLUEVD, Y10 YEOUETPIEG 1010V OYKOL (TeputTmdoels 1B, 4B-6B), o ypovoc atepeonoinong avédvetar,
otav av&dvetan avtiotoryo To Vyog Tovs. ['a 10 Adyo avtd 1 mepintwon 6B mapovsialet Tov mo ypryopo
xpovo otepeomoinong (ldischarge=0.72 ®peg), evd mo apyn eivor 1 nepintwon 5B (tischarge=2.56 ®PEQ).
Métpiot pvOuoi otepeonoinong mapatnpovvral otig tepurtdoels 1B kot 4B (ITC pe TR=0.45 wat 0.225).
Yuykpivovtag avtég Tig 000, mapatnpeitarl 6t o ITC pe TR ico pe 0,225 (nepintmon 4B) otepeonoteitan
oxedov 17 % tayvtepa amd avtd pe TR=0.45.

W0 B)
y AT A ! T2 =
/ | /] T >
[l d D7
0.8 1 p 0.8 y.rdY -
4 / |
- “ - //// L4
- = /
z % [ p z 0.6 7
=) [ pd = V7
; = 7
Q T ) y
I 04 7, =04 1/
=
=, ! 4 —Case 1B
@ %* —Case 1B = 7 —Case 2B
I —Case 2B By 2
0.2 _ 0.2 | —Case 3B
Case 3B
/ Case 4B Case 4B
—Case 5B —Case SB
o W —Case 6B 0 —Case 6B
0 0.5 1 1.5 2 2.5 0 0.05 0.1 0.15
¢ [h] t [h]

Ewcova 18. Tipéc kKhdopatog o) otepeov kat f) vypov yia Tig S18Popeg YEMUETPIES TOV SOKIUACTIKOAV.

H avtifetn tdon avapéveral katd v mepiodo thEng tov PCM, Ewkova 18B, kabmg n Oepuotnra oe ot
TNV TEPITTMON TPOEPYETAL OO TO TAEVPIKA TOLYDUOTO. XTIV TEPITTM®GT CQLTT, Yo TOV 1010 OYKO doyEioV,
060 HEYOADTEPO €ivol TO VYOG KOl, ETMOUEVMG, OGO MEYOADTEPTN &€ivol 1 EMPAVED TOL TAEVPIKOV
TOYMUOTOC, TOGO 7o ypiyopa Aldvel o PCM. Avtdc sivar o Adyog yia Tov omoio 1 mepintmon 5B -
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KOAMVIpog pe emedvelo mAevpikod Torydpatog ion pe 0.044 m2 oyedov 1.3 popég peyalvtepn and v
nepintoon avapopdg (repintoon 1B) - Mdver taydtepa omd OAeG TIC TeEpTTOGELG TOL e€eTAoTNKOY. ATO
Vv dAAN mhevpd, o Ppaditepog puBudg ™ENS Tapatnpeital oy mepintwon 6B, 6mov o doyeio €xel To
HkpdTeEPO Beppratvopevo totympa, ico pe 0,0284 m? Ocov apopd Tov Aoyo kmvikdtntog Tov ITC, To doyeio
pe TR=0.45 tketat toydtepa, AOY® TOL LEYUADTEPOV EMPOVELOLKOD TOYYMUOTOC TOV G€ GUYKPIOT) LUE EKEIVO
pe TR=0.225. H avtiotabuion peta&d tov pubuod eoptiong Kol EKQOPTIoNG TOV GUGTHLOTOG 001YEL 0TO
CUUTEPAGHO OTL O AVEGTPUUUEVOG KOVOG Ie AdYo kavikotnTag, petaln 0.225-0.45 givor n féltiotn Adon
OV UTOPEL VO KATAGKEVOOTEL LETAED TOV YEDUETPLOV TOV SOKIUATTNKAV.

Iepiodog amobnikevong

[pokeyévov va peret el kat va extiun el m6G0¢ xpovoc Bo tepdoet puéypt 1o doyeio va yAoel TANPOS TNV
mePLEXOUEV] €véPYEX TOL VIO popen AavBdvovcag Beppomntog kotd Tn Odpkew g TEPLOSOL
amofnkevoNc, o1 d1aPopeg TEPIMTMOEIC oV e&gTAoTNKAY, OopioTikay apykd atovg 2000 K. Osmpndnke
Oepuokpacio mepipdrrovtog 300 K, evd vmoroyicTnkay 1060 01 amdAElEG OepuodTnTAG HECH CLVAYWOYNG
000 Kot ol andAeleg Oepudtnrag pécw axtvoforiag mpog to meptBdiiov. L' Tig eEmTepikég empdveleg
TOV GUGTNHATOC £XEL OPIGTEL TIUN GUVTEAEGTY] pETapopdc Oepudtntog cvvaymyng ton pe 20 W-m2-K? xon
ouvtereoTr|g akTvoPoliog ioog e 0.3.

0) B)
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\ —Case 3C —CasedC
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Ewova 19. o) perofoin g Oeppokpaciog kor P) andieieg Beppotntog avd povado palog tov
GLOTHUOTOC KATE, TN JAPKELD TNG PACTG Ao KELGTC.

Me Bdon ta amotelécpata, To Vo dlePEHVNON GVGTN U UTOPEL VO 10T PNGEL TNV ATOONKELUEVT EVEPYELYL
TOV HE TN popen AavBdvovsag Beppdtnrag yio oxedov d0o NUEPES TOVAGYIGTOV £V UEPEL. Q26TOCO, LEGO OE
nepiodo amodnkevong piog efOopddng To doyeio YAveEL GNUAVTIKA TOGH TNG OTOONKELUEVIG EVEPYELAG TOV
Kat, €101, M Oepuokpacio Tov TEETEL oTovg 900 K. M7opei va emttevydel poakpoypdvio amodnkevon, arlrd
ue doyeia peyoAdbTepng YopNTIKOTNTOG, .Y, Tepintwon SI'. EmmAéov, npénel va onpelmbel 6TL o1 andAgieg
OepuoTNTOC TOV GLOTAUATOS AVA HALo LELDVOVTOL LE TNV aDENGT TOL OYKOL TOL 60)eiov. Ot LYNAOTEPES
Tipég evromiCovton Yo T meputdocelg 1IN ko 217 - o1 TepuITMOES AVTEG POIVOVTOL UN TPOKTIKEG Yo
amofnkevon akoun Kot yio pion MuUéEpa, 0eSOUEVOL OTL EXOVV VYNAEG TAEVPIKEG ammAeleg Bepuotntag -
vymAdtepeg omd 200 W-Kgt- evtdg tav 800 Tpdtmv nuepdv omodfikevong.
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Mivaxog 9. Xpovog amobrkevong ywo kdbe doxeio (ITC) mpwv ydoel v mepieydpevn Aavbdavovsa
GSPHéTan 0V (tdischarge, Iatent)-

Hspiﬂf‘l’(ﬂcﬂ Vyessel [m3] Avessel [mZ] VvesseI/ Avessel Vinsulation Rtotal,1680* tdischarge, latent
[m] [m°] [m® K-W-] [népec]

1r 0.0002081 0.02589 0.0080 0.00420 1.18 ~0.7

2r 0.0004163 0.03344 0.0124 0.00839 1.49 ~1.2

3r 0.0008326 0.04987 0.0167 0.01678 1.88 ~1.8

4T 0.0016652 0.07917 0.02103 0.03356 2.37 ~2.6

Sr 0.0033303 0.12567 0.02650 0.06712 2.98 ~4.6

3.7 Avaivon gvaicOnociog

Ev cvvtopia, mapovoidletar po avaivon gvoicOnoiog yia ™ AavBdvovca Beppotnta tENG, TNV €101KN
OeproyopnTikdTNTO, TN UETOPOAN NG OSIEMPAVELNG VLYPOV-GTEPEOD KOl TNV emMidpact Tng Oepuukng
AyOYLOTNTAG 6TO YPOVO POPTIGTG TOL GLOTHATOG anodnkevong Beppotnrag. O OTNTES AVAPOPAG TOV
PCM avtictoyobv og gkeiveg tov mupitiov. Ocov apopd Tic 000 TPOTEG TAPAPETPOVS, TAPATNPEITAL OTL
pe v avénon g Aavidvovcag BeppotnTog Ue Evav Tapdyovia €nl VO 0 YPOVOG POPTIOTG TOL doYEIOV
amofnkevong Bepuomrog avEdvetar oxedov kotd 30 %. To yeyovdc avtd Kotodewkviel TNV vVYNAN
emidpacn g Aavlavovcag Oeppdmrag Tov PCM ot0 ypdvo t&ng tov. Avtifeta, mapoatnpeiton pikpn
enmidpacn ¢ €WIKNg BeppoympntikdmTag ota aplfuntikd amoteléopata. Mo adénon tng &1Kng
Beppotrag Katd oxedov 50 % odnyel oe pikpn avé&nor tov ¥pdvov EOpTIoTS Tov doyeiov amobnkevong
Bepuodtrac, dnAadn 7 %. Iopoatnpeitor emiong po. pkpr| exidpoacT Tov EbPovg ™E “Mmushy” teploync ota
aplBuntikd aroteléopata. [To cvykekpéva, n avénon tov AT and 2 émg 20 K éxel wg amotélecpo pio
petafoAn tov xpovov téng uikpotepn amd 10 %.

Téhog, n avdivon evotoOnoiog deiyvel pa peydAn emidpacn oto ypoévo @OpTiong e 0 Oeputkn
ayoyomta K. ITo cvykekpiuéva, pa tepintoon pelétng pe ks, k=20 W-m2 K aroitei oyedov Sumhdoto
¥pOvo yia va Mdoer 1o PCM oe oOykpion pe ti¢ mepurtdoetg Ks,ki=180 W-m2-K* xou ks=60,k=180 W-m-
2K, Erniong napotnpeiton pio peicwon kotd 25 %, 6tav 1o K avéaver amd 20 W-m? Kloe 60 W-m? K1
(66% avénom). Téhog, éva dAlo cvumépacpa mov e&dystal givol 0Tt Katd ™) didpketo TG SldIKAGING
™Eng N Oeprukn ayoyyotnto e vYpPNc edong tov PCM emnpedlel TeplocdTEPO TO XPOVO POPTIOTG TOL
amo 0,11 1 OepUIKn Ay®YILOTNTA TNG OTEPEAS PAONC, 131G HETA TNV Evapén TG THENC.
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KE®AAAIO 4 Movtelomoinon
CUGTNUAT®V  KOKKMOOVLS  POTG
OB KELONG YNUIKNG EVEPYELNG

4.1 IIpo6royog

YT0Y0¢ TNG TOPOVGAS EVOTNTOG EIVOL VO TOPOVGIAGEL TNV AVATTLEN KOl TNV EMKVPMOOT| TPONYUEVDV
aplOuNTIKOV HOVTEAWDVY, T OTTO10 LTOPOVV VO XPNGLUHOTO B0V Yo TNV TPOGOUOI®GT TG LOPOSVVALIKNG,
TOV UNYOVICUOV LETOPOPAS BEPUOTNTOC KOL TOV PLOUMOV KIVNTIKAG OVTIOPOoTG -EPOGOV VITAPYOLV- EVOG
GUGTNOTOG PECTOTONWEVIG KAVNG aeplov-otepeot. H kipla mpocéyyion povieAomoinong KoKKm®Oovg
pong Pacileton ota poviéda kot Euler-Euler TFM 1 MFM yia S1pacikn 1| TPIQAGIKY poT|, avIicTolya,
evd epapuoletor pe po, véa £K8001 ToL LovTEAOD omieBédkovoag eaytotomoinong edcswv (EMMS) mov
avantOyOnke o1o TAaiclo g mapovcsag Alatpirg. EmmpocOeta mpocopoidvovtal 6A0L o1 unyovicpol
petapopdg BepuotnTog (cuvaywyn, oyyn Kol akTivofoAic) 6€ GUGTAUATE PEVGTOTOUNUEVOV KAVAV.

Ta povtéra Tov avartuydnkay Kotackevdotnkay oty TAateopua tov ANSYS Fluent (v19.1 ko v21.1)
pe ) ypnomn oedopévov Aertovpyiag Kol OploK®y cuvOnkdv oG eykatdotoong cviguyovg Cevyoug
evavOpaknti-acfectonomty (DFB) 1 MWy mov Bpicketon oto mavemomuo TUDA 1660 yuoo v
TEPIMTOOT AUEOTG KOVONG KAVGIHOV HEGO GTOV 0GPEGTOTOMTH OGO KOl Ylo TNV TEPITTOOT EUUEONG
npocdoong Oeppotntag (Indirectly heated calcium looping - IHCaL).

H Baocwn 18éa g teyvoloyiag tov kOKAov acPectomoinonc-evavpdkmong (Cal) ypnoyonotei dvo
Lo LVOESEUEVOLS OVTIOPAGTNPES PEVGTOTOUNUEVNG KAIVIG, cLVIB®G Evav acBecTOmOINT] GLGOAIS®V Kol
évav  evavOpakwt pevotomompuévng KAivng kvkkogopiog (Ewkéva 20). H mpocopoivon 1ng
PEVOTOTOMUEVTG KATVNG YiveTal pe TPLoddoToTo TPOTO Yo VO aoTUT®OoUY pe pPeYAAn axpifela ot
gtepoyeveic oynuatiopol (puoaiidec, cvoocouatdpote couatidiov kAr.) O kdkiog (Cal) uropsi tedikd
va ypnoonoindei T10co yo Oeppoynikn arodnkevon BepprotnTog 660 Kot yio déougvon do&etdiov.

Combustor
IHCaL Calciner

Ewova 20. Tpiodudotato oxyniue g eykatdotaong | MWy DFB pe o) tov acfectomomti pe kovon
o&vyovou ko B) tov acPectoromt IHCaL [291].
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4.2 Emxdpoon tov poviéhov EMMS (povada evavipaxmong 1 MWin)

To povtéro omoBéikovcag EMMS 7mov avartoybnke otnv mapovoa Awotpipn amotelel cuvéyeln Tov
EPELVNTIKOV £pYacIdV mov avartuyOnkav amd tovg Nikolopoulos et al. [136] ka1 Wang et al. [160]. H
dapopd Tov povtélov ov avantdydnke edd o€ oxéomn pe tovg [136] kau [160] mephopPdvel ™ ypnon
evog koo o FORTRAN o omoilog umopel vo tpomomoindel evkola avaAoyo UE TO VTOUOVTELD TTOV
ypelaletar va copmepinedovv oty ekdotote avilvon. Emmiéov, ypnoiponomnke (o véo GuoyETIoN
Y10, TNV SIAUETPO TOV GLGOOUATOV couaTIdiOV Baciouévn oty epyacia tov Subarrao et al. [143], n onoia
EIGAYEL VIO TPMTN POPE GTNV AVAAVOT| TN SIAUETPO TOV OVTIOPUCTHPL MG TAPAUETPO emiAvonc. [a va
ereyyOel 1 eykvpoTa TOV poviéAov EMMS ypnoylonoleitar o mAoTiKOg avTidpactipag evavipakmth 1
MW tov TUDA, ypnoylomoimvtag onpeio Aettovpyiog yio 6OYKPLonN Kol ETKOPOOT).

4.2.1 ApOuntikn pnébodog
2V TapovGO. EVOTNTA TOPOVCLALoVTAL OPIGUEVES OO TIG KOIVES TAPUd0YEC TOV VioOeTHONKaV:

e Tpwddotatn pon pe apBpd Courant pikpdtepo amod 0.75 ko 3A medio;

e Tlolvgaoikn pébodog: MéBodoc katd Euler-Euler — Movtého 600 pdoemv (Two-fluid model);
o Oidvvapelg petald tov copatidiov povteromotodvtat pécm g Bewpiog KTGF,;

e Xpnon og poviélo omobédkovoag to EMMS kat oOykpiom ov pe o poviédo tov Gidaspow;
o IooBeppokpaciokn otpmtn pon pe péon Beppokpacio 908 K kot otabepn palo copatidiov;
o Xpnon povtédov evavipdkmong copemvo. pue tovg Hawthorne et al.;

4.2.2 Teoperpia kot opOuntikd mAdypa

H Ewoéva 21 aneikovilet v mpoyloTikn Ye®UeTpic TOL vavBpakT, 1 0ol TapovstaleTol AETTOUEPDS
oV gpyoacia Tov [294]. To Hyoc Kot 1 E0OTEPIKN SIGUETPOC TOL KVPIWE OVTIOPACTIPO — O 07010 £ivatl 0
puévog mov poviglomoteitan otny mapovoa Satpipr]- eivor 8.661 m ko 0.59 m, avtictorya. Ev cuveyeia,
KoTOoKELALETAL £VO, TPIGOIAGTATO VITOAOYIGTIKO TTedio pe 600 avoADoELS TAEYUATOG, VO 0patd Kol &V,
mokvo, Tov amotehovvrar omd 31,207 and 285,369 eEaedpikd keAMA Kol avTioTorobV o€ Evav AOYo een/dp
{00 e 465.64 yio 10 apoid kot 222.67 yio o TUKVO TAEY .

1: Distributor, ‘
D=0.59m

2: Auxiliary Burner
3: Loop Seal 1

4: Loop Seal 2

5: Secondary air

6: Secondary air

7: Water Lances

8: Outlet

Initial Geometry Geometry clean-up Domain discretization

Ewova 21. Tpiodidototo oynpe Tov evavipak®T Kot S10KpLToTomUéVN YE®UETPIA.
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4.2.3 Xvvoplokég cuvONKeg Kot cuvONKeEG Asttovpyiog

O1 ovvoplokég ocvvBnkeg tov mpoPAnuatog cvvoyiloviar oto [174]. Apyikd, n oteped @domn eivor
OLLOLOLOPPO KOTOVEUNUEVT] 68 OO TO TpLodidotato medio pe &=0.067 mov avtictoyel og pnalo otepedv
ion pe 282 kg, 6mwg vrodeikvdovy ta mEpapatikd dedopéva. H péon duapetpog tov copatidiov ivat ion
pe 91.39 um kot vroroyiletan cOpEwva pe T oxéon [52].

Mivaxag 10. 1610 1EC TNG OTEPENS KO AEPLOG PAOTG.

IHapapetpog Twn Hapaperpog Twn

ps, kg-m3 1650 Hg, kg ms? 3.91085 -10°
dp, um 91.39 (Geldart A) | &mf, (-) 0.55

Ug, m-s? 1.930375 Emax, (-) 0.9997

U, m-s? 2.9495 .10°® &smax, (-) 0.65

Uy, m-st 0.175746 ess, (-) 0.9

pg, kg-m?3 0.389

4.2.4  ApOuntikd poviélo

O Mivaxag 11 napovoidlel Tig mepimtdoelg mov povreAomomdnkav. To ypovikd frpa T@v vroAoyiopudv
gtvan ico pe 107 Sevtepdrenta ya Tig neputdoelg 2- 4, kar 2-10 devtepdrenta yio v mepintoon 1. T
v axpipn TpoPAEY” TOV TPOPIA TigoNG, O GUVOAMKOS XPOVOC TPocopoimong eivat 20 dgvtepOAETTO, EVD
ta teAevtain 15 dgutepOAenTa YPNOLULOTOIOVVTOL Y10 TOV VIOAOYIGUO YPOVIKA LEGMVY TILAOV.

Mivakag 11. [TeprtdoElc TOL TPOGOUOIDONKAV Y1 TNV EMKOPOGCT) TOV LOVTEAOV.

epintoon

IMiéypo | Movtého ome0éikoveag | Specularity Coefficient

Mepintoon 1
Mepintmon 2
Hepintoon 3
epintoon 4

4.2.5 Amoteréopata
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Ewova 22. Xpovikd péon Ty g mTeong KOT PiKOG TOL KEVIPIKOL GEOVO TOL aVTIOPACTIP.
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Mg Bdon to apBuntikd arnotedéopoto, To povtého Gidaspow vepeKTipd T 6TOTIKY TiEoT 6YEGOV GE OAO
0 Vyog tov avoyatipo (Ewkéve 22). To yeyovog avtd €xel mopotnpndel ko o dAleg epyaoiec [299].
Avtibeta, to povtého EMMS avamopdyst amotedéopata onpavtikd vynidtepng axpipeloc, 18iog oty
mEPLOYN TG TUKVIG KAvng. Ot amoxhicels amd to meEPAOTIKE dedopéva Kovid o6to VYog Tov 1m,
oyetiovTal e T0 YEYOVOG OTL T AVOKLKAOPOPOVVTO GTEPER COUOTION EIGEPYOVTIOL GTOV OVTIOPUOTIPA
Kovtd og autd to Vyog Ko AGY® TOov OTL 6NV TopoVce UEAETN] TPOGOUOIMVETOL UOVO O KOPLOG
avTIOPACTAPOC, OV AAUPAVETOL VTTOYT TUYOV TOAUIKT] GUUTEPLPOPE TOV GLOTHLOTOS OVOKVKAOPOPING.
Ocov apopd Ty enidpaon g TUKVOTNTAG TOV TAEYLOTOC, 1 ATOKALGN TNG VITOAOYILOUEVNC TTAOOTG TECTG
Kt UKo Tov dEova Tov avTdpacTipo LETAED TOV ATOTEAECUATOV TOV VO TAEYLATOV TOL £EETACTNKAV
vio to povtého EMMS eivar pikpotepn omd 10%. H vmodoyllopevn e&dptnon and to TAEYA Y10 TO LOVTEAD
EMMS eivon mepinov 6,5 % (cedipa L2). H tiur avtr Bempeitar apretd younin yio ovtov tov gidovg tig
TPOCOUOIDGELS (oYedOV aveEaptntn omd to mAéyua). To idto dev mapatnpeitol yioo TV TEPITTOON
Gidaspow, 6mov o vroloyiouévo opaiuo, tng vopuag L2 givar tepinov 11 %.

H Ewova 23 aneikovilel otiypudtuna tov KAAGHATOS OYKOL TG 6TEPEAS PAomg oTo eminedo Y=0 kot yio
Vyog avTdpactipa Emg 3.5 puétpa. H mpdfreyn oynuoticpod cVeoOUATOV COUATIOIOV EIVOL ELEAVAC Y10
v Tepintwon tov povtéAov EMMS axopn kot av epappoctel to apotd miéypa. Avtifeta, to copfotikd
povtélo Gidaspow mpokaiel onpavtikd o@dipata oty TPOBAEYN TOV POIKOV Gavopsvmy. Ta oteped
COUOTIOW KATUVELOVTOL OPKETA OUOIOLOPPO GE OAO TO UNKOC TOV OVTIOPAOTNPO Kol OEV VIGPYEL CAPNG
SLaKpLomn HETAED TNG TUKVNG KAIVIG Kot TG apaitig pong 6To v LEPOG TOL avtidpacthpa. EmmAéov, to
opoyevég povtédo Gidaspow diver vymAdtepn T avaxvKAOPopiog oTEPE®Y COUATISIOV, dNANST Tepimov
182.89 kg-m2-s, 6 chykpion pe 1o oynua EMMS mov diver tiun mepinov 25.6 kg-m2-st. H npopreyn
Tov povtédov Gidaspow gaivetor un peaMoTikn, 6£d0pEvov 4Tt o1 LYNAOL pLBUOTL avakvkAoPopiog givat

TUTIKOL Y10 PEVOTOTOMNUEVES KAIVEG ovakLKAOPOpiag vymAng Tukvotntog [300].
l

0) B | 5)

0.50
0.48
0.45
0.43
0.41
0.39
0.36
0.34
0.32
0.30
0.27
0.25
0.23
0.20
0.18
0.16
0.14
0.11
0.09
0.068
0.046
0.023

A
Ewova 23. Xpovikég otiyuég Tov KAGGHaTog 0ykov otepedv o€ t=20 dgvutepoienta LeETd TNV
apykonoinomn g mepintwong, oe eninedo Y=0 yw: (o) Ilepintwon 1, (B) Hepintwon 2, (y)
[epintmon 3 ko (d) Iepintmon 4.

Téhog, mpaypotomoOnioy Ttpodcheteg apOUNTIKEG SOKIUES Yia TH GUYKPLIOT) TV TECCAP®Y TEPUTMOCEDY
OG0V aPopd T0 VTOAOYIGTIKO KOGTOG Y10, TV enitevén 20 devteporéntov npocopoinong (ITivakag 12). Ta
PO TIKG OTOTEAEGLOTO ATTOOEIKVDOVY OTL 1) TEPimT@on 1 £xEl TO LKPATEPO VTOAOYIGTIKO KOGTOC, GAAG
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elvar n mo avaxpiPic. H mepintwon 2 amoitel oyxeticd opnio vroloylotikd K06Tog Kot gival moAd mo
axpiPpnc and Tig mepmtdocelg 1 kot 3. Xvumepacpotikd, to apod TAEypo tov 31,207 aplfuntikeov keMov
Kot to povtéAo EMMS Bewpovvtarl og o kaAhtepog cuvovac o akpifelog Kot VToA0YIGTIKOD KOGTOVG,.

MMivexog 12. YnoAoyloTikd KOGTOG TOL OOLTEITAL Y10 TIG PHEAETNOEIoEC TEPITTMGELS.

IgpinToon Mpaypatikég ypovog (1 CPU mopiiveg)
Iepintoon 1 15.4 opeg
Iepintoon 2 23.15 dpec
Iepintowon 3 238.1 dpsc
Mepintoon 4 333.35 mpeg

4.3 Begktiotomoinon 10V 6YEGLAGNROV TOV AVTIOPACTH PO EVAVOPIKOGCS

Y10V KOKAO a6PBecTomoinoNc-evavlpakmong o evavlpakmtg ival Bactkd KOUUATL TOL OAOD GLGTHLOTOG.
O BéAT10TOG GYESIAGLOG KO AELTOVPYIO, TOV UTOPOLV VL LENGOVY GNUAVTIKE TNV ardd0oT TG SEGUEVONG
Tov CO2. O BEATIOTOC GYESAGIOC TOV evavOpaxmT Oa mpémel vo enttpémel LYNAOVS YPOVOLE TAPOUOVIG
TOV OTEPEDV COUATIOIMVY Kot KaAn avapuién aepiov-atepeov. Mo 1860, apKETA EDKOAN KOl EVEAIKTT, Elval
vo, podlootel 0 Paoikds avtidpactpog Tov evavbpakmtr (riser) pe mepiocotepeg amd pio Ypoppég
Tpopodociog tov acPéotov (sorbent staging design — SbS), wo 16éa mov €xel swoaybei oe AEPnTeg
pevotonomuéving avakvkiogopiog [307], 6mov Ta oTeped Koo E1GAYOVTOL 6TOV AEPN T HECH SLOPOPOY
€1600mv. Mo dAAN evoAlokTiky A0om glvar vo tporomoinfel o oyedlacpog Tov muuéva g KAvng tov
avtidpootpo. kot va. sieayBel pa petafoilopevn didpetpog (fat bottom design — FBD).

Al 1 Al A |

6
6 6 X Y

1: Distributor,
2. Water Lances

3: Loop Seal 1 (LS1)

4: Loop Seal 2 (LS2)

8.661m

5: Auxiliary Burner
6: Outlet

; 7: Sorbent Staging inlet
[ (ssl)

5 d
4\UQ3 49%5 4l °
&, v ;1%33 3

Ewévo 24. Zyédio tov o) yeopetpiog avapopds, B) yeouetpiog uetapintod nubuéva - FBD kot )
Bobuomc etlsoyoyng kavoipov ShS/ SZD.

Y10 mAaicto g dTpPnig £xovv SoKIHOoTEL Kot GLYKPIOEL TEVTE OLOPOPETIKEG TEPMTMCELS GYESI®V
avTIOPACTAP®V EVAVOPAKMGNG, OGOV 0pOPd TO, TPOPIA GTATIKNG TTieoN g Kot TV amddoon déopevong CO..
Ot ev MOy évvoteg mepthapfavouv o oxediaon avlpakomomn avagopds, pe diauetpo ion pe 590 mm,

220



Kol TEGGEPLS 10E€G LETAGKEVNC TOL GYESIOV avapopds, dnAadn KAivn petofoaiidpevov mobuéva - Fat
Bottom Design (FBD) pe 600 dwopopetikeg naleg otepemv, kKAvn pe Pabumt) €160ymYN TOV CTEPEDY
copatiov - Sorbent Staging Design (SbS) kot kAivn pe elcaywyn TV otepedv copatdiov otnv apam
neproyn - Sorbent in Splash Zone Design (SZD). v nepintoon tov FBD, 1 d1Gpetpog Tou avtidpactipa
tpomomoteitan kKo Aapfaveral ion pe 0.759 pétpa €oc éva Hyog 1 pétpa amd tov dtavouéa, v Yo Eva
gbpoc vyovug oo pe [1, 8,661] pétpa M SAUETPOG TOL AVTIOPAGTIPO TAPOUEVEL 1 101 LE TNV aP)LKN
yveouetpia, nradn 0.590 uétpa. Etnv ShS nepintwon, 10% tov avayevvnbéviog vAKoD oV EpyeTon amd
TOV 0.6BECTOTOMTY] EIGEPYETAL GTN LOVADIX OO VYOG EVOG LETPOL TAV® OO TO OTUEID E1GAS0V TOL EVMVEL
I 600 povades (aoPeotomommm-evavbpakm) (staging inlet). Téhog, otv mepintwon SZD 100% tov
avoyevvnBEvtog VAKoD 16EpyeTal oty povado amo to staging inlet. o i apOuntikég TPOCOUOUDGELG
KoTookevaletal apOuntikd TAéypa yo kabe mepintwon pe évav Aoyo deen/dp ico pe 465.64 [174]. To
¥POVIKO Brpa Tov vroloyiopdy Aappdavetat ico pe 10 devtepdrenta. Ilepiocdtepeg AEMTOUEPEIES VIO TIG
OLVOPLOKES GLVONKEC KO TA. LOVTEAN TTOV Yphoipomomdnkay Bpiokovtal ot [174].

Hivakag 13. Xuykpvopeveg TEPUTTOGELS TPOGOUOIMOTS.

ApOpoc mepintoong HepinTtoon Malo otepe®y | AT0000T 0EGUEVONC
Iepintoon 1 Zyédo avapopdg (100%-0%) 282 xiha 87.03 %
Mepintoon 2 FBD-282 282 xiha 90.36 %
Mepintoon 3 FBD-340 340 kiha 91.91 %
Iepintoon 4 SbS (90% - 10%) 282 xiha 89.64 %
Iepintoon 5 SZD (0-100%) 282 xiha 88.70 %

Ta apBuntikd amoteAéopota deiyvouv OTL 6€ OAEG TIG TEPUITMOELS LETAGKELNG EMTVYYAVETOL KOAVTEP
anodoon oécuevong CO2 oe cvykpion pe tov oxedwoud avapopds. ITo cvykekpyéva, n amddoon
déouevong sivar ion pe 90.36% ko 91.91%, v T mepumtdoelg FBD-282 ka1 FBD-340, avtictouyo
(Mivexag 13). v npdtacn oyedacpod SbS emtvyydverat omddoon déopevong CO2 ion pe 89.64%, evd
N amodoon eivan yapniotepn (88.70%) otav to 100% tng @AoNS TOL TPOSPOPNTIKOL EYYEETOL OO TNV
€16000 TNE GTASIOKNC EIGOS0V TOL TPOGPOPTTIKOV. ZVUTEPUCUATIKA, OGOV 0POPA TNV ATOO0GT] SEGUEVOTG
Tov O10&ediov 1o GvBpaxka, n mepintwon FBD eaivetral n mo vrooydpevn peta&d dAov, otdco 1 18éa
oyedlao oD SbS gival 1 TAEoV TPOTILMOUEVT ADOT), ETELDN UTOPEL VO EPAPUOGTEL EVKOAOTEPA GTO GYEDI0
avVOPOPAC.

4.4 Aworoynon enEKTOoNS TG KAIPOKAG TOV avTiopaotipa tpog 20 MW,

To enucvpopévo povtého CFD ypnoiponoteital yio v mpocopoimon evoc avOpaxomomt 20 MW, o
omoiog tvar o avofadpopévn povada g povadag avbpakornomty 1 MW, [309]. Extdg omd tov apyikod
OYEOL0G L0, SOKIUAGTNKE EMIGNE 1 100 TNG E10OO00V TOV aoPEGTOL amd didpopa vym (SbS), dntmg giye yivel
TPONYOVHEVMG Yo, TN povado 1 MW [310]. Ze avt v 18éa, to 10 % Tov avayevvnuévov DAIKOD 1oV
TPOEPYETAL OO TN HOVASA AGPEGTOTONTH O10XETEVETAL OTO LYNAOTEPO VYOS OO TO TVEVUOTIKO GUGTILLOL
(loop seal) mov mov cuvdéel Tovg dHo AVTIOPUCTNPEC.

441 Teoperpio/ VIOLOYICTIKO TAEYLA KOl GUVOPLOKEG GUVONKEG

O avtidpactpag TG povadag twv 20 MW €xel byog ico pe 20 pétpa, kat 1) S1TopUn ToL eivar TeTpdymvn
pe dwnotdoelg ioeg pe 1.5x1.5 pétpa. H dedopévn yeopetpia, Ewkova 25a, tepthappdvel tov dtavopéa
(distributor) am6 Tov 0moio TO0 KAVGAEPLO EIGAYETL TPOG TO, TAV® 6T HOVAda, 1o TUAuo ££650v Kat 500
tuqpota Loop Seal- 1o mpodto (LS recirculation) ypnoiponoleital yio TNV €0MTEPIKN KLKAOQOPIO TV
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COUOTVOIMV  TOL TPOGPOPNTIKOD VAIKOD O©T0 €0MTEPIKO TOL evavOpoKmT, &vd TO JOgvTEPO
(LS_from_calciner) ypnoipevet yio T HETAPOPA TOV OVOYEVVILEVOD DAIKOD OO TOV aGBEGTOTOMTH 6N
povada evavOpdkwong. EmmAéov, teplappavovral to 6tadia eloddov (Stages) 1 kot 2, Ta onoio pmopodv
duvntikd va ypnoiponotnfovv g eicodot pong pHalag TV avayEVVNIEVOV COLOTIOMY TOV POPNTIKOV Y10
myv nepintoon oyediacpov (SbS) [310]. Kot ta dvo tonobetodvtor mvo and to LS from calciner, pe to
TPMTO Ao avtTd, oNAadn To Stage 1, va tomobeteiton 6to 1610 Vyog pe To LS recirculation. To devtepo,
tonoBeteiton 1 m ndvw amd to otéodo 1.

A
I (l)

1: Distributor

20m

2: LS recirculation
(from carbonator)

3: LS_from_calciner
(from calciner)

5 | O ’ 4: Stage 1
4 E 2 5: Stage 2
3

\i\ v | 6: Outlet

Ewova 25. o) Zynpa kot f) vmoroylotikd TAéypa pe teployeg peyébuvong otov mobpéva g KAivng.

To tpiodidotato mAéypa anoteleiton omd 296,464 £0edpikd KEAA, TOV AVTIOTOLYOVV GE £V AOYO Ueen/dp
ico pe 500.73. H Ewova 25 ancwkovilel to tprodidotato apaid maéypa. O IMivaxkag 14 cuvoyilel Tig
QUOUKEG/ YN UIKES 1OLOTNTES TOV OV0 CAANAETIOPOVI®V PAGEDV (a€PLo KOl GTEPER PAoN).

Mivaxag 14. 1d10t1eC 6TEPEOV-0EPIOV.

HopapeTpog Twn Movdoseg HapdapeTpog T Movdaoeg
dp 108.4327 um & 0.55 )
P, 1923.276 kg'm? & 0.9997 )
P, 0.3567 kg'm? € 1 ax 0.65 )
Y7} 3.9515E-05 kg'm?tst e 0.9 )

9 ss
4.4.2 TIpoGOUOIOUEVEG TEPTTMCELG
AV oyédio dokudotnioy yio ™ povade 20 MW, ta omoia avtiototyodv o€ 600 ond TIG TEPIMTMOCELS TOL

npocopolddnkay yo, tn povada woyvog 1 MWi, [310]. To mpdto avtictotel otnv mepintmon oxedacpond
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avapopdcs, Katd TV omoio TO AVaYEVVIILEVO DAKO TOL TPOEPYETAL Ad TOV AGPECTOMOMTH SLOYETEVETAL
amokAeloTikd pécm tov LS from calciner otov avBpakomomt. To devtepo givatl to SBS oyédio, katd to
omoio 1o 10% tov avayevvnuévou LAKOD gyyéetat omd vynAodTePo Vyog amd to LS from calciner (amd 10
01010 2), evd T0 90% avto eyyxéetarl péom tov LS from calciner. Ko otig 000 nepurtmwoetg, n palo tov
otepedv eiva ion pe 2270 kihd. To xpovikd Briua Tmv vroloyiopdy eival ico pe 5-107 Sevteporenta.

4.4.3 ApOuntikd omoteléopoto

H Ewoéve 26 ametkovilel Tov ¥povikd Héco 6po Tov KAAGHOTOS OYKOL oTepe®V 610 eminedo X=0 yia T1¢
dV0 TEPITMGELS TOL TpocopotONKay. Onmg paivetal, N TLUKVY pevsToTOMLEVT KAV emekteiveTan péypt
Vyog mepimov 2.5 pétpa, To onoio givar Kovid 6to VYog Omov gival TomoBetnpévo To LS recirculation, to
07010 YPTOULEDEL Y10 TNV ECOTEPIKN OVOKVKAOPOPia TG Hovadag evavlpakwong, kot 0.5 pétpa mepitov
TPOG T v amd to 6tdod10 2. ['a to Adyo avtd Kovtd oty meployy] avtn ennpedletol oe peydio Padud
70 7edi0 TOYOTNTOG, EVD VTAPYEL CLUGCMPEVCT| GTEPEDY CMUATIOIWOV, YEYOVOS TTOV EMNPEALEL GTN GLUVEYELN
NV 0mdd00™ TNG OEGUEVOTG.

VOF [m? solids - m~ cell]

0.3
0.287
0.273
0.26
0.247
0.233
0.220
0.207
0.193

0.153 LS_ recirculation

Ewova 26. Méoo kAdoua atepeod otov GEova X=0 ywa ™ o) IN'ewpetpio avagopdg kat B) ShS.

IMivaxog 15. At6doon déopevonc CO2 (1 MW kot 20 MW povadec).

MeletnOcica TepinTtoon Amddo0c1 déopgvong
Yyéoo avaeopds (20 MWin) 86.95 %
SbS oyéd10 (20 MWhy) 87.13 %
Yyédro avapopds (1 MW) 87.03 %
SbS oyédro (1 MWhy) 89.64 %

O Mivexeg 15 cvvoyilel 11 amoddoelg déopevong CO:2 vy ta 600 GYESIA TOV SOKIUAGTNKOY TOGO 0T
povéda 1 MWy, 660 kot ot povada 20 MWth. H épevva €deiée péypt otiyung 0Tt 6TV TAOTIKN Lovada
1 MW to SbS diver vynAdtepn anddoon déopevong CO2 and tov oxedacud avapopds. Qotd6co, 6NV
povada evavpakmonc 20 MWinn anddoon décpevong yio 1o oxéd1o SbS givar oxeddv ion -Atydtepo omd
1% vymAdTepN- pe T0 oYEd0 avapopds. Mia mBavn e€fynon YU avtd givor 6TL T0 6TAd10 2 gival apKeETH
kovtd oto LS from calciner. Xvunepacpotikd, avt 1 wWén Oa mpénel vo €etaotel mepUITEP® Yo T
povada peydAng khipokas- ®otdc0, ot povada 1 MW amokaAdednke OtL M 16éa oyediacpuod ShS
eaiveral va gival ToAD eAmd0POpa OG0V apopd T PedticTomoinon anddoong déopevong CO..
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4.5 Movtéro aoPestomomty 1 MWin pe kavon o&vyovov
451 TIpdéroyog

YKOTOG NG MOPOVGUS epyaciog glval M TPGOACTOTN TPOCOUOIMOT €vOG aGPESTOTOMTH TIAOTIKNG
KAMpaxog, pépog tng eykatdotacng ovlgvyots (evyoug 1 MWi, mov Bpicketar 6to TUDA. H evépyeia mov
amoteitot yo v gvoofepun avtidpaon mopéyetal amd v Kavon dvOpaka evtdg Tov 10100 avTdpacTipa.
H pon agpiov-mpocpoentikov-kovcipov tpocopoidvetatl pécw tov Eulerian-Eulerian MFM. Adym g
TOPOVGIOG 600 GTEPEDYV PAGEMY ePAPUOLETAL L TPOTOTOMNUEVT £kdoom Tov poviélov KTFG [156] ywa
TOALPAGIKY] por|. ['100 TOV VTTOAOYIGUO TOV GUVTEAEGTAOV GUVHALAYTG OPUNIG O.EPIOV-TPOGPOPTTIKOV VALKOD
Kol 0gPIOV-KOVGIHOL, Y¥pnotuonoobviot To mponyuévo poviého EMMS kol 10 opoyevég UOVTEAO
Gidaspow. EmutAéov, to cvppetpikd poviéro Syamlal-Obrien ypnoylomoteital yio 1oV VITOAOYIGHO TOV
GUVTEAECTY] AVTAAAAYNG OPUNG TPOGPOPNTUKOD VAIKOV-KaVGipov. I TNV TpocOoUoineT TV ETEPOYEVAV
KoL OHOYEVAV avTIdpdoemv epapudlovtar pubuoi avtidpacng mov £yovv avaktbei amd ™ Piioypaeia.
H enidpacn g topPng Aapupavetor veoyn pe v epoppoyn tov poviélov K-g. O pubude avtidpaong
evavOpakmong tpoctibetol emiong, Tpokeévon va eEeTactel og To1o Babpd Aapupdavel ydpao 1 avTicTpoen
avtidpacn, Otav m Oepuokpocio. 6TO ECMTEPIKO TOL AVTIOPACTHPO &ivol KAT® omd TIC GLVONKEG
evavOpdakwong. H d1auetpog tov 6tepedv ocopotidiny vroloyiletal péow tng drapétpov Sauter [52].

45.2 Teoperpia ko TAEypa

J A
4
1: Distributor
=
§ D,,=0-3967 m
=
D,;,=0.28m
2: Loop Seal
3: Burner
3 Fuel+
@wt 4: Outlet
N Jy
1 2
Ewcova 27. 3A oyéd10 g povadag. Ewova 28. 3A apatd mAéypa tng Lovadag.

To 3A voAroyioTikd Tedio OV avTIGTOLEL GTNV YemuETpia Tov avidpactipo ansikoviletor otnv Ewkéva
27. To Poaocikd pEPOG TOL AvVTIOPACTAPO €ivarl Evag KLAVOPIKOG cmAnvag vyovg 11.365 pétpmv kot
petafAntoug ecmtepikng dtouétpov amd 0.28 m kovtd otov mbuéva péypt 0.3967 uétpo oto vyog 1.14.
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Amd t0 Vyog avTo Ko petd 1 drapetpog mopapével otabepn ion pe 0.3967 pétpa. To dopnpévo apBuntikd
mAéypo amotereiton oo 18,698 e€oedpikd orotyeia, pe A0Yo deen/ dp ico pe 466.52 (Ewkéva 28).

453 Xvvoplokéc ouvOnkeg Kol cuvOnKeg Asttovpyiog

O1 poég aepimv/otepedv Kot GALES OprakéS GLuVONKES TOL TPOPANIATOG TPOGOI0PILOVTAL TEIPOUUATIKA OO
mv TUDA [325]. O IMivakag 16 moapovctdlel T 16010TNTEG TOV 0EPIOV KOl OTEPEDV (QOCEMV.
AxolovOnnke n mapadoyn 6tL t0 péyeBoc TV cOUATIOIMV TOV KAVGIHOL Kol TOV TPOGPOPNTIKOL OgV
petafdideton pe to ypovo. Téhog, N nala tov copatidiov etvat ion pe 13.5 kida.

IMivaxog 16. 1510t teg otepeov-aepiov (Zopatiow: Geldart A).

Hoapaperpog | Tyun Movadeg | Hapaperpog | Tipn Movadeg
Ps 1650 kg'm? Emf 0.55 -

dps 91.39 pm Emax 0.9997 | -

ot 34.67 um &5 max 0.65 -

Py 0.3434 kg'm? Ess 0.9 -

Hg 4.45-10° | kg mls?

454 Amoteréopata

H Ewova 29 anewcovilel ) péon ¥poviKa GTATIKY TIECT KOTA UWAKOG TOV AE0ova TOV avIOpAGTHPO. OE
OUYKPION UE TO OVTICTOUYO TEIPAPATIKO dedOUEVA. ATO TO YPAPMUO GUVAYETOL OTL TO TPOPIA Tigong
npoPAEnETOL pE péTplo eminedo axkpiferag. Me Baon mponyodueveg apBuntikég pehéteg [133, 136, 174],
Kupig 0cov aeopd v gykvpdtra Tov poviéhov EMMS, 1 mapovoa perétn deiyver v kaAdTepn
€YKVPOTNTA TOV G GYECT LE TO povTédo Tov Gidaspow, akouN Kot Yo ToAOTAOKEG aplOuNTIKEG GUVONKEC,
OOV U1 GEIPA OO TOAAOVG PLGIKOVE UNYAVIGLODS AAUPBAVOVY YDPO TOVTOYPOVA, OTMS GTNV TEPITTOGN
evog kavotpa. H péyiom andxhion amd to melpapotikd dedopéva evromiletor oty kdtm {dvn Tov
avTIOPACTHPO, OTTOL TO JEVTEPO oruelo Tigong eivatl oxeddv dVO POPEG LYNAOTEPO OO TNV TPOAYLOTIKN
nieomn wov voAoyiotnke. ' o vTOAOUTO N UEiD, 1) GLUEOVIK TOL APLOUNTIKOD HOVTEAOL LIE TO AVTICTOL O
TEPAUATIKO dedopéva etvol KoAVTeEPT- dtKaoAoydvtog £€tol Ot T0 TPoTevOpevo poviého EMMS,
CUUTEPIPEPETOL OPKETA KOAA, QKON KoL VL0 TOADTAOKEG GLVONKES Kot vITd cLVONKES 0paovg TAEYLOATOG.

R

Height [m]

0 250 500 750 1000 1250
Pressure [Pa]

Ewéva 29. Xpovikd péon otatikn nieon 6Tov aEova Tov avtidpaotipa i taer =15 devtepdienta.
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H Ewova 30 amewovifovtal contour tmv ypovikd HEC®MV KAAGUATOV GTEPEOD OYKOL TOV (UCEDV
TPOGPOENTIKOD Kot Kowoipov. A&ilel va onuetmbel 6Tt To couaTdoKd Poptio ival oYETIKA YOUNAO Kot
10 péyefog TV COUATIOIOV TOL KOLGIHOL €ivol GYETIKA WKPO, G OYEOTN WHE Ui TLTIKY HOvAda
pevuoTomoMUEVTG KATVNG avakuKAopopiag. AVTES 0L UV KES Aettovpyiog EAAYIGTOTOLOVY TV AVTIGTPOQT
pPON TOV OTEPEDV €VTOC TNG HOVASAG, €V 1 TAPOYOUEVT] TAUEVN TEQPO AOY® TNG WIKPNG TNG
KOoKK®UeTPiog 6gv GLAAEYETOL OOJOTIKA Od TOV KUKADVE TOL 0GBEGTONOMTH), DOTE VO EMGTPEYEL GTOV
KOPl0 avTIOPACTHPO. AVTO £YEL MG OMOTEAEGLLO, TNV OVOKLVKAOPOPIa avTHG TS adpavods palag HeTa&d
TV 000 avTIOPASTHP®V TOL GLLEVYOVG (EDYOVG, YEYOVOG TOV TPEMEL VA ATOPEVYETAL. L26TOC0, 1 OAlGON oM
0V vOpoKa 6ToV EvavOpaKmT Kot 1 Kavon kel elaylotomoteital, A0ym Tov oAl Aemtov peyéBoug tv
COUOTIOI®MV TOV KOLGIHOV TTOL ELVOEL TNV YPIYOPT| KADGT) TOV.

Oocov apopd to Beprokpaciakd Tpodid, ta apBuntikd amoteAéopata akorovbovv oxeddv v 1010 Téon
pue ta mepapotikd dedopéva (Ewdve 31). Mo pikpr] DTOEKTIUNGY TOV OMOTEAEGUAT®V TOV
OepproKkpaciokoD TPoPIA 0modideToL GTO YEYOVOG OTL 01 GTUOEPES TAXDTNTAS AVTIOPUGTIC TTOV EQUPLOCTNKAY
TNV Tapovca epyacia £xovv avaktnOel amd tn PifAloypagia kot evOEyeTar va UV TEPTYPAPOLY OTOAVTO
T1 CLUTEPLPOPA TOL GLYKEKPIUEVOL KOVGILOV KOl TOV TPOGPOPTTIKOD DAIKOD OV ¥pnoilomombnke ota,
nepdpota. EmmAéov, n vnd mpdPreyn Bepuokpacio aepiov pmopei vo dopbwbel mepartépo pe v
EQOPLOYYT] OKPIPECTEPOV TOAVMVUUIK®Y GUVIEAECTMOV Yot [0 O PEOAICTIKY €5APTNOT TNG EOIKNG
Bepuoywpnrikdrag omod ) Bepuokpacio [315], [316].

Ao cvpmepdopata Tov eEGYOVTOL 0o TV avaAvon avTh gival 0Tt ya Eva evpog Hyovg tepinov [0-0,9]
pétpa 1 Oeppokpacio Tov aepiov gival pKpOTEPN Ad TNV ATOLTOOUEVT Yo TV acPectonoinomn. [Ma to
AOYO aVTO, KOVIA otV TEPLOYN LT, AAUPAVEL YDPO 1 OVTIGTPOPT ovTidpacT], SnAadT 1 evavlpdkmon.
To yeyovog avtd, amodidetar 6Tn Por TOL TPOTEVOVTOS AEPA Kol TOL 0EVYOVOL TTOV EIGEPYETAL GTN HLOVAdaL
amo Tov mduéva Tov avtdpaoctipa, pe Bepuokpacio ion pe 623.1 K, kabobg kot 6tov dgutepedovta agpa
7oV mpoépyetan and ta loop seal kat tov fondntikd kavothpa, pe Bepuokpacio mepimov ion pe 300 K.
[Méve omd T0 VYOS TOV TUAHOTOC TOV KAVGTNPW, OTOV TO KADGIUO EIGEPYETAL GTOV AVTIOPAGTAHPA, 1
Bepuokpacio avédveral ypryopa otig cuvinkeg acfectonoinong.

a) B)
g;[m? fuel-m-=3cell]
g, [m? sorbent-m3cell] . 0.00032
0.00030
0.085
! 0.08 .| o0.00028
0.075 | 0.00026
— 0.070 | 0.00024
~—1 0.065 | 0.00022
| 0.055 | 0.00020
| 0.050 | 0.00018
|| 0.045 | 0.00016
| 0.040 | 0.00014
| 0.035 —— 0.00012
| 0.030 - 0.00010
— 0.025 8E-05
0.020 6E-05
0.015 4E-05
0.010 E 08
0.005
Ewkova 30. Contour tov HEcmv ¥povIKOV KAAGLATMY OYKOL TOL 0,) TPOCPOPTTIKOD Kol TOV [3)
Kavoipov o€ éva eninedo X=0 yia péco xpovo ico pe taer =15 devtepdrenta.
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"Eva dAAo onpavtikd copnépacpa mov eEdyeton eival 0Tt T0 6TEPER COUOTIOWN TOV TPOGPOPNTIKOD VALKOD
KIVOOVTOL TPOG TO TAV® KOt OEV Tapatnpeitol avauén Tpog To Ticw, eKTog 0md Eva VYog Tepimov 0o e
0.4 pétpa, 6mov opiopéva oTeped cmpoTidte Kivovvtor tpog ta Kato (Ewkéva 32). Qotdco, oty meployn
oty péypt éva vyog mepinmov 1 pétpov 1 Bepuokpacia eivar kdtw and t1g cuVONKeS acPecTomoinong Kot
guvoeital povo M avtidpoon evavBpdakwong. ‘Etol, pe Pdon Tig TpEYOVCEC TOPASOYEG KAl GUVOPLUKEG
GLVONKEG TOL HOVTEAOV, TO COUATION TOV TPOGPOPNTIKOL DAIKOV OV EIGEPYOVIOL GTNV TEPLOYY| QT
mOovoTaTo 6gv Oa VTOGTOVV TOAAATAODG KOKAOVG evavOpdikmonc-aoPeostonoinong. 61060, de60UEVOL
OTL M gyKLPOTNTA TOV TPEYOVTOG HovTEAOL Bo mpémel va eEeTooTel AemTOUEPEDTEPA, OGOV OPOPH TIg
TapadoyES mov akolovBovvral, To emyeipnpa avtd Ba tpénel va e€etactel mEPLGGOTEPO 0TO PEALOV. Oa
TPENEL VO, TOVIOTEL OTL pia Tav] Tayideuon cOUATIOmY TOV TPOCPOPNTIKOD VAKOD GE TEPLOYEG ME
TOALOATTAOVG KOKAOLG evavOpdkmonc-acoPestonoinong Ba pmropoHce vo HELDMGEL T GUVOMKT dPACTIKOTNTA
ToV kol Oa wpémel va e€etaotel S1e£001KOTEPO, GE LEAAOVTIKEC TPOGOUOLDGELC,

12
B Experimental Y (l) B)
* Numerical
10 [10020H [ m1121.4,9.73
8 Temperature [K]
1080
—_ 1093 Li 11206,7.04 ! 1060
£ 1040
=6 1 1020
£ 1000
2 — 980
I — 960
— 940
4 ’l 1 920
[ 900
l = ss0
| .4 — 860
2 [1020.1fr# w1085, 178 = 840
[ 820
L .T l 800
870.7 . 1 780
0 - 944.2,0.28 @ 760
750 850 950 1050 1150 w 0.28m ;:g
Temperature [K] <

Ewova 31. a) Xpovikd péon tiun g Oeppokpaciog B) Contour twv Ypovikd HECOV TUDOV TNG
KOTO UKOG TOV OVTIOPAGTNPA. Oepuokpaciog o€ ddpopa VYN TNG LOVAIAG.
P | A

by

Temperature [K]

1080
1060
1040

S — 1020
— 1000
— 980
= 960
= 940
— 920
= 900
1 880
& I 860

2 = 840
= 11 1 820
ai“ 800
z 780

2 760

4 740
720

1.5 pétpa

v

Ewova 32. Contour tov Tpo@id g péong Beppokpaciog Tov aepiov e YPUUUES POTIG TOV
acPBEoToL Yia taver =15 devTEPOLETTAL.
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O Mivakag 17 mopovoidlel Tig opBunTIKd vroloyiopéveg ocvykevipmoelg CO2, O2 (og Enp1| Pdon) onv
€£000 10V aVTIOPAoTNPA, OCTOOUGUEVES KOTA HALo Kot LEGO OPO YPOVOV, GE GUYKPIOT| LLE TO TEPULUTIKA
dedopéva. Ta vynid ceaipata TV aplunTikKdv petafAntdv, HTopovy va amrodofovv Kupimg 6To YeYyovog
0Tt T0 TOAOTAOKO apluNTIKO HovTEAO oL avamTOxOnke Oev €xer efetootel €KTEVAOC amO Amoym
gykopottoc. ‘Evag Adyog pmopet va eivar  mbavi EAAenyn eykupoTNTaG TMV GUVIELEGTOV UETAPOPAS
BepuonTog 1 M ayvonon toxdv anwieidv Oeppdmrag amd 1o TAEVPIKA TOYMHOTO TOV avTidpactipa. Ot
pvOpol avtidpaong -yio. TIG ETEPOYEVEIG OVTIOPACEIS- TOV EQPUPUOCTNKOY TPOEPYOVTAL GO TNV OVOIKTH
Biproypapio kKot exnpedlovv, @ €K TOVTOL, TNV aKPiPelo Tov povtédov, kabmg Oa mpéret va eivat yio To
GUYKEKPLUEVE OTEPE KAOGILO/TPOGPOPNTIKA. Oa TPENEL VAL VITOYPAUUIGTEL OGTOGO OTL TO TPEYOV LOVTEAD
glvar vYNANG TOAVTAOKOTNTAG Kol OTL GALOL TAPAYOVTES, OGS To EPAPUOLOLEVE LOVTELD OTIGBEAKOVGOC,
Ba pmopoHicay evOEYOUEVAMS VO EMNPEAGOLY TNV OVTIOPAOT TOV YNIMKAOV GTOYEIDV / EVOGEDV.

Mivaxag 17. Mopiakd kAdopata CO2 kot O2 otnv £€£080 TOL AVTIOPACTHPOA.

Xnuiko otoyyeio / évoon ApOpunTuc Ty | Hepopoticn) Tipn] | XyeTiké c@aipa
COz oty é€0do (y1a Enpo Kaveaipio)
(38.55+£6.79)% (44.2+2.4)% 12.79%
O ey é6odo (y1a. Enpo Kaveaipio)
(4.114£3.722)% (6£2.04)% 31.52%

4.6 Movteronoinon acPeotomonti 300 KkWih Eppeong npocooong Oeppotntog
4.6.1 Ilporoyog

2mv mpornyodpevn vrogvotnta, o povtéAo EMMS emkvpdbnke évavtt mepapdtov, Aappdvoviog g
onueio avaeopdg o Lovada mAOTIKNG KAlpakag, dnAadn tov avBpakomomt 1 MWy mov Bpicketon 6to
TUDA. EmutAéov, Tpocopoimbnke n avtidpacn evavOpdkmong 610 ecmteptkd evog evavipoakmt) 1 MW
pe Kavomn o&uyovov Kol to omoTeEAESUATO TOV KAAGpatog palag CO2 cupeovolv e To TEPOUOTIKA
dedopéva. Metd v entkvpmon Tov povtéAov EMMS kot v enttuyn avorapdotacn g vdpoSUVOLIKNAG
pong vrd 1600epuikég cuvbnkeg otov avBpakomomty, poli pe v emtuyny oviamtuén Tov HOVTEAOL
avTidpaong 6ToV aGPEGTONMOM TN TOL TPOPOSOTEITOL LE 0EVYOVO, GE AVTO TNV LITOEVOTITA TAPOVCLALETOL M)
avantuln ka1 EMKOP®ON TOV HOVTEAOL &vOg éuueco. Beppovopevov acPectomomrt 300 kWi mov
Bpioketan otig eykatactdoelg tov TUDA. To povtédo avtod, AapPavel vtoym, eKTog amd Ty VOPOSLVOLIKY
™G POoNG, OAOLG TOVE UNYOVIGUOVG UETAPOPES BeppuotnTog (aymyn, cuvaymyn, aktivoPoiia). Aaupdveto
emiong voym M emidpacn g TOPPNC, KabDS Kot N KvnTikn TG avtidopaong acPectomoinone. To telkd
Poidv, To omoio givar éva amoteAespoTikd Kot akpipég povtédo CFD, propet va aglomombel neportépm
Y10 TN UEAETT] SLOPOPMV GEVAPIMV TOAPUGTIKMDY POMY 0EPIOV-GTEPEDD.

O peletopevog acPfeotomomtng omoterel pépog tov cvotiuatog IHCaL mov answoviletar oty Ewkdva
20, ko Aapfaver BOeppomra pécm cornvav tapoyng Beppotntoc. Ot coinveg Bepudtnrag tomodetovvTan
0TO E0MTEPIKO TOL GLOTNHUATOS LLE TN LOPPN TEMAEYEVNC 0p1LovTIaG d1dtaéng (oTo oYEd10 avapopdc). Xto
E0MTEPIKO TOV COMVOV BeproTnTog péel Eva epyalOUEVO PEVGTO TTOV EIVOL VATPLOLYO Yo £V, EDPOG
Oepuokpaciav Asttovpyiag petacd 890-950 °C. Ot cwinveg Oepudmmrag oyedidloviol Yo KavOTNTO
petoeopdg Beppotmrog tepinov 300 kWi otovg 950 °C [323].

4.6.2 ApOuntikn pnébodog

2V Tapovoo EVOTNTO TOPOVCLALOVTAL OPIGUEVES OO TIG KOWVES TAPAOOYEG TTOL VI0BETOVVTAL Y10 TV
LOVTEAOTOINGT TOL GUYKEKPIUEVOL GUGTNLOTOG!
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o Xpovikd petaforiopevn pon pe apBud Courant picpdtepo amd 0.75 pe oxeddv 2A nedio;

o Tlolvgaocikn pébodog: MéBodoc katd Euler-Euler TFM 800 pdosmv (pio oteped kot pio aépia);
e Xpnon tov povtéhov omicBélkovcsog EMMS;

o [Ipocopoinon 6Amwv tov TpdnV peTapopdg Bepuotntog (aymyn, cuvaymyn Kot oKTivofoAia);

o H pon happdvetor wg TupPmdng;

o  Movrtéro acPeotomoinong Paciidpevo otovg Labiano et al. [324];

e H pala tov otepedv dratnpeiton otabepn ion pe 18 kira;

e To pevcoTtd 610 E6MTEPIKO TOV COAV®V glvar vaTplo pe péomn Beppokpaciao ion pe 895 °C.

4.6.3 Emxdpwon apuntucod povtéiov

H anhovotevpévn yempetpio tov kavotipa BFB answoviletor otnv Ewkova 33. Movielonoleitan povo
pio @éta Tov TPLodieTaToL TEGIOL, TPOKEWEVOL Vo LeAETNO0VV Ypriyopa. ddpopa. cevapila O1ataéng TV
coinvov Beppotmrac. Ocov apopd o apBunTikd TAéypa, ypnoipomoteitol Eva Kobapo eEaedpikd mAdypa
Kot doKIUALoVTOL TPELG TUKVOTNTEG TAEYUATOG Eva apaitd pe 6600 keMd, éva, pecaio pe 28115 keld kot Eva,
Tokvo pe 224600 keld. Kabe mokvotnta miéypatog aviiotoryei o Adyo deen/dp ico pe ~220, ~110 ko ~55,
avtictouya.
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Ewdva 33. Tpiod146t010 GYNL0 TOV avTIOpacTipa, 6xedOV 2A Tedio Kot dlakpiromoinom nediov.

O Mivaxag 18 cvvoyilet Tig 1010t TEG 0EPTIOV-GTEPEOD TTOL YpnoiponomOnkav oto poviéro. Ot Beppucég
1010 1EG TOL AGPESTOL Kot aofectoMbov Aappdavovtor oo tovg [325].

Mivaxag 18. 1810t1EC GTEPEOV-0EPiOL.

Hopapetpog | Movadeg | Twn | Hapdaperpog | Movéaodeg | Ty
P, kgm 1657 U m's? ~0.16
dp pm 99 P, kgm? 0.42
k WmlK?! | ~2.259 u kgm? st 4.710°
s,CaCo3 g
k WmtK?! ~0.318
s,Ca0
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Oocov apopd 11c epappoloueves oplokég ocuvirkes/cuvinkeg Asttovpylag, mpémel va onuemdel 6t avtég
OVTIGTOLYOVV GTOV apPyIKO TEdIo (OM®G VTOdEKVVOVY amd T TMEPOUATIKE dedopéva). O Mivaxkag 19
TopaBETEL TIG SLUPOPETIKES TLUES TOV TAPAUETPOV ELGOOOV GTO APYIKO KOl GTO AMAOVGTEVUEVO TEDTO.

IMivaxog 19. Zvvoplakég cuvOnkeg kat cuvOnkeg Aettovpyiag (apykd kot oxedov 2A medio).

[oapauetpog Apyiko oyédo | Amhomompévn yeouetpio™
Malo sopotidiov [kg] 370 ~18

‘Oykog avtidpactipa [M°] 0.724 0.036

TUvoMKY] EMQAvELL cOMVOV OgppdtnTag [M?] 6.45 0.375

Emoaveia modpéva avridpactipa [m?] 0.345 0.015

Ipotedov peopo ofpa [Kg/s] 0.0244 0.00106

Mdaa sopatidiov amd Tov evavlpakmt [Kgs?] 0.263 0.013

* O1 Tiués vroloyilovral ue tov kaBopiouo evos eovreleoty npocapuoyis eni 20

Adpopeg meptdGELg TpocopolmOnKay yia va gleyydei (i) n enidpacn tov TAEypatog ko (i) 1 exidpoon
TOV UOVTEAOL LTTOAOYIGUOV TOL Oeppikod oplakod GTPOIOTOC GTI COMVMGELS GTO OTOTEAEGLLOTO TOV
aplBuntcod povtédov. Ta apBuntikd aroteléopata deiyvouv 61t 1o povtédo CFD €yel KoAn cvupwvio
LE TO TEWPOUOTIKG amoTeEAESHOTA OGOV apopd to KAdopo pdlag CO2 oty €600 TOL OVTISPACTNPO.
(Mivaxkag 20). Ocov agopd ™ Oepudtra omd ToVg cOANVEG Bepudtrag, 10 apldunTikd HovTELO
KOTOANYEL GE Ol WIKPN VAEPEKTIUNGT, Yeyovog mov pmopel va amodobel otig afefordtnteg mov
empPdrloviol omd T0 GHVOAD TMV 1WOOTHTOV TV VAIK®V (.Y, CUVIEAEGTNG EKTOUTNG TOV COANVOV
Oeppomroag). Emmiéov, pnopet va mapatnpnbei 6t umopei va enttevydei avebapmaoio diktoov pe pecaio
mokvotnta TAéypotoc. ‘Etot, pmopel va onueimBel 611 10 poviélo pe n pecaio mukvotnTo TAEYUATOS
(dcen/dp ~110) diver amotelécpoto amodekthg akpifelac kot umopel vo ypnoponombei yio v aplOuntikn
TPOCOHOIMoT S1POp®V cevapimv (T.y. BeAticTomoinon didtaéng coinvav Bepudtnrag, perétn covinkov
Aerrovpyiog K.AT.).

IMivoxog 20. Anotelépoto Tov HovTEAOL Yia dtbpopec TUKVOTNTEG TALYLOTOG (taver=10 devTEPOAETTO).

Heipapa | Apord Xeaipo| Meocaio X@aipo IMokve Xeaipa
aléypo | (%0) aléypa (%) | miéyna | (%0)
CO2 £E0dog (kg-kg?) 0.32-0.33 | ~0.348 | ~5.45 ~0.35 ~6.00 | ~0.35 | ~6.00

Ogpuoémnra omd Tovg cowijveg (17.98-20.60| ~21.67 | 5.23 ~25.46 | 23.62 | ~24.79 | 204
0cppomnrog (KW-m?)

‘Eva dALo cvumépacpo mov eEdyetal and v avaAivor auth eivat 0Tt To pepidto g pong Bepuodtnrag
axtivoPoAiiog 6To cuVoAKd pLOWS petapopdc Oepudtnrag eivar 15 % £wc 19 % 10,70 YovOpo KoL TO Hecaio
mAéypa, avtiotoryd. To peyoddtepo HEPOG TNG LETAPOPAS BepUOTNTOC, ETOUEVMG, TPOKVTTEL A TOV OPO
ovwvaymyne. Avtd sivorl éva anotélecpo apketd gvotabéc mov amodeiydnke emiong tovg [326], 6mov
TPOCOUOINONKE 0 TANPNG AVTIOPACTAPOG KOl TO OTOTEAEGUOTA TOV PLOUOD peTOPOPUC OepuoTnTOC
ovykpidnkav pe Bewpntikd povtéda 6mmg owtd tov Kunii kon Levenspiel [52].

4.6.4 BeAtiotonoinon oyedlacpon

Av 1 VoeVOTNTO TOPOLGLALEL TO AMOTEAEGLOTA TNG PEATIOTOTOINGNG TOV GYESIOGLOD TNG SLUTUENG TMV
ocOMV®V 0epudTNTAG 6TO E0MTEPIKO TOV OVTIOPAoTNPA, (1) HeTafGALOVTOC TNV TAEVPIKT TOVE OTOGTUG
ano 1.1d éwg 2d ko (il) ovykpivovtag ) O1dtaln oe oelpd pe v meEmAeyuévn ddtosn. Xe OAeg Tig
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TEPIMTAOGELS TOV PEAETNONKOY, 0 110G apBudg (dNA. 72) Kot 1 SAUETPOG TV COAV®V BEpIOTNTIS EXEL
datnpnBei 1 idta KaBdG Ko 0 A6yog een/dp (~110) yio var StotnpnOei 1 1010 TUKVOTNTO TOV TAEYLOTOG.

Ta vdpoduvapkd aroteAéouata VTG TG AVAALONG delyvouv OTL 1 ddTaéEn TV GOARVOV BepudTnTag
dev emnpedlel oNUAVTIKG TN GUVOAIKT] TTOGCT TEGNS TOV GLOTNLOTOG, Etkéva 34. Mo pukpn Stapopd o
GUVOAIKY| TTTOOT| TEOTG, IE TNV TEPITT®ON avapopdc (memieypévn drdraén 2d), pmopei va eviomioTel yuo
™ TN G€ GEPA GTO AVMTEPO TUNUO TNG PEVCTOTOMUEVNG KAIvng. Tomikd mapoatnpeiton 6T oTNV
mePInTOON NG MEMAEYUEVNG SIUTOENG e TOVG GANveg BepudtnTag vo fpiokoviol 6€ KOVTIVY amTOGTOOT)
1.1 d, o1 puoaAideg agpiov pEOLV GTIC TAELPEG TOV COANVAOV KOVTA 6T TAELPIKA Totydpoto. H Kokn
avapén oeplov-cTeEPEDY EMTVYYAVETOL KOADTEPA OTAV TPOYWPAUE O UEYOADTEPES OMOGTAGES TOV
coMVeV Beppomrag, 6nmg 2d, Tpowbmvtag £T61 To GLVOAKO PLOUO pEeTaPOPag BepudTnTaG.

0) p)

Pressure vs. height-z

N L’\
Solid VOF  : [x o | 2
058 /"1 ?av g é; E
: onee = « o S S o2 N
B : . @ .15
. ( - s )
oo "‘; , é e . &% =
g 4 - B 1
0.23 & [ .%' . ﬁﬁ
. s - < o
8 % i
e -
‘( > 0
: x=2d 0 50 100 150
................................................................. Pressure [mbar]
==].1d (Staggered) ==1.5d (Staggered)
=2d (Staggered) ===2d (In-line)

Ewova 34. o) Etrypaio khdoua 6ykov otepemv oe t=30 devtepdienta, kot B) puéco mpopil migong
(ohykpion S10POPETIKMY TEMAEYUEVOV OATALEDV KOl TEXAEYUEVNG EVOAVTL YPOUUIKNG SATAENG).

MMivaxag 21. AToteAéGHOTO SIAPOPETIKAOY JATAEEDV.

AprOpog Avaraén Yuvolki] petagopa | Axktivoforio/ Xvvorukn CO:2 otnv
TEPINTOONG 0gppuotnrac Q [W] | petagopd Osppétnrag % | £50do (kg'kg™)
Iepintoon 1 | [emkeyuévn 1.1d 7943.29 ~21.80 ~0.328
IMepintoon 2 | [emieyuévn 1.5d 9262.50 ~22.01 ~0.345
Iepintoon 3 | Ilemieypévn 2d 9544.82 ~23.62 ~0.35
Iepintoon 4 | Xeoepd 2d 8929.34 ~21.80 ~0.34

231



KE®AAAIO 5 Movtehlomoinon

GUGTNUOTOC amobnKevong
a0 BepudTnrog Prounyavikng
KMpoukog

5.1 ApwOuntikn pébooog

O evodraktng Oepudtrag FBHE peyding kiipoxag (INTREX™) mov peiethnke ommv mopodoo
VroevOTNTa, avorthyOnke omd v SFW. Ze autdv tov evarrakrn, o Bepud oteped TOL TPOEPYOVTOL OO
ToV KUKAGVO gloépyovtal otov kvpto Bdlapo HE péow tov downcomer. Ot emipdveleg PETOQOPAS
Oeppomtog (déopeg COANVOV), OOV ElGPEEL aTUOG N} vePO, Ppickovial o awTdV ToV Bdlopo Kot Epyovtal
0€ EMOQN ULE TO CWPOVpEVO copatiole. O puBUdg porg TV oTEPEDY YUP® amd TIG OECUEG COANVOV
EAEYYETOL UE TOV EAEYYO TNG TODTNTAG TOL GEPX PEVOTOTOINGNG 6TO KATW UEPOG Tov Baidpov. Extog and
avtd, eAéyyovtag Tov puiud pong TV oTEPE®V HECH TOL Bardpov Tov vrepbepuaviipa INTREX™, n
aroppoenon OBepudtrag pmopei va petafdiretor divovtog Aettovpykny gveMéio yioo tov €Aeyyo g
Oepuokpaciog Tov KAMPavov 1/kat Tov atpov vaepBépuavong. Ta yoyxBévia oteped EMGTPEPOVY GTOV KATM
KAMPavo pHéc® TOL COANVO ETGTPOPNC OTEPEDV. Me e6mTEPIKN avaKLKAOPOpia 6TEPE®V, TPOGHETA LAIKA
Oepunc Kiivng odnyodviat and tov KAiPavo otov INTREX™ pécm avorypdtov oto wiowm pépog/koivo
toiyopo Tov KAMPdvov. Télog, Tuyxdv Tepicoeln oTEPEDYV COUATIIIMV GTO EGMTEPIKO TOL KVPLOV BUAGOV
INTREXTM emotpépet 6tov KAIPovo pécm avotypdtov vrepyeiMong.

B)

Solids return leg

[ solidslnlet
B Outfiow
[ Lift_Leg_Outlet
[ Lift_Leg_Inlet
Chamber_Inlet

Hot solids inlet

?

External circulation
openings

Internal
circulation
openings

Solids return

channels INTREX Steam inlet

superheater

o Fluidizing

||“! i medium

Il
IO IJ .....

T
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Ewoéva 35. a) Evodldaktng INTREX™, 3) oy£d10 mov ypnoiponotdnke oto CFD povtéro.

Mo vo emrevydei n axpiPric povielomoinon tov evarrdxtm Oeppdomrag (INTREX™), avanticoetar va
Tp1ed1dotato povtédo oty TAateoppo ANSYS Fluent v17.1. To cuykekpiuévo LovtéAo TPOGOUOIDVEL
PNTA TIC OEGUEG COANVMOV TOL TEPIKAEIOVTAL GTO EGMTEPIKO TOL BAAGLOV TOL EVAALAKTN BepuoTNTOC, OF
avtibeon pe to Sbéotua povtéha oty Tpoceatn PiAoypogic Tov TPocouoldvoLY Eupueca, to Tuue HE
HES® TopmOOVG HEGOV. To povtéro givarl TapoUo1o Le EKEIVO TOV YPTCILOTOOTKE Y10 TOV AGBEGTOTOMTH
evoaAidwv 300kWw mov Ppioketor oto TUDA, wotdco dev Aoufdavel vmoyn tnv avtiopaon 1Tng
acPeotomoinong, oAAd mepAapuPavel emmAéov avamtuén KOSKA yio TN HEToPopd OBepudtmrag oTo

232



€0MTEPIKO TV cAMVOV Beppotntac. [lapodio mov dev vhpyovv d100écLa TEPAUATIKA dEdOUEVA YO TNV
EMKOPOOT TOV LOVTELOV, Bempeitarl apketd a&1OMIGTO Kot TO. OTOTEAECUATO, ETAPKOVG aKpPiPelag.

H petagopd Bepudtmrag and v pguctomompévn KA pe QUGOAIdes oTIG 0pLloVTIES OEGEG COANVOV
nepthapPavel dtdpopovg punyavicpovs. Il cvykexpyéva, n Beppotnta petaeépetal ond ™ pala g
KAIVIIC 6T0 TOLYDUOTO TOV GOANVOV (1) HECH CLVOY®OYNG TOV COUATOIOV Kot (i1) cLUVAY®OYHG TOV agpimV
(A), péow aywyng eviog tov coAnva (B) kot péom cuvaywyng oto esmteptkd tov coinva (I'). H petapopd
BeppotnTog pe axtivofoiio amd TIg GVOTASEG KOl T1) SIICKOPTICUEVT PAoT deV TEPILOUPAVETAL GE AVTO TO
povtéro. H epappoyn tov unyovicpov petapopdg Beppotntog B ko C tepiiappdavetar to poviéio CFD
péoom kataiiniov UDFs ot yAdooa mpoypappaticpod C. Xe avtdv tov akyoplBuo og kdbe emavainym,
N GvvoAkn peTapopd Beppotntag oe Watt (cuvolikny Q) og kdbe déoun COANVOV AVOKTATOL OO TOV
em\OTN. Me Baomn 1ig 101dtTeg Tov atpov (cp), T pon nalag Ko tn Beppoxpacio 166d0v, propel va
extyunOei n Beppoxpacio £660v. TN cvvéyeln, N Beppokpacio Katd URKOG TOV COANVOV vToloyileTal
ue Baon wo ypopputkn mapepforn petald (Bepuokpaciog e166d0v) Tin kot (Beppoxpaciog €£660v) Touw. H
Moo cvveyiletan péypt va emttevybel wopponia. H Ewkdva 36 mapovoidletl £vo oynpatikd SiérypopLpo Tov
oAyopiOov Tov HOVTEAOL HETOPOPAS BeproTTag oV £xEl avantuybel oty Topovsa dtaTpifn.

Total Q [W]

= Input:
Tsleam_in (oc) Ts(eam out (oc)
)" Mteam_in (kg/S) T (alon; tubes)
cpsteam_in (J/kgK)

Ewcova 36. AdyopiBpog poviédov petapopds Bepprotntog, mTov epaproletal oTny Topovsa StuTpiPn.

H yeopetpio CAD dnpovpyeitar oto ANSYS Design Modeler, Ewkéva 37. Ot oyediaotikég mpodioypoapég
tov povtehomoinuévov HE givan moapopoteg pe ekeiveg tov Prounyavikod HE mov mapovoialetan oto [63].
Opopéva dedopéva oxedopod Kol Aertovpyiag dev mopovoidloviar oty mopovoa dotpny Adyw
EUMIGTEVTIKOV TATPOPOPIDV YlOL TO HEAETOUEVO CLOTNUA. QO0TOGO, Ol GLYKEKPUEVES AEITOLPYIKEG
TOPAUETPOL TOL eVOAAGKTN Ogpupotntog (m.y Oeppokpacios Kol TOPOYH TOV WEGOVL PELGTONOINGCTG,
Bepuokpacio g KAivng, Ttdong mieong, W1OTNTEG TOV ATHOV) EIVOL COUPOVEG LLE TO TLTKO EVPOG TIUADV
TOV Ae1TovpyIk®v Topapétpev yio toug FBHE og Bounyavikoug Aépntec CFB.

‘Eva tpedidotato apOuntikd miéyuo omotelobuevo amd 3.7 ekatoppvple. Eaedpikd  oTorysio
kataokevaletor 6o ANSYS (Ewkéve 38). Adym ¢ ToADTAOKOTTOG THG YEOUETPIOG KO TNG TOPOVGTING
deouidwv corfvov, ypnoiporoteital n uébodoc CutCell n omoia petotpénel Eva mAéyua dykov og €val
Kupiog Kapteoiavd TAEYHa (OnAad| To TAEY O amotereital Kuping omd e&aedpikd ototyeia, e EMPAvEIEG
7oV gival gvLYPOUUICUEVEC UE TOVG GEOVEC CULVTETAYUEVAOV). AVTO £yl UeyOAn onuocio yuo T
OGUYKEKPIUEVT] YEOUETPIKT SIOUOPPDGCT] TOV OMOTEAEITOL OO UKL GELPG COANVOV KoL OTOLTEITOL kPG
exTipumon tov puluov petapopdg BepuodTnTog.
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B)

Emntinedo cuppetpiog

Steam out
—

Steam in

4L Tenee

fluidization air  fluidization air
Lift leg & overflow Lift

openings leg Chamber

Ewéva 37. Anuovpyia tg yeopetpiog tov INTREX™ 510 ANSYS DM.
a) B)

Ewova 38. AptBuntico miéypa (Cut cell pebddog): a) mhovn kot f) urpootivi TAELPA.

5.2 Amoteiéopata

SOopemva pe to, apluntikd omoteléouato petd omd mepimov 10 devtepoienta, N HAlo TOV GTEPEDV
ooppomel ota 9750 KIAd, TIUR TOV GCLUPEOVEL LE VT TTOV ANEONKE amd TOVG Propnyavikovg etaipovg. O
UEGOG OPOG TOL YPOVOL TNG POoNG HALOS TOV GTEPEMY COUOTIOIMV OV eEEpYovTaL Ao To BAAALO HEGM TOV
TUAMOTOC ovOYMONG Kat Tng vrepyeidong eivan icog pe mepimov 293.5 kg's™ war 3.35 kg's?, avtiotoya. O
AOYOG QVTMV TV 600 POmV eVl APKETE EVOEIKTIKOG Y10, TO TOGOGTO TV GTEPEDY OV eEEPYOVTAL OO TOV
BFB péom tou TuAprotog aviymeng Kot tng vaepyeilonc.

o) B)

0.65 I

Ewova 39. Ztiypiaio khdoua 6ykov otepedv og t=10 sec oto a) eminedo cuppeTpiog (mov Ppicketal 610
uéco ¢ vrepyeiriong) kat 6to) z=0.75 pétpa (ov Ppicketol 6To HEGO TOL TUNUATOS AVOYWOOTG).
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H Ewéva 39 mopovoidlet 1o ympikod TPoPiA TOL GTIYHINIOV KAAGLOTOG OYKOD TV GTEPEMV GCOUATIOIMV G
t=10 devtepdrenta o€ Eva eninedo cvppeTpiog Ko o€ £va eninedo og 2=0.75. Onwg uropei va topoatnpnet
Le TO HOVTEAQ TOL €QOPUOLOVTIOL GYUEPO VLTAPYEL KOAN OVOTOPAGTOCT TMOV POIKAOV QOVOUEVOV
(oymuotiopog euoaAidwv). To Vyog g KAivng etvan 3 pétpa, to omoio glvar vyNAdTEPO 0O TO VYOG TV
TEAEVTUI®V TEPUCUATOV TOV dEGUId®OV TV coARvav. [lap' 6Aa avTd, KOVIA 6TO TEAEVTAIO TEPAGIO TOV
deopidwv coMvov (K10 TEPAGHA) 1| POT| TOL PELOTOV glval O apat] omd O,TL KOVId otov mubuéva,
YEYOVOC TTOL UTOPEL VO, ETNPEAGEL TOV GUVTEAESTI HETOQOPAS Oepudtrag oty meptoyn avt, Exkéva 40.

B)

Height-y [m]

1] 0.2 0.4 0.6
Solids VOF [-]

Ewéva 40. Ztiypuaio khdopo 6ykov otepemv og t=10 devtepOienta 6Tig 6EGUES COANVOV.
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KE®AAAIO 6 A&woldoynon
KOIVOTOUL®V GLGTNUATOV
amoBnKevong BEpUIKNG EVEPYELNG

¥10 'Exto Kepdhoio mapovcidotnke pio chvoyn Tmv cuothudtoy mov peretnkay (FB-SHS, TCES-Cal
kot LHTES pe Bdon to Si) 6cov apopd Tig Yevikég TTuyEC ToV oyedloopov (m.y. eveMéio GYeSIUGHO,
eMINEDO TEXYVOLOYIKNG OPOTNTOC, TAEOVEKTNUOTO KOl LELOVEKTHOTO), TO YPNOULOTOOVUEVO UEGO
amofnkevoNg (Y®PNTIKOTNTA ATodnKELONC, LECO KOGTOG/KIAG, PIAMKOTNTA TPOG TO TEPPaALoV). Emumiéov,
TPOGOUOIDON KAV 6V0 TEPMTMOGELG DOKIUMY TPOKEUEVOL VoL OploTel pa BempnTiky| GOYKPIoT HETAED TV
SOPOPETIKAOV CUGTNUATMOV OV UEAETHONKOV OGOV apOpd TOVg PLOUOVE POPTIGNG KoL TOVG GUVOAIKOVG
xpOvVoLe @opTiong, Otav OBepuoaivovtar pe dapopetikéc uebddovg Oépupavong (m.y. 0épuavon péow
coMvov Bepudtnrag pe epyaldpevo HEGO ATUO 1 VATPLO EVOG GLUGTILOTOG PEVGTOTONIEVNG KATVIG - FB
v SHS 7 TCES) 1} 6tav Oepuaivovton pe tnv idto pébodo (.. 0Epuaven amd To TAELPIKA TOTYDOUATO EVOG
LHTES a1 gvog FB-SHS Bempmdvrag v 1010 Oeppokpacio totydpatog).

Kprijpro TYmog svotipotog arodnksvong (TES)

1" gmioyn 2" gmioyn 3" emoyn
AToONKEVTIKNY IKAVOTYTO Si-based LHTES TCES-CaL FB-SHS
KoéoTog anonksvtikod pécov FB-SHS TCES-CaL Si-based LHTES
‘OYK0oG GVGTHNATOC Si-based LHTES FB-SHS TCES-CaL
Enrinedo opyétnrog (TRL) FB-SHS TCES-CaL Si-based LHTES
Eveh&io oyedraopnov Si-based LHTES FB-SHS TCES-CaL
Koaotog emévovong Si-based LHTES FB-SHS TCES-CaL

[No tov 610 TOmo amofnkevtiKod PEGOL Kol GLOTNUATOG (T.). KOKKMOEG VAIKO HEGO € cVOTNUO
pevaTomOMUEV G KAIVIG) N Bépuaven pécm cornvav Bepudtntag pe vatplo (otovg ~900 °C) odnyel otovg
vynAoTEPOVS pLOUOLG Bépuavong oe oxéon pe Tig peBddovg Bépuavong péocm corqvav BeppotnTog He
aTUO M HE AMAODOTEPE GUOTNUATO PELGTOTOMUEVNG KAIVIG, OOV TO KOKK®MOEC LAKO Ogpuaiveton
amevbeiog and éva pevotd petapopdg Bepuotnrog (m.y. oépa). Ov péboodor SHS pe TCES otov idio
avTIOPACTHPO TAPOLGIALOVY TAPOUOLN GUUTEPLPOPE OGOV apopd Tovg pLOUOVS EOpTIONG, HE TNV
teAevToin vo gival ELappag o apyn kovid atoug 900 °C, Aoym Tov YeYOVOTOg OTL LEPOG TNG ELGEPYOUEVNC
Beppotrag ypmotponoteiton ywoo v ovtidpaon acPeotomoinons. H pébodoc TCES mapovcibler to
mAeovékTNa g Topaywyns CaO mov pnopetl va ypnoiporomBel teportépm yio ™ 6éopevon CO2 péow
TOV KOUKAOL aoPectonoinong-evavlpdkmone, ®otdéco, 10 VAIKO CaO/CaCOs vmogépel amnd ommAEL
AVTIOPACTIKOTNTOG UETE amd Peplkodg KOKAOVG (mepimov 20 KOKAOVS), OTOTOVTIOS, ETOUEVMG, VO VEO
VAIKO TANP®OT|G.

Ocov apopd ) obykpion g amodnkevong Oepuodtntag oe KOKK®MON VAKE pe TNV amodnkevon oe €va
ocvotnuo LHTES pe vikd oAhoyng edong, npénet va onueiwbei 61t to FB-SHS mapovoidlet vynidtepovg
puOpove eoptiong and to ovotnua LHTES. Apyikd, kot ta 600 cvuetipata £ovv Taporotong puiuovg
@oTov Ppiokovtar otn Aettovpyio. amobnkevong aisOntnig Beppomrog (AdY® TV TAPOUOI®V EWOIKOV
OepLoYOPNTIKOTATOV TOV VAIKOV), 0ALA dTav To PCM apyilel vo Advel o puBudc 0éppovong tov LHTES
emPpadovetar uéypt v TAnpn TEN tov PCM. Oocov agopd 1o eninedo texvoroyikng opuotntog (TRL),
10 FB-SHS aepiov-dppov Bpioketor oe vynidtepo TRL ond 1o LHTES pe Bdon 1o mupitio, to omoio
Bpioketon axdun oe epyaoctnploky KAIpoKe kot O10@Qopec TTLYEC TPEMEL Vo dlepevvnBoldy  mpLv
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ypnowomoinfel oe peydin kKiipoka (m.y. mbavy pOYUATOGCT TOL HEGOV OmOBNKELONG, AVTIOPACTIKOTTO
0V PCM pe v mopovsio VO aéPLov LEGOL GTO ECMTEPIKO TOL S0YEIOV, VITEPPOAKES TAEVPIKES ATMAELEG
Bepuotog K.Am.) Amd v dAAn mhevpd, to cvotnua LHTES pe Bdon to mupitio tapovcidlet peyolvtepeg
duvatdtteg 6Gov agopd tn duvatdtnra amobrjkevong, TV eveMEla GYESOCHOD KOl TNV OLKOVOLLKN
amodotikotnTa (amottel Aydtepo amd TOo MUIOL TOL OYKOL €VOG Tumikoy cvothnuatog BFB yuo v
arofnkevon evog amobnievtikon pécov g idag patag, yopic v avaykn tpochetwv eEaptnudTmv Tov
OTOLTOVVTOL GTO, GUGTIOTO PEVCTOTOINUEVNG KAIVIG, OTWOC KUKAMVES, GTEYOVOTONGELS PpoOY®V K.AT.).
AOY® TOV GVUTOYOVG GYeESLOCTHOD TOV, To cvotnue LHTES avapévetotl va amaitnoel 1o pkpoTepo KOGTOG
emévdvong e oyéon pe ta cvotipate TES kokkddovg pong.

YuvoAikd, oia ta cvotiuota TES mov pehetibnkav omv mopodco dSatpiPr] mapovcidlovy apkeTd
TAEOVEKTNOTA Kol Qaivovtal TOAAG vrooydueva Yo TV omoBnkevon Bepluikng evépyelag oe VYNAES
Oepuokpaciec. H emioyn toug yio Bepuikn amodnievon xpnlet mepattépm diepebhvnong e Evo epyaireio
MYMC amo@acemy oV O TPEMEL VA TAPEYEL LK TOAVKPLTNPLOKT OVAALGT TTOL B0l KOAVTTEL TOGO TEYVIKEG
0G0 Ko PN TEYVIKES (TEPPAALOVTIKES, KOWVOVIKES, OLKOVOULKES) TTTUYEG YOl Ll GTOXEVUEV e@aployn. Ta
PO TIKA LOVTELD, TTOV AVOTTUYON KOV 6T GLYKEKPIUEVT StaTpiPn), umopovv va aélomonfovv 6to pEAlov
Y10 VO TAPEYOLV SLAPOPES TEXVIKEG TAPAUETPOVS EVILALPEPOVTOG Y10 TOVG SLAPOPOVS TUTOVS TEXVOLOYLDV.
Téroleg mapduerpor, Ommwg ot pvBuol EOPTIONG/EKPOPTIONG, 1 YOPNTIKOTNTA OamoOKELONG, N
OTOS0TIKOTNTO 0o KEVONG KOl O YPOVOS POPTIGNE UTOPOVV VO, ¥PNGILOTOIN OOV ¢ dES0UEVA EIGOSOV
vy éva tétoto epyaieio AMymg aropdocenv. Ta amoteréopata tov poviéhov CFD pmopovv emiong va
TPOPOSOTHGOVY GAAOVE TOTOVG LOVTEA®V UEI®UEVTG TAENG (T, LOVTEAN OLEPYACLMV) Y10 VO PEATIDGOLY
Vv akpifela Tov TpoPAéyedv TOovg, N UTOPOHY VO GLVOLACTOOV HE HOVTEAD TAGEDV-TOPALOPPOCEDV
(2D/3D xatavoun mieong/Beppokpaciog) yio va erainfevcovy edv umopel va gppaviotet mbavr actoyio
TOV UEAETOUEVOV GUOTNUATOV.
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KEDAAAIO 7 Xvumepdouoto —
TPOTAGELS Y10, LEAAOVTIKN £pyacia

7.1 Boaowao coprepacpata

Ymv mapovoa dwTpiPny, ovamtiynkav mponyuéva HOVIEAN LTOAOYIGTIKNG PEVGTOOVVOULKNG, Yol VO
OEPELVIICOVY OLAPOPES KOIVOTOUEC 10£EC TOAVPUCIKNG PONG TOV GTOXEVOVV KLPIMG GE EQUPUOYEG
amofnkevong evépyelag. Xto TAaiclo avtd, avamrtoydnke o oepd poviédmv oty mhotedpuo ANSYS
Fluent™ yio thv axcpiPn Kot 0moTeleGHATIKY TPOGOUOIOGT TV SL0POPMV EPAPLOYDV.

Y10 Kepdharo 3, uehembnke n otepeomoinon/tén muptriov og e&apetikd vyniég Oepuokpacieg (~1410-
2000 °C) oto gomtepkd evog ovotiuatog LHTES kolvmtoviog S1Ggopeg mTuyég oxedaopod Kot
Aertovpyiag. Amd aplOuntikn amoyn, avadeiydnke n VEEPOYN TG TOMIKNG TOKVMOOTG TAEYLOTOC EVOVTL
oTabepOV TAEYLATOV, OO ATOYT| ATOTEAEGUATIKOTNTOC (LEimon ypdvov Tpocopoinong katd 85 %) Kot
axpifelag. Agutepov, avadeiynke n woyvpn emidpaoN TNG TOPAUETPOV TNG EVOLAUESTG TEPIOYNG OTOV
pvOud ™éNe. Téhog, amoxkaAveOnke OTL pe ™ uébodo mopmdovg evBaimiag, M emimievon/Bvdion Tov
o1epeoy PCM péca otn Mmpévn ¢acn tov avaroapiotatol EPpeco LEG® NG Kivnong Tov vypov, 1 onoio
avéioyo pe v avodikn 1 kaBodikn g Kivinorn SLuHope®OVEL AVTICTOLY0 TO YN0 TOV LETMTOL THENG.
A7 mhevpdg oYESAGOD, TO KUPIKO oynuae doxeiov 0dnyel otov vyNAdGTEPO PpLOUS THENC, TEepinov 25 %
VYNAOTEPO amO CVTOV TOV EMTVYYXAVETOL UHE €va oQOIpkd, AGY® TG pHeyaAdTepnS OBeppoivopevng
EMPAVELNG. ATTO TNV GAAN TAEVPA, TO GPAIPIKO GYNMO OVOUEVETAL VO EXEL TIC XOUNAOTEPES TAEVPIKES
Beprikég amdieleg Kot OepUikéc TAGELG KOTA TNV TEPI0d0 oTEPEOTOINGNG Kot amobnkevong, oAhd dev
amotelel TPOUKTIK AVoM Y va eveouotobel o€ po. GUUTAYY GUOKELT UETOTPOMNG Bepuotntag oe
niektpikn evépyela. H mo mpoktikn Ao 66ov agopd tovug puluovg théEng, Tig Oepuikéc ammAELEg Kot TV
eveM&la oyedacpoL glval 0 AMOKOUUEVOS KOVOG,.

Q¢ meportépo Pruo, allorloyndnke m omO30GM TOL GLUGTAUATOS KOTO TN OLAPKEW TNG TEPLOSOL
QOPTIONC/EKPOPTIONG KOl 0mobnKevong Aaufavovtag vToYT T0 PAVOUEVO TOV DEPUIKOY OTOAEIDY. ATO
™V aplOunTiKn avaivon tposkvye 6ti M TapdpeTpog TR kot 1o Vyog Tov doyeiov £xovv yaunin Emg pHéTpla
eMidpaon oTIC OepLKéG UTMAELEC TOV GLGTIATOC, EPOGOV EQUPUOLETUL ETAPKNC LOVOGCT] OTO TOLYDLOTO
TOV GLOTHHOTOG, dNAdY Yo R >2 m?K-W2. Ot cuvohikég amdAeieg Kath T @GO GTEPEOTOIMNONG TOV
PCM eivon ioeg pe ~223 kJ kot ~158.2 kJ yo tov kdvo pe Ad6yo kovikdémrog ico pe 0.45 war 0.225,
avtiotorya. Kotd m didpketo tng @Optiong, mapoatnpionke po pikpn exidpacn tov TR o6Tig andAgleg Tov
ovotnuatoc. Ocov apopd Tovg pLOLOVG POPTIONG/EKPOPTIONG, OTAV OVEAVETUL O AOYOG KOVIKOTNTAS TOV
doyeiov, T0TE aVEGVETAL O YPOVOC GTEPEOTOINGTG, OVTIGTOLYO, EVD 1 avTifetn Thon TapaTnpeital KoTd T
edon g eoptiong. Mia yempetpia pe tov 1610 dyko, alhd yaunidtepo TR (0.225), otepeomorteitan
tayvtepo omd ekeivn pe TR=0.45. O ypovog atepeonoinong oty Tp@T TEPinT®ON ivar oyeddv 17 %
YounAOTEPOG amd 0,11 otn devtepn mepimtwon. H aviiotdOuion petold tov pubudv @optiong kot
EKPOPTIOTNG TOL GLOTILOTOG 00N YEL GTO CLUTEPAGLA OTL O OMOKOUUEVOS KOvog pe TR, petago 0.225-0.45
elvar n BérTiotn ADoM OV PITOPEl VO KATAGKEVAGTEL LETOED TOV YEMUETPLOV OV dokiudatnkoy. Télog, o
OYK0G ToV doyeiov ennpedlEel GNUAVTIKE TN CUVOAIKN IKOVOTNTO OO KEVONG EVEPYELNG- TO CUYKEKPIUEVO
doyeio umopei va ypnopomomBei yio amodnevon g kot VO NUEPES, TTPLV YAGEL TNV EVEPYELD TTOVL TEPLEYEL
pue ™ popon Aavlavovoag Oepudmrac. Tvvoyiloviog, M KATOOKELN €VOG GmOd0TIKOD GUGTNUATOS
arofnkevong Bepuotntog copmepAapPavel £va 00yeio Pe PIKPO UNKOGC, YOUNAO AOYO TAEVPIKNG EMPAVELNS
Tpog OyK0, KatdAAnAn ué0odo novoong (R=2 m*K-W1) ko Adyo kovikdétnrog petacd 0.225-0.45.
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Téhog, Tapovoidotnike o avdivon evacnciog oxetkd e TV EXidPOoT TOV WO10THTOV TOV TLPLTIOVL GTO
YPOVO QOPTIONG TOL GLGTHUNTOC amobfkevong evépyelag. Ta amoteAéouato amokdAvyay OTL He TOV
dumhaclacpd g AavBdvovoag Bepudtntag 0 xpoOvog PAPTIONG TOL GLGTHHATOG AVEAVETAL GYEdHV Katd 30
%. Avtifeta, n avénon g kNG BeppoywpnTikdOTNToS KOTd 6YEdOV 50 % 00Myel 6 pikpn avénon tov
xpOvoL eoptiong katd 7 %. [apatnpndnke exiong pia pikpn exidpacn Tov bpovg TG evotdpeons Ldvng
ota opfuntikd arotelécpata. [To cuykekppéva, n avénon tov A7 and 2 émg 20 K odnyel oe petafoin
TOV YPOVOL THENG LKkpoTePN amd 10 %. Télog,  avdivor evaicOnoiog £de1&e peydln emidpacn oto Ypovo
Poptiong pe ™ Oepuikn aymypdmta K. o cvykexpipéva, o mepintmon perémg pe ks, k=20 W-m? K1
amartet oyedov SmAAc10 XpOVO Yo To VKO va MdoEL o oyéon ue Tig mepuntdoelg K, k=180 W m? K1
kot k=60, k=180 W-m? K1, Téhoc, mapatnpeiton pia peioon g tééemg tov 25 %, 6tov o K avEdver amd
20 Wm?K? 6 60 Wm?K? (66% avEnon).

To Kepaharo 4 meprypdoel Tic dpactnplotnteg mpocopoinong v évav evavipaxoti CFB miotikng
KAipoxog 1 MW, o omoiog Bpioketon otig eykotactdosic tng TUDA. Ta ap@untikd amotelécpata Tov
povtéhov CFD mov avartoybnie cuykpidnkav Kot a&lodoynniay oe oxéon pe to StobEcLL TEWPAPATIC
dedopéva Yo 1) TNV Kortovoun g a&ovikng mieong Katd uKog Tov avTidpacTipo. Kot ii) T GLYKEVTP®ON
dwo&ediov tov dvBpaka otnv ££0d0 tov evavBpokmtn. Tao avoamapaydpeva mpdTuma PoNg e JdPOopeg
TOUEG TOV avTIOpaoTHpa €YoV emtiong a&loAoynOel Kot dtactavpmbetl Le BACT TEWPAUATIKES TAPOTN P CELG.
OVGLOGTIKG, 1 GUYKEKPLUEVT] TIIAOTIKY LOVADO ¥PNCIUOTOMONKE ™G GNUEI0 OVOPOPAS Y10 TV EMKDPOOT)
oV povtéhov EMMS yia 115 cuvOT|keg AE1Toupyilog Lo TUTIKNG PEVCTOTONUEVTG KAIVIG avaKLKAOPOpiag.
Xopic andAela yeVIKOTNTOG, TO LOVTELO TTOV ovatTOYONKE purmopel va xpnoiponom el yio tny Tpocopoimon
avtpactipov CFB mov Asttovpyodv pe 1 yopig omoladmote ynKy aviidpoor oe dSdpopes KATLOKEG
(amd gpyaoctnprokn £og Propnyoavikr| khipoka). Emonpaivetor 1 mpootiféuevn adia tng emkdpwong tov
avamTUY0EVTOV LOVTEAWMVY UE TTEIPOApOTIKG dedopéva Tov Pacilovtal 6€ HovAdeg TIAOTIKNG KAIHLOKAG.

[T ocvykekpyéva, n Sadikacio TPOGOUOIMGNG TOV EVAVOPAK®MTH ATOKAAVYE OTL TO TPONYUEVO LOVTEAO
EMMS cg cuvdvacud pue v mpocéyyion TEFM avamopryaye amotedéopato vyniotepng axpifelag, o
oOYKpIoN HE TO avTioToyo opoyevég poviédo tov Gidaspow. EmumAéov, oe avtifeon pe to pového
Gidaspow pe 10 povtého EMMS emtuyydvetatl o oyetikd yopnAn e&aptmon and 1o miéypa (eminedo
o@Aaipotoc ¢ thEemg tov 6.5 %). To yeyovdc avtd Umopei v eVioyOGEL TNV EQPAPUOYN EVOG TETOLOV
HOVTEAOL YioL avTdpooTipeg Propunyovikng kiipokag pe oyetikd apotd miéypo péypt deen/d,~500. Ocov
aQOpPd TNV KWWNTIKN NG avtidopaong, o puludg avtidpaong twv Hawthorne et al. divel amoteAécpota
VYNNG akpifetog v t ovykévipoon CO2 pe oxetikd cedipa 7.22 %, evd 1 mopoadoy] OUOOYEVAOV
ocuvnkdV o€ KaOe VTTOLOYIOTIKO KEA Y10 TOV VTTOAOYIGHO TOL pLOLOD avTidpaong evavOpdkmong pmopel
va weplopioet v akpifeio, Tov poviélov. Avtd deiyvel yio GAAN Uio QopE T GNUAGIO TG VOTUPAY®YNS
TOV ETEPOYEVAOV GYNUATICUAOV HE DYNAO ENITESO aKPIPELOG, [LE TNV EQAPUOYN EVOG KATUAANAOD LOVIEAOL
omiobélkovoag, 0Tmg To poviého EMMS mov ypnoiponomdnke oty mopodco Statpif.

SOUTANPOUOTIKA pe TV ovamtuén kot v emkvpworn tov poviéhov TFM-EMMS  yivetoanw 1
Bedtictomoinon Tov oyedlacon Tov evavlpakmtr. OAeg 01 TEPIMTMOGELG SOKIUDV TOL TPOGOUOLDON KAV
elval 106e¢ LETAOKEVTG TOL apyLkoD avTidpactipa evavipdkwong 1 MW mov gival eykateotnuévog 6To
TUDA. Ta oyédio petaockevng givar évag oxedlacpog odiayng peyédouvg tov mubuéva tov avTdpactipa
(FBD) pe 600 d10p0pETIKEG TEPIEKTIKOTNTEG OTEPEDV, ONA. 282 KIAG (TIUn avapopds) kot 340 KIAG, Evag
OYEOLOGLOG GTAOLOKNG EYYXVOTG TOV TPOCPOPNTIKOD VAIKOD (SbS) kai évoc oyedacudc TpocpoEnTIKOD
VAKOV GTNV apoi mEPLOYN mve and tnv mokvh kAivn (SZD). Ta apBuntikd anoteAéopota £6e1&av OtTL
UE OAEG TIC TEPIMTMGELG LETACKELNC EMLTLYYAVETAL KaADTEPT amddoon déapevonc CO2 6g cOYKPLoT LE TO
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oxédo avapopds. H vynidtepn déopevon emtvyydveton pe 1o oxédo FBD- otig mepumtdosic FBD-282
KA ko FBD-340 xihd m omddoor déopevong givar ion pe 90.36 % xouw 91.91 %, avtictoyyo. XTig
nepntdcelg SbS kot SZD 1 anddoomn déopevong etvar 89.94 % kot 88.7 %, TWEG vYNAOTEPES OO TO GYEN10
avapopds (87.03 %), wvpiog emedr] emitvyydverol KoAOTEPN OavOUEN OTO KOTMTEPO TUNLO TOV
avtdpactipa. O oyedooudc SbS givarl 1 wo eAkvoTtikny Adon, 610TL EKTOC amd TNV LYNAOTEPT amddoo
O£CLEVOTG TTOV EMTLYYAVETAL GE GYECT] LE TO GYESL0 AVOPOPAS, UTOPel Vo EEETACTEL EVKOAOTEPA (G 10€0L
LUETOCKEVTG.

Ocov agopd v tppacikn pon ("aéplo-TpoopoPnTIKO-KOVGI0") GTO E6MTEPIKO TOL 0CPECTOTOUTH
mAoTikng kKMpokag 1 MW, Ta amoteAéopato G Tpocopoimong deiyvouv 0Tt 10 epaplolOpevo Hovtéro
CFD sivan pétprag axpipetac, 18img 6cov apopd tig TpoPrenopeves Tinég Oz (pe opdipa oxeddv 31 %) ko
OYETIKA KaANG akpifelag 6cov apopd Tig Tipég COz (pe cedipa tepimov 12 %). Ot apBuntikés tpofréyelg
umopobv va Pertionbodv mepottépm €Gv oto UEAAOV ypnouomomBody mo PEOMOTIKEG KIVITIKEG
TOPAUETPOL Y10, TO GUYKEKPIUEVO TTPOGPOPNTIKO VAIKO Kail TO KOOSO Tov povteronotovvtat. Ocov apopd
Vv acPectomoinon Tov avlpaxikov acPectiov, Ta amoTeAéopata delyvouv OTL 1 avTtidopaon Aapfavel ydpa
0€ VYN TOVE OO TNV TEPLOYT OOV KaiyeTal To Kavoo. o ta younAdtepa Dy, dNAadT KOVTE 6T0 KAT®
LEPOG TNG KATVNG Kot PéYpL VYOG 4 PETP®V EVVOEITOL 1] ETOVANVOPAK®GT TOL TOPAYOUEVOL 0EELDIOV TOL
acPeotiov MOy® TV YoapnAodv oV Bepuokpocicg, Kupimg AOY® TOL Yuyxpol PEVUATOS OEPIOL OV
EIGEPYETOL GTOV AVTIOPACTIHPA OO TO TUNLO TOV TLOEVE Katl Tov Bondntikod kovatipa. Télog, amd Ta
pELULOTA TOOTNTAG GUVAYETOL OTL TOPOTNPELTAL LKPT] AVAUIEN TNG PACT|G TOV TPOGPOPTTIKOD VAIKOD LOVO
uéypt to vyog 0.4, dmov AapPdvel yodpa pHovo evavipdkmaon, yeyovog mov deiyvel 0Tl dev vIapPYEL TAOT
eYKAOPBIGHOV TOV 0TEPEDV COUATIOIOV 6€ TOAAATAODS KUKAOVG evavOpdKkmong-acPestonoinong. 61600,
VIO GLYKEKPIUEVEG CLVONKES AelToVPYiOG/ GYESAGHOVS AVTIOPACTIP®V TO. GOUATION TOV TPOGPOPNTIKOD
UTOPEL VO TOYIOELTOLY GE TEPLOYEG OMOV ELVOOVVTOL TOUPAAANAC Ol OVTIOPACELS EvAVOPAK®OONG Kot
acPectomnoinong, Yeyovog mov TeAkd Bo PetdoEL T GUVOAIKT SPAGTIKOTITA TOL TPOGPOPTTIKOV.

Metd v enikdpmon Tov povtédov acfectomoinong otov acPestomomt 1MW o omolog Oepuaivetan
LEC® eVOOYEVODG KAVONG OTEPEOD KOVGIOV, EPapUOLETAL EVO TPIGOHAGTATO LOVTEAD Y10 TIV TPOGOUOIMON
evog éupeca Beppovopevov acPectomointy 300 kW, o omoiog amoppopd Oepudtnra amd cwANVeg
Oeppomrog pe vatplo og epyalduevo péso. To xpnouomolodUeEVo LOVTEAD TEPIAUUPAVEL TNV TPOGEYYIoN
npocopoinong TFM-KTGF-EMMS yia v mpocopoinon g Sipactkng por|g (a€plo-mpocpoentikd) 6To
€0MTEPIKO TOV aoPecTOTOMTH, KAOMG KoL TNV EXIOPACT) TN TOPPNG OTN GLVOAIKT] J1AdIKOGTN LETAPOPAS
OepuoTNTOC KOl TNV VIPOSVVAUIKT TNG PONG. Mia, TpocHnKn avtol Tov HoviéAov, gival 1) GOUTEPIANYN TNg
petapopdg BeppotnTog e aktvoBolio amd Toug cwANVEG BepUOTNTS TPOG TNV KAV PLGOAIS®V KOl GTO
ECMTEPIKO TOL AvVTIOpacTApa. Xpnowomombnke eniong éva oyedov 2D medio yio v emitdyvvon Tng
aplOUNTIKNG TPOGOUOIMONG KOl TN S1EVKOALVGT TNG 0VAAVOTG €GN GIOG/TOALATAGDY TUPAUETPOV AOY®
TOV LEYOAOV VTTOAOYIGTIKOD TAEYILATOG TOV GTOLTEITOL Y10l TV OITOTOTMGT] TG OTOTNTIKNG YEWUETPLOG TOV
éupeca Oeppovopevon kavotpa. H emikdpmon tov ¥pnoiuomotoduevon LoviEAon EVavTl TEPAUATIKOV
dedopévav €yve pe T enitevén kaAng akpipelog tpdPrewng tov kKAdopatog palag CO:2 (oyetikd codipo
~6.00 %) omv €£odo ToL avTdpaoTNpa Kol UETPLEG aKkpifelag TpOPAEYNS TOL GUVOAIKOD pPLOLOY
UETAPOPAC Bepudtrag amd Tovg COANVES TPog TNV KAIvr (oyetikd cedipa ~23.00 %). M avdlvon
evaletnoiag amokdAvye 0Tl T0 povtédo K-¢ pe evioyupévn HOVTEAD Yo TOV LTTOAOYIGUO TOV Beppitkov
0pLOKOD GTPMUOATOG GTOL TOLYMLLOTO UTOPEL VO, 00N YN GEL 6€ Ui 00OV aveEaptnt amd to TAEy o Adon Yo
deen/dp~110. Mo, TOpOUETPIKT] PEAETN GYETIKA UE TNV EMIdpOOT TNG S1dTaéNe TV cOANVEOVY BepuoTnTag
0T0 GLUVOAMKO pLOUd petaopdc Bepudtnrag amokaivye OTL T0G0 0 TAEVPIKOS dbkeVog uetalld TV
cOMV®V 000 Kot 1 01dtaén Tov coAnvev Bepudtnrag (KAMpokmtol Evavtt og oglpd) emnpealovy to
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ouvolkd puud petapopds Bepudtntac. 'evikd, n gpnon (oG TAELPIKNG ATOGTAUCTG LETOED TV COANVAOV
Oeppotntog oto gvpog 1.5-2 d elvar (o KoA ETAOYN Yo EVICYLUEVT] LETOQOPA Beppotntag, evad M
Kapokmt) odtaln odnyel oe vynAdtepo puBud petapopds Beppotntag (Kotd 7 % peyaldtepo) amd
duataén o€ oelpd. To povtého mov avorthydnke eivor amoteAespoTicd Kot akpiBég kot pmopel va fondroet
o™ peAétn mapopolwv cvotudteov TCES/SHS kokkddovg porc.

Y10 IIépnto Kepaimo, to tprodidotato povtédo mov Paciletor oto poviého TFM ypnoyomonnke ya
NV mpocopoimon &vog evoliditn Oepuotnrag BFB evog Prounyoavikov Aépnta CFB. To povtéro
YPNOLOTOONKE V1o TN povTELOTOINGN TG dadikaciog LeTapopds Bepuotntag and T KAv) QueGOAId®V
TPOG TIG COANVES pe atud ¢ epyalouevo péso. O HE ypnowedel wg vrepBeppavinpag, aAld propet va
xpnoomonbel Kol g £0MTEPIKO GOOTNUO amobnkevong evépyelog. Me Bdon to amoteAéGUOTA, 1|
VOPOdVVALIKT TG POTS avamapicTatal Pe amodekTn akpifela. Xto mAaicto avtd, umopel va epaprocTel 1)
xpNomn ¢ nebodov maéypatog Cutcell yio TV KOTAGKELT TOL ATOLTNTIKOD VITOAOYIGTIKOD TAEYHOTOG. Mg
T ¥PNON TOL HOVTELOVL UETAPOPAG DEPLOTNTOC TOL KATAGKEVAOTNKE GTNV TAPOVGO, SIOAKTOPIKY doTpipn|
0 GLVOALKOG pLOUAC peTapopds Beppotntog eivat icog pe 2.7 MW, Ta amotedéopota avtol Tov HoVTEAOL,
OV OPOPOLY KLPIMG TNV VIPOSVVOLIKT TNG PONG, UTOPoLV Vo TPOPOSOTHGOLV BepNTIKG HOVTELD
TPoKEWEVOL Vo Tpaypotonombel avaivon evoicOnoiog g emidpacng SpOpOV TUPAUETPOV GTOV
GUVOMKO GUVTEAEGTY| LETAPOPAG BEPLOTNTAG EEOIKOVOUDVTOS VITOAOYIGTIKO YPOVO.

Téhog, oto 'Exto Kepdraro mopovsialetal o chHvoyn TV GLGTNUATOY ToV UEAETHONKAY OGOV apopd
10 YOO UO TOVGS, TO YPNCUYLOTOLOVUEVO HEGO amOBKEVOTG KOl TIG SLVATOTNTEG POPTIONG. ZVUVOAKE, O
ta cvotiuota TES mwov peretnOnkav oty mapovca diatpiPn, Topovctalovy apKeTE TAEOVEKTHUATO KoL
@aivovtol ToAAG vITooyoueva Yio TNV amobnkevon Beppukng evépyelag oe vynAég Bepuokpacieg (> 800-
900 °C) kot pmopovv va emAEYOoOV avEA0Yo LLE TN GTOYELUEVT E@apuoyn. Tétown cuotipata Ba cupfaiovy
oTNV OTEAELOEPOOT) VYNAOTEP®V EVEPYELNKDYV TUKVOTHTOV Kol AT0dOGEDY amodNKELGNC GE GYEoN LE TO
ouyypovo cvothipata mov Pacifovtal og othieg dhatoc. H Peltiotonoinon 1€t010v cuotnpdtov 0Gov
aQopd To oyedlooud Kot T Asrtovpyia pmopel eniong va emttevydei pe v aglonoinon TV TponyuEveov
aplunTikedv epyoleiov mov mapovcsidloviar oty moapovoa SatpiPr). Télog, ta amoteAéopoTa TOL
LOVTEAOL UTOPOVV VO, TPOPOJOTHCOVV LOVIEAD OlEPYUCI®V Yoo TNV &vioyvorn g okpifsoag tov
TPOPAEYEDY TOVG, UTOPOVV VO, GLVOVAGTOVV LE LOVTEAD TAGEWDV-TOPULOPPDCEMY Y10 VO, ETOANOEOGOVY
€qv pmopet va epoaviotel mhovi Opavon Tov HEAETOUEVOV GUCTNUATOV 1) AKOUN Kol VO TPOPOSOTHGOVY
TPOTYUEVE, EPYOAEID TTOAVKPLTPIOKNG OVAALGNC Y10, T ANYN ATTOPACEDV.

7.2  Kawvotépa ctoryeia

2ty mapovoa dwtpiPn, Exovv emrevyBel apketés apBuntikég kavotopies. Ocov apopd Ta cuotnuaTa
KOKK®MOOVG PONG TO KOVOTOU oTorygio mephapupavouy:

o Y710 povtého MFM/TFM éyet evoopatmbei pio Bedtiopévn éxdoon tov povtéAov EMMS yio toug
oLvTeEAEDTEG omicBéAKoVGOG, pe ypnon Swdikaciog mapepPforng. e avtn T véa €k60om TOov
povtéhov EMMS, wpotdfnke ue véa ovoyétion ywoo v mpdPreyn tov  peyéboug
CLGCOUATOUATOV TOV COUOTIOIOV 68 cuVAPTNoN UE TO uEyeDog Tov avTIdPAGTHPO.

o To avamtoybév HOVIELO TPOCOUOIDOVEL TNV VOPOSLVOUIKY] TNG PONG OTO ECMTEPIKO TV
CUGTNUATOV TOAVQUGIKNG PONG, OAAL Kol TNV KIVNTIKN TOV ovTdpacey kol v e&EMén tng
petapopdc BepuodTnToC.

o 'Eyovuv pueietn et S1d.popeg epappoyEs (Le avtidpaor Kot ympic) kot Exel enttevybel emkdpmon Twv
HovTéA@V pe Baon Tewpopatikd dedopéva amd TAoTIKEG povadeg (o kKAipaka 300 kWin-1 MWi).
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Ocov apopd v avtidpaon evavOpakmong, epapudcTNKE Ho cLGYETICN TOL PLOLOY avTidpaong
ov avtAnOnke and m Bprloypapia. AtepevviOnke 1 woyvpn e€dptnomn tov pvOuov avtidpaong -
KoL GUVOKOAOVB®E TNG 0EGEVGNC TOL 610EE1610VL TOL AvOpaKa- OO TNV LOIPOSVVALIKT TNG POTG.
Oocov agopd tov avtdpootipa acPfectomoinong, epapudéotray povtéda CFD 1660 yio cuvinkeg
Kavong pe ofuydévo 6co ko Yy cuvOnkeg éupeong Béppavong. To poviého tov €upeca
Oeprovopevoy KOLOTAPO UTOPElL €mioONG VO, EQPOPUOCTEL GTO WEAAOV Y10 KOUGTAPEG 7OV
Bepuaivovton e NAlokm evépyela.

Mo oNUOVTIKY] TTVYXN TOL povTeEAOTOMmONKE Yo ToV acPectomointy ival 1 emavaavOpdKmon Tov
acPéotn, 0tav 1 BepUoKPOCic 6TO EGOTEPIKO TOL OVTIOPAGTHPN EVVOEL L0 TETOLN OVTIOPOGT).
Ytov éupeca Bepuovopevo acfectomointr, 1 UETOPOPH OepUOTNTOC HECH OKTIVOPOAING £XEl
ocoumepnedei 6To pHovTéro, evd £xel exTiunBel n emidpacn g TOpPNC.

O1 xouvotopieg mov apopodv o LHTES eivon o1 e&ne:

v

v

v

Avomtoybnke éva afovoovupetpikd poviédho CFD yuoo v mpocopoimon ™¢ oadikociog
otepeomoinong/ t™éng twv PCM mov kadvmret Eva uph pacpa Tiudv Beppokpaciog.

To povtého ovvovalel ta mheovektnuata i) g pedddov evbBoAmiog- mop@OoVE oTadEPOD
TAEYLOTOG TOV HOVTEALOTOLEL EUpeca TN SlEmpaveln otepeov/vypoy PCM, ii) g uebddov VOF
OV HovTeAOTOlEL T por] agpiov-PCM Ko iii) (oG TeVIKNG TOMKNG THKVAOGCTG TAEYLOTOG.

To povtéro mov avamtdydnke Aoufdavel vedyn T cveToAr/dtactodn Tov PCM katd ) dadikacio
otepeomoinong/ TENG Yia éva o peaAoTiko edio pong (Tov cuviBmg TapaleineTol e TapdLOoLN
povtéha CFD ot Bifloypapia), Tn petaforn tov Oepuo-@uoiKav 1810THT®V 0t TV LYPN O
oTEPEN PACT KO OVTIGTPOPA, KOl TIG TAEVPIKEG AmMAELIEG BEPIOTNTOC TOV BOYELOV.

To povtého CFD pmopet va LovIEAOTOMGEL ERUEGN TOVG OEVOPITIKOVS GYNUATIGHOVS og v PCM.

7.3 IIpotaceig Yo pehlovtikng gpyocio

Melhovtikég aplfuntikég fedtidoelg, Taipvoviag og facn v mapovoo datpiPn, TeptrapuPavouv:

Avéntoén poviéhov CFD ywo tnv mpocopoimon véwv pevotonotuéveov kdyoviwv PCM mov
oLVOLALOLV T TAEOVEKTNUATO TOGO TOL KOKKMOOLG VAIKOV 060 Kot Tmv PCM.

Epopupoyn povtéhov texvnmg vonuociving yio v ovofPaduon kAMUoKog Tov HEAETOUEVOV
GUOTNUATOV PEVGTOTOINUEVNG KATVIG.

Enéxtaon g apBuntikng epyaciog pe 1o EMMS o dlhec ovvOnkeg Aettovpyiog (m.y. moA0
apOIEG POEC) M Y10 POEG IOV TTEPIAAUPAVOVY TAV®D 0O dV0 GTEPEES PACELS.

Avamtuén evoc LovtéAov peToeopag Oepudmrag kot ovlevén ue to povtého EMMs.

Avamtuén vBpIKdY aplOUNTIKOV LOVTEL®V Y10 TV TPOGOUOIMGT] TMV PEVCTOTOMUEVOV KAMVOV,
€KTOG amd 10 cVYYpovo povtéro Eulerian-Eulerian TFM (7t.y. o vBp1dkd poviého DDPM).

Pnt mpocopoimon tov oynuaticpo devopltav o cvotiuate, LHTES.

Pnt mpocopoimon tov gawvouévov g emimigvong/Budiong tov PCM, Aapfdavovtag veoyn v
Kkivnon Tev otepedv 610 E0wTEPIKO TOL cvotiuatog LHTES.

SoumepiAnyn TOL PAVOUEVOL TNG EMPAVEINKNC TAoNE ueta&d Tov adpavoic aepiov kot tov PCM
610 gomtePKO Tov cvotnuatog LHTES.

SoumepiAnyn TOV QEUIVOUEVOV OKTIVOPBOAING Kol EMKOPMOTN UE TEPOUATIKEG UETPNOEIS Yo
eEaupetikd vymAég Beppokpaciec 610 ecmwTePKd Tov PCM.

Evdeleync uekét g mibavig avtidpacng tov PCM e omotodnmote a€pto 6TV KOpuoen.
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Appendix

Simplified model to simulate heat transfer inside a FB system
To assess the effect of radiation on the total HTCs, a mechanistic heat transfer model based on the packet
renewal theory proposed by Mickley and Fairbanks [66] with additional equations from Kunii and

Levenspiel and Subbarao and Basu is used as a reference to compare results with the CFD model.

In the dense part of the BFB (bottom bed), the horizontal tube bundle remain in the emulsion phase. In this
case, the average bed-to-tube heat transfer coefficient, huoom IS €Xpressed as a summation of three
components: packet particles convection he, gas convection hg and thermal radiation h;:

Table 61. Basic theoretical model equations.

Equation

Description

hpottom = hg8b + he(1 — §p)+h,
2 1
h,=— |k_.c -
e \/E e pepe \/a
567 x107%(T — T;y)
T (1/es+1/e)(Ts — Ty)

k
hy = 0.009 x (d—g> X (Ar)05 x py0-33
p

Overall HTC at the bottom of the BFB

Convective HTC from emulsion phase to the

tube bundle in the bottom section [66]

Radiative HTC
HTC of the gas in the bubbles [22]

Dimensionless numbers

dpg
U2 (Uy/Uny — A)*
Pgda(Pp = Pg)9g
2
Hg

Ar =

Dimensionless Froude number used to

indicate the effect of gravity on fluid motion

Dimensionless Archimedes number is the
ratio of gravitational forces to viscous forces

The correlations used to determine physical properties of emulsion phase are mostly based on the
mechanistic model of Subbarao and Basu [328] and are as follows:

Voidage of emulsion phase, ., at the vicinity of the tubes is [340]:

_ dp/ ]
(1= &mp) [o.7293+0.5139( Ay )

e =1-
d
1+ g

, Where diwp in this case in the cylinder/tube diameter.

Emulsion packet density, p. [341], [328]

144)
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pe = (1 —&)ps 145)
Emulsion heat capacity, c. [342]:

Cpe = (1 —€)Cps + €cCpg 146)
The last term in this equation can be omitted during calculation.
Emulsion thermal conductivity, k. [52]

147)
1

o5 (“sfi, ) +2/3

, Where ¢y, is the ratio of an equivalent thickness of gas film referring to particle diameter, [-] and can be
taken by the following graph (Figure 111):

ke = eckg + (1 — &0)ks
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Figure 111. Ratio of effective thickness of gas film around a contact point to particle diameter: oy, for
contact between adjacent particles, ¢w for contact between particle and surface [52].

The emulsion contact time te [-] with the heat transfer surface is defined as:

dp

te = 1.20[Fr] °3(
t,HP

) 148)
A is a dimensionless number defined as:

A
A=1-— 149
Ap )

, Where Ay is the bed cross-sectional area and A¢ is the total surface area of the tubes taken as:

Ar = dipplenpn 150)
, Where [, yp is the tubes length and n the number of tubes.
The bubble fraction, oy, can be determined as [343]:

5, = 0.19[Fr] ~°23 151)
For the calculation of the radiative heat transfer coefficient, the following properties are used:

Effective emissivity of bed particles, e, [344]
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ep =1+ ep)/Z

, Where e, is the emissivity of particles.

Effective bed temperature, Te, [345]:

Teb = 085Tb

Wall (metal) temperature, Tw [345]:

Ty = Tmedium + 4Ty

152)

153)

154)

, Where AT, is the temperature difference between the internal and external temperatures of the tube surface
and Tmegium IS the heat transfer medium average temperature.

Gas thermo-physical properties

The different gas medium thermo-physical properties are calculated based on NIST WebBook [346].

a) b)
Thermal Conductivity-Values Density-Values
0.14 2
0.12 18
1.6
_ 0.1 * CO2 _ 14 . *CO2
= -
- 1.2
% 0.08 - N2 & yl N2
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{ ] .
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Figure 112. Thermo-physical properties of several species setup in the CFD model (a) thermal
conductivity, (b) density, (c) viscosity, and, (d) specific heat capacity.
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Gas thermo-physical properties setup in oxy-fired calciner

Table 62. Specific heat capacity coefficients setup in the oxy-fired calciner model.

¢, (kg KY)
Piecewise-polynomial: C,(T)=a, +&T, +a,T; +a;T; +a,T, +asTs +asTg
=)

é % Polynomial law:
@ = | for Tmini<T<Tmaxa Cp(T)=a +aT, +a,T) +a5T5 +a,T, +asTs +asTy

for Tmin2<T< Tmaxz Cp(T)=Dg + BT, +0,T7 +b,T5 +b,T; +bsTS + b, T

ao ai az as as4 as as
Vol(g) | csT | 1500 0 0 0 0 0 0
0, PL [8763 0.1228 5583e-04  -1202e:06  1.147e-09 -5.124e-13 8.566e-17
N pL [1027 0.02162 1486e-04 4484608 0 0 0
co PP [ Twin1=300 K, Tmaxs= 1000 K

968.3898 0.44879 -1.1522¢-03 1.65688¢-06 -7.346e-10 0 0
CO, PL [5354 1279  -54686-04 -2.382e-07 1.892e-10 0 0
H.O() | PL [ 1938 1181 3644603  -2.863e-06  7.5966-10 O 0
Ho() | csT [4182 0 0 0 0 0 0
Ashichar || PP [Tmin1=273 K, Tmaxi= 1000 K

4641782 4.97117 -3.8992e-03 1.48294e-06 -2.886e-10 0 0
Vol || PP [Twin1=300 K, Trmax:=1000 K

-403.5847 9.05734 -1.4425¢-02 158052e-05 -6.343¢-09 0 0

Tmin1=300 K, Tmax1= 1000 K
Ca0 PP | 2511235 269093 -4.2066e-03 3.0414e-06 -8.18le-10 O 0

Tmint= 300 K, Tmae:= 1000 K
CaCO; | PP |-147.0097 514113 -7.33¢-03  3.83712e-06 -2.482e-10 0 0

bo b1 b2 b3 ba bs bs
o op | Trine= 1000 K, Traxo= 5000 K

897.9305 042823 -1.6714e-04 3.02344e-08 -2.051e-12 0 0

Trinz= 1000 K, Tmaxz= 5000 K
Ashichar || PP | 1 031 501 115055 -4.620e-04  8.9357e-08  -6.372e-12 0 0
voithy | pp | Tmine= 1000 Tousz=5000K

-872.4671 530547 -2.0083¢-04 3.51665¢-07 -2.334e-11 0 0
0 op | Trine= 1000 K, Tnaxo= 3200 K

8385307 0.15071 -3.7921e-05 8.08248e-09 -6.313¢-13 0 0

Tminz= 1000 K, Traxz= 1200 K
CaCO: |'PP | 1199445 -01161 1.69741e-04 0 0 0 0

262



Indirectly heated-calciner additional graphs

Turbulence effect investigation

The following graphs present the time evolution of the heat transfer at the heat pipes for the different

turbulence models tested.
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