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Anayopeleton 1 avTiypapy|, anoUhxeuoT xan Slovour| Tne mopoloas epyaciog, € ohoxApou
| TUAMATOS QUTAS, Yia EUTOopixd oxond. Emtpénetan 1 avatinwor, anodixeucn xa. diavo-
Uy Ylor ox0Td Un xEEBOOAOTLXG, EXTUOEUTIXAC 1) EELVITIXTE PUOTE, UTO TNV Tpolndveon
VOU VOPERETOAL 1) TNYT) TROEAEUOTC Xa Vo dlatnpeeitan To mopdy urvupa. EpwthAuata mou a-
popoLY TN YeNoM TNG ERYAUCLAS VLol XEPOOOKOTUNO GXOTO TEETEL VoL ameLYVVOVTOL TEOG TOV

CUYYEUPEAL.

O améelg xou T GUUTERAOUATO TOU TEPLEYOVTAL OE AUTO TO EYYRAPO EXPEELOUY TOV CLY-
YeupEa xou BEV TEETEL Vo EQUNVELVEL OTL AVTITPOCWTEVOLY Ti¢ ETlonueg Véaelg Tou Edvixol
Metodpou ITohuteyveiou.






Abstract

In this thesis, we focus on the hardware acceleration of two representative applications
of modern healthcare: a ML-based prediction analysis and Read Alignment of genomic
data. Both fields experience an intense growth in the latest decades and generate an
immense amount of raw data. Creating value and making decisions based on these data
have proved to be a challenging task as both the datasets as well as the computational
intensity of the algorithms continue to escalate. To cope with this issue, High Perfor-
mance techniques such as hardware acceleration have been examined. There is a great
surge of works that leverage different programming models and frameworks to develop
efficient FPGA-based accelerators, thanks to the bit-level customization capabilities of
the devices. However, the frameworks available for programming such devices cannot
always straightforwardly fully exploit the acceleration prospects of the applications. Fur-
thermore, in complex applications existing solutions are characterized by a narrow view
on real integration aspects, such as system wide communication and accelerator call
overheads. In the current research work, the core contribution is based on the delivery
of efficient solutions through strategic exploration of the design space and the synergy
of hardware and software code modifications. The first application that this thesis ex-
amines is efficient hardware acceleration of Support Vector Machine (SVM) classifiers.
SVMs have played a crucial role in providing data fusion and high accuracy classification
solutions for various, complex, non-linear problems. In this thesis, we explore an applica-
tion that SVM hardware co-processors perform classification for ECG signal arrhythmia
detection. The proposed methodology for accelerating the SVM has been implemented
as a framework on top of the state-of-art Vivado High-Level Synthesis (HLS) tool. We
propose a systematic two-level approach for SVM acceleration, which first optimizes the
global structure of the original SVM’s behavioral description to assist the tool in infering
the inherent data- and instruction-level parallelism of the algorithm. The second level of
optimization further refines the design through a targeted design exploration that matches
the accelerator’s memory architecture to its computation and memory access patterns.
In the second part of the thesis, we study the effect of acceleration techniques on one of
the major bottlenecks of a typical genomic pipeline, which is short read alignment. In
our study we perform extensive profiling on a popular aligner and identify the bottleneck
within alignment as the string-matching algorithm Smith-Waterman. Our approach is
to provide a dataflow implementation for this task that targets FPGA devices by tak-
ing into account the implications of integrating the accelerator in the original software
tool. We therefore present GANDAFL, a novel genome alignment dataflow architec-
ture for Smith-Waterman Matrix-fill and Traceback stages to perform high throughput
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short-read alignment on Next Generation Sequencing data. We then propose a radical
software restructuring to widely-used Bowtie2 aligner that implements an aggregation-
batching strategy and feeds the accelerator in high-throughput streaming fashion with
minimized transfer and call overheads. The standalone solution delivers up to x116 and
x2 speedup over state-of-the-art software and hardware accelerators respectively and
GANDAFL-enhanced Bowtie2 aligner delivers a x1.9 speedup. We also examine an al-
ternative approach to accelerating short read alignment. We introduce a high throughput
alignment system that combines Banded SmithWaterman accelerators and pre-filtering
for alignment optimization by introducing a profile-driven accelerator methdology. Ex-
tensive profiling of genomic datasets reveals low edit thresholds that can be leveraged by
a heuristic of SmithWaterman, i.e. Banded SmithWaterman, to create resource-efficient
accelerators that are customized to the edit profile of the input. We therefore design and
deliver a highly optimized dataflow implementation for Banded Smith-Waterman seed-
extension targeting FPGA devices, which is leveraged within a multi-dataflow accelerated
system. The multi-dataflow system covers the full range of edits and therefore achieves
both high throughput as well as high accuracy alignments. The evaluation shows that
the proposed Banded Smith-Waterman accelerator delivers a x34 speedup over state-
of-the-art software aligners and x1.53 and x3 over state-of-the-art dataflow and RTL
SmithWaterman accelerators respectively. The multi-dataflow system delivers average
speedups of x1.8 over state-of-art multi-accelerator FPGA solutions that employ generic
and input-agnostic accelerators.

Keywords: FPGA Acceleration, High Level Synthesis, Design Space Exploration, Code
transformation, Machine Learning, Next-Generation Sequencing, Short Read Alignment,
SW/HW Co-design, Dataflow computing
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Mepiindn

Ye outh TN OlTEB EMIXEVTPWVOUACTE OTNY LAOTOINOT LAXOU EMTAYLYONS Yo dLo o-
VIITPOOWTEVTIXES EQPUPUOYES TOU GlYYEOoVou Topéo Tne Lyelog: ot avdiuon meoBiedmne
nou Booileton ot wnyovixh) wdinon xou 1 eVdUYEAUULOT VEY VOONS YOVIBLOUATIXWDY BedO0-
uévov. Kou ol 8o topeic Budvouv évtovn avdntuén Tic teleutaleg dexaetieg xou mopdyouy
EVay TEPAOTIO OYXO OXATEQYUOTWY BedoUéVeY, Thololo ot mAnpogopla. H epunveio xou
n Mdn arogdoewy Paclouévey oe autd Ta dedouéva Exouv amodelyVel BUOXONEC Epya-
oleg xaddg tar Bedopéva xou 1 LTOAOYLOTIXY TOAUTAOXOTNTA TV ohyoplduwy awidvovto
exdetixd. o vou avtgetomotel autd to TpolAnua, €youv eéetactel TeyVxég LPNMATC o-
T6000TG OTWS N emTdyUVoT o hardware. Tmdpyel pior TANIGER EPELYNTIXWY EPYATLDY IOV
o€LOTIOLO0Y BLUPOPETING UOVTERN TROYPOUUATIOUOU YIal VoL AVITTOEOLY AMOTEAEOUATIXOUG E-
oy uvtés Bootopévoug oe FPGA, ydpen otnv eveliéio npoypouuatiopol toug ot eninedo
Bit. Qotbéo0, ta diordéoiua LOVTENA TEOYRAUUUATIONOU YId TNV TEOYPUUUATIONS TETOUWY
CUCXEUWY OEV UTOROVY TAVTO VO EXPETUAREUTOUY TATIPWE TIC TPOOTTUXES ETUTAYUVONG TWV
EQUPUOYWY UE amAd Tpomo. Emmiéov, o mohdmAoxeg e@opuoyég, oL undpyouces AUOEG
yoeaxtnetlovion amd pio TEPLOPICUEVY OTTLXY GTNY EVOWUATWOY| TV EMTUYUVIMY OE €Val
PEAMOTIXG CUCTNUA, OTIWE 1) ETULXOWVWVIA OE ETUINEDO CUCTAULATOSC XL Ol TEGCYETOL YpdVoL
XAAONC TWV ETUTOYLVTOV. 2TO TEEYOV OLBUXTORXO, 1) xVpla cLVELGPORd Baciletol oTny na-
eoYY) AMOTEREOUATIXDY AICEWY PECW TNC OTEATNYIXAS EEEEEDVNONE TOU YWEOU OYEBAOUOD
XL TN CUVERYLAC PEATIOTOTOACEMY TOU XWOWXA TOCO O EMINEDO LAXOV 0G0 ol AOYIOUL-
%0U.

H mpdytn eappoyy| tou e€etdletan o auty T dtate3r) elvon 1) amodoTixy| EMTdyUVoT LAXOD
v tadvountdy Yunnopt €ctop Moacnve (SVM). Xe authv ) dateiPn, e€etdlovpe ot
£QapUoYY|) oTNY omola oL emTayLVTES UAXoL SVM exteholv tadvounon yio Tnv aviyveu-
or appuidudy ofuatoc ECG. H npotewvduevn pedodoroyia yio v emtdyuvon tou SVM
£yel vhoronVel ypnowonowbdvtoag to epyaheio Vivado High-Level Synthesis (HLS). IIpo-
TElVOUUE WLl UG TNUATIXT TEOGEYYIOT 800 EMTEdWY Yo TNV EmTdyuvon Tou SVM, 1 onola
TpwTa Behtiotomolel TN YeVixY| douy| TS apyxig TEpLYpaphc ouureppopds Tou SVM yia
va Boninoel to epyahelo va avaryvwploetl Tov eyyevuy TapaAAniioud oe eninedo Sedouévwy
xaL eVTohwy tou alyoplduou. To dedtepo eninedo Behtiotonoinong Behtidverl emmpdoie-
TA TO OYEDOUS PEOW WAC OTEATNYLXNS EEEEELYNONS TOL YWEOU GYEBLICUOL TOU GYEDL-
&lel T wvAun tou emitoyLVTH Bdoel Twv wotBwv unoloyiouod xou meécBacng oTn UV
Tou.

2to 0eUTepo PEPOG NG OMAWUATIXNAG €pYaoiog, UMEAETAUE TNV ETOPUCT TWV TEYVIXWV E-
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TUTEYUVONG OE €VoL amd TA TUO UTOANOYLOTIXA amauTNnTiXd xopudtia tne encéepyaoiog yovi-
duwpatog, mou eivan 1 evduypduwon oxoroudwy ANA oto avipwmvo yovidiopo. Exte-
Aolue avdluon tne anddoong evéc epyoaheiov ahknholytone (to Bowtie2) xou evtoniloupe
Tov ohyoprduo Smith-Waterman w¢ to mo ypovofBogo xopudti. H mpocéyyior| pag etvan
VoL TOREYOLPE Lol UAoTolney pofic dedouévwy mou ctoyelel cuoxeuéc FPGA houfdvovtag
UTOYT TIC CUVETEIEC NS EVOWUATWOTNG TOU ETUTUYLVTY 070 gpyoleio aAAnholylong xou e-
Touévng ot éva mpaypatixd cbotnue. Ilpoteivouue to GANDAFL, o véo opyitextovixy
poric dedouévewy evduypduuionsg yowdiwuatog yia Tov Smith-Waterman yia tnv extéheon
evduypduuiong vdnirec andédoone oe dedopéva aAAnhouyiag ETOUEVNS YEVIES. X Tr CUVEYELD,
npotelvoupe uiar el avadidpdpwaon tou xwdxa tou Bowtie2 n onolo opadonolel molhd
HELOVOUEVA ouTHATO AANAODYLONG XAl Tal TPOPOBOTEL GTOV ETULTOYLVTY Ue LYNATC pudud o-
16800 EAXYLO TOTOLOVTAS E€000 UETAPORAS Xt XAHoEWY. O ETULTUYUVTAC TEOCPEREL WG XAl
116 xou 2 gopég emtdyuvon avticTolyo oe oOYXELON UE TEOCPATOUS ETUTAUYUVTEC AOYIOULXOD
xat VAoV, avtiotorya, xou 1 Bertiouévn ue GANDAFL euduypduuion Bowtie2 mpoopépel
emitdyuvon 1,9 enl tou cuvohixol cuothpatog. Téhog e€etdlouye wiar eVaANOXTIXY TEO-
o€yylon, 1 onolo cUVBLALEL pLa EVELoTIXY| LAoTolnon Tou Smith-Waterman xou éva otddio
PLATEURIOUATOC TRV apYx®Y 0edoPEVKV. MeAéTn TwV Bedouévey el06B0U LUTOBEXXVUEL OTL 1|
aAnhotyion cuviBwe eivon axeiBng xou evtomileton uixpog aprtuodg Slopoponoiioewy and To
avlp®mvo Yovdiwua. Autd UELOVEL TO YWeo avalATNoNg TV ADCEWY Yol UoC EMITEETEL Vol
xenowomnolcouue tov euploTixé Banded Smith Waterman o onolog emitehel tnyv (Bia Aet-
Toupyia, evtoniCel AiyOTEQES BLUPOROTIOAGELS X0 XATAVAAWVEL ALY OTEPOUS TOPOUG GTO UAXO.
ITpoteivoupe houdy éva choTNUA TOU TAEOV amOTEAE(TOL A6 TOAAOUC ETUTOYUVTES XOL X0t
AomteL €mg évay aptduo Blapopomolioenmy eved evtonilel Théov Tic aAAnhovyloelc Ue oy UTEEO
euduo. To npotevduevo cho U amodidel emTAYUVOT €ws 34 Yopéc o Yo Ue hoYlouixd
eVQ elvat €6¢ 3 PopEC TayUTERO and G\YYPOVOUG ETUTUYUVTES.

AgZeic KAewdid: Emtdyuvon Thxoo, I'wooeg Lovieone Tdnrold Emnédou, Metaoyn-
watiopde Koduxa, Awepetvnon Xwpou Xyedioong, Mnyavixd udinorn, ANinholyion yo-
viduopatog, Next-Generation Sequencing, Short Read Alignment, SW/HW Co-design,
Dataflow computing
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Chapter 1.

Introduction

1.1. Big Data Overview and Challenges

Technological advancements and novelties have led to an exponential growth of data
availability and have signaled the start of the Information or Digital age!. As technology
evolved, the aggregated data initially originated from newspapers, radio and television
and in later years by computers, Internet and mobile phones [3—5]. What has dramatically
accelerated the establishment of this new era is the speed of data transmission and ease
of accessibility by all humans thanks to new technologies.

As the capacity of computer systems and devices to generate data continued to grow, the
term of Big Data was gradually adopted. It is not possible to define Big Data by the size
of data it refers to, as this is relative to the storage and processing power of computer
systems. As the data production and availability grows exponentially, computing sys-
tems evolve and adapt to accommodate the data curation and processing requirements.
Therefore, what was once considered to be Big data, could not possibly fall into that
category nowadays, that we have entered the so-called Zettabyte Era. A zettabyte is a
measure of storage capacity, which equals 10007 (1,000,000,000,000,000,000,000 bytes),
which is equal to a thousand exabytes or a trillion gigabytes. Fig.1.1 illustrates the ex-
ponential data growth starting from 2010 and including estimates until 2025. In 1999,
the total size of available data was 1.5 exabytes and reached 160 exabytes within seven
years. Therefore, between the late 1990s and early 2000s, a dataset of size 1GB would
qualify as big data. Total data storage capacity in 2019 reached almost 50 zettabytes
and it is estimated to come close to 200 zettabytes by 2025 2. Interestingly, 90% of the
data has been created only since 2016. The size of big data is therefore so fluid and
quickly redefined, that a possible definition could be that of information that’s so exten-
sive or complex that it’s difficult or impossible to process using traditional methods and
technology 3.

nformation Age
2How Big is Big Data
3What is Big Data
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Figure 1.1.: Annual Size of the Global Datasphere. Source: Data Age 2025, sponsored by
Seagate withdata from IDC Global Datasphere.

Big Data Domains: The onslaught of information and data has been so fierce that it
has managed to define modern societies and cause a major shift in the dynamics of global
economy, as an increasing number of businesses has to handle big data or has been created
with this purpose. Companies with activity in this market typically need some kind of
software, i.e. Big Data analytics. Depending on the customer, these analytics could
be a prediction model, risk analysis or visualization components. Apart from software,
users also need to acquire special hardware and equipment to efficiently participate in the
Big Data analysis chain such as connected devices, network equipment, mobile devices.
Such matters demonstrate such complexity that led to the establishment of consultation
companies that assist others in managing big data, building a big data infrastructure
e.t.c.. These activities add up to a very prosperous market that was worth 206.95 USD
billion in 2020. As the big data growth trend does not show any signs of slowing down,
there are projections that estimate the market growth to reach 549.73 billion USD by
20287,

Big Data are generated from various aspects of human activities. Fields like education,
banking, retail, agriculture, healthcare, I'T and telecommunications have been generating
data exponentially and therefore require big data solutions for efficient processing. For
example in agriculture, data from sensors, GPS-equipped tractors, satellites, soil sensors
can be leveraged to perform risk assessments, crops optimization and prediction e.t.c.. In
the social sciences, there is an enormous volume of data to evaluate coming from social
media platforms (Facebook, Instagram), chat applications (WhatsApp), and services such
as Youtube. The BFSI (Banking, Financial Services and Insurance) domain has leveraged
big data analytics to improve the quality of customer service® (e.g. tracking their activ-
ity to provide for resources when required) as well as the decision-making system, risk
management processes, retention strategies® in order to maximise gains. In the telecom-
munication and media domain, big data analytics are leveraged to optimize the network,

“Big Data Analytics Market Report, 2021-2028, Fortune Business Insight.
5Big data as a tool to improve customer experience.
5Your Go-to Guide to Big Data Analytics in Banking.



https://www.fortunebusinessinsights.com/big-data-analytics-market-106179
https://www.fintechnews.org/big-data-in-banking-all-that-you-should-know/
https://global.hitachi-solutions.com/blog/big-data-banking/

1.1. Big Data Overview and Challenges

Market Size Breakdown

m BFS|
’ = Automotive
Media
7V/( » Healthcare
\ / = Retail
—
Others

Figure 1.2.: Global Big data analytics market share distribution,2020. Source: Fortune Business
Insights.

perform preventive diagnostics, prevent fraud” e.t.c..

Big Data in Healthcare: Fig.1.2 represents a distribution percentage for the fields
that hold the larger shares in the market, as those were estimated in 2020. Healthcare
holds a considerable portion of the market share as big data analytics are required to
cope with the recent fast data growth. Until recently, all form of medical data (such as
patient history, clinical data, results of exams) were stored in a paper file system. The
digitization of all clinical exams and medical records and the advent of new technologies
has led to a data abundance and has also created great potential for improved healthcare
services and flourishing of research activities.

Fig.1.3 depicts the major types of data in the healthcare big-data repository as well as the
main type of analyses that rely on these data. The Public Health Records and Electronic
Health Records (EHRs) are an electronic version of the medical history of a patient and
is available to public health providers in order to optimize the procedure of diagnosis and
therapy of a patient. It includes demographic data, past diagnoses, medicines, allergies,
immunizations and treatment plans [6]. Clinical data refer to both administrative data
as well as data created during clinical practice. Data generated during clinical practice
are mainly signal-based signals, i.e. time series, that are essential for monitoring e.g.
ECG,EEG,ventilator signals, ICU data etc. A large part of these data also come from
IoT devices, i.e. mainly health-tracking wearable devices, biosensors, clinical devices
for monitoring vital signs, and others types of devices or clinical instruments. Clinical
data also include images such as X-ray and CT scans, MRI, fMRI. Both signal-based
and imaging data can assist in monitoring, warning of critical situations, diagnosis, drug
development e.t.c. They are utilized both for diagnosis as well as health surveys and
clinical trials.

Apart from data generated and utilized in the clinical practice, there is a huge part of
health data also come from the study of diseases and human on a biological level. Genes,
transcripts, proteins, metabolites, and other macro/ micro molecules systematically col-

"how telecom companies use big data analytics-Top 10 use cases.
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Figure 1.3.: Storage of massive amount of data from various sources and Big data Analytics in
the Healthcare domain [1].

laborate to perform complex cellular processes. The advent of whole-genome sequencing
and other high-throughput experimental technologies have created the data rich disci-
plines of genomics, transcriptomics, epigenomics, proteomics, metabolomics, phenomics
e.t.c. These immense data sets make up the omics data [7]. Multi-omics data generated
for the same samples can be combined to provide useful insights into the flow of biological
information at multiple levels and thus can help in unraveling the mechanisms underly-
ing the biological condition of interest. Therefore the study of omics straightforwardly
affects biological research on a cellular level. However, the insights have had a impact on
clinical applications too and have paved the way to drug-development applications and,
ultimately, into personalized genomic medicine [8—11].

Healthcare big data analytics are developed to extract value out of this immense and
diverse amount of data [12]. These analytics require experts that come from interdis-
ciplinary fields such as biology, information technology, statistics and mathematics and
work in synergy to provide meaningful analytics and improve healthcare services and
treatments. There is a wide range of analytics developed with the intent to assist in
the clinical practice as well as in the diagnosis and formation of the therapeutic schema.
For example, descriptive analytics are leveraged to present data in an understandable
manner and make it easy to detect patterns. Applications such as medical imaging are
an integral part of medical practice and diagnosis. Predictive analytics have also been
developed to guide the medical staff in making a diagnosis and choosing the most effective
treatments based on previous experience and results. This can lead to accurate diagnosis
and limit the number of redundant and expensive clinical exams. Therefore, the inte-
gration of big data in the healthcare shows promise for improving health outcomes while
preserving a low cost per medical case.

Computational Challenges and Solutions: Handling and storing such an enormous
size of big data poses a challenge in healthcare analytics, as does in the case of big data
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analytics in general. In terms of computational performance, the enormous datasets
and the computational intensity of these analytics stress the limits of modern comput-
ing power. As data continue to grow exponentially, systems and algorithms should be
constantly updated and improved to provide the computational power to solve big data
problems.

An initial approach to big data challenges was to create Big data infrastructures that
are essential for meeting the storage and computational requirements. Until recently,
big data processing challenges were solved by ecosystems such as Hadoop [13-16] and
Spark [17,18]. Applications were also altered to run within MapReduce [19-22], which
is a parallel programming model was developed to run applications with high scalability
and fault tolerance on top of HDFS systems. To mitigate however learning curve and
tedious problem-solving related with these technologies, most enterprises have migrated
big data to the cloud. Cloud computing offers virtualized storage technologies and pro-
vides services with high reliability, scalability and autonomy. Several cloud environments
have been set up to support the execution of big data analytics in healthcare e.t.c [23-25].
AWS, Microsoft Azure, and Google Cloud Platform offer pay-as-you-go services and al-
low companies to run data-intensive operations without the installation overhead and
with unlimited scalability. A striking example is the deployment of powerful DRAGEN-
IT platform on AWS and Azure to analyze next-generation sequencing data [26]. This
trend is expected to continue and further develop into hybrid environments (i.e. both local
premises and cloud access) and multi-cloud environments 8.

A more recent approach involves adoption of techniques from the High Performance
Computing world. HPC systems have been dealing with complex data and compute
intensive applications. The size of the data that HPC applications handle though follow
the trend of the Big Data era. This leads to a convergence between the HPC and Big Data
ecosystems, creating High Performance Data Analytics (HPDA) and platforms suitable
for their execution [27-30]. In this convergence HPC brings approaches such as Message
Passing Interface (MPI) [31] and OpenMP [32], possibly combined with accelerators, such
as Graphics Processing Units (GPUs) or Field Programmable Gate Arrays (FPGAs). For
example, several works have leveraged such programming models [33,34] and co-processors
[35-37] to deliver accelerated tools in the genomics domain.

Big data analyitcs in healthcare face the additional challenge of handling heterogeneous
and unstructured data as well as operating in a clinical setting that calls for quick and
efficient decisions. In this context, machine learning has been extensively leveraged to
cope with the unstructured raw data utilized and assist in finding patterns within them.
Many decision making analyses rely on ML and Al to detect complex relationships and
assist in the diagnosis procedure. The most common use of ML in medicine is in pre-
dictive analytics to detect potential abnormalities and assist physicians in making better
clinical decisions. The extensive use of ML and Al in the medical domain is reviewed and

8The future of big data: 5 predictions from experts for 2020-2025
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motivated in several works [38-41].

In the next paragraphs, we focus on two important categories of healthcare analytics
that cope with an enormous set of data and face performance bottlenecks, i.e. ML-based
predictive analytics and genomics. We first elaborate on the importance and impact
of Machine Learning and Genomics in healthcare and motivate the need for employing
optimization techniques from the HPC world to alleviate the introduced challenges in
two separate use cases.

1.2. Machine Learning and Bioinformatics in Healthcare

Machine Learning in HealthCare: Challenges and Trends

The inherent purpose and characteristic of machine learning is the ability to process data
in order to discover underlying patterns, relationships between different entities as well as
insights within human activities and behavior. As such, machine learning has an essential
role in the big data processing chain and analytics [42]. In fact, the data deluge of the last
decades as well as the variety and complexity of big data has spurred on an impressive
growth in the machine learning domain. Since healthcare has proved to be one of the
most flourishing big data domains, machine learning has been established as an essential
tool in health data manipulation and analysis. Machine learning solutions fit both the
big data nature of healthcare data as well as the need of healthcare to find patterns and
correlations within unstructured raw medical data.

The size of the datasets in combination with the computational complexity of uncovering
relations within such volume has truly challenged the capabilities of machine learning
techniques and has led to the development of new approaches and algorithms [43] in
order to meet the requirements and successfully extract patterns and build predictive
models. Databases, data mining, information retrieval, machine learning, deep learning,
AT are only a few of the fields that created opportunity for ML to flourish’?. The use
of Al and ML in healthcare however also encounters challenges specific to the field and
use cases [38]. From a technical perspective, it is challenging to integrate data from
different sources (i.e. healthcare units) and account for the heterogeneity and potential
bias/noise in each one. Similarly, it is not feasible to require a golden standard as it
should be acquired from the general population and reviewed by medical practitioners.
Problems also arise when integrating machine learning models in a medical environment,
as the results cannot be translated effectively in a way understandable by health staff.
Developing a big data infrastructure or cloud services for sharing data among different
healthcare centers is still challenging as they need to adhere to a universal standard

9When Machine Learning meets Big Data
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representation of data and privacy regulations. Lastly, the adoption of proposed ML
solutions requires validation and improvement through clinical trials and studies to lead
to successful adoption in the medical world.

Despite the difficulties, there are on-going and promising works that leverage ML for
solving healthcare problems. One of the primary areas of applying machine learning in
healthcare is information extraction. Al programs and tools such as NLP [44] or character
recognition were leveraged from the start to extract information from free text or speech
and assist in digitization of medical data. Machine learning has been extensively leveraged
for prediction tasks in application where real-time processing of signals and decision-
making are critical. A representative example is the framework described in [45], which
trains an ML model with time-series signals (e.g. heart rate, systolic BP,respiratory
rate etc) to provide a real-time early warning for septic shock. Similarly, the authors
in [46] develop a real-time system for timely detection of heart disease based on streaming
signals originating from IoT and wearable devices. ML has also been established for
detection or prediction tasks where real-time processing is not essential. For example, it
is leveraged in image analytics to detect abnormalities in high resolution medical images
(e.g. CT, MRI, fMRI, EEG) [47]. Therefore, it can prove very useful to the diagnosis
process even at a consultation level or as a measure of precaution to avoid misdiagnosis

).

Overall, the importance of incorporating ML analytics in healthcare is highlighted by the
magnitude and critical nature of diagnostic and prognostic applications. Epileptic seizure
prediction [48], breast cancer diagnosis [49,50], heart disease diagnosis [51], research for
brain diseases [52] are only a few of the prominent use cases that leverage ML and
AT to improve the quality of healthcare services. However, due to the big data nature
of medical records and signals, the need to identify complex patterns within the data
and often the real-time requirements, ML-healthcare analytics have intense memory and
computational requirements. As a result, there is rich literature that studies machine
learning techniques applied in healthcare from the scope of optimization and performance
enhancement.

In general, machine learning methods used in healthcare analytics share the same op-
timization techniques with ML solutions for big data analytics. A common practice to
achieve scalability and data parallelism [43], is to employ big data frameworks such as
Hadoop [53] and Spark [54]. Another approach requires implementation of ML mod-
els to run through the MapReduce programming model [55-60]. Cloud computing is
also extensively used to deliver efficient healthcare services [61,62]. Apart from spe-
cialized big data techniques and cloud computing, optimization solutions also leverage
the parallelism and scalability of High Performance Computing and specifically of pow-
erful hardware resources. Hardware optimizations are examined on architecture level,
mixed-signal circuits and advanced technologies such as efficient memories e.t.c. [63].
As far as platforms are concerned, GPUs, FPGAs and ASICs devices are targeted by
several works [64]. Increased interest has been also attracted by hybrid solutions that
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incorporate GPU or FPGA accelerators for ML models in data centers and at the
edge [65,66].

Bioinformatics: Challenges and Trends

Bioinformatics is an interdisciplinary field focusing on the application of statistical and
computational methodologies to manage and interpret biological data [67]. An essen-
tial part of bioinformatics is the study of DNA sequences for research or therapeutical
purposes. Recent technological advances in high throughput technologies has led to an
unprecedented wealth of genomic sequence data. The low cost of data generation has
created an enormous amount of data, signaling the establishment of genomic data as a
new unique type of big data [68].

This new era of genomic data deluge commenced with the completion of the Human
Genome project, which for the first time generated an accurate sequence of 3 billion
DNA bases covering 99% of the gene-containing regions'®. Since then, many projects
have been conducted to further understand areas of interest within the human genome
e.g. the Cancer Genome Atlas and the Encyclopedia of DNA Elements which identify
somatic mutations, mRNA expressions, histology slides for approximately 7000 human
tumors!! [68]. The enormous size of genomic and transcriptomic data is obvious, if we take
into account that sequencing a single whole genome generates more than 100 gigabytes
of data. Specifically, depending on the read length and coverage (i.e. the average number
of times each base is read), when sampling a human individual the original file of reads
in FASTQ is approximately 250 GB, the BAM file can be approximately 100 GB, the
VCF file can be about 1 GB, and the annotated files can be approximately 1 GB as
well [69]. The size escalates when millions of individuals are sequenced. The advent
of mass spectrometry and nuclear magnetic resonance (NMR) spectroscopy has come to
add another source of big data, by generating proteomic and metabolomic data, and
establishing the term of omics data.

Omics studies have since established a significant role in the healthcare domain in the field
of understanding, prevention as well as treatment of diseases. In fact, the integration and
correlation among genomics, proteomics, metabolomics e.t.c., i.e. multi-omics analysis,
paves the way for personalized medicine [70]. Genomic workflows are at the heart of omics
analysis and involve a wide range of applications. Whole-genome sequencing (WGS) [71]
is the basis of all genomic analysis and allows detection of common as well as rare genetic
variants across the genome. Joint variant detection and genotyping [72] are developed
to study genetic variants across a large population or even a wider society. Functional
interpretation [73] of the molecular effects of genetic variants is also necessary in order to
infer if a variant is expressed in the phenotype and responsible for a specific disease [74].

"Human Genome Project Results
"National Cancer Institute
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An outstanding example of how genomics has impacted healthcare, is the integration
of genomic data in cancer studies in order to understand the biological dynamics of
cancers and identify risk factors, as well as predict therapeutic outcomes and prognosis
[75].

The impact of shift towards personalized medicines and treatments has naturally led
to a wider adoption of genomics technology. The capabilities of genomics have been
further underlined by the COVID-19 outburst as the genome sequence of the virus is
critical for developing effective vaccines and treatments'?. This has strengthened the
lead players in the market of genomics such as Illumina Inc.,Thermo Fisher Scientific
Inc., Agilent Technologies'? e.t.c. but it has also increased government funded projects
and the establishment of many start-up businesses. This is reflected in Fig.1.4 in the
trend for the genomics market in North America, which is expected to hold the highest
market share. A similar trend is expected in the global market, whose size will grow from
23.11 billion USD in 2020 to 94.65 billion USD in 2028. A more modest estimate reports
an expected market size of 84.57 billion USD by 2031'4.

North America Genomics Market Size
2017-2029 (USD billion)
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Figure 1.4.: Estimation for Genomics Market Size in upcoming years.

Challenges: This economic growth and need for new services requires the development
of novel and efficient analytics to extract useful information from genomic data both for
the research and industry domains. However, attributes of genomic data and workflows
introduce several challenges that need to be overcome to efficiently process and analyse
large genomic data sets [76,77]. Firstly, the dramatic data growth calls for enormous
databases to store data and share them across the research community. The challenge
however does not solely lie on the data volume but also on the heterogeneity of data
and lack of structure. An inherent trait of most genomic analyses is the need to discover
patterns and an underlying structure within the raw data. This leads to sparse data
structures, lack of data locality, irregular memory accesses and asynchronous updates to
shared structures [78].

12Genomics Market Research Report 2021-2028, Fortune Business Insights.
13Grand View Research Genomics Market Size.
14Bloomberg Global Genomics Industry Update.
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Trends: These challenges have yet to intensify as the sequencing cost further decreases
and more complex analyses are required. The challenges can only be surpassed by lever-
aging high-end computing solutions and large-scale computational platforms to meet the
memory and computational requirements of most genomic analyses. Several approaches
have been pursued and different technologies leveraged to achieve quick and accurate
results from genomic analytics. Mitigating bioinformatics analytics to Big Data infras-
tructures can greatly benefit the analysis of genomic data. Firstly, it is a very convenient
solution as it can aggregate data from various different sources and store the data in vir-
tualized storage technologies. A cloud computing system is also convenient and flexible
as it can support different software libraries, development environments and visualization
tools available as pre-installed software tools or containerized services. Cloud comput-
ing systems are also suitable candidates for genome analysis thanks to their distribution
and scalability capabilities. A typical example of a distributed framework utilized in
genomics analytics in the cloud is Hadoop [79] (HDFS - Hadoop Distributed Filesystem)
, which separates the data into small fragments, distributes them across many cluster
nodes, performs the computation on each node so that they are processed in parallel, and
aggregates the results. The parallel processing of many small pieces of data is secured
by MapReduce [80] programming model. A typical example of genomic analysis that
leverages Hadoop is drug development using genomic and proteomic data [1]. Several
other works deploy genomic frameworks on cloud infrastuctures as reviewed in the lit-
erature [81-85]. A recent example is Genesis framework, that provides an interface for
performing SQL-like queries for data manipulation and an integrated hardware library
of various genomic analysis stages [86]. Last but not least, cloud computing is also a
cost efficient solution. In fact, cloud providers offer a pay-as-you-go policy that allows
users to benefit from distributed computing and parallel programming without bearing
the cost of building their own infrastructure. However, even these platforms have some
adverse impacts, i.e. multi-core solutions increase the energy consumption whereas cloud
solutions raise data privacy and ethics issues [87].

Despite the lack of regular accesses and data locality across the span of genomic analyses,
each stage of a genomic pipeline usually leverages certain types of algorithms and therefore
optimization HPC techniques for efficient execution. For the indexing stage, typical
approaches are optimizing the data structure for storing the genome index as well as the
search algorithm for locating seeds through this index, e.g. FM-index [88,89]. Hash-tables
are also utilized to accelerate search operations in genome assembly and k-mer counting as
well as graph theory techniques for efficient graph traversal within genome assembly [78].
The pre-alignment filtering stage is usually accelerated by proposing efficient algorithms
that come from the HPC world and can deliver a quick and accurate prediction for
redundant alignments. Such examples are the pigeonhole principle [90], g-gram filtering
[91] and sparse dynamic programming [92].

The alignment stage holds the primary focus of most accelerating efforts targeting ge-
nomic pipelines as it usually forms a major bottleck. Extensive studies review the trends
in proposed optimized systems such as specialized architectures, hardware accelerators
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and heuristic approaches [93]. Hardware-accelerated solutions specifically is one of the
most popular HPC optimization for genomics. A plethora of works exist targeting dif-
ferent architectures from heterogeneous devices, e.g. FPGAs, to many-core accelerators
such as GPUs and the Intel Xeon Phi. These devices are usually leveraged as a co-
processor to off-load bottlenecks, but can also be utilized for end-to-end accelerated solu-
tions that perform the same functionality as software genomic tools. Lately, in-memory
computing has also been proposed for optimizing all genomic stages including the align-
ment [94-96].

1.3. Thesis Scope and Organization

The thesis scope is fully aligned with the trends described in Section 1.2 and aims to
enrich the state of the art works that develop powerful co-processors. The goal is to
examine offloading the bottlenecks to reprogrammable devices, i.e. FPGAs, through the
meticulous design of efficient accelerators that exploit the existing parallelism and op-
timize communication with the overall system. The resulting accelerators can then be
leveraged on local environments or can be deployed on large-scale cloud infrastructures
to explore the results of the synergy of hardware acceleration and cloud computing tech-
nologies.

In this thesis, we focus on the hardware acceleration of two representative applications of
modern healthcare: o ML-based prediction analysis using ECG signals and Read Align-
ment of genomic data. The basic HPC tool we utilize to deliver efficient solutions is
High Level Synthesis programming targeting FPGA devices. With the proposed im-
plementations, we aim to build upon existing solutions and suggest potential improve-
ments.

We explore different aspects of optimization techniques regarding a single accelerator and
leverage the inherent tools’ capabilities to increase both instruction level and data level
parallelism. In this context, we look for an efficient exploration of built-in optimization
directives and strategy for applying them on the accelerator. However we do not limit our
search by the tools straightforward solutions but rather find its inefficiencies and guide it
in exploiting parallelism through manual source modifications. For complex applications,
we do not restrict our efforts on a single module microarchitecture while ignoring the
interaction with its environment. On the contrary, we adopt an holistic approach and
view the design as part of a greater system. We prove that being mindful of integration
implications is necessary for efficient architectural decisions as part of software-hardware
co-design process. We propose techniques that are in tune with these objectives and
apply them selectively to two major use cases, one from each domain. We also leverage
more than one HLS frameworks and programming models in order to fully evaluate
the capabilities of the available tools and demonstrate that the architectural decisions,

11



Introduction

instruction level parallelism and memory configuration schemas we apply can be agnostic
of the selected vendor and software by a large part.

Based on these principles, we develop three accelerators using High Level Synthesis for
the Machine Learning and Genomics domains. The thesis unfolds in two major direc-
tions:

An Exploration Framework for Efficient High-Level Synthesis of Support Vec-
tor Machines:Case Study on ECG Arrhythmia Detection for Xilinx Zynq SoC.
A methodology for accelerating an SVM classifier has been implemented as a frame-
work on top of the state-of-art Vivado High-Level Synthesis (HLS) tool. Our proposed
SVM accelerator and methodology is validated for a healthcare usecase that performs
classification for arrhythmia detection in ECG signals. We propose a systematic two-
level approach that first optimizes the global structure of the original SVM'’s behavioral
description to exploit the data- and instruction-level parallelism and then further re-
fine it through a targeted design exploration of the tool’s automatic optimization tech-
nique.

Acceleration of Short Read Alignment. The thesis presents two different approaches
on accelerating the short read alignment problem. First, we present GANDAFL, a novel
genome alignment dataflow architecture for Smith-Waterman Matrix-fill and Traceback
stages to perform high throughput short-read alignment on NGS data. The implemen-
tation of Traceback on hardware is combined with a radical software restructuring of
Bowtie2 aligner, that implements a batching aggregation strategy, diminishes data trans-
fer and accelerator call overheads and allows for efficient integration of the accelerator
within the aligner to deliver an end-to-end speedup. We then introduce a high throughput
alignment system that combines Banded SmithWaterman accelerators and pre-filtering
for alignment optimization by introducing a profile-driven accelerator methdology. The
proposed system includes multiple accelerators with edit thresholds indicated by the in-
put edit threshold distribution and leverages pre-filtering to guide candidate alignments
to the appropriate accelerator. The adoption of these profile-driven upper limits and
resource-efficient Banded SmithWaterman accelerators enables the provision of a highly
parallel Banded Smith-Waterman system that accelerates read alignment while preserving
the accuracy.

The rest of this thesis is organized as follows:

e Chapter 2 presents prior art of the examined fields and highlights the contributions
of the Thesis.

e Chapter 3 provides a theoritical background on the domains discussed throughout
the thesis. It presents the fundamental concepts and principles of the applications
and introduces the basic capabilities of the utilized tools and frameworks.
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Chapter 4 presents the work conducted to accelerate the SVM for arrythmia detec-
tion based on an optimization strategy that leverages both source code optimiza-
tions and built-in tuning knobs of Vivado HLS tool.

Chapter 5 presents a novel genome alignment architecture for Smith Waterman
algorithm and the integration with popular Bowtie2 aligner.

Chapter 6 presents a high throughput alignment system that is based on a profile-
driven methodology and leverages multiple Banded SmithWaterman accelerators of
different edit thresholds to deliver speedup while preserving alignment accuracy.

Chapter 7 concludes this thesis by summarizing the presented results and discusses
the future extensions of this work.
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Chapter 2.
Thesis Contribution

In this thesis, we focus on two different healthcare applications and employ hardware ac-
celeration techniques from the HPC domain for optimization purposes. Fig.2.1 presents a
non-comprehensive taxonomy of applications in the convergence of the HPC and health-
care domain from the thesis perspective. We examine two major categories of healthcare
data modalities and the respective analyses required to extract biological and clinical
insights.

Omics data are generated by raw DNA samples or molecules through technologies such
as sequencing and mass spectrometry. Each omics data, i.e. genomics, transcriptomics,
proteomics, metabolomics etc, provide necessary and valuable information on mechanisms
on multiple molecular levels. A hierarchy of data processing and analyses is required
to extract this information from the initial samples. Multi-omics analysis is a popular
bioinformatics approach that combines information from cellular up to metabolic level in
order to understand the underlying mechanisms and leverage this knowledge for research
and clinical purposes. This thesis scopes lies within the secondary analysis of genomic
data, which performs alignment of DNA fragments in order to provide the full sequence
for a sample and subsequently determine genetic variants.

Data generated from medical equipment during everyday clinical practice are another
major category of healthcare data. They are signals that provide information for human
vital signs as well as images that depict physiological and functional characteristics of
internal organs and tissues. From the perspective of the HPC domain, they could be
divided in time-series signals as well as images. Typical examples of time-series signals
are the ECG and EEG signals, that are records of the electrical activity of the heart and
brain respectively. Xrays, CTs, MRIs, fMRIs, SPECT are only a few of different views
of human organs and their functionalities. Both these type of data require advanced
signal and image processing techniques to perform tasks that assist in disease diagnosis
and treatment plans as well as research and clinical trials. Most common tasks include
pattern recognition and classification of findings within the signals and images as well
as prediction of outcomes. This thesis focuses on a single classification application that
processes ECG signals and detects all instances of arrhythmia and therefore abnormal
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Figure 2.1.: Thesis Scope and Contribution within Healthcare HPC Domain.

heartbeats.

The scope of the thesis is to employ techniques from the High Performance Computing
domain in order to optimize the target applications. The basic tool we utilize to deliver
efficient solutions is High Level Synthesis programming targeting FPGA devices. In the
next paragraphs, we present a high-level overview of the challenges encountered by related
works and the solutions leveraged to address them. Based on this analysis, we propose our
own implementations, that aim to build upon the existing solutions and suggest potential
improvements. For each application, we present open problems of prior art and enumerate
the contributions of each of the proposed frameworks.

2.1. Challenges in HLS optimization techniques and Thesis
Contributions

The first part of the thesis examines hardware acceleration of an ECG arrhythmia detec-
tion application performed through a machine learning model. This section presents the
most common challenges that designers encounter when leveraging High Level Synthesis
tools for FPGA acceleration of compute-intensive applications such as machine learn-
ing models. Applying optimization techniques that target memory and efficient design
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space exploration have been broadly leveraged thanks to their high impact in perfor-
mance.

Memory optimization techniques: An effective strategy for optimizing an application
in HLS tools is leveraging the memory access patterns of the algorithms and tuning the
memory layout and hierarchy to efficiently support them. Towards this goal, there are
several works that either propose a generic framework or a custom solution for a specific
algorithm.

In [97] a methodology for automated memory partitioning is presented enabling parallel
computation units to efficiently access multiple independent memory banks. The Z-
polyhedral model for program analysis is used to address bank mapping and minimization
of the total amount of memory required for the partitioned banks. In [98], authors perform
memory profiling of various applications and split a single data structure into different
memory banks for data parallelism to address the memory bottleneck problem. In [99],
authors develop a micro-architecture with multiple memory systems, each one customized
to allow parallel access to elements of one array. These systems manipulate an incoming
stream of array elements so that those corresponding to parallel array references are led
to different memory banks of the computation kernel.

In [100], [101] an exploration algorithm pinpoints the partitioning of an array so that
elements accessed in parallel are assigned to different array partitions. Memory parti-
tioning is combined with memory access scheduling in a cycle-accurate way. Authors
in [102] target computational kernels at which parallel access to coefficient matrix takes
place. They propose that reusable data can be cached to on-chip registers which are
organized as chains to enable data caching with no need of extra control logic. Mem-
ory partitioning is then performed on the non-reusable data employing a padding tech-
nique which minimizes storage overheads when zeros are present in the partitioned vec-
tors.

Design space exploration on HLS tools built-in optimization techniques: De-
spite its potential and ease of use, utilizing HLS in a straightforward manner usually
delivers highly sub-optimal design solutions mainly due to the extremely large parame-
ter space that has to be explored. Several researchers have identified these HLS ineffi-
ciencies [103-106], proposing the usage of design space exploration techniques to better
guide accelerator synthesis. In [103] the authors exploit response surface models (RSMs)
and spectral analysis for predicting the quality of the design points without resorting
to costly architectural synthesis procedures whereas in [106] they combine compiler- and
architectural-level transformations to create a solution space and guide the search using a
gradient-based heuristic pruning technique. Authors in [105] propose a method to acceler-
ate the Design Space Exploration (DSE) of behavioral descriptions for high-level synthesis
based on a divide and conquer method whereas authors in [104] leverage learning-based
methods. Most of these works do not take into account the structure of the targeted
algorithmic description as opposed to a recent shift of attention to more targeted HLS
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optimization techniques tailored to the specific structural characteristics of the algorith-
mic descriptions, e.g. stencil computations [99-101].

Loop transformation optimization techniques: In [107], authors extract parallelism
from Iterative Stencil Loop algorithms by performing data analysis and then design space
exploration regarding different architectures. The main block of these architectures is a
computational unit that computes all values of a selected data region at an iteration,
taking into account data dependencies from the analysis and utilizing data values from a
variable depth of proceeding iterations. An architecture instance comprises of many such
units, each one working on a different data segment of the initial domain at the same
time. In [108], authors extend an existing partitioning and scheduling algorithm [100] to
also allow concurrent access to memory references across different loop iterations. Nested
loops are also targeted in [109], where the unroll factor of each loop and the presence or
lack of dataflow directive is determined to optimize the throughput vs area tradeoff of the
produced accelerator. When the dataflow directive is applied, it enables the concurrent
execution of the loops and the authors focus on minimizing the initiation interval of the
kernel by iteratively optimizing the longest loop through exploration of various unroll
factors.

In [110] the authors propose a technique to optimize on-chip memory allocation using
loop transformations. Data reuse buffers are used to save data accessed by consecu-
tive memory references. Loop transformation is used to reduce the buffer size by im-
proving data locality of array accesses. Authors in [111] examine the adverse effects
of typical memory partitioning techniques and especially bank switching and propose
an exploration of loop unrolling to identify an unroll factor that alleviates the prob-
lem.

Thesis contributions: In this work we leverage the aforementioned types of techniques
and combine them into a novel approach to accelerate an SVM classifier. The proposed
optimization strategy combines custom source code rewriting techniques and automatic
knobs of the HLS tool, and applies them in a stratified manner to deliver efficient delay-
area SVM design solutions. In addition to this, the framework also proposes a design
space exploration and pruning methodology to quickly pinpoint the pareto front. This
results to very efficient SVM accelerator implementations, reporting 98.78% latency gains
in comparison to design solutions derived by only leveraging the tools’ capabilities, and
to a co-designed ECG analysis and arrhythmia detection system deployed on Zynq SoC
with a speedup of up to 43x in respect to a pure software implementation on an ARM
processor.

The major contributions of our work are:
e We demonstrate the inefficiency of HLS tools’ to fully exploit the available paral-

lelism on its own and present source code structure optimizations that guide the tool
to discover both data- and instruction- level parallelism. The source code structure
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in the first case assists the compiler to leverage coarse-grained parallelism. The sec-
ond source code structure addresses inefficiencies regarding fine-grained parallelism,
i.e. exploiting pipeline and parallelism within a single block of code.

e We implement an HLS exploration framework that thoroughly investigates the au-
tomatically available tuning knobs and quantifies the impact of each one. Based on
this exploration, we deduce a set of pruning criteria that match the accelerator’s
memory architecture to its computation and memory access patterns. The explo-
ration generates a highly compact design space that lies on the same delay-area
Pareto- front as the exhaustive design space.

e The proposed framework is developed in a modular manner, i.e. not integrated
within the HLS engine, in order to enable compatibility and portability with other
HLS tools in a smoother manner.

e We further enhance the framework, by incorporating a steepest decent meta- heuris-
tic optimizer that delivers a single highly optimised SVM design solution in a time
efficient manner. This is often preferable by the end-user in order to avoid the
evaluation of an entire albeit small search space to select a single configuration.

o We evaluate the framework over approximate instances of the SVM classifier, that
leverage loop perforation and precision scaling approximation techniques. Thus we
combine both manual source code optimizations and built-in tuning knobs of the
HLS tool with approximate techniques.

2.2. Challenges in Short read alignment and Thesis
Contributions

High performance computing techniques have been greatly leveraged for optimizing and
accelerating genomic analysis. Secondary analysis of sequencing data, i.e. read alignment,
is a crucial step for subsequent workflows, as it reconstructs the sample genome and
compares it to the reference genome for variant detection. Several software aligners have
emerged for efficient execution of this stage, such as BWAMEM [112], Bowtie2 [113],
Edlib [114], WFA [115] and KWS2 [116]. Most aligners [112,113,117] adopt a seed-and-
extend strategy to find possible matches of the read on the reference genome. Seeding
fragments each read into even shorter pieces called seeds that align exactly on the reference
genome and creates a pool of candidates for valid alignments. In the seed extension, each
seed is extended into a gapped alignment, i.e. allowing mismatches or edits. In modern
aligners, the extension step is most frequently implemented based on Smith-Waterman
[118] dynamic programming algorithm for string matching.
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The ever increasing size of input datasets and the computational intensity of the alignment
step however exceeds the power of modern systems. Research efforts are opting to find ef-
fective acceleration techniques to meet the time requirements and increase the throughput
of the alignment. The optimization efforts could be broadly categorized into two distinct
trends based on the target of the optimization. The first approach includes solutions that
operate in fact on the pre-alignment stage whereas the second one target the alignment
stage itself. A common technique leveraged in both cases is offloading computations to
powerful devices and co-processors. A plethora of works exploit hardware acceleration
targeting different architectures, ranging from heterogeneous devices, e.g. FPGAs, to
many-core accelerators such as GPUs or the Intel Xeon Phi. In this work, the focus lies
primarily on accelerated designs that target FPGA devices.

Pre-alignment Optimizations: The major pre-alignment step is seeding, which re-
quires the use of an index of the reference genome. Taking into account the size of the
reference genome as well as the number of seeds, searching the genome needs to be im-
plemented in an efficient manner. Typical approaches are optimizing the data structure
for storing the genome index as well as the search algorithm for locating seeds through
this index, e.g. FM-index [88,89]. This guarantees that seed exact matches are found
efficiently in terms of time and memory requirements. However, the volume of the seed
matches that need to be extended remains. This leads to the creation of pre-filtering
algorithms that aim at decreasing the vast amount of seed extension tasks, by discarding
candidate alignments based on a predefined threshold for the edit distance. These candi-
dates would most likely result in a prohibitive number of edits and would be eliminated.
Several pre-filtering algorithms [90, 95, 119] have now been developed that have noted
significant improvement in accuracy and performance since early efforts. Apart from
the algorithmic innovation of these filters, most of them have also been implemented in
hardware to accelerate the filtering time.

Alignment Optimizations: Despite the efforts made in the pre-alignment stage, the
alignment itself remains at the centre of research interest. Most works focus on accelerat-
ing the core computation of alignment, which is a string matching algorithm. SmithWa-
terman [120] is one of the most popular ones. It is a dynamic programming algorithm that
consists of two phases: (i) filling a similarity matrix and (ii) tracing back the similarity ma-
trix to find the optimal alignment between the two sequences.

Custom reconfigurable processors for Smith-Waterman acceleration is an active field of
research with several implementation solutions proposed [121]. Most Smith-Waterman
accelerators [122], [123], [124], [125], [126] compute the similarity matrix based on a
wavefront approach through a pipeline of PEs that forms a systolic array and computes a
matrix anti-diagonal per time step. The authors in [124] provide a very detailed architec-
ture as such, that implements a multistage-PE design, and optimize each stage in terms
of resources utilization and delay. Similarly in [127], the authors propose a reconfigurable
accelerator that implements a modified equation to improve mapping efficiency of a single
PE, and a special floor plan to cut down the interface components routing delay. The
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authors in [128] employ a pipeline of PEs to calculate the similarity matrix but recalcu-
late the matrices for traceback in software for highest-score alignments to avoid memory
contention.

Although each of these publications suggest optimization techniques on Matrix-Fill, they
do not provide a Traceback implementation. There are only a few works of accelerated
sequence alignment based on Smith-Waterman with Traceback. The authors in [129]
present an alignment engine that performs the traceback in parallel with the matrix fill
stage with restrictions on sequence length due to on-chip memory bottleneck. On the
contrary, the authors in [130] propose an alignment architecture that accelerates both
the forward scan and traceback priotitizing space efficiency for variable reference lengths.
The traceback procedure is implemented in software and the host initiates a full traceback
by request. The traceback procedure is guided by the host by scheduling multiple partial
traceback executions on hardware. Although this accommodates aligning sequences of
variable length, it hinders integration with third-party aligners. Both accelerators are
tailored for long sequence alignment with sequence lengths ranging from 50 to 16000 bases.
These sequences are more than an order of magnitude longer compared to those required
in short read alignment tasks. Although these works provide the traceback functionality
under certain circumstances, they are not designed to cope with a high throughput input
rate of short reads generated by an NGS platform.

There are also works that target acceleration of widely-used aligners or develop end-to-end
hardware implementations of custom aligners from scratch. Authors in [131] emulate the
Smith Waterman implemented in BWA-MEM for short-read alignment. The achieved
acceleration is extracted from task-level parallelism rather than inner-task parallelism
and the focus lies on the scheduling of parallel alignment tasks rather than the specifics
of the integration and the handling of traceback intricacies. The work in [132] designs
a hardware aligner from scratch based on the algorithm used by BFAST [133]. The
implementation requires storing at least 20GB of memory for the genome and a table
containing the candidate locations. No information is provided for the implementation
of traceback stage.

Recently, Darwin [36] has proposed an end-to-end hardware acceleration for 3rd genera-
tion sequencing, implementing accelerators for both seed extract and extend phases and
highlighting the importance of including the traceback step on chip so as not to undermine
the benefits of hardware acceleration. For the extend phase, the authors introduce GACT
algorithm which implements a modified SmithWaterman for arbitrarily long senquence-
sand is implemented in both ASIC and FPGA. The authors in GenAx [134] propose a
highly efficient ASIC accelerator for both seeding and extension step that supports trace-
back and is based on a finite state automata instead of SmW. The same authors later
propose SeedEx [135], an FPGA accelerator for the seed-extension step that targets a
cloud FPGA and is also integrated in BWA-MEM aligner. GenASM [136] accelerator
is an ASIC accelerator that performs the seed extension step based on Bitap algorithm
and accelerates both short and long reads. The authors in [137] also present the ASAP
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FPGA accelerator for short read alignment. ASAP introduces several modifications to
the alignment procedure, that need extra validation before its adoption on existing NGS
frameworks, e.g. it utilizes the Levenshtein distance computation rather than SmithWa-
terman. The latency of ASAP also is dependent on the number of mismatches between
the short read and the reference and supports a simpler constant gap penalty model for
the scoring scheme.

Thesis contributions: This thesis focuses on delivering a highly-efficient SmithWater-
man accelerator that is optimized to accommodate integration within a realistic system.
For that purpose we leverage dataflow computing to develop the accelerated design taking
into account aspects such as system wide communication and accelerator call overheads
which are often neglected. The proposed design methodology allows for integration into a
widely-used open-source aligner and delivers up to x2 end-to-end speedup. We then fur-
ther improve upon the design and leverage characteristics of the input dataset to deliver
a resource efficient Banded SmithWaterman accelerator and a multi-dataflow accelerated
system. The Banded Smitherwaterman accelerator achieves a speedup of x1.53 over
the initial accelerator and x3 over state-of-the-art aligners whereas the multi-dataflow
system delivers average speedups of x1.8 over the multi-instances version of the initial
design.

In more detail, the major novelties and contributions of our work can be summarized as
follows:

e We propose GANDAFL, a novel genome alignment architecture for SmithWaterman
that is based on the dataflow computing model.

e We extend prior designs by implementing the complete Smith-Waterman algorithm
along with the Traceback procedure, enriching current literature which is currently
lacking in variety of detailed traceback descriptions.

e Within this architecture we propose a innovative data interleaving technique in
order to further increase task-level parallelism and maximize the throughput via
high utilization of the underlying FPGA.

e We integrate our accelerator in a real aligner by taking into account integration
implications from the start and relying on a synergy of software/hardware co-design:

— We diminish the data transfer overhead of integration by making the decision
to move more computation on chip, i.e. implementing Traceback on hardware.

— We diminish the accelerator call overhead by applying a radical software re-
structuring on the aligner source code that implements an aggregation-batching
strategy in order to reduce the number of accelerator calls.

22



2.2. Challenges in Short read alignment and Thesis Contributions

e We adopt a heuristic of Smith-Waterman, i.e. Banded Smith-Waterman, that only
examines alignments with an upper limit for edits and exploit the inherent attributes
to design a highly optimized dataflow implementation targeting FPGA devices.

e We bridge hardware acceleration and pre-filtering for alignment optimization by in-
troducing a profile-driven design methodology leveraging the Banded Smith-Waterman
accelerator. The methodology highlights the advantages of leveraging input-specific
constraints to design resource-efficient accelerators that make up a highly parallel
accelerated system.

e We implement a dataset-specific multi-dataflow system that significantly acceler-
ates pre-filtering seed-extension alignment with negligible accuracy loss. The pre-
filtering step classifies the input reads based on a lower limit for the number of edits
and the seed-extension tasks are assigned to the suitable Banded Smith-Waterman
accelerator based on the input edit threshold distribution.
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Chapter 3.
Theoritical Background

In this chapter we present a theoritical background to the domains and tools discussed
throughout the thesis. We explain the working principles and capabilities of the utilized
tools so as to justify their selection and facilitate the understanding of our implemen-
tations. We also describe the basic concepts of the Genomics domain and present the
structure and goal of typical pipelines of the field. The focus lies in providing details for
short read alignment.

3.1. High Level Synthesis on Reconfigurable platforms

3.1.1. Basic Principles of High Level Synthesis

FPGA-based accelerators for computationally instensive algorithms are a popular and
effective approach for optimizing and accelerating applications. Typically, FPGAs are
programmed using Hardware Description Languages (HDL), which model the behavior
and structure of logic circuits, e.g. VHDL and Verilog. Despite the immense capabilities
of these languages, their use also translates into a great learning curve, inefficient develop-
ment time and tiresome validation and verification procedures.

An alternative to programming in HDL is using High Level Synthesis tools (HLS) [138,
139]. A High Level Synthesis (HLS) tool is a design tool for generating application-specific
IP from algorithmic C specification and thus allowing the designer to work at a higher level
of abstraction, while creating high-performance hardware. It provides software developers
with an easy way to accelerate the computationally intensive parts of their algorithms
on a new compilation target, a Field Programmable Gate Array (FPGA). The FPGA
provides a massively paralleled architecture with benefits in performance, cost and power
over traditional processors. The main part of the application thus, is executed on the
system’s processor while a part of it is transformed into a Register Transfer Level (RTL)
implementation that synthesizes into a FPGA.
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The first step is to develop an algorithm usign a sofware language such as C, C++, Sys-
temC, OpenCL. HLS then provides the ability of verification, which allows designers to
validate the functional correctness of the algorithm faster than doing so in traditional
hardware description languages. The next step is the synthesis of the software imple-
mentation into an RTL design. HLS offers the ability to control the synthesis process
through optimization directives allowing the creation of specific high-performance hard-
ware implementations. It performs some optimizations by default and also allows the
user to impose directives and constraints of his own choice. The primary output is gen-
erated at the synthesis step and it is the implementation in RTL format. The RTL can
be synthesized into a gate-level implementation and an FPGA bitstream file by logic
synthesis. The RTL output is usually provided in the industry standard Hardware De-
scription Language (HDL) formats of Verilog and VHDL. The RTL implementation can
be packaged into an IP, so that it can be integrated into the selected hardware sys-
tem [140].

HLS always begins with the compilation of the functional specification. This step trans-
forms the input description into a formal model that exhibits the data and control depen-
dencies through a Control and Data Flow Graph (CDFG) [141-143]. Allocation, schedul-
ing and binding are the steps that follow and are the processes at the heart of High-Level
Synthesis. Allocation defines the type and the number of hardware resources needed.
Components can be added during the scheduling or the binding phase. During the
scheduling process it is determined which operations will occur in which operation cycles.
These operations can take place within one or several clock cycles, they can be chained or
they can execute in parallel. The scheduling phase takes into account design, timing and
user defined constraints. Binding is the process used that determines which hardware
resource implements each scheduled operation. The decisions taken in the binding and
allocation process influence the scheduling of the operations, thus resulting in these steps
to be intertwined rather than happening in a serial fashion.

There are several tools and vendors that are based on these principles to create an opti-
mized RTL implementation starting from a high level software language. Intel SDK Pro
for OpenCL [144] is an Intel tool that transforms OpenCL source code into RTL descrip-
tions targeting Intel FPGAs. Xilinx has developed throughout the years several tools from
Vivado HLS [145] to Vitis HLS [146]. Legup [147] is also a very popular open-source high-
level synthesis tool for FPGA-based processor/accelerator systems. The following para-
graphs briefly present the frameworks utilized in this thesis.
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3.1.2. Programming Models for Reconfigurable devices

Xilinx Vivado HLS

Vivado HLS allows the programmer to implement the algorithm in C, C++, SystemC,
OpenCL. Once the code is written and the functional correctness is certified, the synthesis
process takes place. The synthesis output is the RTL implementation of the algorithm.
The RTL output is provided in the industry standard Hardware Description Language
(HDL) formats of Verilog and VHDL. After synthesis, verification of the RTL implemen-
tation is possible, to ensure that the same results with the software implementation are
being generated.

Vivado HLS can compile the C code into an implementation of high performance while
maintaining an efficient resource usage through the HLS-defined pragma (directives),
that are taken into account during the scheduling and binding process and result in an
optimized IP block. High-Level Synthesis creates the most optimum implementation
based on its own default behavior, the constraints, and the directives that the users
specify. These optimization directives are selected so that the architecture created satisfies
the desired performance and area goals. When synthesis completes, a synthesis report
is generated. This report contains details on the performance metrics. After analyzing
the report, optimization directives can be used to refine the implementation towards
the desired outcome. In order to do that effectively, it is important to understand the
metrics used to measure performance in a design created by HLS. The main ones are
area, latency and initiation interval. The directives available from HLS aim at optimizing
performance and area utilization. They can be applied on functions, loops, arrays and
regions containing one or more of the above [2]:

e Functions: Directives applied to functions mainly aim at enabling two or more
functions to execute concurrently and at removing function hierarchy in order to
reduce function call overhead and examine logic optimization.

e Loops: Directives applied to loops can reduce the cost of transition cycles between
different loops and between iterations of the same loop, improve latency, reduce
resources and allow the parallel execution of multiple loops within a function.

e Arrays: Arrays are the basic construct to express memory in HLS and are imple-
mented using block-RAMS. A block-RAM can be at most dual-port, which means
that maximum 2 elements of the same array can be accessed at the same time.
This introduces a bottleneck and prevents effective parallelization. The directives
that are applied to arrays mainly address this issue. They change array layout by
reshaping or partitioning to remove bottlenecks without requiring changes to the
original code. There are also directives that map arrays together in order to reduce
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Table 3.1.: Basic HLS Optimization Directives

Directive Description

PIPELINE Reduces the initiation interval
by allowing the concurrent
execution of operations within a loop or function.

DIRECTIVE Enables task level pipelining,
allowing functions and loops
to execute concurrently. Used to minimize interval.

INLINE Inlines a function, removing all function hierarchy.
Used to enable logic optimization across function boundaries
and improve latency /interval by reducing function call overhead.

ARRAY PARTITION Partitions large arrays
into multiple smaller arrays or
into individual registers, to improve access to data
and remove block-RAM bottlenecks.

ARRAY MAP Combines multiple smaller arrays
into a single large array
to help reduce block-RAM resources.

ARRAY RESHAPE Reshape an array
from one with many elements
to one with greater word-width. Useful for
improving block-RAM accesses
without using more block-RAM.

area.

In Table 3.1 some of the basic HLS directives are briefly descripted. These directives are
the base for the design space exploration performed in Chapter 4.

Maxeler Dataflow Computing Model

A recent approach to programming FPGAs through High Level Synthesis tools has been
introduced through the Maxeler Dataflow Computing Model. Maxeler has developed a
programming language, called MaxJ, which is based on the dataflow computing model
[148]. This language can describe the hardware that implements an initial software app-
plication and transform it to RTL through MaxCompiler.

An elaborate presentation of the maxeler dataflow model and the ideas introduced by
dataflow computing can be found in [149]. The fundamental principles of the dataflow
computing paradigm are different to the ones of the typical processors. In an instruction
processor, instructions and data are read from memory into the processor core, which
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performs operations before returning the results to memory. If the result is required for
the subsequent operation, it must be reloaded from memory, computed, and then written
back to memory. The operating model is inherently sequential, and its performance is
limited by the speed with which data can move round this path from memory, through
an operation, and back to memory.

On the other hand in dataflow computing, the programmer constructs a circuit that
comprises of functional units and represents the initial software application. Data is
streamed from memory, onto the chip, and propagated from one unit to another. The data
are not written on off-chip memory until the computation is finished. They are always
on chip, available in FIFOs if needed for longer times. Unlike the CPU where operations
are executed in subsequent points in time on the same hardware part, in dataflow the
computation is laid out spatially on the chip. There are no instructions, instruction
decode logic or branches. As data flows through the units, some tight dependencies are
lifted, allowing for deep pipelines and high throughput.

The programmer writes code in the MaxJ language, which is a Java meta-program that
describes the structure of the dataflow engine that should be created. The dataflow
engine is the Maxeler naming adopted for the accelerator/kernel. The computationally
intensive components of the application can be offloaded to one or more FPGA dataflow
engines and the remaining application still runs on the conventional CPU unchanged.
To create the dataflow engine for a particular application the programmer creates one
or more Kernels and a Manager. The kernels contain the computation portion of the
application. The Manager describes how the Kernel inputs and outputs are connected to
the outside world and to other kernels.

Once the development is complete, the bitstream creation process follows the typical pro-
cedure of synthesis, placement and routing. MaxCompiler translates the Java into HDL
language and then builds the bitstream by invoking typical vendor software depending
on the target platform. For example, if the target is Intel FPGAs, MaxCompiler invokes
the Intel/Altera flow whereas if the target is Xilinx FPGAs the Xilinx flow. The output
of the building process is a chip configuration file (the .max file) that contains the bit-
stream to configure the FPGA device and also meta-information enabling it to be easily
incorporated into a full application. The programmer then exchanges data between the
software program and the dataflow engine using the MaxCompilerRT run-time library
API.
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3.2. Bioinformatic Applications

3.2.1. DNA sequencing and Genomic Analysis

The Human Genome project [150] was an international joined research effort to deter-
mine the order of bases in the human genome DNA and create maps of the location of
genes. Upon its successful completion, a reference genome for the human was available
for the first time. This fact combined with advances in sequencing technologies [151] that
produced millions of nucleotide sequences of an individual’s DNA have paved the way for
the high-throughput sequencing era and the establishment of the field of bioinformatics.
Bioinformatics [152] is an interdisciplinary field as it requires the expertise of multiple
domains such as biology, physics, computer science and mathematics. The essential in-
centive and goal of the field is to provide a management scheme and storage for reference
genome data as well as new entries. Efficient data curation accommodates achieving the
second goal, which is to develop tools and frameworks that analyse data and annotate
the results of the analysis with biological meaning.

The principal type of data handled by bioinformatics application is raw genome/DNA
data. A genome is essentially a long string of nucleotide bases: adenine, cytosine, guanine
and thymine (A, C, G and T respectively). An organism’s complete set of genetic instruc-
tions and information is enclosed in regions of the genome, called genes. Fig.3.1 illustrates
the DNA structure and how this comprises of coding regions (i.e. regions that are trans-
lated in protein sequences and determine cellular functions) and non-coding regions (i.e.
non translatable repetitive sequences). Advances in sequencing technologies [153] have
achieved a significant decrease in the cost and time required to sequence the DNA sample
of an individual, which has led in an explosion in available sequenced data. The output
of sequencing consists of sets of relatively short genomic sequences, usually referred to
as reads. Examples of short reads that have originated from a DNA sample can be seen
in Fig.3.1. As the technologies for sequencing evolve, so does important parameters such
as read throughput, length and error rates. Sequencing technologies evolved from First
to Second and lastly Next Generation [154]. First generation platforms produced reads
with average read length 400-900 bases and a very low throughput per run [155]. Second
generation sequencing platforms [156] (eg Illumina/Solexa, SOLID [157], [158],) generate
many millions of nucleotide short reads, with lengths that range primarily between 50 to
300 bp (base pairs). The error rate ranges from 0.1 to 1% thanks to short length and high
coverage. The latest technologies (eg Pac Bio, Oxford Nanopore [159], [160]) generate
long reads ( thousand of bases long), as it has been discovered that they assist to discover
previously undetectable structural variants. This however comes at the cost of high error
rates, up to 20%. Depending on the end goal of each study, the most suitable platform
and type of reads are selected.

The reads generated by sequencing platforms can then be used as input to several clinical
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Figure 3.1.: Example of an Alignment between a reference and read sequence. It includes all
possible types of mismatches among DNA bases.

applications that leverage bioinformatics frameworks. Genotyping [161] is one of the most
popular genomics application, that allows scientists to explore genetic variants such as
single nucleotide variants, copy number variants, and large structural changes in DNA.
Different expression of genes among individuals create the genetic diversity and lead to
a variety of phenotypes. Genome study is essential to discover the mechanisms that
lead to this diversity and is of great value to emerging fields like personalized medicine
and research for various often incurable genetic diseases. Genome applications that fulfil
this purpose are variant calling [162], differential gene expression [163], phylogeny creation
[164] etc. Gene Expression and Transcriptome Analysis [165] are also critical applications
that allow scientists to study the mechanisms of translating genes and gain a deeper
understanding of biology. Apart from genetic studies, genomic tools also accommodate
the epigenetics study [166], which examines how environmental factors can alter how
genes work.

3.2.2. Short read alignment

This work focuses on applications that stem primarily from the genotyping subdomain
using Second generation sequencing technology. Fig.3.2 illustrates a typical variant-
discovery workflow and the most important steps of the workflow. The first step focuses on
the generation of the data required for these workflows. A selected sequencing technology
reads the sequence of nucleotide bases in a DNA molecule of an individual and converts
these raw signals into short fragments of bases, called short reads. During the generation
of short reads, unique sequencing errors and biases are introduced and therefore quality
checks are required to identify and correct them. The resulted short reads data are saved
in FASTQ format [167] (also illustrated in Fig.3.1).

The next steps. i.e. short read alignment and variant calling, facilitate the reconstruction
of the genome of the sample and comparing it to the reference genome of the organism.
Short read alignment performs the mapping of the short reads generated in the first step
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Figure 3.2.: Typical Genomic Pipeline stages. Sequencing generates short reads from a DNA
sample and is followed by aligning them to a reference and calling variants.

to a location in the reference genome that is most likely its origin. Both reference and
read sequences are encoded using numerical values, as illustrated in Fig.3.3. The short
read alignment process results in alignments that can be either perfect matches to the
corresponding reference location or include mismatches. Fig.3.3 depicts an example of an
alignment between a reference and read DNA sequence and demonstrates some of the most
frequent variants in the sequence of bases that can potentially lead to genetic mutations.
Gaps are used to account for insertions or deletions in the sequence, i.e. reference gap
and read gap respectively. After aligning, a Sequence Alignment Map (SAM) file is
produced, which includes information on the alignments of reads [168]. A post-alignment
processing step is also invoked to correct technical biases, and the corrected alignments
are ready for variant calling analysis. Finally the variant calling step identifies differences
between the sequencing reads and the reference genome. It is worth mentioning that,
localized realignment is also performed during the variant calling stage to correct artifacts
introduced during the alignment phase. The pinpointed variations are reported in an
output file in the Variant Call Format (VCF) [169].

encoding: [a]c[G[T[N

reference: substitution 0|1]2]3]a
tctctattattagagtttgcta 3131303303320233321330
tctctattd tlatta cjgagtttgc|- fta 313130330}3J0330,1§20233321-|1330
read: insertion deletion

Figure 3.3.: Example of an Alignment between a reference and read sequence. It includes all
possible types of mismatches among DNA bases.

As shown, short read alignment is at the heart of the genomic pipelines. Several software
tools have been developed therefore to perform alignment of shorts reads to the reference
genome. Bowtie [170,171], Bowtie2 [113], Soap2 [172], BWA-MEM [112] are some of the
widely used ones. An exhaustive review and categorization of available aligners has been
reported here [173]. A first categorization takes place based on the type of index used to
perform quick and efficient queries on the genome reference. The efficiency is based on
the principle of producing a minimal memory footprint by storing the redundant subse-
quences of the reference genome only once. Each aligner creates a pre-built index from
the reference genome that allows for quick search of substrings across its chromosomes.
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The most popular indexing technique is hashing, thanks to easy implementation, small
indexing time and fast seed query speed [173]. The second most popular index is the
suffix-tree-based index. Due to difficulties in implemented the suffix tree, most aligner
tools rely on the BWT transform [174] and the FM-index [88], to emulate the suffix-tree
traversal.

The aligners operate on a set of sequencing read files in FASTQ format and output a
set of alignments in SAM format [168]. For each read, they apply a specific alignment
strategy to determine the minimum number of differences between the sequences, the type
of differences and their exact location on the DNA strands. There are two major types
of algorithms that perform this task, Dynamic Programming (DP) based ones and non-
DP based ones. The latter ones are represented mainly by the Hamming distance [175]
and the Rabin-Karp algorithm [176]. However the DP-based ones are the most popular
and mainly include the Smith-Waterman [120] and the Needleman-Wunsch [177] string-
matching algorithms.

Each resulting alignment has a score that represents the probability for the read to orig-
inate from the corresponding reference’s location in the genome. The alignment result
reported follows a specific format when reported, e.g. CIGAR [168], that contains infor-
mation on the read sequence, which strand of reference genome aligns against, alignment
score, number of differences, type of differences, location of differences on the reference
sequence etc. Each aligner usually provides a plethora of reporting protocols for the
found alignment (e.g. report highest score, report k first alignments, report all align-
ments etc) and allows the user to specifically select the suitable one for the current
needs.
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Chapter 4.

An Exploration Framework for Efficient
High-Level Synthesis of Support Vector
Machines: Case Study on ECG Arrhythmia
Detection for Xilinx Zynq SoC

In recent years, Support Vector Machine (SVM) classifiers have played a crucial role in
providing data fusion and high accuracy classification solutions for various, complex, non-
linear problems. Its popularity accompanied by the ever-increasing need of implementing
it on computationally weak, portable or even wearable systems has refuelled the effort to
accelerate its execution. In this chapter, we explore FPGA-based acceleration to produce
efficient SVM hardware co-processors. We propose a systematic two-level approach for
SVM acceleration, which first optimizes the global structure of the original SVM’s behav-
toral description to exploit the data- and instruction-level parallelism and then further
refines it through a targeted design exploration that matches the accelerator’s memory ar-
chitecture to its computation and memory access patterns. The proposed methodology has
been implemented as a framework on top of the state-of-art Vivado High-Level Synthesis
(HLS) tool. We evaluate the effectiveness of the methodology through a rich set of analy-
sis and validation results which show that its adoption delivers SVM accelerator designs
achieving latency gains of up to 98.78% in respect to Vivado-HLS default optimized solu-
tion. Finally, using as a case study an ECG analysis and Arrhythmia detection system
we show that a target Zyng programmable SoC utilizing the optimized SVM accelerator
design outperforms pure software implementations in numerous single or dual core target
platforms, achieving speedups which range from x10 up to x78. This chapter is based
on our publications in [178,179]. The work is the result of collaboration and is also in-
cluded in Ph.D. Thesis "Design Methodologies for Resource Management of Many-core
Embedded Systems" [180]. The author in [180] contributed with the software part of the
application, through the development of the ECG Analysis Flow and the software evalu-
ation on several embedded devices. The author of the current thesis developed the SVM
hardware accelerators through Vivado HLS as well as the optimization methodology and
guidelines for efficient design and synthesis.
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4.1. Introduction

Computer systems have nowadays dominated numerous aspects of human life and in the
advent of Internet of Things era, the vision is that a wave of portable sensor based devices
will constantly sense and monitor user and environmental activities. This new architec-
tural paradigm is inherently in need of a fast and efficient way to process the acquired
data both on site and remotely in order to produce knowledge that will aid the actions of
the user. Towards this direction, machine learning tools are in the spotlight for providing
the necessary algorithmic infrastructure that will meet the data fusion requirements of
this new architecture. Nevertheless, the envisaged applications are also bound by execu-
tion latency requirements since they operate under real-time constraints. Consequently,
there is an emerging need for accelerated execution of various machine learning based
computation kernels. Taking all these into account, this work aims at providing a design
methodology for the acceleration of Support Vector Machine classifiers using High Level
Synthesis and targeting FPGA based systems.

SVM-based classifiers [181] have grown very popular as the key element of machine learn-
ing based applications due to their capability of accurate predictions. They have been
utilized in fields such as text recognition [182,183], bio-medical applications [184,185],
image processing [186-188] and more recently activity recognition in mobile devices [189]
and deep learning [190]. The popularity of these classifiers is twofold. On the one hand
they provide very high classification accuracy even in problems which exhibit complex
non-linear distribution in their extracted features space. On the other hand, their struc-
ture, based on stencil computation operations forms a promising candidate for applying
acceleration techniques [191,192].

In this paper, we focus on FPGA-based SVM acceleration and to showcase the effective-
ness of our derived accelerators we utilize an ECG-based arrhythmia detection flow as a
case study. In [193], where Electrocardiogram analysis is performed, it has been shown
that when the classification problem becomes very complex, i.e. the computational re-
quirements of the SVM classifier are increased, hardware acceleration can be the key for
meeting the time constraints of the application and result to power gains.is of paramount
importance Approximate computing can also be leveraged to accomplish this goal. Ap-
proximate computing, exploits the inherent error resilience of many application domains
to trade accuracy for gains in other metrics (e.g., performance, energy) and manages to
be established as an alternative for efficient systems design [194]. Driven by this high
potential for performance and utilization efficiency, designing approximate circuits has
attracted significant research interest. In hardware design, algorithmic and logic approxi-
mations are applied [194-200]. Considering that signal/image processing applications and
neural networks (such as classifiers) are perfect candidates for both FPGA design and
approximation, we examine the individual as well as combined impact of hardware and
approximation techniques to accelerate SVM classifiers.
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SVM accelerators are implemented utilizing Vivado-HLS, a state-of-art HLS solution of
industrial strength, that enables fast exploration and prototyping of different architectural
design decisions. Despite its high productivity, utilizing HLS in a straightforward manner
usually delivers highly sub-optimal design solutions mainly due to the extremely large
parameter space that has to be explored. Several researchers have identified these HLS in-
efficiencies [103-106], proposing the usage of design space exploration techniques to better
guide accelerator synthesis. Similarly, there is research potential in the approximate com-
puting field. Approximate design mainly targets arithmetic units (e.g., adders [194,195]
and multipliers [197,198]), but their efficient application in complex accelerator circuits
is not comprehensively analyzed and remains arguable. Despite significant results for
approximate accelerators, e.g., [199-201], research activities on approximate FPGA ac-
celerators are still limited.

Within this context, we propose a two-level systematic design framework for HLS which
aims at providing optimized SVM HW accelerator design implemented on FPGA based
systems. Followingly, we further apply this strategy on approximate instances of the
utilized SVM. In brief, the main contributions of this work are summarised as fol-
lows:

e We present HLS source code structure optimization techniques to fully exploit the
data- and instruction-level parallelism of the SVM classifier (1st Level of Framework
Optimization). We show even mature HLS tools fail at fully exploiting the inherent
parallelization features of the algorithm and provide comparative results against
the proposed technique.

e We extensively investigate and quantify the impact of HLS directives on design
objectives/metrics of the resulted SVM HW accelerator. This analysis is translated
to a set of design space pruning guidelines which are experimentally validated to
provide a highly compact design space which lies on the same delay-area Pareto-
front as the full one.

e We incorporate the pruning guidelines as the key element of the automated HLS
directives exploration tool that matches the accelerator’s memory architecture to
its computation and memory access patterns (2nd Level of Framework optimiza-
tion). We further enhance the framework, by incorporating a steepest decent meta-
heuristic optimizer that delivers a highly optimised SVM design solution in a time
efficient manner.

e We show that the HW accelerator derived by our two-level optimization strategy
manages to outperform a large number of other SVM implementations including
high-end dual-core embedded systems.

e Lastly, we present an approximate FPGA-based SVM accelerator developed in Vi-
vado HLS that is further enhanced by applying the aforementioned framework.
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In more detail, extensive experimentation shows that the adoption of the proposed HLS
design methodology leads to very efficient SVM accelerator implementations, report-
ing 98.78% and 89.26% latency gains in comparison to the design solutions derived by
Vivado-HLS and advanced optimization meta-heuristics, respectively. The derived de-
sign configurations have been further evaluated on SVM with very large support vector
sizes, showing the sustainability of the resulted design configurations for SVM accel-
erators at scale. Finally, the derived SVM accelerator has been successfully incorpo-
rated in a co-designed ECG analysis and arrhythmia detection system deployed on Zynq
SoC, delivering speedups of up to 43x and 78x in respect to a pure software imple-
mentation on ARM processor and a co-designed solution utilizing SVM accelerator de-
rived directly by Vivado-HLS. The approximate computing approach also shows great
promise with the classification accuracy ranging from 90% to 99% and speedup from 1x
to 18x.

The rest of the paper is organised as follows. Section 4.2 provides a literature review
on FPGA-based ECG analysis acceleration as well as a short overview of HLS design
exploration and optimization techniques. Section 4.3 introduces the structure of the
SVM classifier and describes the characteristics of the ECG based case study applica-
tion. Section 4.4 summarizes the key points of the proposed design exploration and
optimization methodology for efficient SVM accelerator synthesis as well as presents the
synergy of this methodology with approximation techniques. Section 4.6 describes the
experimental setup and provides the experimental results regarding the efficiency of the
exploration strategy and the derived HW designs while Section ?7 concludes the pa-
per.
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4.2. Related Work

High Level Synthesis provides a transparent synthesis flow for designing hardware from
abstract algorithmic descriptions. It enables designers to perform fast RTL prototyp-
ing and architectural exploration of their design solutions and it is extensively utilized
for providing acceleration of computationally intensive kernels such as stencil computa-
tions. Stencil computations are found in several applications’ algorithmic descriptions,
e.g. SVM classifiers, exhibiting memory bottlenecks since they require the simultaneous
manipulation of multiple elements of the same array thus failing to meet the throughput
demands.

Several research works have proposed general design exploration strategies for HLS-based
architectural optimization, to alleviate such problems. The proposed exploration frame-
work forms an automated tool-flow solution already fully integrated with Vivado-HLS.
Implementing the exploration framework in modular manner, i.e. not integrating the ex-
ploration engine inside the HLS engine (in any case not possible with Vivado-HLS which is
not an open source tool) is strategic design decision that enables the proposed framework
to be retargeted and integrated with other HLS tools in a smoother manner. This type
of modularity, i.e. treating the HLS engine as an external tool, has also been adopted by
other state-of-art design space exploration frameworks [103-106, 193] targeting the HLS
domain. Most of these works have proposed exploration strategies without however taking
into account the structure of the targeted algorithmic description [103-106]. Recently, a
lot of attention has been shifted towards more targeted HLS optimization techniques tai-
lored to the specific structural characteristics of the algorithmic descriptions, e.g. stencil
computations [99-101].

In [97] a methodology for automated memory partitioning is presented enabling parallel
computation units to efficiently access multiple independent memory banks. The Z-
polyhedral model for program analysis is used to address bank mapping and minimization
of the total amount of memory required for the partitioned banks. In [98], authors perform
memory profiling of various applications and split a single data structure into different
memory banks for data parallelism to address the memory bottleneck problem. In [99],
authors develop a micro-architecture with multiple memory systems, each one customized
to allow parallel access to elements of one array. These systems manipulate an incoming
stream of array elements so that those corresponding to parallel array references are led
to different memory banks of the computation kernel. Similar to this principle, we focus
on one computation kernel and partition or reshape arrays according to the access pattern
of the algorithm so that the number of memory banks or their width is sufficient for the
required parallelism.

In [100], [101] an exploration algorithm pinpoints the partitioning of an array so that ele-
ments accessed in parallel are assigned to different array partitions. Memory partitioning
is combined with memory access scheduling in a cycle-accurate way. Authors in [102]
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target computational kernels at which parallel access to coefficient matrix takes place.
They propose that reusable data can be cached to on-chip registers which are organized
as chains to enable data caching with no need of extra control logic. Memory partitioning
is then performed on the non-reusable data employing a padding technique which mini-
mizes storage overheads when zeros are present in the partitioned vectors. Our proposed
techniques are closer to these approaches, since we also partition each array according
to the access pattern in each loop iteration to allow concurrent access. We further ex-
amine grouping these elements in elements of greater word-width and also combine the
two techniques. As opposed to utilizing one-dimensional arrays and perfect loop nests,
we apply our methodology to both one and two-dimensional arrays and on an imperfect
loop nest.

In [107], authors extract parallelism from Iterative Stencil Loop algorithms by performing
data analysis and then design space exploration regarding different architectures. The
main block of these architectures is basically a computational unit that computes all
values of a selected data region at an iteration, taking into account data dependencies
from the analysis and utilizing data values from a variable depth of proceeding iterations.
An architecture instance comprises of many such units, each one working on a different
data segment of the initial domain at the same time. In [108], authors extend an existing
partitioning and scheduling algorithm [100] to also allow concurrent access to memory
references across different loop iterations. Similar to this idea, we utilize partitioning
of the initial data set to enable parallel execution of our computational kernel on the
segments of the initial set and thus allow concurrent execution of loop iterations. Nested
loops are also targeted in [109], where the unroll factor of each loop and the presence or
lack of dataflow directive is determined to optimize the throughput vs area tradeoff of the
produced accelerator. When the dataflow directive is applied, it enables the concurrent
execution of the loops and the authors focus on minimizing the initiation interval of the
kernel by iteratively optimizing the longest loop through exploration of various unroll
factors. We also apply the dataflow directive to allow instances of the SVM kernel,
which are basically nested loops, to execute in parallel. The instances are optimized
using our proposed design space exploration, that includes extensive research of loop
unrolling.

In [110] the authors propose a technique to optimize on-chip memory allocation using
loop transformations. Data reuse buffers are used to save data accessed by consecutive
memory references. Loop transformation is used to reduce the buffer size by improving
data locality of array accesses. Authors in [111] examine the adverse effects of typical
memory partitioning techniques and especially bank switching and propose an exploration
of loop unrolling to identify an unroll factor that alleviates the problem. Loop unrolling
technique is extensively utilized in our work and is combined with partitioning techniques
in order to match the array layout to the algorithm access pattern and address memory
burst issues and bottlenecks.

Therefore, in this work we propose a novel optimization strategy, implemented on top of
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the state-of-art Vivado-HLS tool, that combines data-, instruction-level parallelism and
memory architecture customization to deliver efficient delay-area SVM design solutions.
An additional value to our work is attributed to the fact that we do not only apply manual
restructuring techniques and partitioning but further enhance these results by exploring
the tuning knobs of the employed tools.

4.3. Support Vectors Machines based Classifier

4.3.1. Analysis of SVM classifier

Support Vector Machines (SVMs) are supervised machine learning models used for data-
driven modelling and classification. The classifier is trained against a set of feature vectors
composed of attributes of the points under classification accompanied by their respective
class labels. Without loss of generality, for the context of this work we will consider the
possible classes to be identified by 1,-1. The training phase of the algorithm is performed
offline and is usually a computationally intensive task.

The outcome of the training phase is a set of support vectors, i.e. critical points of
the different classes that define the classification hyper-planes. A new input vector is
classified according to its distance from the support vectors. A kernel function K is used
to map input vectors to a space where different classes are linearly separable. In total,
having trained an SVM model of N__sv support vectors, the function for classifying an
input feature vector x is of the following form:

N_ sv
Class = sgn( Z (yi * a; * K(x,sup__vector;)) — b) (4.1)
i=1

where K is the kernel function, sup__vector; is the i-th support vector and y;, a; are
values derived from the training process. Coefficient b is a bias value, also a result of the
training process and is constant over all support vectors.

The kernel function is very important for the accurate prediction of input data. In this
work, Radial Basis Function (RBF) is the chosen kernel since biomedical applications
have proved to perform poorly when linear kernels are used, since medical data are char-
acterized by non linear relations of their attributes. The advantage of the RBF kernel over
other non linear kernels is that RBF has fewer parameters and fewer numerical difficulties.
The RBF kernel for two vectors a and b is defined as:

K(a,b) = exp(—/la - b]|?) (4.2)
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Listing 4.1: SVM original prediction code

const float sv_ coef|[N_sv];
const float sup_vectors[D_sv]|[N_sv];

void SVM_ predict (float test_vector [D_sv],
int x y) {

loop_i:for (i=0; i<N_sv; i++){
loop_j:for (j=0; j<D_sv; j++){
diff=test_vector[j]—sup_vectors[j][i];
norma = norma + diffxdiff;

}

sum = sum + exp(—gammasnorma)x*sv__coef[i];

norma=0;
t
sum = sum — b;
if (sum<O0)

xy = —1;
else

*y = 1;

Listing 4.1, introduces the C-language based implementation of equation 4.1 and this code
will be used as the basis for the implementation of our HLS based HW accelerator. The
input of the code is a new feature vector to be classified and its outcome is a label of -1,1
which classifies the input vector in one of the two available classes. Table 4.7 describes
all variables declared in Listing 4.1 and what they stand for. The number of the support
vectors N_ sv and the length of the feature vector D_ sv along with the kernel selected
have great impact on the complexity of the classifier.

4.3.2. Use Case: ECG-based Arrhythmia Detection

Electrocardiogram (ECG) is a fundamental biological signal for health status monitoring
and assessment due to its inherent relation to heart physiology [202]. Consequently, its
analysis and interpretation has been established as an important field in modern medicine
and this has spawned various inter-disciplinary studies towards its digital processing.
Recently, machine learning techniques have dominated ECG analysis given the complexity
to derive accurate models in the effort of assessing and predicting the state of the heart
[203,204].
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Table 4.1.: Declaration of variables in Listing 1

variable description
N__sv number of support vectors
D_sv dimension /features of support vector
svu_coef |array of coefficients for each support vector
sup__vectors array of support vectors
test__wvector feature vector of heartbeat
dif f difference between elements of vectors
norma squared euclidean distance of vectors
gamma, b parameters v and b of RBF kernel

product of y_ i, a7 of equation 4.1

sum accumulator for contribution of
each support vector

Y pointer to classification result

Arrhythmia, i.e irregular heartbeat, is considered as one of the most commonly encoun-
tered heart malfunctions. Due to this critical condition the field of detecting signs of
arrhythmia is very important and automated diagnosis flows are a valuable tool in the
hands of medical experts. In this work, we use as a case study arrhythmia detection
based on ECG signal analysis. Detection is performed through SVM-based classifica-
tion, which has been shown to exhibit high accuracy in detecting problematic beat pat-
terns [193,203].

Feature vectors are extracted from a heart beat and its produced classification label
indicates whether the beat is normal or abnormal in terms of arrhythmia signs. To train
and test the SVM prediction model, we utilized MIT-BIH Arrhythmia Database [205], a
combined effort of MIT and Beth Israel Deaconess Medical Center - which is composed
of 48 fully annotated half-hour two-lead ECG signals with the collaboration of patients
with different medical files and physiology characteristics.

Fig. 4.1 depicts an overview of the process of analysing an ECG signal. The main
processing stages are:

e Noise removal that filters the signal using a band-pass filter to remove artifacts
resulting from patient breathing and movement or noise imported by the power
line.

¢ R peak detection and heart beat segmentation that detects a heart beat
inside the acquired ECG signal data. If an R peak is detected then a new heart

beat has been located and its data are segmented for further processing.

e Feature extraction process is imposed on the heart beat in order to extract its
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Figure 4.1.: Utilized ECG analysis flow
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Figure 4.2.: Average CPU utilization per heart beat processing (a) SVM models of moderate
computational requirements, (b) SVM models of high computational requirements

characteristics. In this work, we utilize Discrete Wavelet Transformation [203] as
the core of the feature extraction process.

e Diagnosis classification: that performs the actual detection using SVM classifier
and concludes whether the heart beat exhibits arrhythmia signs or not.

Fig. 4.2 illustrates the average CPU utilization per heart beat processing for the different
processing stages of the ECG analysis flow executed on an Intel Quark SoC [206]. Differ-
ent models of SVM classifiers, with increasing computational requirements (in terms of
number of support vectors and input vector size) were used during the profiling phase. In
all cases the inputs of the device are signals derived from MIT-BIH arrhythmia database.
Fig. 4.2a shows that even for moderate complexity SVM models, execution of the classi-
fier dominates the required CPU time. This is emphasized in the case of high complexity
SVM models (Fig. 4.2b) where SVM execution takes up in average more than 90% of the
CPU time needed for detecting arrhythmia in a single beat.

In this paper, a HW/SW co-design paradigm is used, to instantiate the ECG analysis flow
in a combined CPU-FPGA system. The CPU is occupied with system management and
pre-diagnosis ECG processing while the actual diagnosis is executed on a HW accelerator
instantiated on the FPGA fabric. The SVM model used in the exploration process was
selected according to the methodology presented in [207] so that it provides the highest
classification accuracy. Additionally, its size is sufficient enough to allow all HLS opti-
mizations to be applied on it and still have enough FPGA resources to instantiate the
accelerator on a Zedboard [208].
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Table 4.2.: Utilized SVM model parameters

parameter meaning value

N_sv number of support vectors 1274

D_sv |dimension/features of each support vector| 18

The parameters of the chosen SVM model are stated in Table 8.1. It exhibits over 99%
accuracy, sensitivity and specificity. We do not examine the impact of differing arithmetic
precision on how well the final SVM accelerator fares at these metrics. Although the
proposed methodology is applicable in a straightforward manner in SVM implementations
of differing arithmetic accuracy, we consider this decision to be a priori taken by the
application designer.

4.4. Design exploration for accelerated SVM classifier

Fig. 4.3 depicts the proposed High Level Synthesis based design methodology for op-
timizing the architecture of SVM accelerators. The input of the flow is the C source
code of the algorithmic description of SVM classifier. The methodology targets FPGA
based programmable System-on-Chip platforms, i.e. Zynq [209] which provides an ARM
Cortex-A9 and FPGA fabric.

All levels of accelerator optimization are performed using Vivado-HLS tool. Vivado-HLS
enables user control over the synthesis process through the usage of directives. It performs
some optimizations by default and also allows the user to impose directives and constraints
of his own choice. The directives available from HLS aim at performance and area op-
timization and can be applied on functions, loops, arrays and regions containing one or
more of the above. Table 4.3 summarizes the HLS directives that have been incorporated
in the design exploration described in the following sections.

Regarding the proposed methodology, in the beginning the input source code is par-
titioned to the SVM kernel function to be accelerated and its wrapper logic which
utilizes the kernel function as part of the bigger program. The SVM kernel is then
optimized through the proposed two-level design optimization strategy. In parallel,
the wrapper logic is tailored to the communication interface of the co-designed sys-
tem.

At the first level of optimization, the SVM’s source code is restructured to expose higher
data- and instruction-level parallelism than the one exploited by Vivado-HLS. At the
second level, the restructured code is further automatically explored over a very com-
pact design space of memory related directives under designer and device specific con-
straints, e.g. maximum latency, FPGA resource utilization etc. The compact design
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Figure 4.3.: Proposed HLS based HW design methodology

space is defined through a set of pruning guidelines derived and validated based on ex-
tensive analysis on the impact of different HLS directives on the systems metrics and
design objectives. The aforementioned analysis takes place offline and can be reused as a
pre-existing knowledge database that guides the fitting of the pruning guidelines to the
specific kernel instance. The proposed pruning guidelines enable optimization search to
be performed in a reduced solution space enabling fast extraction of high quality design

solutions.

4.4.1. Optimization Level 1: Code restructuring for HLS

We emphasize on two code restructuring strategies which if employed assist the tool to
produce much more efficient HW accelerators in terms of enhanced data- and instruction-
parallel accelerator implementations.
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Table 4.3.: HLS directives [2]

Directive Description
PIPELINE Reduces the initiation interval by concurrent
execution of operations within a loop or function.
DATAFLOW Task level pipelining. Functions and loops
are executed concurrently. Used to minimize interval.
INLINE Inlines a function, removing all function hierarchy.

Used to enable logic optimization across function boundaries and
improve latency/interval by reducing function call overhead.

UNROLL Unrolls for-loops to create multiple independent
operations rather than serial executed ones.
ARRAY_PARTITION Partitions large arrays into multiple smaller arrays

or into individual registers
to improve access to data and remove block-RAM bottlenecks.

ARRAY__MAP Combines multiple smaller arrays
into a single large array to help reduce block-RAM resources.
ARRAY_RESHAPE Reshape an array from one with many elements

to one with greater word-width.
Useful for improving block-RAM accesses without using more block-RAM.

Advancing Data-Level Parallelism in HLS Through Loop and Memory Partitioning

The squared euclidean distance of the test_vector and each sup_vector is computed and
used as input to the SVM kernel function. These values are weighted with a coefficient of
the corresponding support vector and then accumulated in one variable to produce the
classification result.

The contribution of each support vector to the total sum is irrelevant to the contribution
of the others since there are no data dependencies in the computations performed between
the test vector and each column of the support vector array. As a result, these compu-
tations can be performed simultaneously. This is illustrated in Fig. 4.4 where the use of
different colours indicates that the computations performed between each coloured col-
umn and the test vector can be executed in parallel. Towards this goal, array sup_ vectors
can be partitioned into smaller arrays, each one containing fewer support vectors. These
arrays will have the same number of rows, since the number of attributes is constant,
but fewer columns. Each array will contribute a partial sum to the total sum used for
classification and partial sums can be calculated in parallel. In other words, the initial
problem is divided into smaller ones, which are solved concurrently. We implement data-
parallel SVM kernels by first modifying the structure of the code and then utilizing HL.S
directives to enable parallel execution. Listing 4.2 shows the modified source code in
the case that sup_wvectors array is partitioned in two. The part of the code responsible
for computing the total sum is implemented as a separate function called by the main
function as many times as many array partitions exist. Each instance of this function is
assigned to a different partition of the sup_vectors and sv_ coef arrays and computes
its partial sum. Eventually, partial sums of all partitions are aggregated by the main
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Figure 4.4.: Data-level parallelism in SVM.

function in order to produce the classification decision.

On this modified source code, we apply HLS directive array_partition (Table 4.3) in
Vivado-HLS, for automatic array partitioning. An array in HLS is implemented using
block RAMs which can have at most two read ports. In this case, simultaneous compu-
tation among all array partitions wouldn’t be possible since all functions would require
access to the same array at the same time. HLS would address this problem by cre-
ating a replicate for each function instance, thus leading to memory burst. By using
the array_ partition directive instead, we resolve this inefficiency since different read
ports for each partition are created and parallelization is possible without any adverse
effects. Array_partition directive is applied on sup_wvectors and sv__coef arrays. Array
sv__coef is one-dimensional, thus it is partitioned across its elements. Each partition
contains consecutive elements. Array sup wectors is two-dimensional and is partitioned
across its column dimension into a varying number of partitions. Each one of the parti-
tions contains consecutive columns.

In the main function we invoke the computing function once for each array partition. Its
arguments include the pointers to the arrays, a value indicating the size of each partition
in columns, an offset to identify the exact location of the partition in the initial array and a
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pointer to the address of the partial sum to be computed. Then the data flow Vivado-HLS
directive (Table 4.3) is applied on the main function to allow functions within its scope
to operate in parallel. HLS automatically detects that function calls can be executed
simultaneously and synthesis is performed accordingly.

This technique is evaluated for array partitioning of factor 2,3,4,8 and 16. The results for
latency gain and resources utilization are depicted in Fig. 4.5. Latency is assessed in terms
of gain, in comparison to the latency of the original code. Memory and area are presented
in utilization percentages over the initial available resources.

Listing 4.2: Partitioned version of the original code

#define gamma 8

void SVM_ partial_predict (int width, float ssum,
float test_vector [D_sv],float sv_coef[N_sv/2],
float sup_vectors[D_sv][N_sv/2]){

int i,j;

float diff ,norma=0;

*sum=0;

loop_i:for (i=0; i<width; i++){
loop_j:for (j=0; j<D_sv; j++){
diff=test_vector[j]—sup_vectors|[j][it+offset ];
norma = norma + diffxdiff;
¥
xsum = ssum + exp(—gammasknorma)*sv__coef[itoffset |;
norma=0;
}
}

void SVM_ predict (int * y){
const float coefl [N _sv/2];
const float coef2[N_sv/2];
const float svl1[D _sv][N_sv/2];
const float sv2[D_sv][N_sv/2];
const float test_vector [D_sv];
float diff ,suml,sum2,sum;

SVM __partial_predict (N_sv/2,&suml, test__vector ,coefl ,svl);
SVM_ partial predict (N_sv/2,&sum?2, test__vector ,coef2 ,sv2);
sum = suml + sum2 — b;

if (sum<0) xy = —1;
else xy = 1;
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We observe that as the number of partitions increases, the latency of the design is reduced
accordingly. In fact, the speedup of execution time is very close to the ideal speed-up
value, which is equal to the number of array partitions being used. For a partition factor
of two, this translates into a speedup of 2x, while a partition factor of sixteen results in a
speed-up close to 16x. There is a clear trade-off regarding reduced latency and increased
resources utilization. For each instance of the parallel executed function the logic used
for the function body is replicated. This explains the increase in DSP, Flip Flop and
LUT utilization. For example, the loop body requires 45 DSP units for all the operations
to be scheduled the way they are in the original code. This number remains the same
for each independent instance but the total number is multiplied by a factor equal to the
number of instances or partitions used. This explains why values over 100% utilization
are presented for a large partition factor, meaning that resource availability of the target
platform has been exceeded. The same principle applies for the utilization of Flip Flops
and LUTs.
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Figure 4.5.: Performance and utilization for increasing number of partitions (automatic)

An interesting parameter is the utilization of BRAM for array implementation. By using
the partitioning directive we have managed to avoid the replication of the arrays for
each instance. Each function requires as many BRAMs as are needed to implement its
partition of the array. This leads to an almost constant total number of used BRAMs
in all cases except for the one of partition factor 16. In that case HLS demonstrates an
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inconsistency and replicates of the arrays are created, resulting in a burst in memory
usage.

In order to avoid this memory burst, manual array partitioning is applied by allocating
several, smaller arrays from the beginning instead of declaring one large array and then
partitioning it into smaller ones using the corresponding directive. Now in each function
call, a different array pointer is passed pointing to one of the array partitions. This
means that the programmer must manually split the array containing the support vectors
and the array of their coefficients into smaller arrays containing fewer support vectors.
As expected, the increase in area resources (DSPs,Flip Flops and LUTS) remains the
same, in both cases. However, the burst in number of BRAMs when partitioning for
a factor of 16 is now eliminated and BRAM utilization remains practically the same
regardless of the number of partitions. The gain in latency of automatic vs manual array
partitioning is presented in Fig. 4.6. We observe that the proposed manual partitioning
is more effective than the automatic one, giving a speed-up practically equal to the ideal
one.
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Figure 4.6.: Speedup gain comparison (automatic vs manual)
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Advancing Instruction Level Parallelism through arithmetic operation reshaping

While data-parallel optimization enables different support vectors to be calculated simul-
taneously, instruction-level parallelism targets at optimizing the performance of compu-
tations required for calculating the contribution of one support vector to the classification
result. This contribution requires the computation of the squared euclidean distance be-
tween the current support vector and the test vector, performed in the inner loop, i.e.
loop_j. The loop iterates over the elements of the two vectors, computes their differ-
ence, multiplies it with itself and accumulates this squared difference to a variable that
holds the squared euclidean distance when the iterations end. Applying the loop unroll
directive (Table 4.3) to this loop should increase ILP since the computations regarding
each element of the vectors can be performed independently of each other and thus in
parallel.

Automatic loop unrolling of the inner loop using the HLS loop unroll directive leads to
a reduction of the accelerator latency, as it can be seen in Table 4.4. The result however
is not the one anticipated. Careful inspection of the scheduling reports generated by the
tool showed that it does not fully exploit the available parallelism. The subtractions and
multiplications of different elements are not scheduled simultaneously and additions are
scheduled in a serial manner even though there is no true data dependency between the
added values.

Inspired by several works in computer arithmetic [210-212], we propose a more efficient
implementation of this loop unrolling by modifying the structure of the addition and
transforming it into a tree-based computation of the final result. In this way, HLS can
schedule the independent calculations in parallel by allocating more hardware resources,
if needed. The structure of the tree based data calculations is depicted in Fig. A.8
for an unroll factor of value 6. The number of loop iterations is reduced to 3. In the
internals of the third iteration, it is shown how input_wvector and support_vector are
subtracted, squared and finally added in different levels of a tree-like structure. Oper-
ations in each level can be executed in parallel. To produce the final result of a full
loop__j execution, the outcome values of each iteration have to be accumulated in one
variable. This is also performed in a tree-like way and thus it does not introduce any
more latency to the hardware. In the proposed framework, tree-base code restructur-
ing is automatically performed through a custom source-to-source transformation script
that generates the tree reconstructed SVM source code according to the level of the loop
unrolling factor.

The proposed manual unrolling technique was examined for unrolling the inner loop
of the SVM code 3, 6 and 18 times, respectively. Table 4.4 reports the difference in
performance and resources utilization when applying the unroll directive on the inner
loop versus manually unrolling it while using a tree-based expression balancing struc-
ture for the computations. Significant improvement in latency gain is observed when
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Table 4.4.: Evaluated metrics for automatic vs manual unrolling

Version |Unroll factor | Automatic Unroll using directives | Manual Unroll using tree structure
latency | BRAM |DSP| FF | LUT |latency | BRAM|DSP|FF | LUT
(cycles)| (%) | (%) |(%)| (%) |(cycles)] (%) | (%) |(%)| (%)

initial - 412783 | 24 20 | 3 11 | 412783 | 24 20 | 3 11
unrolled 3 252259 | 24 21 | 3 11 | 214039 | 47 26 | 4 14
unrolled 6 206395 | 24 23 | 3 11 | 149065| 70 34 |5 18
unrolled 18 173271 27 20 | 3 11 90461 27 50 | 8 29

applying manual instead of automatic unrolling. The greater the unroll factor is, the
higher the performance gap of the two methods is. The reason is that the tree based
structure of performing computations allows data independent operations to be executed
in parallel, thus significantly reducing inner loop latency and subsequently total design
latency.

The expected trade-off of the proposed technique is increase in resources utilization and
specifically in DSPs, FFs and LUTs. The implicit declaration of parallel subtractions
and multiplications as well as of the parallel additions of the tree structure results to an
increase in the number of computational instances required to achieve instruction level
parallelism. In other words, the HLS tool identifies the available parallelism and allocates
more logic to exploit it.

Listing 4.3: Unrolled version of the original code

#define gamma 8§

const float sv_ coef[N_sv];
const float sup_vectors|[D_sv]|[N_sv];

void SVM_ predict (int xy,
float test_vector [D_sv]){

loop_i:for (i=0; i<N_sv; i++) {
loop_j:for (j=0; j<D_sv; j=j+6) {
dl=test__vector[j]—sup__vectors|[j ]
d2=test__vector [j+1]—sup_vectors]
d3=test__vector [j+2]—sup__vectors|[j
d4=test_vector[j+3]—sup_vectors]|
db=test__vector [j+4]—sup__vectors|
d6=test vector [j+5]—sup_ vectors]

sq_prodl=d1xdl;
sq_prod2=d2xd2;
sq__prod3=d3x*d3;
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sq_ prod4=d4xd4;
sq_ prodb=dbxd5;
sq_ prod6=d6xd6 ;

Tree based computations for manual unrolling and HLS scheduling

tmp_suml=sq_ prodl+sq_prod2;
tmp_sum2=sq_ prod3+sq_ prod4;
tmp_ sum3=sq_ prod5+sq_ prod6;

tmp_ sumd=tmp_suml+tmp_sum?2;

norma = norma -+ tmp_sum3;
norma = norma -+ tmp_sum4;
sum = sum + exp(—gammasxnorma)xsv_ coef[i];
norma=0;
sum = sum — b;
if (sum<0) xy = —1;

———— ——————— ——— ——— — — — — o]
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else xy = 1;

An adverse and unexpected effect of manual loop unrolling regards BRAM utilization. For
an unroll factor of 3, three accesses to support vectors array are required simultaneously
but the BRAM has at most two read ports. To achieve the reading of three elements, HLS
creates a copy of the array and implements both copies using dual port RAMs to provide
four reading ports. As a result, there is a gain in parallelism and latency but BRAM
utilization doubles, i.e. 128 allocated BRAMs instead of 64. In the case of unroll factor
of 6, three copies of the same array implemented with dual port BRAMs are required
thus BRAM utilization triples. Similarly, when fully unrolling the loop we would expect
nine copies of the array to be created in order for 18 elements of the same array to be
read concurrently. However, HLS automatically partitions the array in 18 rows, each
one being implemented as dual port BRAM, thus allowing simultaneous access without
memory increase. Consequently, HLS behaves in an inefficient and inconsistent manner.
To tackle this issue and generate efficient IPs both in terms of performance and resources
utilization, array partition directives can be applied to the arrays which is fully examined
in section 4.4.2.

4.4.2. Optimization Level 2: Design Space Exploration of HLS Directives

In this section, we focus on the exploration of HLS knobs exposed as Vivado-HLS direc-
tives to enable further SVM accelerator tuning. Analysis of the impact of directives is
performed using Vivado which is an industrial strength HLS tool and also automates the
instantiation process of a Zynq based co-designed system. However, any other HLS tool
which uses annotation of the input source code like LegUp [213] could be incorporated in
our proposed framework and derive an analysis similar to the one presented in following
sections.

Analysing impact of directives in SVM classifier

In previous sections, techniques based on structural modifications of the C code were
developed to create effective RTL architectures. These formed a first level of optimiza-
tion that brings to RTL the required efficiency. The performance though can be further
improved by meticulously tuning the available HLS directives. In this section we are
going to explore the impact of the chosen directives on the efficiency of the accelera-
tor.

The directives applied on the classifier are Loop pipeline, Loop unroll, Array par-
tition and Array reshape (Table 4.3) [145]. A short description of these directives is
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Figure 4.8.: Impact of directives on SVM kernel source code
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Table 4.5.: Applied directives and their parameters

directive | variable factor dimension
pipeline loop_i on,off -
loop_j on,off -
loop unroll| loop_i 0,2,7 -
loop_j 10,2,3,4,6,9,18 -

partition |sup_vectors|0,2,3,4,6,9,18|rows (dim 1)
test_ vector |0,2,3,4,6,9,18 -
sv__coef 0,2,7 -

reshape |sup_vectors|0,2,3,4,6,9,18|rows (dim 1)
test_ vector |0,2,3,4,6,9,18 -
sv__coef 0,2,7 -

available on Table 4.3. They were selected with the intent of increasing the parallelism in
the computation of the squared euclidean norma in the inner loop. The loop is unrolled
and directives partition and reshape are applied to the accessed arrays, to increase the
number of their ports or their word-width respectively and allow simultaneous access to
their elements. In the same manner, these directives can also be applied to the outer loop
and the arrays referenced by its iterator.

Table 4.5 includes the directives applied to each variable in the SVM code in Listing 4.1.
In the column named "factor", the different possible values for each directive are presented.
An exploration has been performed to analyse the impact of these directives on the SVM
classifier code. The full search space consists of all valid combinations of these directives
for all values of their parameters included in Table 4.5.

This would lead to an immense search space, that can however be reduced. The configu-
rations including partitioning and/or reshaping array sv_coef are excluded since initial
profiling did not indicate paramount effects. Furthermore, some of the combinations are
excluded from the search space because they lead to equivalent design configurations or
contain incompatible directives. More specifically:

e Pipeline directive causes automatic unrolling of all loops down its hi-
erarchy. This behaviour leads to two constraints that significantly reduce the
exploration space. When the outer loop is pipelined, there is no point in unrolling
the inner loop by any factor less than the one corresponding to a fully unrolled
loop. When the outer loop is pipelined, there is no point in pipelining the inner
loop since it no longer exists as one.

e Fully unrolling the inner loop leads to automatic fully partitioning of the
support vector into separate rows and of the test vector into registers.
When the inner loop is fully unrolled, there is no point in partitioning or reshaping
the arrays referenced inside the loop by a factor less than the one corresponding to
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fully partitioning or fully reshaping.

The result is a full search space consisting of 86580 configurations. Some of them cannot
be synthesized while others are synthesized but exceed time constraints. This leads to a
full space of 70962 configurations. For each one of them latency and area utilization in-
formation are available after synthesis results are acquired.

Box-plots of Figures 4.8a to 4.8f summarize the results of exploration regarding the impact
of each directive on latency gain, BRAM, DSP ,FF and LUT utilization. Each diagram
in Fig. 4.8 corresponds to an assessment of the effects of a single directive. For each
metric, the left box-plot groups together all configurations that include the directive
under assessment. The right box-plot includes the rest of the configurations. Outliers
have not been included.

In Fig. 4.8a applying pipeline directive on the outer loop (loop_ i) is examined. Pipelin-
ing the outer loop leads to unrolling all loops down its hierarchy and therefore the inner
loop. When this directive is applied, latency gain reaches 99%. Its side-effect is slightly
increased BRAM utilization due to the automatic unrolling of the inner loop, which
in turn causes the automatic partitioning of the arrays referenced inside it. DSP, Flip
Flop and LUT utilization change significantly, exhibiting greater median and range val-
ues. This is attributed to the automatic unrolling of the inner loop which replicates
logic.

Fig. 4.8b depicts the results of outer loop unrolling (loop_i). This does not seem to be
crucial in the improvement of the design in terms of latency since the range of values
extends from negative values to 65% in both cases. BRAM utilization is not greatly
affected by the directive. The median value is the same in both cases and equal to the
original one. As far as DSPs, FFs and LUTs utilization is concerned their value range
is wider and their median value is greater when the directive is applied. This is again
anticipated, since unrolling a loop in HLS duplicates the loop body and thus the utilized
area is increased.

When applying the pipeline directive to the inner loop (loop_j), latency gain ranges
between higher values and has a median value of 60% as shown in Fig. 4.8c. FPGA
resources utilization exhibits narrower range with smaller median values. Parallelism is
increased by using all resources and not by replicating hardware. Operations are sched-
uled when the required resources and data are available and not necessarily sequentially.
This increases instruction level parallelism and reduces the initiation interval by allowing
the concurrent execution of operations within the loop leading to improvement in latency
gain.

Unrolling the inner loop has a positive impact on latency. It limits considerably the
range of values of latency gain and the median value is greater. This is illustrated in
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Fig. 4.8d. BRAM utilization remains constant and equal to the initial utilization when
no directives are applied. Additionally, when the inner loop is unrolled DSP, FF and
LUT utilization range is wider and in a higher region. This is again due to the fact
that unrolling a loop leads to replicating the loop body and thus to more logic and
area.

Partitioning an array aims at implementing each partition in different BRAMSs thus cre-
ating more read ports and allowing higher parallelism. As shown in Fig. 4.8e, this
higher parallelism results indeed in increased BRAM utilization, when partitioning of
sup_vectors array is applied. The directive does not have great effect on latency or
DSP and FF utilization. LUT utilization seems significantly greater when the partition-
ing is not applied but this cannot be fully justified due to the noise in measurements
inserted by other directives. Similar conclusions can be drawn for the application of
the reshape directive presented in Fig.4.8f. BRAM utilization in that case is worth
mentioning as it decreases both in range and median value since the reshape directive
re-combines the elements created by partitioning into a single block-RAM with wider
data ports.

HLS directives design space pruning guidelines

Although an exhaustive search of the directives related exploration space guarantees the
discovery of optimal configurations, it requires extremely long run-times, thus forming an
impractical solution. A more targeted space exploration disposed of suboptimal design
configurations, is highly desired in designing complex accelerator architectures in order
to locate optimal configurations in less time.

In this section, we define and analyse three pruning guidelines which by effectively par-
allelizing the inner loop of the algorithm (loop_j) succeed to exclude suboptimal design
points of high execution latency from the search space. The proposed guidelines are
based on the observations of HLS directives impact analysis provided in Section 4.4.2. In
next section, we quantitatively validate their effectiveness in respect to their optimization
potential. The design space pruning guidelines follow the principle of customizing the
accelerator’s memory architecture to its computation and memory access patterns. The
only prerequisite for applying them is that the elements which need to be accessed concur-
rently each time, maintain their offset in the initial array. They are summarized as follows:

PG1. When the inner loop is unrolled by a factor, if the arrays referenced by the loop
iterator are partitioned, the partition factor should be equal to the unroll factor.

PG2. When the inner loop is unrolled by a factor, if the arrays referenced by the loop
iterator are reshaped, the reshape factor should be equal to the unroll factor.
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Figure 4.9.: Full and Pruned Design Space

PG3. When the inner loop is unrolled by a factor, if the arrays referenced by the loop
iterator are both partitioned and reshaped, the product of partition and reshape factor
should be equal to the unroll factor.

The above rules address two main issues that arise when unrolling the inner loop. First,
unrolling a loop implies that multiple elements of arrays referenced inside it, need to
be manipulated in parallel. Each array is implemented as BRAM with two read ports
at most, thus a memory bottleneck is observed that limits potential performance gain
despite the large parallelism potential. Array partitioning leads to memory partitioning
into several banks thus allowing simultaneous access to multiple elements of the same
array. Array reshaping recombines the elements of array partitions into a single BRAM
that has wider data ports, allowing access to multiple elements of the initial array with
a single read. The combination of the two directives also allows simultaneous access to
multiple elements. In total, to fully exploit the inherent parallelism, array restructuring
must allow simultaneous access to at least as many elements as are referenced by the loop
iterator, i.e. equal to the unroll factor.

On the other hand, partitioning or reshaping an array by a factor greater than required
can have adverse effects. Since automatic partitioning and reshaping does not change the
source code of the accelerator, array references are still tuned for the initial array. As a
consequence the HLS tool compiler adds modulo operations to determine to which array
partition the elements referenced in each iteration belong and a significant overhead to the
total accelerator latency is introduced. The greater the partition factor is, the greater the
overhead gets. Similarly, when reshaping an array, packing more elements than required
in a single element of wider word width, introduces overhead to segment the part of
the word that is actually required. Therefore, packing all the elements required with no
inclusion of redundant elements is more efficient.
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Validation of the proposed pruning guidelines

The intuitive guidelines of the previous section need to be validated in a more robust
way. Therefore, it is necessary to study the set of all possible configurations created by
combining inner loop unrolling with partitioning and/or reshaping the arrays referenced
inside the loop. No other directives are included in the exploration, to ensure that results
are not distorted.
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Figure 4.10.: Impact of loop unroll directive in loop_ j

The guidelines are applied on this set. This creates a pruned set that only contains
the configurations of minimum latency. The left box-plot of Fig. 4.10 (Latency - Con-
straint on) contains these configurations while the right box-plot (Latency - Constraint
off) the discarded ones. The effectiveness of the pruning guidelines is proven by ob-
serving that the vast majority of low latency design points are included in the pruned
set.

The pruning guidelines can now be applied on the full search space. The resulting
pruned space should be evaluated in terms of its efficiency to locate the optimal points.
For that purpose, a Pareto analysis is performed on both spaces. This Pareto anal-
ysis considers the trade-off between delay and area utilization. The area utilization
metric combines BRAM, DSP, Flip Flop and LUT utilization percentage as shown in
4.3%.

'The values are provided as percentages in HLS reports. To get their average value, their sum is
divided by 400 instead of 4
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BRAMutil + DSPutil + FFutil + LUTutil
400

Areayy; =

(4.3)

Fig. 4.9a depicts the mapping of the pruned space (black 'x’ symbols) on the full space
(blue '+’ symbols) and Fig. 4.9b includes the Pareto points of the two design spaces.
Although full search space exploration is very time consuming?, it was performed to
enable validation of the efficiency of our approach. We do not consider that this full
search is practical under realistic design time requirements especially when numerous
SVM models need to be optimized.

Statistical data are necessary for a fair comparison between full and pruned space. The
full design space for the SVM classifier includes 70962 configurations from which 30
distinct Pareto points are identified (Fig. 4.9a). The pruned space is composed of merely
2212 configurations, i.e. around 3.1% of the initial solution space including 13 Pareto
points. 10 of them are included in the pareto points of the full space, resulting in Pareto
coverage of 33%. Therefore the proposed pruning guidelines deliver an extremely reduced
design space spreading across the delay-area optimality region of SVM accelerator design
solutions.

Delay-Area Product Optimization

As shown in the previous section, the proposed pruning guidelines result in a signifi-
cant reduction, around 97.44%, of the original solution space that concentrates on the
Pareto optimal region considering the delay-area metrics (Fig.4.9). Although feasible,
an exhaustive evaluation based on exhaustive search optimization of the pruned solu-
tion space remains quite impractical, requiring around 5 hours of execution time. In
addition, the derivation of a Pareto-front as the main output of the exploration pro-
cedure enables a more deep analysis on the delay-area trade-offs, however it leaves to
the designer the final decision on which SVM design configuration should be selected
and implemented, i.e. the more the Pareto points the more difficult the decision pro-
cess.

In order to enable a faster and thus more practical optimization procedure than full
search as well as to provide to the designer a single optimized design solution, we imple-
mented a single-objective optimization framework, as the final stage of our methodology,
that receives as input the pruned design space, D, and solves the following optimization
problem:

;Iéig { Delay(x) x Areays(x) } € R? (4.4)

2 Approximately 15 days on an Intel Xeon CPU E5-2650 v2@2.6 GHz, 64 GB RAM
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subject to:
BRAM 1;1(x) 100%
DSP(x) 100%
< .
LUTyu(x) | — | 100% (4.5)
FEyi(x) 100%

The optimization goal is to find the configuration vector, x, that minimizes the delay-
area product in a solution space. A new possible design point is evaluated in terms of the
optimization objective and then filtered according to all inequalities of Eq. 4.5. Given the
compact solution space, we employ discrete steepest decent greedy optimizer to solve the
aforementioned optimization problem. Given an initial set of randomly selected points
from the pruned design space, it starts to greedily move within the design space towards
a local minimum following the negative of the gradient.
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Figure 4.11.: DSE options provided by the proposed framework

In total, Fig. 4.11 illustrates and summarizes the three different options provided to a
designer utilizing the presented framework given an input design space which consists of
a source code description of the function to be accelerated and a set of HLS directives
which can be applied on this code. In Option A, the framework is instructed to perform an
exhaustive exploration of all the design space. It is the most time consuming option (15
days for the case study) and its outcome is considered optimal since the input design space
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is fully explored. In Option B, the previously described design space pruning guidelines
are enforced on the input design space to produce a reduced design space which is then
exhaustively explored. It is a medium case regarding time consumption (5 hours for the
case study) and is able to produce a sufficient number of optimal design points. Last
but not least, in Option C the input design space undergoes pruning but instead of an
exhaustive traversal of the pruned space, an optimizer is employed providing the designer
a single design point within a limited time frame (a few minutes for the case study),
which optimizes a single objective.

4.5. Design Methodology for Approximate SVM

In this section we describe the methodology followed to create an efficient approximate
SVM kernel that performs arrythmia detection on ECG signals. First, we present the ex-
ploited approximation techniques and then we apply the proposed framework of Section
4.4.2. Considering the data dependencies of the kernel and the complexity of the per-
formed computations, we apply approximate techniques, that reduce both the number
and complexity of the performed operations, as well as high level synthesis optimiza-
tion techniques that boost performance. For the rest of the section, the accuracy of the
approximate SVMs refers to the percentage of correct classifications in a set of heart
beats.

4.5.1. Approximate Techniques
Loop Perforation

The first approximate technique that we examine is loop perforation [214], i.e., omitting
loop iterations. Loop perforation was introduced in software approximation, but since
it is an algorithmic technique it can be equivalently applied in HLS. Although it can
be applied to any algorithm, its optimal tuning is application-specific. In this case, the
data dependencies of the SVM accommodate loop perforation. As seen in Listing 4.1,
the squared euclidean distance of a single test_ vector and each sup_wvector is computed
(norma), filtered through the RBF kenrel and eventually accumulated to a variable that
defines the classification result. The contribution of each support vector to the total sum
is irrelevant to the contribution of the others. Hence, loop perforation appears to be a
very promising approximation candidate for SVM that allows us to eliminate operations
(and thus the total latency of the kernel), as well as the area footprint, at a small accuracy
loss.

In order to efficiently apply loop perforation, we utilize a greedy approach to identify the
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Table 4.6.: Impact of Loop Perforation on SVM Accuracy.

Perforation % Accuracy% Speedup

2% 98.02% 1.41
4% 97.12% 1.45
6% 96.27% 1.47
8% 92.85% 1.51
10% 90.43% 1.54

support vectors to be omitted. In this study, we consider loop perforation ranging from
2% up to 10% with step 2%. Given a target of p% perforation, our greedy algorithm
implements an iterative procedure. In each iteration, we perforate an additional support
vector. The iterations terminate when p% perforation is reached. Given the support
vector matrix of the previous iteration, we evaluate the classification accuracy when also
perforating each one of the remaining support vectors. Then we perforate the respective
vector that achieves the highest accuracy. Table 4.6, presents the accuracy and speedup
over the exact-SVM, of the SVMs produced by our greedy approach. The attained ac-
curacy ranges from 98.0% for 2% perforation target to 90.4% for 10% perforation target.
The respective speedups range from 1.41x to 1.54x. As it can be seen, in the latter
case extra perforation comes at a significant accuracy loss without compensating with
significant additional speedup. Further perforation is not of interest in this application
due to lower accuracy rates.

Precision Scaling

Vivado HLS provides fixed-point precision data types for C/C++ kernels. We can
leverage this feature to apply precision scaling, i.e., implement the SVM kernel with
smaller bit-widths. This will result in smaller hardware operators and thus faster cir-
cuit.

Migrating from standard C types to arbitrary precision types is not trivial in terms of
maintaining the correctness. For that reason, we perform an exploration to refine the
utilized data types to their optimal size. Six different data types are defined for variables
test_wvector, sup_vectors, sv_coef, dif f, norma, sum of Listing 4.1. We use fixed
point representation for each data type and examine varying precision for the decimal
part that ranges from 12 up to 22 bits. In our exploration we evaluate all the possible
combinations with respect to the data type and its precision. For example Table 4.7 shows
the precision assigned to each data type for the most accurate configuration resulted by
this exploration. The accuracy of this configuration is 99.82% and its attained speedup
is 2x with respect to the exact implementation.
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Table 4.7.: Fixed point Data types Initial Configuration in Bits

Variable Bit-Width Integer Bits Decimal Bits

test__vector 24 2 22
sup__vectors 24 2 22
sv_coef 32 10 22
dif f 25 3 22
norma 31 9 22
sum 32 10 22

4.5.2. Approximation and Optimization Methodology

The techniques described so far should be combined in a synergetic and strategic manner
to deliver a highly optimized approximate SVM classifier. The non-linear and nontrivial
inference effects between the applied approximation techniques as well as the HLS op-
timization directives regarding both performance as well as accuracy require the use of
heuristic algorithms in practice. A brute-force evaluation of all possible combinations of
the examined techniques, would lead to an enormous design space. In order to avoid an
exponentially growing search space, we propose a framework that incrementally exploits
each technique and gradually builds up to the implementation of an efficient FPGA SVM
classifier, accelerated through both approximate and high level synthesis optimization
techniques.

As a first step, we apply loop perforation, carefully adjusted to the kernel’s requirements.
Specifically, loop perforation technique is applied to the exact SVM classifier, using the
greedy algorithm in Section 4.4.2. This step results in constructing five approximate
SVM classifiers, each one exhibiting a perforation percentage of 2%,4%,6%,8% and 10%
respectively and an initial boost in performance.

As a second level of optimization, we explore the performance enhancement that can be
extracted by meticulously tuning the in-build optimization knobs of HLS tool with respect
to the previously conducted approximations. To avoid an exhaustive design space explo-
ration, we utilize the framework proposed in [178], which elegantly prunes the design space
and efficiently converges towards the Pareto front. The basis of the proposed pruning
strategies lies in customizing the memory architecture according to the computation and
memory access patterns of the algorithm. Since different perforation percentages result in
different memory layouts and thus different optimal configurations of HLS directives, each
approximate-perforated SVM should be evaluated separately. Therefore, we perform an
efficient design space exploration and acquire a resource utilization-speedup Pareto-front
for each approximate SVM resulted by loop perforation. Note that all design points within
the same Pareto exhibit the same classification accuracy.

On the last optimization level, we further boost the performance by applying preci-
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sion scaling. For each Pareto point, an exploration is performed to refine the utilized
data types to their optimal precision. We evaluate all the possible combinations (Sec-
tion 4.5.1), and a new Pareto Front is extracted. The approximate designs in this
Pareto front, apply both loop perforation and precision scaling, as well as HLS opti-
mization.

4.6. Experimental Results

In this section, the efficiency of the proposed design methodology is experimentally eval-
uated. We provide three different evaluation analyses regarding i) the efficiency of the
proposed design exploration to deliver delay-area optimized designs compared typical
exploration approaches, ii) the efficiency and robust behavior of the derived SVM ac-
celerator design configurations at scale, i.e. for SVM configurations exposing increased
computational complexities, iii) the effectiveness of the proposed approach for co-designed
ECG analysis flows and iv) applying the proposed framework to an approximate SVM
kernel.

4.6.1. Experimental Set-up

The primary target FPGA board in this work is Zedboard Zynq Development Kit xc7z020clg484-
1 [208]. It provides a complete ARM based Processing System (PS) featuring a Dual ARM
Cortex-A9 MPCore with integrated memory controllers, floating point operations sup-
port and full Linux OS compatibility. The PS side of the board is tightly integrated with
the Programmable Logic (PL). The FPGA resources provided by the target board are
adequate to support all proposed HW optimizations on the utilized SVM model. This
model itself is constrained in its parameters size due to the fact that it has been pro-
duced via a structure/accuracy optimization search process [207]. In general, available
FPGA resources are a major constraint of the HW optimization process and this has
also been reflected in Section 4.4.2. However, providing that resources are available, the
proposed framework can maintain efficiency of the derived HW accelerators when SVM
model parameters are scaled (Section 4.6.3).

Xilinx Vivado-HLS (v2015.2) [145] has been used to derive all SVM accelerators men-
tioned in the experimental evaluation. The same tool was also utilized to instantiate the
HW/SW co-designed ECG analysis system on the target board. To achieve communica-
tion of the PS system with the HW accelerators implemented on PL side, ARM AXI inter-
faces are used. AXI is part of Advanced Microcontroller Bus Architecture (AMBA). There
are different types of AXI interfaces available for the target Zynq board. In this work
AXI4 Lite interface is utilized, which is a subset of AXI4 Memory Mapped Interfaces. The
Processing System implements the Master Interface of the AXI4 bus while the IP the Slave
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Interface, which is controlled by the Master through block level signals. The AXI4 Slave
Lite Interface is added to the IP that will configure the PL.

Processing System SW stack | [ FPGA |_()gi(_:1
ECG signal analysis
Userspace
svsfs Device Tree:
Y /dev/svmO
Interface
Kernel Device drivers
functions open, mmap
Linux kernel
Dual ARM Accelerator
core BSP i
Processing system
\ o

Figure 4.12.: Target Zynq based system HW/SW overview

The overview of the HW and SW parts of the co-designed system is illustrated in Fig.
4.12. The software is developed in Xilinx SDK 2014.4 and is executed on the ARM
Cores of the PS side. The ARM cores run Linux OS developed using Petalinux 2014.4
tool. Petalinux uses hardware configuration files generated by Vivado to build a Linux
distribution that includes all drivers necessary for the communication between the PS and
PL, including the custom IP. The IP is included in the Linux file system as a userspace
I/O device and is mapped to memory via mmap system call. The software application
uses this device as a common file and accesses it through a pointer to the corresponding
mapped memory range. The accelerator Board Support Package provided by Vivado,
encloses the information of the memory mapping of the registers of the IP to the ARM
CPU. Using this mapping, the CPU feeds the accelerator IP with data which in turn
returns the classification result to the CPU.
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4.6.2. Efficiency evaluation of the proposed DSE methodology

In this section, we evaluate the efficiency of the proposed pruning based design exploration
strategy for SVM accelerator optimization in comparison to exhaustively traversing the
original design space.

To quantify the efficiency of the proposed exploration strategy, we make use of two opti-
mization meta-heuristics to search for design points inside the full and the pruned design
space. These two optimization meta-heuristics are 1) steepest descent (Section 4.4.2) and
ii) a genetic optimizer3. All exploration strategies has been executed 50 times to account
for the unpredictability imposed by the optimization procedure.

We compare the three exploration alternatives in terms of i) optimality of results through
the distance metric with respect to the optimal solutions (the lower the better) derived
by the exhaustive design space exploration and (ii) number of synthesized solutions that
indicates exploration’s run-time efficiency. Fig. 4.13 shows the distance from the optimal
delay-area design point, by varying the number of synthesized designs for each exploration
strategy.

As shown, the efficiency of each exploration strategy is layered in different ranging zones.
It is clear that the zone of the proposed methodology dominates almost completely both
optimization meta-heuristics applied on the full design space variants. For the same
or smaller number of synthesized configurations, the proposed exploration delivers de-
sign solutions that are closer to the optimal SVM designs, delivering an average dis-
tance error 0.001 with a standard deviation of 0.14. The respective average distance
values for the steepest descent on the full design space has been calculated to 2.83
(standard deviation: 2.37), while for the genetic optimizer to 4 (standard deviation:
2.47).

It is important to stress out that the two-phase exploration strategy presented in Section
4.4.2 and validated here is successful because the optimizer is able to search for design
points within a greatly compact space which includes very effective solutions. In other
words, it is the combined effect of the pruning guidelines and the optimizer that derive an
efficient SVM accelerator. The discrete steepest descent greedy optimizer was utilized as
an example meta-heuristic in order to convey that even a simple optimizer is able to locate
near optimal design points within the compact design space.
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Figure 4.13.: Average Distance from Optimal Design for Different Optimizers
4.6.3. Evaluating derived SVM accelerators classifier at scale

Analysis of our proposed SVM classifier HW acceleration techniques has been presented
using a specific SVM model. However, it is important to validate that the proposed
work-flow retains its efficiency for SVM classifiers with different characteristics in terms
of support vectors number and input feature vector size.

The effectiveness of data level parallelization technique (Section 4.4.1) that partitions
the support vector array is tested using support vectors that scale from 1000 to 100000
with fixed feature dimension. Fig. 4.14a shows that speedup remains constant and equal
to the number of parallelly executing functional blocks. Scaling is also evaluated in the
combination of data-level and instruction-level parallelization technique using an unroll
factor of 3. The speedup in that case is doubled and remains constant over different
number of support vectors (Fig.4.14b).

Similarly, the effectiveness of the instruction-parallel optimization technique (Section
4.4.1) is tested against support vectors with dimensions scaling from 10 to 1000. It can

3The genetic optimizer has been configured with the following parameters: population size: 20, gen-
erations: 4
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be seen in Fig.4.15a that speedup increases until a maximum value is reached and then
remains almost constant. The tree reduction technique is also investigated in combination
with data level parallelism of a factor of 2. The speedup trend is maintained but its values
are almost doubled (Fig.4.15b). This leads to the conclusion that there is no interference
in the combination of the two techniques in scaled up versions of the SVM classifier.
In total, results indicate that our proposed methodology retains high latency gains when
applied to scaled up SVM classifier models taking into account both increased number of
support vector machines number and feature vector size. To achieve that, resource uti-
lization is significantly increased to support the computational requirement of the bigger
model. Inevitably, for high values of the SVM parameters, the utilization exceeds the
available resources of the selected target development board. However, this is not a lim-
itation of the proposed methodology but a target HW induced one which is overcome
using a larger FPGA in terms of available resources.

4.6.4. SVM based ECG arrhythmia detection
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Figure 4.16.: Average execution time per beat

In this section, we evaluate the efficiency of the optimized SVM classifier HW accelerator
using a HW/SW co-designed version of ECG based Arrhythmia detection application. A
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comparison of the diagnosis part of the application is performed, implemented on various
target HW platforms with focus on the execution latency of each implementation. The
communication latency of providing new input data to the classifier is negligible (ranging
from 10x to 900x less than computation time) since its input feature vector consists of
only 18 points (Section 4.3.2). For fairness purposes all systems operate on top of a Linux
based Operating System and have been compiled using O3 flags of gcc. More specifically
the utilized target platforms are:

1. Intel Quark SoC [206] operating at 400 MHz.
2. ARM Cortex A8 [215] operating at 600 MHz.

3. ARM Cortex A9 with 2 processing cores (Zynq Processing System) operating at
667 MHz.

4. ARM Cortex A57 [216] which is a 64-bit CPU with 2 processing cores operating at
1.4 GHz.

5. A Zedboard based HW /SW co-designed system. Its HW IP is derived from Vivado
HLS with input SVM source code with no structural modifications or optimization
directives applied to it (Maximum Clock Frequency at 100 MHz).

6. A Zedboard based HW/SW co-designed system. Its HW IP is of optimal configura-
tion in terms of execution latency derived from the Pareto optimal points provided
by our proposed DSE (Maximum Clock Frequency at 25 MHz).

The testing set is composed of 52291 test vectors, which correspond to feature vectors
extracted from heart beats of the MIT-BIH ECG signals. These are provided as input
to the different SVM classifier implementations and the average execution latency of
the diagnosis stage for all different implementations of the classifier is presented in Fig.
4.16. We observe a correlation between CPU competency and reduced execution latency.
In addition, in cases where two processing cores are available, the parallel version of
SVM classifier is effective in reducing execution latency. We did not examine the case of
more than two workers since the processing cores were fully utilized and thus introducing
more working threads could be an overhead. Regarding the co-designed systems, the
naive implementation of HLS based SVM HW IP is in most cases not efficient even in
comparison to CPUs. On the contrary, the optimized version of the HW IP, is in every
case much more efficient compared to all other design alternatives. The achieved speedup
compared to the unoptimized version reaches up to 78x. Interestingly, the expected
speedup values derived from the HLS tool reports is 79.81 x which validates that the tool
is a trustworthy guide for the designer. The optimized HW IP is also almost 10x faster
in comparison to the dual core 64-bit ARM based system.
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4.6.5. Performance Evaluation of Approximate SVM

In this section only, the target FPGA and tools differ. Xilinx Vivado-HLS(v2018.2) and
the Zynq7 ZC706 Evaluation Board are used to implement all SVM accelerators. The re-
sults are based on simulation reports generated by Vivado HLS.

Fig. 4.17 depicts the Pareto Front, which is the output of our methodology. This study
explores the trade-off between speedup and classification accuracy when all optimization
levels have been applied. Accuracy ranges from 90% to 99% and speedup from 1x to
18x. The highest speedup is achieved for aggressive approximation, i.e. 10% perfora-
tion and significant precision scaling. The trade-off of course is reduced accuracy, which
is crucial for an application such as arrhythia detection. Fig.4.18 presents the speedup
achieved for the fastest configuration resulting by each technique with a target accu-
racy of 95%. Perforation technique satisfies this constraint for 6% perforation, 1.47x
speedup and 96.27% accuracy, whereas precision scaling delivers a configuration with 4x
speedup and 97.32% accuracy. Our proposed methodology, delivers a configuration that
combines 2% perforation, precision scaling and HLS optimization techniques and outper-
forms them by delivering 15x speedup and 96.7% accuracy. Finally, Fig. 4.19 presents
the resources utilization for the corresponding SVMs. The precision scaling technique is
the most efficient one in resources utilization, since reducing the bit width leads to fewer
BRAMS for storing the support vectors and smaller-width operators. The small decrease
in resources utilization due to perforation, is attributed to storing less support vectors at
BRAMS. Our proposed technique shows greater utilization, due to the HLS directives,
that require more resources to increase parallelism and dominate over the resources sav-
ings achieved by perforation and precision scaling. This increase is compensated by the
greater speedup.
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Chapter 5.

GANDAFL: Dataflow Acceleration for Short
Read Alignment on NGS data

Next Generation Sequencing (NGS) technologies have revolutionised genome study through
rapid generation of genomics data at low cost. Any genome analysis usually starts with
DNA read alignment, employing string-matching algorithms such as Smith- Waterman
to compare DNA sequences. The inherent computational intensity and the vast amount
of NGS input data the algorithm operates on, create a bottleneck in the workflow. Ac-
celerated reconfigurable computing has been extensively leveraged to alleviate this bot-
tleneck, focusing mostly on high-performance albeit standalone implementations, i.e ne-
glecting the implications of integrating the accelerated functions within the sequencing
tools. In existing accelerated solutions effective co-design of the NGS short-read align-
ment still remains an open issue, mainly due to narrow view on real integration aspects,
such as system wide communication and accelerator call overheads. In this chapter, we
address the aforementioned inefficiencies and propose GANDAFL, a novel Genome
AligNment DAta-FLow architecture for SmW Matriz-fill and Traceback stages to per-
form high throughput short-read alignment on NGS data. We then propose a radical soft-
ware restructuring to widely-used Bowtie2 aligner that allows read alignment by batches
to expose acceleration capabilities. Batch alignment minimizes calling overhead of the
accelerators whereas moving both Matriz-fill and Traceback on chip extinguishes the com-
munication data overheads. The standalone solution delivers up to x 116 and X 2 speedup
over state-of-the-art software and hardware accelerators respectively and GANDAFL-
enhanced Bowtie2 aligner delivers a x 1.9 speedup. This chapter is based on our pub-
lications in [217, 218].

77



GANDAFL

5.1. Introduction

The development of next-generation sequencing (NGS) technologies has dramatically
changed the landscape of human genetics research [219]. Advances in the field of DNA
and RNA sequencing have led to effective genome mapping and have paved the way to
personalized genomic medicine [220]. NGS platforms [26] have now the capacity to gen-
erate billions of short fragments of DNA in a matter of hours. These small pieces of
DNA, called reads, are the input to various types of genomic analysis such as variant
calling [221] and differential gene expression [222]. The first step in any genomic anal-
ysis pipeline however is short read alignment, which entails finding a specific location
on the reference human genome where a short read is best mapped. The vast amount
of sequencing data and the excessive time requirements for this step to execute, have
put considerable strain on the computing systems used for genome analysis. Since the
throughput of NGS technologies does not cease its exponential growth [223], there is
an ever-present need for identifying bottlenecks and proposing accelerated solutions for
popular aligner tools.

Several aligners such as BLAST [117], BWA-MEM [112], Bowtie2 [113], Novoalign [224]
and CUSHAW?2 [225] have been developed that rely on a seed-and-extend model for
aligning the short reads. According to this model, in the seeding step, each short read
is further fragmented in short pieces, called seeds, that align exactly on the reference
genome. In the seed-extension step each seed is extended so that the whole short read
aligns with the reference, allowing mismatches. Most of the state-of-the-art aligners
implement variations of the Smith-Waterman string matching algorithm [118] to perform
the seed-extension step. Smith-Waterman is a dynamic programming algorithm that
operates in two stages; the matriz-fill stage fills a two-dimensional similarity matrix with
score values. Starting at a predefined matrix cell, the traceback stage traverses the matrix
backwards until it constructs a valid alignment path.

The seed-extension step forms a severe bottleneck in modern sequencing frameworks
[226, 227]. Bowtie2 aligner first performs the seeding stage for each read, and then
extends the seeds through SmW, i.e. matriz-fill and traceback Quantitative analysis
and detailed profiling of different datasets indicates that the Matrix-Fill stage of Smith-
Waterman dominates the execution time of Bowtie2 aligner. Depending on the dataset,
SmW can take up to 50% of Bowtie2 execution time (see Section 5.5.1 and Fig.5.18a
for more details). However this time is actually distributed among independent Smith-
Waterman tasks spanning across all reads. Furthermore, each read alignment can invoke
a different number of Matriz-Fill tasks, each one followed by a Traceback task. An
initial naive approach would target Matriz-Fill for hardware acceleration to tackle the
alignment bottleneck. A straightforward integration of an accelerated Matrixz-Fill phase
of Smith-Waterman though [122], [123], [124] would introduce a huge overhead, due to
both the immense amount of the accelerator calls and the transferring of the matrices
to the CPU for the traceback stage. In fact, taking into account the time overhead
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provisioned by each call to the accelerator and the accelerator-CPU transfer time for
each matrix, the overall execution time of the aligner can actually be increased. A
challenge as such has also been noted by [228] regarding JVM-FPGA communication
overhead.

Existing works either propose standalone Matrix-Fill Smith-Waterman acceleration ig-
noring the traceback stage [122-124] and thus the communication overhead in a real
system, or provide an end-to-end hardware implementation of both seed and extend
phases [229,230]. Recently, authors in [231] and [232] have implemented such systems
based on the workflow principles incorporated in Bowtie2 and Bowtie respectively. Such
systems constitute new tools that introduce a learning curve for experts (e.g. new for-
mat, new functionality) and come at the expense of safe-to-use results and advanced
visualization analyses provided by well-known and defacto sequencing frameworks such
as Bowtie2 [113], BWA-MEM [112]. Accelerating existing NGS alignment frameworks
exposes several challenges that can be only highlighted by holistically and carefully pro-
filing and modeling the behavior of both the software and hardware coefficients of the
co-desinged sequencer. Up to now, there are only a few software/hardware co-design
acceleration works for short-read alignment [233,234]. Therefore, effective co-design of
the NGS short-read alignment still remains an open issue, mainly due to narrow view on
real integration provided by existing solutions.

In this paper, (i) we identify the communication overhead that typical co-design ap-
proaches introduce and propose an architecture, i.e., GANDAFL that alleviates this
problem by moving more computation on chip and restructuring the software code to
minimize accelerator calls. (ii) We provide a new dataflow implementation of Matrix-
Fill and Traceback, that enables high-throughput processing of an unbound number of
streaming short reads to cope efficiently with the exponential growth in NGS data. Task-
level parallelism, implemented through an interleaving execution pattern, maximizes the
throughput via high utilization of the underlying FPGA. (iii) Through effective param-
eterization of the proposed architecture, we provide an analytical timing model of the
accelerator, which is further evaluated and tuned to minimize prediction error for per-
formance. (iv) Finally, we present a Bowtie2 code restructuring that implements an
aggregation-batching strategy and feeds the accelerator in high-throughput streaming
fashion with minimized transfer and call overheads. To the best of our knowledge, this is
the first work that integrates a hardware accelerator into Bowtie2 rather than building an
equivalent aligner from scratch. An additional value of our work is that GANDAFL can
be incorporated in any short read mapper that relies on the same seed-and-extend mech-
anism as Bowtie2 (e.g. BWA-MEM) as long as the necessary source code restructuring
takes place.

We evaluate GANDAFL, the proposed accelerator, in a two-fold manner, i.e. as a stan-
dalone component and integrated in Bowtie2 restructured aligner. As a standalone com-
ponent, GANDAFL is compared against a baseline dataflow implementation [235] from
Maxeler, an optimized x86 SSE Bowtie2 implementation [113], and state-of-the-art FPGA
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accelerator GACT in Darwin [36] and achieves x9.5, x116 and x2.13 speedup respec-
tively over the latter solutions. For the evaluation we consider datasets of different error
rates and quality. The results show that the integration of the GANDAFL with the re-
structured Bowtie2 source code preserves the accuracy and manages to deliver up to x2
speedup depending on the dataset.

The remainder of the chapter is organized as following: Section 5.3 presents the theo-
retical background of short read alignment in genomic pipelines and focuses on popular
Bowtie2 aligner and Smith-Waterman algorithm. Section 5.4 extensively describes the
implemented architecture and the flow of data through the pipeline while Section 5.5
presents the insights and modifications of Bowtie2 software architecture to accommodate
efficient integration of the accelerator. Section A.4 provides a performance and accu-
racy evaluation of the dataflow engines and the integrated design and finally Section 77
concludes the paper.

5.2. Related Work

Acceleration of short read alignment has been greatly explored by software solutions such
as Edlib [114], WFA [115], and KWS2 [116], which utilize SmW or a similar string com-
parison algorithm. Custom reconfigurable processors for Smith-Waterman acceleration
is an active field of research with several implementation solutions proposed [121]. Most
Smith-Waterman accelerators [122], [123], [124], [125], [126] compute the similarity ma-
trix based on a wavefront approach through a pipeline of PEs that forms a systolic array
and computes a matrix anti-diagonal per time step. The authors in [124] provide a very
detailed architecture as such, that implements a multistage-PE design, and optimize each
stage in terms of resources utilization and delay. Similarly in [127], the authors propose
a reconfigurable accelerator that implements a modified equation to improve mapping
efficiency of a single PE, and a special floor plan to cut down the interface components
routing delay. The authors in [128] employ a pipeline of PEs to calculate the similarity
matrix but recalculate the matrices for traceback in software for highest-score alignments
to avoid memory contention. Although each of these publications suggest optimization
techniques on Matrix-Fill, they do not provide a Traceback implementation. In this pa-
per, we extend these designs by implementing the complete Smith-Waterman algorithm
along with the Traceback procedure, enriching current literature which is currently lack-
ing in variety of detailed traceback descriptions. In our final high-throughput real system,
on-chip traceback diminishes matrix transfer overhead cost and thus enables efficient in-
tegration.

There are only a few works of accelerated sequence alignment based on Smith-Waterman
with Traceback. The authors in [129] present an alignment engine that performs the
traceback in parallel with the matrix fill stage with restrictions on sequence length due
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to on-chip memory bottleneck. On the contrary, the authors in [130] propose an align-
ment architecture that accelerates both the forward scan and traceback priotitizing space
efficiency for variable reference lengths. The traceback procedure is guided by the host
by scheduling multiple partial traceback executions on hardware. Although this accom-
modates aligning sequences of variable length, it hinders integration with third-party
aligners. In contrast to the current work, both accelerators are tailored for long sequence
alignment with sequence lengths ranging from 50 to 16000 bases. These sequences are
more than an order of magnitude longer compared to those required in short read align-
ment tasks. Although these works provide the traceback functionality under certain
circumstances, they are not designed to cope with a high throughput input rate of short
reads generated by an NGS platform. In this work, we attempt to provide an accelerator
that continuously accepts new short-reads for alignment and complies with the trends set
by latest NGS platforms and state-of-the-art sequencers.

There are also works that target acceleration of widely-used aligners or develop end-to-end
hardware implementations of custom aligners from scratch. Authors in [131] emulate the
Smith Waterman implemented in BWA-MEM for short-read alignment. The achieved
acceleration is extracted from task-level parallelism rather than inner-task parallelism
and the focus lies on the scheduling of parallel alignment tasks rather than the specifics
of the integration and the handling of traceback intricacies. The work in [132] designs
a hardware aligner from scratch based on the algorithm used by BFAST [133]. The
implementation requires storing at least 20GB of memory for the genome and a table
containing the candidate locations. No information is provided for the implementation
of traceback stage.

Recently, Darwin [36] has proposed an end-to-end hardware acceleration for 3rd gen-
eration sequencing, implementing accelerators for both seed extract and extend phases
and highlighting the importance of including the traceback step on chip so as not to
undermine the benefits of hardware acceleration. For the extend phase, the authors in-
troduce GACT algorithm which implements a modified SmithWaterman for arbitrarily
long senquencesand is implemented in both ASIC and FPGA. The authors in GenAx [134]
propose a highly efficient ASIC accelerator for both seeding and extension step that sup-
ports traceback and is based on a finite state automata instead of SmW. The same
authors later propose SeedEx [135], an FPGA accelerator for the seed-extension step
that targets a cloud FPGA and is also integrated in BWA-MEM aligner. GenASM [136]
accelerator is an ASIC accelerator that performs the seed extension step based on Bitap
algorithm and accelerates both short and long reads. The authors in [137] also present
the ASAP FPGA accelerator for short read alignment. ASAP introduces several mod-
ifications to the alignment procedure, that need extra validation before its adoption on
existing NGS frameworks, e.g. it utilizes the Levenshtein distance computation rather
than SmithWaterman. The latency of ASAP also is dependent on the the number of
mismatches between the short read and the reference and supports a simpler constant
gap penalty model for the scoring scheme. Our work allows up to 17 edits, higher than
the acceptable mismatch rate for most alignments, and handles the affine-gap penalty
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Figure 5.1.: Typical Variant Discovery Workflow.

model.

5.3. Theoretical Background

5.3.1. NGS genomics pipeline

A genome is an organism’s complete set of genetic instructions and information. This
information is enclosed in regions of the genome, called genes. A genome is essentially
a long string of nucleotide bases: adenine, cytosine, guanine and thymine (A, C, G
and T respectively). Within a species, the vast majority of nucleotides are identical
between individuals. Different expression of genes among individuals create the genetic
diversity and lead to a variety of phenotypes. Genome study is essential to discover
the mechanisms that lead to this diversity and is of great value to emerging fields like
personalized medicine and research for various often incurable genetic diseases. Genome
applications that fulfil this purpose are variant calling [162], differential gene expression
[163], phylogeny creation [164] etc.

Fig.5.1 illustrates a typical variant-discovery workflow and the most important steps of
the workflow. The first step focuses on the generation of the data required for these
workflows. The ever evolving genome sequencing technology enables the reading of the
sequence of nucleotide bases in a DNA molecule of an individual. This procedure converts
raw signals from individuals into short fragments of bases, called short reads. Second
generation sequencing platforms [156] generate many millions of nucleotide short reads,
with lengths that range between 50 to 300 bp (base pairs). During the generation of short
reads, unique sequencing errors and biases are introduced and therefore quality checks
are required to identify and correct them. The resulted short reads data are saved in
FASTQ format [167].
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The next steps. i.e. short read alignment and variant calling, facilitate the reconstruction
of the genome of the sample and comparing it to the reference genome of the organism.
Short read alignment performs the mapping of the short reads generated in the first step
to a location in the reference genome that is most likely its origin. Both reference and read
sequences are encoded using numerical values. The short read alignment process results
in alignments that can be either perfect matches to the corresponding reference location
or include mismatches. Single nucleotide substitutions (SNV), insertion or deletion of a
base (indels) are some of the most frequent variants in the sequence of bases that can
potentially lead to genetic mutations. Gaps are used to account for insertions or deletions
in the sequence, i.e. reference gap and read gap respectively. These variants are called
edits. After aligning, a Sequence Alignment Map (SAM) file is produced, which includes
information on the alignments of reads [168]. A post-alignment processing step is also
invoked to correct technical biases, and the corrected alignments are ready for variant
calling analysis.

Finally the variant calling step identifies differences between the sequencing reads and the
reference genome. It is worth mentioning that, localized realignment is also performed
during the variant calling stage to correct artifacts introduced during the alignment phase.
The pinpointed variations are reported in an output file in the Variant Call Format
(VCF) [169].

5.3.2. Bowtie2 Alignment Algorithm

As shown, short read alignment is at the heart of the genomic pipelines. Several software
tools have been developed therefore to perform alignment of shorts reads to the reference
genome. Bowtie [170,171], Bowtie2 [113], Soap2 [172], BWA-MEM [112] are some of the
widely used ones. Most aligners adopt a seed-and-extend alignment model to perform
the aligment of reads. According to such a model, the seeding phase searches the refer-
ence genome for perfect matches of small substrings in the short read, i.e. seeds. This
search is sped up through the indexing of the reference genome with various techniques.
The exact matches that occur from this search are the candidate positions for the final
alignments. The next phase extends the candidates so that the short read aligns against
the genome allowing mismatches. The extend step uses dynamic programming to com-
pute score-matrices and construct possible alignments, such as Needleman-Wunsch [177],
SmithWaterman [120] and approximate string matching algorithm for Levenstein Dis-
tance [236].

Bowtie2 [113] utilizes a pre-built index of the reference genome, which is based on FM-
index [88] and BWT transform [174]. The aligner operates on a set of sequencing read
files in FASTQ format [168] and outputs a set of alignments in SAM format. Bowtie2
iterates sequentially across the reads of the FASTQ file and aligns each one based on
the seed-and-extend model. In the seed phase, each read is fragmented into seeds, whose
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length and interval can be defined by the user [237]. In our implementation seed length
is 22 and seed interval is defined by function lengthseeq = 1 + 1.15 * sqrt(lengthreqq)-
The seeds are prioritized in descending order based on their probability to deliver a valid
alignment and create the set of candidates for full-alignment of the initial read allowing
edits.

In the extend phase, a designated function iterates over the seed hits and initiates Matrix-
Fill tasks. Once a seed is selected for further exploration, it is extended into full alignment
by performing SIMD-accelerated dynamic programming, i.e. SmithWaterman: Matrix-
Fill followed by Traceback. Algorithm 1 presents a simplified version of the complex
control that drives the attempts for extending candidate seeds. Multiple conditions be-
tween iterations of candidate seeds (line 4) determine if the search for alignments should
be continued and if yes, which candidate seeds should be examined. For example, seeds
that lay on a location that has already been tested through a previous iteration (i.e.
overlapping) will lead to the same alignment and are therefore skipped. Similarly, if sev-
eral alignments have been found for the read and all the remaining ones are expected to
be suboptimal, the search is successfully completed. However, if no successful tries have
been made and a limit of failed attempts has been reached, the search terminates. This
algorithmic structure spawns an unbound number of alignment tasks per read, each one
depending on the previous seed-extension alignment task. Therefore the alignment of a
single read is in fact a chain of seed-extend alignments. However, neither the order nor
the number of examined seeds can be known a priori.

Each alignment has a score that represents the probability for the read to originate from
the corresponding reference’s location in the genome. This is an educated guess and
Bowtie2 does not guarantee to find the best possible alignment. The found alignment
results are sorted based on the alignment score and by default the highest-ranking align-
ment is reported. The alignment result reported is formed during traceback and includes
information about the position of the alignment in the reference genome as well as a list
of edits that occur.

5.3.3. Smith-Waterman Algorithm

Smith-Waterman [118] (SmW) is a dynamic programming algorithm for performing local
sequence alignment and determining similar regions between two nucleic sequences. The
algorithm mainly consists of two phases: (i) filling a similarity matrix and (ii) tracing
back the similarity matrix to find the optimal alignment between the two sequences. Let
@, |Q| = n be the read sequence that aligns against reference sequence S, |\S| = m. @ and
S constitute a read-reference pair and alignment task. SmW performs alignment by filling
similarity matrix H according to Eq.8.3. In this equation, ¢ and r stand for gap extend
and gap open penalties respectively, while sc stands for the substitution matrix that
assigns each pair of bases a score for match or mismatch. An alignment score quantifies
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Algorithm 1: Bowtie2 Seed&FExtend Model
1 while not eof in FAST(Q do

2 rd = next_ read()

3 | seed_list = searchAllSeeds(rd)

4 ranked seeds = rankSeedHits(seed_ list)
5 while not done do

6 seed = next_ seed(ranked_ seeds)

7 (rd,rf) = form_ extension(seed)

8 (E,F H,start) = MatrixFill(rd,rf)

9 if successfull then

10 alignment = Traceback(E,F H start)
11 L result_ list = add(alignment)
12 ranked_res = rank(result_ list)
13 report(ranked res[0])

how similar the read sequence is to the reference sequence aligned to. It is calculated by
subtracting penalties for each difference (mismatch, gap, etc.) and, in local alignment
mode, adding bonuses for each match.

E;j=max{E;_1;, Hi—1; —q} —r
Fi,j = maX{Fi,j,l, Hi,jfl — q} — T (51)
H; ; = max{H;_1 -1 + sc[Q[i], S[j]], Eij, F; ;,0}

SmW then identifies the highest score in H matrix. Starting at this position, a traceback
function traverses the matrices backwards until it reaches a zero-score element and thus
acquires the optimal alignment path.

SmW Data dependencies: Fig.5.2 illustrates an alignment example utilizing a simplified
linear gap penalty scheme. The match and mismatch bonuses and penalties are defined
in the substitution matrix. On the left, Fig.5.2 presents an intermediate snapshot of the
calculations whereas on the right the final results. Each cell in the matrix H requires
the values from the up cells of matrices F, F, H (indicated by blue boxes), the left cells
of E,F,H (green boxes) and the upleft cell (red box) of H. Therefore all elements in
a single anti-diagonal can be computed in parallel and are dependent only on values
from the previous two anti-diagonals. The proposed architecture exploits this property
to extract parallelism and thus fills H,F,E matrices per anti-diagonal in n + m -1 steps
(details in Section 5.4.1).
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Figure 5.2.: Matrix Fill Dependencies and Traceback example for simplified Smith-Waterman
with linear gap penalty scheme.

5.4. Design of the Accelerator System

This work proposes GANDAFL, an architecture of an accelerator system that can be
seamlessly integrated into Bowtie2 aligner. Therefore, the input and output interface as
well as the alphabet and scoring schema are in compliance with Bowtie2. GANDAFL
implements a linear systolic scheme. It includes an additional module that implements
the traceback stage of the SmW algorithm (Section 5.4.1), and is enhanced with a series
of design optimizations (Section 5.4.2). A detailed description of the optimizations and
the synchronization and flow of data through the modules is presented (Section 5.4.3).
We also devise an analytical performance model for GANDAFL (Section 5.4.4) and we
further discuss its scalability (Section ?7).

5.4.1. Dataflow Smith-Waterman & Traceback Engine

A high-level description of the on-chip architecture is depicted in Fig.A.3. The proposed
architecture includes two dataflow modules, each one implementing a phase of SmithWa-
terman, the Matriz-Fill and Traceback components. Matriz-fill kernel receives as input
the read-reference pairs to be aligned. This kernel calculates the matrices H, F', ¥ and
the starting point of the traceback procedure through an array of Processing elements.
The substitution matrix that defines the match and mismatch penalties is implemented
as a Read-Only Memory on chip. The Traceback kernel needs to traverse the data gener-
ated by Matrix-Fill in reverse order, starting from the aforementioned position. For that
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Figure 5.3.: Architecture of Dataflow Engines on Chip.

reason, the matrices are stored on on-chip memory for subsequent use from Traceback.
Traceback traverses the stored matrices, finds the alignment for each read-reference pair
and fills in buffer with information necessary to the host program to reconstruct the
alignment. Detailed description of these kernels and enhancements depicted in Fig.A.3
will be explained elaborately throughout this section.

Matrix Fill

Matriz-fill input. MatrixFill kernel receives as input the read-reference pairs to be aligned.
Each pair consists of a read sequence and a reference sequence, which is a candidate
fragment of the genome against which the read sequence aligns. Each element in the input
sequences represents a single nucleic base of the sequence. The kernel receives a number
of read-reference pairs, i.e. a read-reference pair batch. The different read sequences are
arranged consecutively in the read input stream. The corresponding reference sequences
are placed in the same order in the reference input stream.

Processing Elements array: The architecture is built on an array of Processing Elements
(PEs), equal to the length n of ) read sequence. Each PFE; holds a single base character of
the read sequence and computes the i** row of E, F, H matrices, as reference sequence S
of length m is streamed through it. Fig.5.4 illustrates matrix H computation for the pair
of sequences {Q1, 51} of lengths n = 4 and m = 5 respectively. Each time step L in the
time axis of the figure corresponds to the time required for the computation of a single cell
value and therefore an antidiagonal. The PEs operate in parallel and each one computes
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Figure 5.4.: Example of computation of H matrix by PE array unfolded in time for sequence
lengths n =4, m = 5.

an element of the current antidiagonal. Each PE; starts receiving reference bases at time
1. A new s; base arrives every L cycles. For example, by time ¢ = n = 4 base sy has passed
through all PEs, bases s1, s2, s3 have reached PFEs, PE;, PEy respectively and s, has not
yet entered the pipeline. In time step t = m = 5, all reference bases have passed through
PEj and therefore rowy of matrix H has been computed. Similarly, the rest of the rows
are computed by other PEs. When all S bases stream through all PEs (after n +m — 1
steps), all values of similarity matrices are computed.

Fig. 5.5 depicts the schematic diagram of the architecture inside a single PE. The
schematic implements equation 8.3 as a chain of comparators, which propagate the max-
imum value of their inputs until H;; is computed. Each PFE; is assigned with a base
character ¢; of the query sequence. This value is retained until all reference characters
sg are streamed from PE;_; through PF; and into PE;1. Characters g;, s are used
to index a ROM (scoring matrix) and fetch their match or edit score. The computation
of an H; ; cell takes L cycles according to circuit timing. Values of F; ;_1, H; j_1 were
last computed by the same PFE; and therefore they are stored for L cycles before being
fed back into the same PE for H;; generation. Values F;_1 j, H;_1; were computed by
the previous PE, PE;_1, and are stored for use by PFE; for L cycles after their genera-
tion. Similarly, H;_1 ;1 is computed by PFE;_1, L cycles before H;_1 ;, so it is stored
for 2 % L cycles before being consumed by PF;. Fig. 5.5 includes buffers of length L
to illustrate the delay and storing of values until each is ready for consumption. The
last PE runs additional logic to locate the cell with the maximum score in the final
row.

MatrizFill output. Due to anti-diagonal dependencies, matrix elements are stored per
antidiagonal as soon as they are computed, and not per row as expected. This leads to the
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Figure 5.5.: Schematic diagram of PE architecture and flow of Data between consecutive PEs.

skewed matrix pattern depicted in Fig.5.4. Each row of the skewed matrix is implemented
as a vector of n elements, so that all PEs can write simultaneously the cell values generated
per time step. The row dimension is naturally equal to the number of antidiagonals, i.e.
the time steps required for filling the matrix. Therefore the buffer is implemented as a two-
dimensional matrix with n +m — 1 rows and n row-length.

Traceback

Traceback module reconstructs the alignment path by traversing the H matrix in reverse
order, as depicted earlier in Fig.5.2(b). Matrix fill streams the position of the maximum
score to the Traceback module and buffers out F, ', H column-vectors, i.e. antidiagonals,
in reverse order from the n+m— 1" to the 15 one. The maximum score can be any of the
elements of the n'® row of H matrix, and therefore it is not necessarily found on the first
antidiagonal received by Traceback. For that reason, the alignment path computation
begins when the anti-diagonal containing the starting point arrives. Based on the values
of E, F, H received, bases {¢, s} and the scoring scheme, the backwards step is resolved
and it could either be the up, left neighbor of any of H,F,E matrices, or the upleft
element of matrix H.

Fig.5.6 demonstrates how Traceback receives one column, and thus an anti-diagonal, of
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Figure 5.6.: Flow of data from Matrix Fill to Traceback phase.

each matrix per L cycles for n = 4, m = 5. At this time, Traceback has received 3 antidi-
agonals and resolved the first backwards step. Based on the current cell of the 3'4 antidi-
agonal, Traceback deduces that it has to move to the upleft cell, which is 2 antidiagonals
away and therefore has to wait for 2 % L cycles to receive it.

As the traceback progresses, potential edits, between the two sequences occur. Each edit
is fully described by its type, the position it occurs on the reference sequence, and the
bases of the sequences at this position gbase, sbase. The types of edits can be one of the:
substition, read gap, reference gap and are encoded as an integer number. Our design
adopts an upper limit of edits, i.e. 17 MAXFEDITS, which is in compliance with the
range of edits for short reads generated by modern sequencers [238]. This is verified in
Fig.5.7, which shows that 99.99% of Bowtie2 found alignments (reported and not) for our
utilized datasets (see Section 5.6.1) have less than 18 edits.

Traceback output. The output of Traceback is constructed in compliance with the data
required by Bowtie2 to allow for seamless integration and reporting of alignments. Such
data are a flag indicating success or failure, the alignment score, the cell with the
max score, the number of edits and the start of the alignment on the two sequences
(posl, pos2). For each alignment pair, these values are streamed to the host along with
a list of the edits (type, position, gbase, sbase). Table 5.1 summarizes the input, output
and intermediate data of the dataflow engines.

5.4.2. Streaming Optimizations

In order to minimize stalls in the dataflow pipeline due to intra- and inter-data dependen-
cies, the following streaming optimizations have been adopted:

90



5.4. Design of the Accelerator System

100

90 S10 total alignments
) » 80 = = =510 reported alignments
o § 20 NEAT 50 total alignments
g £ - = = NEAT 50 reported alighments
9 ED 60 NEAT 100 total alignments
T ® 50 — = = NEAT 100 reported alignments
& NEAT 150 total alignments

40 = = = NEAT 150 reported alignments

30

1 2 5 10 17 31
number of edits

Figure 5.7.: Cumulative distribution of edits for all utilized datasets.
Interleaving Data Scheme

The computation of a cell value from each PE introduces a latency of L clock cy-
cles between the computation of consecutive anti-diagonals. To avoid idle clock cycles
due to this intra-data dependencies, the computation of L read-reference pairs is inter-
leaved.

Input sequences interleaving: According to this technique elements of subsequent read-
reference pairs are interleaved into a single sequence. Fig.5.8 illustrates the interleaving
scheme for L = 2 read-reference pairs. Reference sequences S1, .Sy are combined in a single
input buffer that contains double the elements than each sequence on its own. The bases of
the original sequences are placed in the buffer in a round robin manner, i.e. alternately in
the case of L = 2. Between consecutive elements of a sequence .S; there is an offset of L —1
elements of other reference sequences. For L = 2 this offset equals 1. The interleaving of
the read sequences is implemented in the same way.

Output buffers interleaving: The interleaving processing also affects the layout of all in-
termediate and final output buffers, i.e. E, F, H matrices and Traceback results. E, F, H

Table 5.1.: Input, Output and Intermediate data in the Dataflow Engines.

S(char) E(vector(n)) fail, score, subs, gaps(char)
Q(char) F(vector(n)) rpos, gpos(char)
H (vector(n)) rposini(int16)
positions(uint16) editpos, edityype (char)
S(char) editgeny, editen, (char)
Q(char)
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Figure 5.8.: Example of interleaving technique for L=2, reflected in both input and output
buffers.

matrices follow a skewed pattern due to antidiagonal dependencies as explained in Sec-
tion 5.4.1. Fig.5.8 demonstrates how the final matrix layout is generated when applying
interleaving on skewed matrices of independent alignment pairs {S1,Q1} and {S2, Q2}.
MatrixFill first computes and writes data for the first antidiagonal of pair {S7, @1} and
then moves on to the "first" antidiagonal of pair {S2,Q2}. The rest antidiagonals follow
in the same manner. Therefore, the final matrix is arranged in groups of antidiagonals
of the same order, each from a different task. The groups can be accessed through the
antidiagonal — index in Fig.5.8. Within a group, the offset of the antidiagonal of a
specific pair can be accessed through the pair — index. This can be generalized for L
interleaved pairs. Interleaving technique allows the computation of L anti-diagonals per
L cycles, instead of 1 per L clock cycles and therefore greatly improves the throughput
of the design.

Taking into account the interleaving optimization technique, the final buffer size is final-
ized and described in the following equation.

Mmatricgi, = (n+m—1)« L) xn

The interleaving technique is also reflected in a straightforward manner in the output
buffers of T'raceback, where the output of each independent pair can be extracted utilizing
the double index addressing scheme.
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Double Buffering Technique

Traceback starts operating on the last values generated by Matrix-Fill. Therefore, Trace-
back module has to wait for Matrix-Fill module to complete writing the matrices. Sim-
ilarly, Matrix-Fill has to wait for Traceback to read all required values from the matri-
ces before aligning the next batch of L read-reference pairs and writing over the data.
To avoid halting Matrix-Fill’s operation while streaming data to Traceback, the double
buffering technique is employed.

Implementing the double buffering: This technique is applied to all matrices F, F, H.
Two copies are allocated for each matrix and Matrix-Fill and Traceback write and read
data, respectively, alternating between the two on-chip instances of each matrix. Fig.5.9
demonstrates the parallel read and write operations performed on the two instances of
each matrix during the alignment of a single L-batch. A control signal is utilized as
the selector in a multiplexer and defines which of the two allocated memories is being
written by Matrix-Fill. The complement of this signal is the selector of a multiplexer that
decides from which memory to fetch the data read by Traceback. The write and read
enable signals swap values for the aligment of the next L-batch. The two states depicted
in the figure are alternated until all bathes are aligned.

|
|
WRITEenable O 1 READenable E

° — p,- READenbl [

WRITEenable 1 0 READenable

________ Pe

—————— e meme = —

|
I»—-ley—- oll I» ml»—nlol
I

next L-batch

Figure 5.9.: Alternate READ/WRITE operations based on Double Buffering technique for con-
secutive batch alignment tasks.

5.4.3. Control and Data Flow of Engines

Matrix-Fill and Traceback engines are carefully synced and orchestrated to operate in
a pipelined manner. The end-to-end pipeline is build on set of modules, synchronized
through a set of event-driven counters that are a mathematical expression of the clock
cycles. These counters schedule the flow of data so that they pass through modules in
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Figure 5.10.: Control (marked blue) and Data Flow (marked green) within the pipeline. The
state of each module for aligning 2 batches with L = 2,n = 4,m = 5 at time
{batch__cnt,row__cnt, pair__cnt} = {1,2,1} is illustrated.

designated time intervals in order to generate the final results. Fig.5.10 illustrates the
pipeline of modules and the flow of data when aligning two batches of read-reference pairs
with L =2,n=4,m = 5.

There are three basic counters, the pair_cnt, the row cnt and the batch_cnt, respec-
tively. The pair_cnt is a modulo counter that counts the cycles required for the com-
putation of a single antidiagonal. Its maximum value is equal to L and it essentially
counts the pairs interleaved. In Fig.5.10 this counter has reached its maximum value 1,
indicating that an antidiagonal of the second pair is being computed. When this counter
wraps, it triggers an increase in the value of the row__cnt, which corresponds to the index
of the anti-diagonal being computed until all n 4+ m — 1 of them are ready. For example,
current row__cnt value in the figure is equal to 2, therefore the third antidiagonal is under
computation. ach time the row_ cnt overflows, the batch_ cnt increases and signals the
alignment of a new batch of L reads. Fig.5.10 has batch_ cnt equal to 1, hence it depicts
the alignment of the second batch.

These counters formulate control signals read_q,read_s for the Read Input module,
which is responsible for feeding read and reference sequences into the PEs module within
the time frame of an alignment task of a single L-read batch. Every L cycles, in case of
Fig.5.10 every 2 cycles, a new reference character of a single pair is propagated through
the array of PEs. In the meantime, reference characters of other pairs stream through.
Fig.5.10 showcases that by this time sg of the second pair has reached PFEy whereas s3, s4
have not entered the PEs array. Characters of the first pair are held in intermediate
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buffers for use in the next cycle. Similarly, the read sequences pass through the array of
PEs. However, each character is assigned to a single PE and its value is retained until
the read’s paired reference sequence passes and a row of the matrix is computed. For
example, in Fig.5.10 PFE, updates its ¢; value with g2 while PFE; holds on to ¢; and
ignores streaming value ¢s.

The operation of PEs module is also driven by the counters. Each PE computes L
elements every L cycles and completes L alignment tasks when row_cnt overflows. The
PEs module depending on the value of the respective counters computes the elements of
the row ent + 1" E,F,H anti-diagonal of the pair cnt 4+ 1** read of the batch ent + 1t
L-read batch. For example, in Fig.5.10 the 3' antidiagonal of the 2" pair of the 274
batch is being computed.

PEs Module writes on one copy of the matrices and streams out the second one to
Traceback. The Double Buf fering Module defines which matrix is being written by
the PEs during each batch alignment task through the swap signal. The "swap" signal
alternates between values 0 and 1, triggered by a new batch of L interleaved pairs. In
other words, when the row_ cnt overflows, it signals the beginning of a new alignment
and triggers the complement of the swap value.

The matrices read /write operation alternate for each batch but they share the same layout
and addressing schema. The address generator module constructs the addresses for
matrices F, F, H based on the values of the counters. Fig.5.11 illustrates the addressing
schema described in the following equations, applied in combination with the double
buffering technique for each matrix.

write_address = row__cnt x L + pair__cnt

read_address = ((n+m — 1) L — 1) — row__cnt x L + pair__cnt

The write address indicates which row of each matrix is currently being written. Sim-
ilarly, a read address is generated, that indicates which row of a matrix is streamed to
Traceback. Fig.5.11 on the left shows the values of write address while the matrix is
filled in from top to bottom for L = 2,n = 4,m = 5. At the same time, the alternate
matrix is read in reverse order from bottom to top. Fig. 5.10 also illustrates which row
is written at the given time instance and which row of the alternate matrix is streamed
out.

The Traceback module constructs the alignments of an L — batch and identifies the
edits. Traceback receives row by row the matrix written during the previous batch
alignment and decides which aligment path is the optimal one. In Fig.5.10 addresses
{15 down to 13,and 11} have already been received by Traceback and address 12 is cur-
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Table 5.2.: Formulas for Modeling Time Analysis.

‘ Cycles ‘ Latency
Matrix Fill (MF) | (n+m — 1) % (batches + 1) « L | cyclesyp/ f
Traceback (Tr) | (n+m — 1) x (batches + 1)« L | cyclesp,/f
+MAXEDITS * L
G max(tyr,trr) = trr
Bytes Latency
Input data bs + bg = bytesn/ BW
(n +m) * batches x L
Output data bedit feqrs T Dalignment peqrs = bytesout/ BW
4%« MAXEDITS % batches x L
+10 * batches x L
Teomm max(tinputa toutput) = tinput

I P— maX(Tcomp7 Tcomm) = Tcomp

rently being streamed. Within Traceback, three rows {15,13,11} of pair 1 have been
processed, whereas only pair 2 is waiting for its third one.
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Figure 5.11.: Address generation and matrix indexing applied on double buffers .

5.4.4. Analytical Performance Model of the Accelerator

The parameters describing the system can be used to formulate a timing model. The
dataflow computing model allows the programmer to create signals that control the flow of
data through the instantiated hardware. As described in Section 5.4.3, the control signals
count clock cycles and their overflow value represents the depth of the pipeline. Therefore
the programmer can compute the latency of the pipeline as a function of the dimensions of
the input dataset, the size of the input and the clock frequency. This function computes
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the exact number of cycles required for the engines to run.

In the streaming dataflow model implemented in this case, the computation is overlapped
with the transfer of data between the host and FPGA. In the dataflow engine, the com-
putation starts as data start streaming in the accelerator and when the first results are
ready, they are streamed out. Hence, the stages "sending input data', "computation" and
"sending output data" are executed in a pipelined manner. Therefore, the total execution
time is the maximum of the computation time (T,omp) and the data transfer time, i.e. the
communication time between host and FPGA (Ttomm). The communication time can be
calculated as the maximum data size transferred in either direction divided by the band-
width. The bandwidth depends on the physical interconnect, i.e. in this case PCle. The
computation time is equal to the maximum of the execution latency of dataflow kernels
MatrixzFill and Traceback. Table 5.2 includes the formulas that estimate the time steps

required for each operation.

Tcomm = max(tinputdataa toutputdata)
Tcomp = max(tMatFilla tTT)

Terec = maX(Tcomzn Tcomm)

MatrizFill € Traceback: A single MatrizFill task runs for (n +m — 1) % L cycles.
MatrizFill executes as many times as the number of batches for alignment and (n +
m — 1) * L extra cycles for sending data to Traceback, i.e. (n+m —1)=* L x (batches +
1) cycles. Traceback also runs for extra (n +m — 1) * L cycles in the beginning to
store S, Q) sequences and for extra MAXFEDITS % L cycles in the end to send back
data to the host. Therefore it dominates over MatrizFill and determines the Ti.om)p
time.

Input & Output data:

The data send into the FPGA are the read and reference sequences of lengths n and m
respectively. The output data include the information on the location and the type of the
found alignment (10xbatchesL bytes) and the potential edits (4« M AX EDIT Sxbatchesx
L bytes) of each alignment. The transfer time is calculated as the fraction of the bytes
and the bandwidth. The input data bytes are more than the output bytes based on the
equations and the parameters value, therefore the time to stream input data dominates.
Similarly, the computation time dominates over the communication time and therefore
the final estimated execution time is defined by Ttomyp-

The estimated execution time is compared to actual measurements on the FPGA with
dataset input size scaling from 30 to 100 million input reads. As illustrated in Fig.5.12,
the initial model follows the trend of the real measurements, however the deviation is
great and the root mean squared error is 13.5 seconds. This deviation is due to neglect-
ing the delay for data transfer to and from the FPGA. To tackle this, we perform a
linear regression on the measured error values and generate a linear model for the er-
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Figure 5.12.: Accuracy of Performance Model based on static timing analysis.

ror prediction. Adding this correction term to the initial model, delivers a tuned model
with minimized deviation, root mean squared error of 3.7 and mean absolute error of 2.5
seconds.

Efficiency in terms of PE utilization: As shown in Table 5.2, execution time of the
accelerator, i.e. T,omp, has a linear relationship to the number of batches x the length of
a single batch L. Therefore, in order to examine the utilization percentage of a PE, we
focus on a single batch run. Based on the timing model presented in Section 5.4.4, each
PE is active as long as a reference sequence passes through it. Assuming as n the length
of the read sequence and as m the length of the reference sequence, the percentage of time
a single PE is active is described by the following formula:

— x100%

n+m—1
This formula can be easily extracted from Fig.5.13. For read length n = 100 and
reference length m = 160, this percentage translates to 61.8%. With minor changes
to our architecture and scheduling scheme (e.g. adding extra memory for matrices E,F . H
and changing the start and ending values of the counters presented in Section 5.4.3) we
could also pipeline the execution of batches. This way we could achieve almost 100% uti-
lization for each PE. However, this comes at the expense of more BRAM utilization, as two
MatrixFill modules would overlap for several cycles and require write access to the same
E, F, H instance. A third copy for part of matrices E,F,H would therefore be required
to resolve "read after write" dependencies As BRAM utilization is the critical resource in
our design, we did not pursue this implementation.

5.4.5. Scalability of Design

GANDAFL can scale in two directions to exploit the full extent of platform capabilities.
First, we explore the increase of the depth of the pipeline to address short read alignment
problems of different sizes. Secondly, we explore horizontal scalability, i.e. we replicate
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Figure 5.14.: Performance and Area utilization for Various Lengths of Read.

the single instance of the design and map it multiple times until we reach the limit
of available resources within a single device or use up all available connected FPGA
devices.

Variable Sequence Lengths

Depending on the sequencing technology and application, the length of the short reads can
vary. For example, for Illumina sequencing, length ranges from 50bp to 300bp. Based on
the equations presented in Section 5.4.4, the design of the engine is fully parameterizable
and therefore supports various alignment problems. The length of read and reference
sequences are both parameters in the accelerators design, both required in compile time.
Read length defines the length of the PE array. Both read and reference length define
the depth of the implemented BRAMs.

Fig.5.14 includes utilization results and execution latency for varying read lengths. Fig.5.14
indicates that BRAM resources increase almost linearly with the increase in read length
as opposed to execution time. When scaling input length from 50 to 100 bp the increase in
latency for 30 million reads is x1.34 whereas from 50 to 150 bp is x2.17. Latency escalates
for 200bp length, due a drop in frequency from 200 to 100MHz.
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Figure 5.15.: Multiplexing multiple input batches into one batch for multi-instance design.
Multiple Instances - Single Device

Given an alignment task with fixed lengths for read-reference pairs, multiple Matrix-
Fill & Traceback engines can be instantiated in order to fully exploit available resources
within a single FPGA board and enable parallel processing of read-reference pair batches.
Multiple read-reference batches are combined into a single batch by merging the input
and output streams. For that purpose, the elements of each input stream have a wider
bit-width, equal to an integral multiple of the bitwidth of the respective stream of the
single-instance design. This integral multiple equals the number of engine instances.
Therefore, each element now contains multiple nucleic bases, as many as the instances,
each belonging to a different sequence pair. The initialization of these streams takes place
on the CPU. Fig.5.15 illustrates how n-bit-wide input read sequences from 4 batches are
multiplexed into a single 4 * n-bit-wide stream.

Each input stream is subsequently decoupled in as many streams as the number of in-
stances. The resulting streams are of equal length and their elements have the bit-length
of the respective stream of the single-instance design. The decoupling is performed by
an additional demux kernel instantiated on hardware. The demux kernel receives as
input the multiplexed streams, decouples each element utilizing bitwise-operations and
propagates them to the corresponding instance. The instances operate in parallel and
the results of each one are multiplexed into streams of wider bit-width by a respective
concat kernel. This kernel shifts the individual result of each instance into the respective
bits and concatenates all of them into a single result.

Table 5.3 presents resources utilization and achieved clock frequency when implementing
only MatrixFill and MatrixFill & Traceback engines. The number of instances imple-
mented in both cases is restricted by BRAM utilization. Fig. 5.17 presents scaling of
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Figure 5.16.: Architecture of Multiple Instances Design.

execution time for Matrix-Fill as well as Matrix-Fill & Traceback when the input dataset
ranges from 4K reads to 64 million reads for various number of instances. When dou-
bling the number of parallel instances execution time is reduced by 50% as expected.
However, when the clock frequency drops significantly, performance does no longer in-
crease linearly. This occurs for designs with BRAM utilization greater that 80%, which
leads to routing congestion to access remote BRAMs and therefore to an increase in
critical path delay. For example, in Fig. 5.17a, performance for 4 instances is actually
worse than the one for 2 instances, albeit greater than the one of the single instance
case.

Multiple Devices

The above design description refers to configuring a single FPGA device. The over-
all architecture can scale in a straightforward manner by utilizing all devices accessible
from a system. The available system is connected to Maxeler’s MAX5C platform which
incorporates two XilinxVU9P Ultrascale FPGAs. Each of these FPGAs can be config-
ured by multiple instances of the above engines depending on the alignment problem at
hand and the need for parallelism. As expected, the execution time is reduced in half
when utilizing both FPGAs for a single instance of the full Matrix-Fill and Traceback
engine.

Fig. 5.17b represents the scaling of the full design for different configurations of the
number of devices and instances leveraged. In terms of performance, the combination
of 2 FPGAs running 3 instances of the Matrix-Fill and Traceback module each, is the
most favorable one, achieving a x3.6 speedup, and even outperforms configurations with
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Table 5.3.: Resource Utilization and Clock Frequency for Multiple-Instances Architecture.

Configuration Utilization Clock
Engine Instances BRAMIS DSP  Logic | (MHz)
SmW 1 8.73%  0.04% 6.24% 200

(Matrix Fill) 2 14.49%  0.09% 11.46% | 200
4 26.04%  0.18% 21.7% 200

8 49.24%  0.35% 42.24% 200

12 72.99%  0.53% 63.04% 200

SmW & 1 24.75%  0.10%  8.68% 200
(Matrix-Fill& 2 45.25%  0.20% 15.70% 200
Traceback) 3 65.53%  0.31% 22.62% | 200
4 85.79%  0.41% 29.55% 65

greater total number of instances.

5.5. Accelerator Integration with Bowtie2 Aligner

This section describes the integration of the dataflow engines in Bowtie2 aligner. An ex-
tensive profiling study of Bowtie2 presents data supporting of the architectural decisions
both on hardware and software level. The profiling is followed by a detailed description of
the software restructuring that implements the aforementioned decisions.

5.5.1. Alleviating Integration Implications

According to the Bowtie2 algorithm described in the Section 5.3.2 each read invokes a
different number of SmithWaterman tasks whose order and number are decided in the
runtime. Profiling short read datasets of real patients (CLL) and simulated ones (NEAT)
(see more in SectionA.4) provides a detailed overview of the number of tries attempted for
each read in the dataset. Fig.5.18a demonstrates that depending on the dataset, Matrix-
Fill and Traceback consume up to 48% of total Bowtie2 execution time. Fig.5.18b however
highlights that depending on the dataset each read can invoke 1 to 170 tries, i.e. Matrix-
Fill tasks. This is equivalent to 500 and 158 million tries in total for the NEAT and CLL
dataset respectively. A decision to target only the major bottleneck, i.e. Matrix-Fill and
integrate a Matrix-Fill accelerator into Bowtie2 would introduce two major types of over-
head. This dictates important architectural decisions for the proposed design that manage
to avoid the overheads and allow for hardware acceleration.
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Figure 5.17.: Performance scaling for Various Configurations {#instances, #FPGAs} for
dataflow engines for scaling number of reads (4K to 60 million in logarithmic
scale), (MF=MatrixFill, Tr=Traceback).

The data transfer overhead is attributed to the cost of sending the matrices E, F, H back
to the CPU for Traceback. For CLL and NEAT, this translates to sending back 186 and
54 Terabytes respectively. To eliminate this overhead, the Traceback computation is also
implemented on hardware. Therefore, even though the data sent to hardware remains the
same, only the final alignment information is sent back to CPU. This adds up to 5Gb of
data for both datasets, which corresponds to a compression rate of x38189 and x11124
for CLL and NEAT, respectively.

The second overhead is due to the accelerator invoking cost and is dependent on the
utilized target platform for acceleration. The technology targeted in this work introduces
a 1ms overhead when calling the accelerator. For the immense number of Matrix-Fill
tasks reported in the profiling under study, the total overhead actually aggregates to
days of execution time for a straightforward integration of accelerator logic. This leads
to a prohibitive slowdown, regardless of any speedup acquired from the pure matrix-
fill computation. This observation is also supported by [228], which integrates FPGA
accelerators for SmithWaterman in Apache Spark. The authors stress that JVM-to-host
data copy and host-to-FPGA data transfer aggregates for all SmithWaterman invocations
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and lead to a slowdown of x1000. In order to tackle this similar implication, this design
proposes a major Bowtie2 software restructuring to constrain the number of acceleration
calls and thus avoid the calling overhead.
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(a) Breakdown of execution time per task in Bowtie2.
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(b) Distribution of tries per read for NEAT and CLL datasets.

Figure 5.18.: Study of Bowtie2 software for different datasets.

5.5.2. Proposed Co-designed Bowtie2

The proposed design rearranges the original Bowtie2 software with the intent of cre-
ating batches of candidate alignments, which get aligned on hardware during a single
accelerator call. The proposed restructuring splits the original algorithm in three sep-
arate phases; a data-gathering phase, a hardware execution phase and lastly a data-
distribution phase. Algorithm 2 includes a high level description of the modified algo-
rithm.

In the data-gathering phase, instead of running Bowtie2 from start to end for each single
read, we iterate over N reads and construct a batch of candidate alignment pairs for all
of them (line 3 Alg.2). For each of the N reads, seed extraction and prioritization are
performed. As opposed to normal execution, which decides on run-time on the number
of tries for seed extension based on alignment results of previous seeds, the proposed
design formulates a-priori up to maz_tries (line 7) candidate pairs and includes them
into the accelerator input. Both values N and max_ tries are configurable. Once the
input is constructed, the accelerator is invoked for the execution phase, that includes the
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Algorithm 2: Bowtie2 Modified

1 while not eof in FAST(Q do

//gathering phase

for 1 to N do

rd = next_read()

seed_ list = searchAllSeeds(rd)

ranked seeds = rankSeedHits(seed list)

for 1 to max tries do
seed = next_ seed(ranked_seeds)
(rd,rf) = form__extension(seed)
fpga__input = add(rd,rf)

© 000 N O ok W N

=
o

11 //HW execution phase

12 fpga__output = accelerator(fpga__input)
13 //data distribution phase

14 for 1 to N do

15 result_list = distribute(fpga_ output)
16 ranked_res = rank(result_ list)
17 report(ranked_ res[0])

matrix-fill and traceback modules running on hardware (line 12). The data-distribution
phase is executed on software. During this phase, a loop iterates over the output streams
to construct a valid alignment result and insert it in a list of all alignments for the given
read. Subsequently, the alignments of each read are ranked and the highest-ranking
one is reported. Fig. 5.19 illustrates the three-phase restructured Bowtie2, assuming
maxtries = 8 and interleaving factor L = 2. A single acceleration call receives as input
N * maxtries candidate read-reference pairs. In order to seamlessly invoke the accel-
erator and exploit all the parallelism it provides, the construction of the input streams
is compliant with the data interleaving technique explained in Section 5.4. Fig.5.19 il-
lustrates that maaxtries pairs per read are examined and that the interleaving schema
takes place across candidates of the same priority that belong to subsequent reads, i.e.
circled candidates. The interleaved groups of reads make up the overall input to the
accelerator.

Once the input is constructed, the accelerator is invoked for the execution phase, that
includes the matrix-fill and traceback modules running on hardware (line 12). The data-
distribution phase is executed on software. During this phase, a loop iterates over the
output streams to assess the result of the alignments and distributes the data to data
structures read by I/O Bowtie2 functions. For each seed alignment result, the list of edit
operations is traversed in order to construct a valid alignment result and insert it in a
list of all alignments for the given read. Subsequently, the alignments of each read are
ranked and the optimal is reported.
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Figure 5.19.: Restructured Bowtie2 Three-phase Algorithm. For simplicity, only a single batch
of L reads is illustrated.

The modified algorithm can be configured based on the input dataset to meet both
time and accuracy requirements. An exploration for N, maxtries is required to identify
their optimal values. A detailed analysis on the accuracy vs. performance sensitivity of
mazx_ tries is provided in Section 5.6.3.

Input buffer size sensitivity: The three-stage algorithm is executed iteratively in batches
of N until the input reads are exhausted (for loop in Line 3 nested inside outer while
loop). The value of N determines both the total number of acceleration calls as well as
the amount of data stored required for the data-distribution phase for output reporting.
Depending on the size of the input dataset and the memory specifications of the platform,
there is a value for N which minimizes the total accelerator call overhead and constraints
the memory requirements. An exploration is performed to identify this value for V. For
that purpose, 30 million reads are aligned in total for scaling values of N. Fig.5.20 presents
the results and indicates that for too small N value the execution severely slows down
and can be worse that the software execution utilized by Bowtie2 due to the accelerator
overhead call. On the other hand, N does not seem to deteriorate the performance for
value greater than 64K reads. Thus, depending on the input dataset size, there is a value
for N for which the acceleration call overhead is negligible.

Limit for alignment attempts:The order and number of seed-extension alignments ex-
amined within each single read alignment is decided in run-time, causing an inherent
irregularity among alignment of different reads. The proposed architecture takes into
account this variability and allows for the number of seeds examined per read to be con-
figured depending on the input dataset requirements. This is configured by substituting
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Figure 5.20.: Impact of input buffer size on accelerator-call overhead and thus execution latency.

the while loop in the original algorithm with a for loop with fixed upper limit in line 7
of the modified algorithm. The quality of the input reads defines the value of the upper
limits so that the alignment accuracy is preserved. An evaluation of this parameter for
different datasets is provided in Section A.4.

5.6. Experimental Results

5.6.1. Experimental Setup

We evaluated GANDAFL on a high-end architectural prototype consisting of a Maxeler’s
MAX5C DFE (dataflow engine) with Xilinx VU9P Ultrascale FPGAs, integrated through
PCle with a dual socket Intel Xeon E5-2658A (v3) CPU operating at 2.2GHz with 128GB
DDR4 DRAM clocked at 2133MHz. Each DFE consists of a large capacity arithmetic
chip, x8 PClIe Gen 2 connectivity and 38 MB on-chip SRAM. GANDAFL was imple-
mented using the MaxJ dataflow computing model [239]. MaxCompiler version 2018.1
and Vivado 2017.4 were used for synthesis. Bowtie2 version 2.2.3 is invoked through Seg-
Mule [240] for automated human genome/exome variant detection.

All experiments perform alignment against GRCH38 (hg38) human genome assembly,
indexed by Bowtie2 software and are executed on real hardware. For testing, we create
three different datasets of length 50, 100 and 150bp based on popular NEAT simula-
tor [241], which inserts errors and mutations based on a sequencing error model. We
selected x20 coverage and error rate 0.01% to match the trend in modern sequencers
for short-reads [242], [238]. We also leverage CLL dataset, a 60 million short-read in-
put dataset of read length 100bp with coverage x30 and error rate 0.01%, collected
as part of EU healthcare project AEGLE [243] for research for Chronic Lymphocytic
Leukemia [244].

107



GANDAFL

5.6.2. Accelerator Evaluation

At first we evaluate the efficiency of GANDAFL as a standalone component. This type of
alignment acceleration is essential for researchers to perform various tasks, such as species
identification or comparison based on a single gene. In favor of fast execution, researchers
do not employ SmithWaterman but rely on algorithms (such as BLAST [117]) which trade
some hard-to-find hits for speed. However, a hardware accelerated SmithWaterman, that
guarantees better accuracy, would show great potential.

We consider a comparative study of GANDAFL with respect to other software and hard-
ware high performance implementations: i) Edlib [114], a C/C++ library for fast, exact
sequence alignment using edit distance, (ii) WFA [115], a wavefront alignment for exact
gap-affine pairwise alignment, (iii) KSW2 [116], a C library to align a pair of biological
sequences based on dynamic programming, (iv) the SSE-vectorized heuristic SmW soft-
ware implementation utilized in the SIMD optimized Bowtie2 [113], (v) GenASM (soft-
ware version) [136], an approximate string matching (ASM) acceleration framework for
genome sequence analysis, vi) the open-source SmW dataflow implementation available
on Maxeler AppGallery [235] and vii) the state-of-the-art open-source Darwin sequenc-
ing accelerator [36]. The Maxeler Dataflow accelerator does not include the traceback
stage, but simply produces the maximum score and the respective position for each align-
ment. It includes 512 PEs and operates on 150MHz. Darwin includes and provides an
open-source RTL accelerator, i.e. GACT, that implements the Matrix-Fill & Traceback
operations and can be synthesized for 250MHz. The GACT array in Darwin was sim-
ulated for 128 PEs, since it achieved slightly better results than the 64-PEs optimal
architecture reported in the respective paper. For GANDAFL, the achieved frequency is
200MHz.

Fig.5.21a shows the comparative results in terms of accelerator throughput (aligns/sec)
for three NEAT datasets of dominant /representative read lengths [?] utilized in NGS anal-
ysis. This comparison utilizes a single-instance of the SmithWaterman accelerator for all
designs and targets Xilinx VU9P Ultrascale FPGA board for the FPGA accelerated ones.
All software implementations are executed on an Intel Xeon Gold 5218 which is based
on 14nm technology to match the technology of the targeted Xilinx VU9P Ultrascale
FPGA. As shown in Fig.5.21a, GANDAFL outperforms WFA and software GenASM by
two orders of magnitude, KSW2 by x59, Bowtie2 by x98.42 and Edlib by x22 for 100bp
reads. Edlib is in fact the fastest software aligner. GANDAFL outperforms Maxeler
dataflow by x9.5 and Darwin GACT by x2.13. The throughput for all designs follows a
downward trend when the length of the read sequences increases, even by 50bp. However,
the accelerators preserve their relative throughput. GANDAFL retains its speedup over
state-of-the-art Darwin accelerator, showing in fact a marginal increase for increased read
length.

Chip-to-chip: In order to evaluate how efficiently each design exploits the underlying re-
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sources, we perform a chip-to-chip comparison for hardware accelerators, i.e. we evaluate
the performance of the examined accelerator designs under the scenario that each one
configures the entire FPGA with as many instances as possible, thus enabling parallel ac-
celeration through maximal resource utilization. For all designs we target the same board
(Xilinx VU9P Ultrascale), consider the same PCle 3.0 interface. We perform an iterative
exploration for each design up to bitstream generation (synthesis and place route) to find
the optimal configuration in terms of #ParallelAccelerators x F . We then evaluate the
throughput achieved by each design for a real-world scenario that aligns the CLL dataset
of 100bp long reads. For each many-accelerator design, we account for both processing as
well as data transfers. The critical resource for all designs is the BRAM. We examine con-
figurations that utilize up to 80-85% of the available BRAMSs, as these were able to meet
timing constraints. For GANDAFL, we utilize the second to last configuration of Table
5.3, as it represents the maximum instances with high frequency, i.e. 3 instances clocked
at 200MHz. The Maxeler accelerator can fit x14 onto the FPGA while preserving its Fy
to 150MHz. For the GACT accelerator, we leverage a 128-PE design that fits x25 on
the FPGA and operates at 150MHz. The comparative throughput results are presented
in the Fig.5.21b As shown, in this chip-to-chip comparative study, the proposed solution
outperforms both Maxeler and GATC many-accelerators. In comparison to the GACT,
GANDAFL delivers a x5.5 gain in throughput, showing the effectiveness of dataflow de-
sign. While GANDAFL overlaps the data transfer with the computation, GACT operates
on batches of 25 reads per accelerator invocation, thus adding a significant data transfer
overhead. In comparison with the Maxeler many-accelerator design, GANDAFL delivers
a x8.99 gain in achieved throughput showing the effectiveness of the employed optimized
dataflow implementation, which enables deeper and higher clock frequency pipeline with
higher utilization efficiency due to extensive interleaving.

5.6.3. Integrated Architecture Evaluation

GANDAFTL is also evaluated as part of an end-to-end aligner, that receives input reads
in FASTQ format and produces the output in BAM format. The end-to-end aligner is
evaluated both in terms of accuracy and performance. We utilize the CLL and NEAT
100-bases long datasets to evaluate the impact of the quality of reads on these met-
rics.

Accuracy Loss Study: Biomedical applications introduce strict accuracy constraints. In
order to ensure the correctness of our design, we performed validation of all components
and intermediate results. Given a read-reference candidate pair to align, the dataflow ac-
celerator is guaranteed to deliver exactly the same results as Bowtie2. In the integrated
version with Bowtie2, the proposed solution relaxes the constraints regarding the number
of seed extensions examined when aligning a read (Section 5.5.2).

In order to evaluate the potential impact of this relaxation, we performed an extensive
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Figure 5.21.: Throughput evaluation of aligners.

profiling and verification study on the NEAT and CLL datasets. The above analysis, as
depicted in Fig.5.18b shows that 95% of the reads of CLL dataset and 75% of the reads
of the NEAT dataset are aligned within examination of 8 seed-extension candidate pairs.
In both datasets, 99% of the reads require up to 50 tries whereas a negligible number of
reads can examine up to 160 candidates. It is also worth mentioning that constraining the
number of tries per read does not necessarily decrease the accuracy, as the candidate seed
read-reference pairs are not randomly examined. Bowtie2 ranks them so that the most
probable matches are tried first. Fig.5.22 shows that the read-reference candidate that
delivers the reported alignment is in fact the first one examined for 94.31% and 86.92%
of the reads for NEAT and CLL datasets respectively. Furthermore, if an alignment has
not been found within the first tries, it is less probable that this read aligns at all. Table
5.4 includes the alignment rates for the two datasets when inflicting an upper limit of 8
for the tries per read. The loss in successful alignments is less than 1.2%. Furthermore,
a small percentage of reads, ranging from 0.83 to 2%, is included in the reads that align
only once instead of multiple times. However, the reported alignment in these cases is
the same.

Depending on the dataset, constraining the number of tries per read does not greatly
impact the accuracy, but can yield time savings. An analysis has been conducted to
quantify the trade-off between total alignment success rate and performance degrada-
tion. Fig. 5.23 illustrates that the accuracy increases slower for greater number of
checks as opposed to the increase in the execution time. Therefore although our de-
sign sacrifices accuracy, it exhibits great resilience and tolerance to significant accuracy
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Figure 5.22.: Distribution of the rank of tries that delivers the reported alignment across reads.

Table 5.4.: Accuracy comparison Bowtie2 vs Proposed.

‘ Bowtie2 Proposed
times 0 1 >1 0 1 >1
aligned
NEAT | 0.36% 87.48% 12.16% | 1.62% 89.5%  8.88%
99.64% 98.38%
CLL | 0.73% 69.70% 29.57% | 1.32% 70.53% 28.15%
99.27% 98.68%

losses.

Assessing the Number of FEdits Constraint: The accuracy of the results can also be affected
from the number of edits identified by our design for a single alignment. The minimal
loss in accuracy of our design is also attributed to efficient handling of edit constraints.
Our design is fully parametric and can be configured to support any number of edits
during compile time, i.e. we statically allocate memory resources in order to store any
potential edits and send them back to CPU for alignment reconstruction and reporting
purposes. Therefore, the number of edits explored is a design decision rather than a
design limitation.

With that being said, it would be of value to examine if such a limit in the number
of edits can support alignment in real-world problems. Elaborate studies!,? show that
274 and 3¢ Generation sequencing platforms produce short reads with error rate less
than 1%. This means that most occurrences in alignment are matches and a margin of
17 edits for up to 150 base-long reads is sufficient. From a practical point of view too,
our hardware implementation cannot reconfigure the size of edits memory on runtime.
We have to set an upper limit for the expected edits per alignment. Extensive profil-
ing was conducted for the available datasets to pinpoint an upper limit without greatly

!Glenn TC. Field guide to next-generation DNA sequencers. Mol Ecol Resour. 2011 Sep;11(5):759-69.
doi: 10.1111/j.1755-0998.2011.03024.x. Epub 2011 May 19. PMID: 21592312

2Ross, M.G., Russ, C., Costello, M. et al. Characterizing and measuring bias in sequence data.
Genome Biol 14, R51 (2013). https://doi.org/10.1186/gb-2013-14-5-r51
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Figure 5.24.: caption

sacrificing accuracy. Fig.5.24 presents an histogram of the number of edits for all align-
ments found for each dataset. This is also compared with the equivalent histogram that
only takes into account the edits found in alignments that get reported. As a general
trend, the reported alignments include fewer edits. For all datasets, the 99.99% of align-
ments contain fewer than 18 edits. Therefore, we decide to use this upper limit for our
design.

The works in relevant literature apply similar constraints in the number of edits exam-
ined. Maxeler SmW accelerator in particular, only implements the Matrix Fill stage on
hardware and performs the traceback on the CPU, therefore the number of edits are
not relevant in this implementation. GACT accelerator on the other hand handles long
reads, which exhibit greater error rates by definition. The datasets constructed in this
case have error rates that range from 15 to 40%. Taking into account this fact, the
blocking scheme implemented and the lack of special reference to the topic, it is safe
to deduce that GACT does not limit the number of edits discovered. However, this is
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not a realistic scenario in short read alignment, as presented by the trend in error pro-
files in [238], [242]. A striking example of this fact is that ASAP architecture relies on
the small error rate (<1%) of short reads to boost the performance of the alignment.
In particular, it is assumed that most comparison between bases are matches and they
correspond to zero-delay. Increasing the number of mismatches, increases the latency of
the alignment. Although a limit for the number of edits is not provided, the authors
utilize a representative paradigm of their architecture with a maximum edit distance (i.e.
number of edits) of 6 and mention that the maximum tolerable edit distance is based on
the application.

Single-thread Integration efficiency: We evaluate the performance enhancement, when
integrating a single instance of GANDAFL of 100 PEs, clocked at 200MHz in a single-
thread Bowtie2 examining 8 candidates/read.

Fig.5.25 presents the acquired speedup considering CLL and NEAT datasets. Fig.5.25a
focuses only on the SmithWaterman operations that are accelerated on hardware. For
each dataset, the first two bars stand for the number of Matrix-Fill&Traceback tasks
examined by Bowtie2 and the proposed design, respectively. For the NEAT dataset
the proposed design examines less candidates, i.e. the ratio is 0.95, whereas for the
CLL dataset the respective ratio is 3. The number of candidates tried appears to be
correlated with the quality of the generated reads. In this case, the CLL dataset was
meticulously generated by experts, which led to a dataset of high precision and low error
rate. This in turn translates to fewer matching positions in the genome. Specifically, as
reported in Fig.5.18b, 95% of the reads invoke less than 9 tries and in fact 90% of the
reads require only 3 tries. This leads to the proposed design performing x3 more tasks.
Nevertheless, there is still a speedup of x6.5. In the case of the NEAT dataset, which was
generated with a moderate coverage percentage and higher error model, the number of
candidates is similar to the pure software Bowtie2, leading to a more impressive speedup
of x30.

Fig.5.25b depicts the impact of the latter speedup to end-to-end performance. For the
NEAT dataset, the results are very close to the Amdhal’s law optimal speedup. The
SmithWaterman operations take up 49% of the total execution latency in the original
Bowtie2. Even if the hardware acceleration annihilates this time, the maximum speedup
that can be achieved is x1.96. The proposed design achieves x1.92 speedup. The devi-
ation from the optimal speedup is greater for the CLL dataset. In this case, SmithWa-
terman takes up 40% of the execution time of Bowtie2, which corresponds to an upper
limit of x1.67 speedup. The proposed design manages to deliver a x1.26 speedup. This
is attributed to a 22% increase in the pure software execution time, due to handling x3
more data than the original Bowtie2. Therefore, the performance gains are dependent on
the initial bottleneck and the quality of the read dataset.

Integration efficiency in an accelerator sharing scenario: In order to exploit the full capa-
bilities of our available computing resources and perform a fair comparison between a SW-
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Figure 5.25.: Performance of Bowtie2 integrated accelerator with maz_ tries = 8.
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only and the proposed SW/HW accelerated Bowtie2 (GANDAFL-Bowtie2), we perform
a study that leverages all available software threads and FPGAs through accelerator shar-
ing. In particular, we examine how the proposed accelerated Bowtie2 leveraging the two
FPGA devices scales its performance when we increase the number of software threads.
Since the #threads > #FPGAs, the deployed FPGA accelerators are shared. Therefore,
we examine how efficient the accelerator sharing can be among multiple threads and if
it can boost the overall performance w.r.t. the pure software multi-threaded Bowtie2
deployments.

Each FPGA is configured with a single instance of our accelerator and a First-Come-First-
Served (FCFS) allocation/sharing mechanism is implemented. The results in Fig.5.26
show that sharing the two FPGA accelerators among multiple threads is always more ef-
ficient than pure software multi-threaded execution, delivering speedups ranging between
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x1.73 up to x3 for 48 threads. The efficiency of the accelerator sharing is attributed to the
scheduling of consecutive smaller alignment tasks rather than a single immense one that
balances and overlaps the wait time across threads. As a result, multiple threads can lock

the FPGA and any potential wait time is not prohibitive.
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Chapter 6.

Profile-Driven Banded Smith-Waterman
acceleration for Short Read Alighment

Short read alignment is a critical step in genomic pipelines that requires optimization due
to the enormous input size and complexity of SmithWaterman string matching. Several
optimization techniques have been examined, such as hardware acceleration, heuristics
and pre-filtering. This work combines these approaches into a single powerful solution
that leverages the low edit rate of reads and the principles of Banded Smith Waterman, to
highlight the value of creating accelerators customized to the input accuracy requirements.
Ezxtensive profiling of genomic datasets reveals low edit thresholds that can be leveraged by
Banded SmithWaterman to create resource-efficient accelerators that are customized to the
edit profile of the input. We first design and deliver a highly optimized dataflow FPGA-
based implementation for Banded Smith-Waterman seed-extension, which can perform
alignments given an upper edit threshold. A multi-dataflow system is then configured
with multiple Banded accelerators covering the full range of edits to achieve both high
throughput as well as high accuracy alignment. The result is a dataset-specific multi-
dataflow design that leverages pre-filtering to guide the alignments to the suitable Banded
SmithWaterman instance and meets the demands of the datasets in both throughput and
accuracy. This work was accepted for publication in the Design Automation Conference
2023.
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6.1. Introduction

Genomics is a fast-evolving research domain, that allows scientists to understand the
mechanisms responsible for the genetic diversity. The growth in the field has been facil-
itated by advances in sequencing technologies, that have brought about the generation
of billions of short fragments of DNA at low cost and increased quality, with error rates
as low as 0.01% [242]. The nucleotide short reads generated by sequencing platforms
are utilized to reconstruct the sample genome and compare it to the reference genome
as part of various analyses such as variant calling and epigenetics [245]. Such analyses
reveal differences between the genomes, attributed either to sequencing errors or inherent
genetic variations. The genome reconstruction is achieved through short read alignment,
that maps the short reads to a location in the reference genome that is most likely its
origin. Most aligners [112,113,117] adopt a seed-and-extend strategy to find possible
matches of the read on the reference genome. Seeding fragments each read into even
shorter pieces called seeds that align exactly on the reference genome and creates a pool
of candidates for valid alignments. In the seed extension, each seed is extended into a
gapped alignment, i.e. allowing mismatches or edits.

In modern aligners, the extension step is most frequently implemented based on Smith-
Waterman [118] dynamic programming algorithm for string matching that operates in two
stages. Matrix Fill fills a similarity score matrix between a read and reference sequence.
The fewer the gaps and mismatches between the sequences, the higher the score of each
alignment is and therefore the similarity of the two sequences. Traceback stage starts
from the cell in the similarity matrix with the highest score, and traverses the matrix
backwards until it reaches a zero-score cell, i.e. the first match point of the two sequences.
During backtracing, it identifies all potential edits and thus reconstructs the alignment
path. The excessive time requirements and computational intensity of this step however
forms a major bottleneck and the need for optimization is imperative. As mentioned
in [173], performance optimization efforts follow two different approaches: i) the first one
targets optimization of a single alignment task [36,123], whereas ii) the alternative focus
on decreasing the volume of alignment tasks [119].

Hardware acceleration of alignment tasks: The first category can be further distinguished
into solutions that leverage hardware acceleration and solutions that employ heuristic
techniques or a combination of the two. Hardware accelerations for SmithWaterman have
been developed for a variety of devices such as GPUs, ASICs and FPGAs. Due to their
bit-level customization capabilities, FPGAs have emerged as promising Smith-Waterman
accelerators both for industry [26] and academia [36,246]. Most of them, [123], [124]
are based on a wavefront approach that implements a pipeline of PEs as a systolic ar-
ray. The majority of them focus on providing a highly optimized accelerator for the
first stage, however they do not provide a Traceback implementation, which excludes
them from integration into commonly-used software aligners. Edlib [114] software aligner
implements the alignment by using vectorized operations and replacing SmithWaterman
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with a simpler algorithm that calculates the Levehnstein distance instead. Other soft-
ware aligners rely mainly on heuristic techniques to improve performance. For example,
Bowtie2 [113] utilizes a heuristic of SmithWaterman that ignores selected dependencies in
order to leverage SIMD instructions and adds a correction step to account for any errors.
Another common heuristic is Banded SmithWaterman [247], which only looks for align-
ments that adhere to an edit threshold, i.e. around the diagonal of the matrix. Recent
works target Banded SmithWaterman for accelerating either long reads alignment [248]
or sequencing datasets of high sequencing error rates [249].

Seed-extension pre-filtering: The second category is represented by pre-filtering algo-
rithms that aim at decreasing the vast amount of seed extension tasks, by discarding
candidate alignments based on a predefined threshold for the edit distance. These can-
didates would most likely result in a prohibitive number of edits and would be elimi-
nated. Several pre-filtering algorithms [90,95,119] have now been developed that have
noted significant improvement in accuracy and performance since early efforts. SneakyS-
nake [119] is a state-of-the-art pre-filtering algorithm, as it achieves higher accuracy
alignment results through a highly efficient decision technique to discard unnecessary
extensions.

Despite the promising results on genomics efficiency, the above research categories are
still evolving in isolation, thus limiting the potential gains of a cooperative optimization
approach. This is attributed to the fundamentally different scope of each category. On
one hand, genomic hardware acceleration is driven by data-agnostic decisions that built
accelerators able to perform accurate seed extension on generic datasets. On the other
hand, pre-filtering optimization is a fully data-aware procedure that delivers best results
when customized to the underlying dataset.

In this paper, we bridge hardware acceleration and pre-filtering for alignment optimiza-
tion by introducing a profile-driven Smith-Waterman accelerator design. We leverage
the edit profile of genomic datasets to pinpoint dominant edit thresholds in the align-
ments and exploit them to configure different Banded SmithWaterman accelerators. The
adoption of these profile-driven upper limits and resource-efficient Banded SmithWa-
terman accelerators enables the provision of a highly parallel Banded Smith-Waterman
accelerated system. We design an heterogeneous system, with different accelerators
supporting the full range of edit thresholds and employ a pre-filtering algorithm to
guide candidate alignments to an accelerator that supports the expected edit thresh-
old, thus delivering a high throughput alignment system without compromising accu-
racy.

Our main innovations are summarized as follows: (i) we introduce a profile-driven de-
sign methodology leveraging Banded Smith-Waterman for seed-extension acceleration
customized to the input edit threshold distribution, (ii) we design and deliver a highly
optimized dataflow implementation for Banded Smith-Waterman seed-extension targeting
FPGA devices and (iii) we implement a dataset-specific multi-dataflow system that sig-
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nificantly accelerates pre-filtering seed-extension alignment with negligible accuracy loss.
Through an extensive experimental campaign, we evaluate the efficiency of both the newly
introduced Banded Smith-Waterman accelerator as well as the delivered profile-driven
multi-dataflow system against a rich set of state-of-the-art alignment solutions. The
evaluation shows that the proposed Banded Smith-Waterman accelerator delivers a x34
speedup over state-of-the-art software aligner and x1.53 over state-of-the-art dataflow
SmithWaterman accelerator [246] and x3 over GACT RTL accelerator [36]. Moreover,
the proposed multi-dataflow system delivers average speedups of x1.8 over state-of-art
multi-accelerator FPGA solutions [246] that employ generic and input-agnostic accelera-
tors, further validating the efficiency of the proposed profile-driven approach for acceler-
ators’ parallelism customization.

The rest of the paper is organized as follows: we first motivate and sketch the basic
concepts of the proposed profile-driven customization methodology in Section 6.2. In
Section 6.3, we design and detail the micro-architectural decisions of the introduced multi-
dataflow accelerared system. Section A.4 provides a thorough and in-depth evaluation and
comparative analysis of the proposed solution w.r.t. state-of-the-art.

6.2. Profile-driven Genomic Architecture Optimization

In this work, we propose to leverage the edit profile of modern short read datasets in
order to create a high-throughput accelerated system fit to the accuracy needs of the
input.

Profiling insights: In order to evaluate the impact of the edit profile on the architecture,
we meticulously study the behavior and results during alignment of three different input
datasets: (i) a simulated dataset of 60 million 100-base long reads created by NEAT [241]
simulator, (ii) 60 million reads of often-used sample NA12878 (ERR194147 1) provided
by 1000 Genomes Project Release3 [250] and (iii) CLL, a real-patient dataset assembled as
part of research for Chronic Lymphocytic Leukemia. Fig.6.1 presents a histogram of the
number of edits for all alignments found for each dataset. The selected edit thresholds
in the histograms, i.e. 2, 5, 10, 18, 30 edits, correspond to critical values for which a
significant increase in the number of aligned reads occurs. For the simulated dataset,
70.8% of the examined aligments include at most a single edit. The same percentage
is equal to 74.4% and 82% for the NA12878 and CLL dataset. The number of reads
that align for a given edit threshold, increases rapidly (by 5-10%) for threshold ranging
from 1 to 8. However, for values greater than 10 the incremental changes is in the
order of 0.01%. In fact, for all datasets the 99.99% of alignments contain fewer than 18
edits.

Banded Smith- Waterman: The first valuable insight of the profiling is the potential impact
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Figure 6.1.: Distribution of number of edits for alignments for three different datasets.
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of the low edit number on the accelerator architecture. Fig.6.2 illustrates the placement
of an exact as well as a gapped alignment on the score matrix. Both alignments start
from the seed hit, i.e. the first match point, however the gapped alignment deviates from
the seed diagonal as it includes an edit. The smaller the edit distance, the narrower the
band of the matrix that the alignment spans. This is by definition exploited by Banded
Smith-Waterman [247], that is based on the observation that the max score in the matrix
appears around the seed diagonal at a maximum distance equal to the number of edits.
Therefore, for a given edit threshold, Banded Smith-Waterman focuses on the respective
band within the matrix and eliminates the need for storing and searching the entire
score matrices. Fig.6.2 demonstrates the band of interest within the complete matrix,
after taking the edit threshold into consideration. The final alignment will be found
within the area marked by the seed diagonal, the edit threshold upper seed diagonals
and the edit threshold lower seed diagonals. As Traceback also checks the neighboring
cells forming the halo area of Fig.6.2, the band of interest has band_length equal to
2x edit__threshold 4+ 3. Therefore, studying the edit profile of the input dataset can help
us avoid overprovisioning of resources and design more resource efficient seed-extension
accelerators.
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Figure 6.4.: Example of applying generic accelerators as opposed to employing smaller acceler-
ators fit to the input edit profile.

Profile-driven genomic accelerator architecture optimization: The second important in-
sight does not concern the low edit threshold itself but rather the frequency in which
each threshold occurs. The distribution per edit threshold straightforwardly translates
into a similar distribution of the time taken up by each type of alignment, i.e. alignments
with 0-1 edits take up at least 70% of the total dataset alignment time. This heterogene-
ity suggests that the overall performance could benefit more if we instantiated multiple
smaller-sized accelerators and assigned them to the corresponding alignment types in a
similar distribution.

Let as assume a system of K generic parallel accelerators that take up the acceleration
of the alignment of a given dataset. We claim that there is a configuration of kq, ko..k;
edit-customized accelerators that 1) follow the edit distribution of the dataset and 2)
satisfy the inequality Zézl k; > K, so that they achieve a greater overall speedup than
K for equal resources utilization.

Let us assume a realistic scenario with an edit threshold distribution 70-20-10% for cor-
responding thresholds of 1, 5, 15 edits, respectively. We also assume Banded SW ac-
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celerators i) with area occupation equal to a fraction of the area of the single general
accelerator , and ii) with equal execution latencies for all band sizes, e.g. 1.5x faster
than the software. Based on this assumptions, we formulate a model that calculates the
execution time of the system for a compact search space of different configurations for
K, ki, ko, k3. Fig.6.3 demonstrates the calculation of the total execution time. If we take
into account the edit distribution and the Amdahl Law, the total time is distributed to
each threshold category proportionally to the edit distribution. Then, in the generic case
K accelerators accelerate time ¢, whereas in the proposed strategy ki, ko, k3 accelerate
time periods %1, to, t3 respectively.

Under the above assumptions, Fig.6.4 depicts exploration results for different K, k1, k2, k3
accelerator allocations, in terms of latency and resources utilization. As shown, configu-
ration points of ki, ke, k3 fluctuate lower than the corresponding K points for the same
resource utilization percentage. For example, K = 4 generic accelerators take up 45% of
hardware resources and achieve a speedup of x4.5, where k1, ko, k3 = 6, 2, 1 customized ac-
celerators take up as much hardware resources for a speedup of x12.8.

We leverage the above insights to create a system with multiple dataflow accelerators, i.e.
multi-dataflow system, customized to the dataset specifications in terms of edit threshold.
As shown in Fig.6.5 this can be achieved by first profiling the input dataset to extract the
edit distribution and pinpoint the edit thresholds for which there is a spike in the number
of aligned reads. The number of thresholds indicates the number of different types of
edit-customized Banded Smith-Waterman accelerators. Each type can support up to a
predefined number of edits, equal to the found thresholds. The number of accelerators
allocated for each type follows the same distribution as the edit thresholds. Followingly,
SneakySnake [119] pre-filtering algorithm classifies input candidate alignments into the
respective edit threshold category and assigns each alignment to the corresponding ac-
celerator.
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Figure 6.5.: Overview of profile-driven acceleration strategy and system architecture for a dis-
tribution of 60-20-10-10%.
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6.3. Design of Dataflow Genomic Accelerator

The proposed multi-dataflow design includes multiple single Banded Smith-Waterman
accelerators, which have been developed utilizing dataflow computing. Each one is con-
figured with an edit threshold selected at profiling based on the proposed methodology.
The single Banded Smith-Waterman accelerator includes two computing units, one for
each of SmithWaterman stages, i.e. Matrix-Fill and Traceback. Matrix Fill receives
read-reference pairs as alignment candidates and computes the matrices E;F, H. Once the
matrices are ready, they are traversed in reverse order by Traceback to identify edits.
At any time, they execute in parallel and in pipeline manner, i.e. as Matrix Fill op-
erates on an alignment pair, Traceback processes the matrices created for the previous
pair.

Matriz Fill Banded Design: Fig.6.2 ilustrates the dependencies and parallelism of Banded
Smith-Waterman. The computation of matrices E,F H by Matrix Fill is characterized by
anti-diagonal dependencies, as each cell value depends on the left, up and diagonal neigh-
bours. All cells within the same antidiagonal can be computed in parallel forming a
wavefront. A parallel Matrix Fill implementation is based on this wavefront approach to
fill the matrices. Banded Matrix Fill is implemented as a typical systolic array architec-
ture of Processing Elements (PEs) equal in number to the length of the read sequence.
Each PE is responsible for computing a single row of the matrix in Fig.6.2. All PEs op-
erate in parallel and compute all cells within the same antidiagonal per wavefront. As a
result, the computed cells should be stored per antidiagonal rather than per row. Fig.6.6
depicts the PE array computations and the matrix required to store all antidiagonals.
Each row in this matrix corresponds to a row of the original matrix and each column
to an antidiagonal. Each one includes as many elements as the length of the longest
antidiagonal, i.e. the read length.

Storing Optimization Scheme: Fig.6.6 also illustrates how the band elements are stored
in a smaller matrix. PEs temporarily store each anti-diagonal in a read-length vec-
tor. Each antidiagonal includes at most bandLength/2 + 1 cells that belong to the
banded area. Therefore we need to allocate a matrix of vectors, i.e.bandVectors, of
length bandLength/2 + 1 rather than bandLength to store all band cells. A mask of
length bandLength/2 + 1 shifts through the read-length vector written by the PEs, se-
lects the band cells and stores them in memory. Note that storing the bandRow vec-
tors in a BRAM changes the relative position of some neighbor cells by an offset of
1.

Traceback Banded Design: Traceback receives these bandVectors in reverse order and
constructs the alignment path by keeping track of the first and last matching characters
of the sequences and all potential edits in between. Fig.6.7 illustrates an abstract diagram
of the logic implemented by Traceback. Traceback encodes each backward step in the
alignment as one of the available distinct states: i) initial state ii) H-up, iii) H-left, iv)
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Figure 6.6.: PE computation of score matrices and BRAM allocation of band elements.

F-up, v) E-left, vi) H-diagonal, vi) waiting state and vii) finished state. In order to enable
Traceback to decide its next state, i.e. the next hop of the backward path, we check all
possible origins from neighboring cells in the two subsequent antidiagonals. These checks
are taking place in parallel and result in setting a single bit of an 8-bit vector, i.e. one bit
allocated for each possible state. This 8-bit vector then is leveraged as a selector signal in
a set of parallel one-hot-multiplexers. Each one-hot-multiplexer links to each one of the
internal Traceback variables, which actually define the Traceback’s state space. Thus,
the selector signal is utilized to update all identifiers of the next state such as the type
of cell (E,F or H), the index within the read /reference sequence and the index within the
bandRow vector.

Special attention is required with indexing when accessing the neighboring cells within
the two subsequent vectors, as bandRow vectors have been shifted to be stored in BRAM.
Since the two subsequent vectors are shifted by one position at most, we add a correction
offset of value 1 when necessary.
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Figure 6.7.: Logic Diagram of Traceback Dataflow implementation.

6.4. Experimental Results

6.4.1. Experimental Setup

The experimental setup includes a dual socket Intel Xeon Gold 6138 (2.0GHz, 14nm) with
128GB DDR4 DRAM (2133MHz) that is connected through PCle 2.0 with Maxeler’s
MAXS5C platform. The specific MAX5C provides two MAXS5 dataflow engines, i.e. two
Xilinx VU9P Ultrascale FPGAs. Accelerators have been developed using MaxJ dataflow
language [239] and compiled with MaxCompiler 2018.3 that invokes Vivado 2017.4 for
place and route purposes.

6.4.2. Banded Smith-Waterman Evaluation
Accuracy Evaluation

The adoption of Banded SmithWaterman reduces the accuracy of the alignment by de-
fault, as it eradicates alignments that do not meet the edit threshold. This section eval-
uates the accuracy of short read alignment when applying pre-filtering and leveraging
the proposed Banded SmithWaterman implementation for the respective edit threshold.
As a reference, we utilize the results of Bowtie2 aligner. Bowtie2 aligner by default con-
siders 150 as a maximum limit for number of edits, which is equivalent to a no-limit
alignment strategy for the 100-base length of the given datasets. Pre-filtering is imple-
mented by SneakySnake, that discards all candidates with more edits than the specified
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Figure 6.8.: Alignment success when using SneakySnake pre-filtering and the proposed Banded
Smith-Waterman accelerator for seed extension.

edit threshold. We consider edit thresholds that vary from 1 up to almost 20% of the
read length of 100. We evaluate the accuracy on the three datasets described in Sec-
tion 6.2. The comparison is illustrated in Fig.6.8. The results are in accordance with
the edit distribution findings, as for most datasets the alignment rate converges to the
optimal one for an edit threshold greater than 10, which includes most of the align-
ments.

Performance Evaluation

The performance of the proposed accelerator is compared against both software and
hardware state-of-the-art alignment implementations. The comparison is based on the
throughput of all implementations, i.e. the number of computed alignments per seconds.
We first consider a single-instance comparison strategy, which employs a single thread
for the software aligners and a single acceleration instance for the proposed aligner. We
utilize the following state-of-the-art software aligners: (i) Edlib [114], a C/C++ aligner
that implements exact sequence alignment using the Levehnstein edit distance for seed
extension, (ii) WFA [115], a software aligner that performs exact alignment based on a
gap-affine scoring scheme and optimized with the wavefront parallelism approach, (iii)
KSW2 [116], a C library that aligns pairs of biological sequences based on dynamic pro-
gramming, (iv) the vectorized SSE2-based SmithWaterman implementation utilized in
Bowtie2 that adopts a heuristic to support vectorization with 8 SIMD lanes [113], (v) the
open-source software implementation of GenASM [136], an approximate string match-
ing acceleration framework for genome sequence analysis. The single-instance proposed
Banded SmithWaterman accelerator includes an 100-PE array and is built with a clock
frequency of 400MHz. Since edit threshold only affects the resource utilization of the
single-instance design, all edit threshold designs can be utilized to measure the perfor-
mance. We utilize the Simulated dataset of 100-base long reads for execution. The results
are found in Fig.6.9. The proposed Banded design acquires a speedup of x34 over the
fastest software implementation, which is Edlib.
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Figure 6.9.: Throughput comparison between Proposed Banded 10-edit threshold accelerator
and state-of-the-art SW aligners.
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Figure 6.10.: Throughput and Resource utilization efficiency evaluation for HW Smith-
Waterman accelerators.

We also compare our design with two state-of-the-art hardware accelerators, GACT [36]
and GANDAFL [246]. GACT accelerator is part of Darwin short read aligner and im-
plements an RTL PE-based design of SmithWaterman MatrixFill and Traceback. We
utilize the open-source implementation of GACT and implement the hardware using Vi-
vado HLS 2018.3. We developed an in-house implementation of GANDAFL, which is
a dataflow MatrixFill and Traceback FPGA implementation that also targets Maxeler
MAX5C workstation. We utilize MaxCompiler 2018.3 for development and synthesis
purposes. We examine two different scenarios for a rounded comparison. The first one
compares the throughput of a single instance of each accelerator, to evaluate the capabil-
ity of the design to deliver a single alignment result faster than state-of-the-art solutions.
The second one compares multi-accelerator designs that leverage the maximum capacity
of the same target FPGA device. We utilize the FPGA included within MAX5C platform,
i.e. Xilinx VU9P and assume that all designs share the same PCle connection. Table 6.1
summarizes the optimal configurations (that minimize the Area x Delay product metric)
selected for each accelerator for the examined scenarios. As seen in Fig.6.10, the Pro-
posed Banded implementation achieves a x1.53 speedup over GANDAFL dataflow and a
x 3 speedup over GACT single instance designs. Thanks to efficient resource utilization,
the proposed multi-dataflow design fits 8 accelerators on the FPGA and achieves a x4.77
speedup over the 3-dataflow instances of GANDAFL accelerator. The dataflow comput-
ing model and efficient resource utilization secure a x26.35 speedup over a 12-instance
design of GACT.
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Table 6.1.: Hardware Accelerators Configurations for throughput comparison.

Configuration Utilization Clock
Accelerator Instances PEs ‘ BRAM18 DSP  Logic ‘ (MHz)
GACT 1 128 3.10% 0.0%  2.39% 250
25 128 | 77.55% 0.0% 60.71% 150
GANDAFL 1 100 | 24.75%  0.10% 8.68% 200
3 100 | 65.53%  0.31% 22.62% 200
Proposed 1 100 | 11.78%  0.10% 7.60% 400
18 edits 8 100 | 53.94% 1.4%  55.44% 250
’lGANDAFL»S W Proposed-customized | 100
N X 99.64
2 400 372 o
E X7z % 99.5 99.27
8 300 =
g 200 249.41 228.84 & x1 8 159 é 99 98.9
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Figure 6.11.: Performance and accuracy evaluation of proposed customized accelerated system.
6.4.3. Multi-Dataflow System Evaluation

Based on the proposed methodology, we evaluate the performance of customized acceler-
ated systems on the Simulated, NA12878 and CLL datasets. First we leverage the edit
profiles and build the respective multi-dataflow designs for a clock of 250MHz. Table
6.2 summarizes the configurations and the percentage of alignments covered within each
threshold selected. We compare these designs with our GANDAFL in-house implemen-
tation that includes 3 accelerator instances that allow up to 17 edits and is clocked at
200MHz. Both designs are also compared with Bowtie2 aligner, which generates the input
alignments and serves as a reference for the alignment rate. SneakySnake pre-filtering
has been leveraged to classify the candidate alignments and assign them to the respec-
tive dataflow accelerator based on the edit threshold. As seen in Fig.6.11, the proposed
approach delivers a speedup up to x440 over Bowtie2 aligner and x1.8 over GANDAFL
conventional accelerated approach. Note that this speedup does not come at the expense

of alignment rate as the alignment rate has converged to the reference one for the selected
thresholds.
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Table 6.2.: Multi-Dataflow Configurations customized to the edit profiles of input datasets.

Dataset Configuration
Edit threshold Instances Alignments covered
Simulated 1-2-10-18 5-1-1-1  70.8-81.4-99.7-99.9%
NA127828 1-2-5-18 5-1-1-1  74.4-87.3-99.6-99.9%
CLL 1-5-18 6-1-1 82.5-93.51-99.9%
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Chapter 7.
Conclusions

This chapter briefly summarizes the novelties and results of our proposed implementations
and discusses the conclusions derived from the Ph.D. Thesis. We then present potential
improvements and future extensions based on the current trends and requirements of the
fields.

7.1. Summary of Ph.D. Thesis

Technological advancements and novelties in the last decade have led to an exponential
growth of data and signaled the start of the Big Data Era. This onslaught of infor-
mation and data and the need to extract value from raw data in order to provide new
services has created great business opportunity and has led to the rising of the big data
market. Healthcare holds a considerable portion of the market share as big data analyt-
ics are required to cope with an exponential data growth attributed to the digitization
of healthcare data and the advent of new technologies. A major source of healthcare
data area generated during clinical practice (e.g. ECG,EEG, X-ray, CT scans, MRI,
SPECT) as well as from IoT devices, e.g. health-tracking wearable devices e.t.c. A huge
part of health data also come from the advent of whole-genome sequencing and other
high-throughput molecular technologies that have created the data rich disciplines of ge-
nomics, transcriptomics, epigenomics, proteomics, metabolomics, phenomics e.t.c., i.e.
omics data.

A wide range of healthcare big data analytics are developed to extract value out of
this immense and diverse amount of data. When handling signals and images, advanced
signal and image processing techniques are required that stem from the fields of computer
vision and pattern recognition. Machine learning techniques and Al are also efficiently
incorporated in workflows to perform detection and prediction tasks, thanks to their
ability to discover patterns and correlations within complex data. This has led to a broad
development of predictive analytics, that guide the medical staff in making a diagnosis
and choosing effective treatments based on previous experience and results. Complex
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computational and statistical methodologies are also leveraged to manage omics data
and understand complex mechanisms on a cellular or even metabolic level. Genome
analysis is at the heart of omics workflows as it is an essential tool to understand how
DNA variants are expressed and alter phenotypes. Read alignment is performed in the
beginning of genomic pipelines to reconstruct the genome of a sample and compare it to
the reference genome for variant discovery using some kind of string matching algorithm
(e.g. SmithWaterman). The output of genome analysis can be combined with other omics
studies, generating knowledge that can be used for research and clinical purposes, paving
the way to personalized medicine.

The size of this data however is continuously growing, as is the complexity of the algo-
rithms developed to handle them. This stress the limits of current systems and highlights
the need for optimization. An initial approach for addressing this challenge was the de-
velopment of big data infrastructures and frameworks for distributed computation (e.g.
HDFS, MapReduce). More recently, the execution of healthcare analytics have also mit-
igated to the cloud which provides virtualized services, scalability and reliability at low
cost. However, it is not always possible to upload data to the cloud, as often ethics and
privacy matters occur especially in the healthcare domain. Hardware acceleration is an
effective alternative to cope with the data and compute intensive applications of the field.
GPUs, FPGAs and powerful co-processors in general have been employed for building
accelerated systems for both machine learning prediction models and DNA aligners in
genomic workflows.

In this thesis, we present our efforts at creating efficient accelerators for a Support Vector
Machine classifier for ECG arrhythmia detection and Short Read Alignment on Next
Generation Sequencing data, leveraging High Level Synthesis Techniques and targeting
FPGA devices.

An Exploration Framework for Efficient High-Level Synthesis of Support
Vector Machines: In this work we present a methodology for creating efficient HL.S
based HW accelerators targeting Support Vector Machine based classifiers. The pro-
posed methodology relies on two levels. The first level optimizes the original code under
acceleration in order to assist the HLS tool to maximize the parallelization of the com-
putational parts of the algorithm and infer data- as well as instruction- level parallelism.
The second level relies on the built-in HLS directives and evaluates combinations that
lead to efficient architectures. In order to avoid an exhaustive search of the search space,
we propose pruning guidelines that are based on the algorithmic structure and memory
access patterns of the SVM and generate a space whose pareto front is close to the original
one.

GANDAFL: Dataflow Acceleration for Short Read Alignment on NGS data:
This work focuses on accelerating the short read alignment of Next Generation sequenc-
ing data which is a major bottelneck in genomic pipelines. Accelerated reconfigurable
computing has been extensively leveraged to alleviate this bottleneck, focusing mostly
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on high-performance implementations that do not take into account the implications of
integrating the accelerated part of an aligner within the sequencing tool. As a result, as-
pects such as system wide communication and accelerator call overheads are neglected. In
this work, we address the aforementioned inefficiencies and propose GANDAFL, a novel
genome alignment dataflow architecture for SmW Matrix-fill and Traceback stages to per-
form high throughput short-read alignment on NGS data. We then propose a radical soft-
ware restructuring to widely-used Bowtie2 aligner that allows read alignment by batches
to expose acceleration capabilities. Batch alignment minimizes calling overhead of the
accelerators whereas moving both Matrix-fill and Traceback on chip extinguishes the com-
munication data overheads. The standalone solution delivers up to x116 and x2 speedup
over state-of-the-art software and hardware accelerators respectively and GANDAFL-
enhanced Bowtie2 aligner delivers a x1.9 speedup.

Profile-Driven Banded Smith-Waterman acceleration for Short Read Align-
ment: In this work, we employ hardware acceleration and pre-filtering methods to present
a profile-driven Smith-Waterman accelerated design for short read alignment. Extensive
profiling of genomic datasets reveals low edit thresholds that can be leveraged by Banded
SmithWaterman to create resource-efficient accelerators that are customized to the edit
profile of the input. We therefore design and deliver a highly optimized dataflow imple-
mentation for Banded Smith-Waterman seed-extension targeting FPGA devices, which
is leveraged within a multi-dataflow accelerated system. This system is configured with
multiple Banded accelerators covering the full range of edits to achieve both high through-
put as well as high accuracy alignment. The evaluation shows that the proposed Banded
Smith-Waterman accelerator delivers a x34 speedup over state-of-the-art software aligner
and x1.53 over state-of-the-art dataflow SmithWaterman accelerator [246] and x3 over
GACT RTL accelerator [36]. Moreover, the proposed multi-dataflow system delivers
average speedups of x1.8 over state-of-art multi-accelerator FPGA solutions [246] that
employ generic and input-agnostic accelerators.

7.2. Future Extensions

The ever-growing healthcare data size and the increasing complexity of ML-healthcare
and Genomic applications have led to many open problems and call for constant con-
tributions and optimizations. Within the context of this thesis, we could pursue several
directions that are expected to bring promising results:

e Further optimization of GANDAFL: GANDAFL is a highly optimized accu-
rate version of the SmithWaterman string matching algorithm. The integration
with Bowtie2 however is constrained in terms of end to end speedup by the Amdhal
law. An alternative course would be to extend the part of the aligner implemented
on hardware and also implement in dataflow the seeding step of Bowtie2 aligner.
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This would avoid the integration implications and lead to a hardware-only aligner
design that is no longer bounded by Amdahl-law for speedup gains. An important
challenge in this approach is to maintain the compatibility with the CIGAR format
and reported output of Bowtie2 aligner.

Optimization of Genomic Pipeline in Cloud environment: A genomic
pipeline comprises of many data and compute intensive steps. For example, after
read alignment, typically follows the variant calling stage. In fact, multiple variant
callers are often utilized within a single workflow. As the cloud environment has
proved an efficient solution for big data applications, there is increased interest in
extensively exploring how the resources of a cloud environment could improve the
performance of an entire genomic pipeline. The exploration could also leverage
the power of GPUs and FPGAs (i.e. the existing accelerator and any open-source
available ones) and generate guidelines and insights for efficient execution.

Serverless Genomics: In the context of optimizing an end-to-end genomic pipeline,
it would be interesting to achieve this goal using the serverless computing model.
In this new computing and scheduling model, large applications are transformed
into more structured ones with smaller execution units. Fach of these smaller tasks
is scheduled to servers and assigned resources depending on the availability and re-
quirements. Deployment of tasks is decided by the framework upon a user request
for a workflow execution. Once deployed, the tasks communicate with each other
in an event-driven manner, without needless interactions with the framework. A
genomic pipeline could be broken into multiple such smaller tasks and execute on
a cloud platform, leveraging all available computing resources including FPGA or
GPU accelerators.

Leveraging Machine Learning in Genomics Workflows: This thesis indi-
vidually examines a healthcare application that relies on a machine learning model
and a genomic application, i.e. short read alignment. There is however great poten-
tial in a synergetic approach that leverages Machine learning within the genomics
domain. This is supported by an elaborate review of the use of deep learning in
genomics [251]. The authors in [251] argue that the use of deep learning in genomics
has multiple advantages: (i) it can replace multiple time-consuming pre-processing
steps with a single model thanks to its inherent ability to discover patterns within
complex data, (ii) it can handle heterogeneous data of different origin and type effec-
tively (e.g. RNA and image data), (iii) it is ideal for the detection of spatial patterns
and (iv) it provides an abstraction layer over complex statistic and mathematical
formulation, and therefore it can increase productivity. There is already a wide use
of deep learning in various genomics applications, coming from supervised, multi-
modal, transfer as well as unsupervised learning domains and applied to tasks such
as gene expression profile prediction [252], prediction of noncoding variants [253],
base-calling [254] e.t.c. As the application of deep learning continues to expand
across multiple omics data types and gradually becomes part of everyday clinical
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practice, the research interest in new models is expected to spike. This increase
in applications and the continuous growth of omics data will be most definitely
accompanied with the adoption of numerous High Performance optimization tech-
niques. The authors in [255] present an extensive list of deep learning optimization
frameworks that will be most likely leveraged in the genomics fields. Recent works
also align with this trend, e.g. authors in [256] present a deep convolutional neural
network toolkit for epigenomics that have been trained on GPUs whereas the work
in [257] delivers a hardware-optimized deep-learning-based genomic basecaller.

135



Conclusions

136



Chapter 8.

2 vvoTrttikn leprypopn Twv
[Mpotewvdpevwv MeOodoloyiwv
oto. EAAnviIka

Ye outh TN OlTEB| EMIXEVTPWVOUACTE OTNY LAOTOINOT LAXO) EMTAYLYONS Yo dLo o-
VIITPOOWTEVTIXES EQPUPUOYES TOU GlYYEOoVoU Topéa Tne uyelog: ot avdiuon meoBiedne
mou PBaotleton oTN unyovixh uddnon xou 1 evdUYEAUULCT AVAY VOGNS YOVIBLWUATIXDY dedo-
uévov. Kou ol 800 topeic Budvouv évtovn avdntuén Tig teleutaleg dexaetieg xou mopdyouy
EVoy TERACTIO OYXO0 OXATERYAOTWY OEBOUEVWY, TAoUCLo oe TAnpogopla. H epunvelo xou
n Mdn arogdoewy Paciouévey oe autd Ta dedouéva Exouv amodelyvel BUOXONES epya-
oleg xaddg tar Bedopéva Xl 1 UTOAOYLOTIXY TOAUTAOXOTNTA TV ohyoplduwy awidvovto
exdetixd. ot voo avtgetomotel autd to mpolAnua, €youv eéetactel TeyVXég LPNATC o-
TO000TNG OTWS 1) ETLTAYUVOT| OE NaEdwape. Y Tdpyel tat TANIOEN EPELYNTIXWY EPYACLDY TOU
o€LOTIOL00Y BLUPOPETING LOVTERN TROYPOUUATIOUOU YIal VoL AVATTOEOLY AMOTEAEOUATIXOUG E-
oy uvtég Bootopévoug oe FPGA, ydpen otnv eveliéio npoypauuatiopol toug ot eninedo
Bit. Qotéco, to Slordéoiuo LOVTENA TEOYEUUUATIOUOU YIO TNV TEOYPUUUATIONO TETOLWY
CUGXEUMY OEV UTOROVY TAVIO VO EXMETUAREUTOUY TATIPWE TIC TEPOOTTUXES ETUTAYUVONG TWV
EQUPUOYWY UE amAd Tpomo. Emmiéov, o mohdmAoxeg e@opuoyég, ol undpyouces AUOEG
xoeaxtnetlovion amd pio TEPLOPICUEVY OTTLXY GTNY EVOWUATWOY| TV EMTAYUVIMY OE €Val
PEAAOTIXG OO TN, OTWS 1) ETLXOWVKVIK OF ETUMESO CUCTAUATOS XAt Ol TEOGVETOL YPOVOL
XAAONC TWV ETUTOYLVTOV. LTO TEEYOV OLBuXTORXO, 1) xVpla cLVELSPopRd Baciletoul oTNny na-
eoxY) ATOTEREOUATIXDY AICEWY PECW TNC OTEATNYIXAS EEEEEDVNONE TOU YWPEOU OYEdAOUOD
XL TN CUVERYLAC BEATIOTOTOACEMY TOU XWOWXA TOCO O EMINEDO LAXOV OG0 Xl AOYIOUL-
%0U.

H mpdytn eappoyy| tou e€etdletan o auty| T dtateBr) elvon 1) amodoTixy| emiTdyuVon LVAXOD
v tadvountdyv Xunnopt €ctop Moacnve (SVM). Xe authv ) datpei3n, e€etdlovpe ot
EQUpUOYY) 6NV omola oL emTayLVTES UAXoL SVM exteholv tadvounon yio Ty aviyveu-
o1 appuiwey oruatoc ECG. H npotewvouevn pedodoroyia yia tnyv emtdyuvon tou SVM
£yel vhoronVel ypnowonowbdvtoag to epyaheio Vivado High-Level Synthesis (HLS). Ipo-
TEVOUUE ULOL CUC TNUATXH TEOaEY Lo 800 emméEdWY Yiot TNV emTdyuvor Tou SVM, 1 onola
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Brief Description of the Proposed Frameworks in Greek

TpwTa Behtiotomolel TN YeEVIXY Bouy) TNS apy g TEPLYPaPhc cuuTEpipopds Tou SVM yia
va Boninoel to epyahelo va avaryvwploet Tov eyyevuy tapaAAniioud oe eninedo dedouévmy
xan eVTohwy tou alyoplduou. To dedtepo eninedo Pertiotonoinong Behtidver emmpdoie-
To TO OYEBIOUS PEOW WAC OTEATNYXNC EEEEELYNONC TOL YWEOU GYEBLUCUOL TOU GYEDL-
Glel TN uviun Tou emToyLVTY Bdoel Twv PoTBwy UTOAOYLOUOY XaL TEGGPBUcNC OTN WVAUN
Tou.

to 0eUtepo PEpog NG OMAWUATIXNAG epYaoiog, UEAETAUE TNV ETOEUCT TWV TEYVLXWV E-
TUTEYUVONG OE VoL amd TA TO UTOANOYLOTIXA OmMauTNTiXd xopudtio tne encéepyaoiog yovi-
duwpatog, mou eivan 1 evduypduwon oxoroudwy ANA oto avdpwmvo yovidiopa. Exte-
Aolpe avdluon tne anddoong evéc epyoaheiov akknholytone (to Bowtie2) xou evroniloupe
Tov ohyoprduo Smith-Waterman w¢ to mo ypovofogo xopudti. H mpocéyyior pag elvan
VoL TOREYOLPE Lo UAoTolnoy porfic dedouévwy mou ctoyelel cuoxeuéc FPGA houfdvovtag
UTOYT TIC CUVETEIEC NS EVOWUATWOTNE TOU ETUTAYLVTY 0T0 gpyoleio aAAnholylong xou e-
Touéveg ot éva mpaypatixd cbotnue. Ilpoteivouye to GANDAFL, wo véo opyitextovixy
poric dedouévewy evduypduuiong yowdiwuatog yia Tov Smith-Waterman yia tnv extéheon
evduypduuong vdninec andédoone oe dedopéva oAAnhouyiag ETOUEVNE YEVIES. X TN CUVEYELD,
npotelvoupe uia el avadidpdpwaon tou xwdxa tou Bowtie2 n onolo opadonolel molhd
HEUOVOUEVA ouTAATo aAANAOUYLONG XU To TPOPodoTEl GTOV EMTAYUVTYH HE LUPNANC puiud
an6d00ng ehyloToToldVTAS £€000 UETAUPORAS xou xhhoewy. O emitayuvtic TEOcPEpEL €wg
xou 116 xou 2 @opéc emtdyuvorn avtioTolyo o oUYXELON UE TEOCPAUTOUS ETUTUYUVTES AO-
yiouxol xat VAxo0, avtiotorya, xou 1 BeAtiouévn ye GANDAFL evduypduuion Bowtie2
npoo@épel emitdyuvorn 1,9 enl Tou cuvoluol cuothpatog. Téhog e€etdloupe plor evohha-
T Teoaéyyior, N omolo cUVOLALEL W euplo XY LAoToinon tou Smith-Waterman xou
€vol OTAOL0 PLATEORIOUATOC TWV aEYIX®Y BedoUévwy. MeAEétn Twv Sedouévev elcod0U LTO-
deevleL OTL 1 akknhoUylon cuviBwe elvon oxpuBhc xou evtomileton pxeds apripog Sopopo-
TOOEWY amd To avipOTIvVO Yowdlwya. Autd UewdveL TO Ywpo avalATNong Twv AUCEWY Xl
HaC ETTEENEL Vo Yenotdonolfjoouue Tov evptoTixd Banded Smith Waterman o onolog emi-
tehel Ty (Bl Aettoupyia, evtonilel AyOTEQES BLUPOPOTIOLATCELS Ol XATOUVOAWVEL ALY OTEQOUC
népoug oto LAx6. llpotelvoupe howndv éva ohotnua mou mAEov amotehelton and moAholg
ETUTOYLVTES X0 XOAOTTEL €0C €vay aptdud BlapopoTolioewy eved evtonilel Théov Tic oh-
Anhouyloec pe toydtepo pudud. To mpotewoduevo cloTnuUa amodidel emtdyuvor g 34
popEc oE OYEoT UE hoYlouixd Ve elvon €w¢ 3 PopES YPNYOROTERD Omd OYETIXOUS EMLTAY -
VTEQ.

8.1. MéBobog dLepedivnong X®wpov Avoswv v ATtodoTik
TPmAoV ETuntédov X 0vOeon Support Vector Machine

H evétnra avtn Baoiletar otn dnpooicvon uag [180).

Ytéyog autol Tou xegadatou elvan 1 a€lomoinom Twy duvatothTwy Tou HLS yia ) dnuiove-

138



8.1. SVM

vl anodotixedv SVM w¢ emtoyuvtéc o VAo, Meletdtar 0 eviomopos appuii®dy 6To
nhextpoxapdoypdgnua HKI' yenowonowdvtoag we Bdor dedouévwy pio Bdon Sedouévey yia
HKT' mou €yet avamtuyVel uéow xowrg cuvepyaoiog twy navemo tnuiowy MIT xou BIH. e
TEWTO ENINEDO O APYIXOG KOG AVAUOOUELTOL UE XELITHRLO TNV ETUTAYUVOT OOTE VoL ONULOVE-
yniel amodotixde emtoyuvtic. e deltepo eninedo elepeuvidvtal oL TEYVIXEC BehTioTo-
noinong tou epyaieiov HLS o onolec eqapuolovion 6Tov apyixd xol GTOV TEOTOTOMNUEVO
2O YL TepauTépw Betitrom Tou wg Teog PETEWES ENBOOTC XaL Ypnowonolinong Topwy.
IMpotetveton otpatnyn anodotxrg e€epebvNong ToU YWeoL AUCEWY KOOTE Vo boYolv aTo
oyedooth o BéhtioTa onuelor xatd Pareto pe Bdon ta omolo umopel va emAégel yio u-
homolnom avdhoyo Ue TS AMOUTACELS TNG EXACTOTE EQUPUOYNG OE ToyUTNTA EXTEAEOTC XAl
xenotdonolnon tépwy.

Egopuoy? Evioniopod Appudpiog o Hhextpoxapdioypdpnuo Le Xerion
Support Vector Machine H popgr tou HKT' xou 0 xapdlaxdg pudude mou e€dyeton amd
7o HKI elvon dnhwtind tng xatdotaong tng xaedlds. Xtny ovoio to HKI' anotundvel dlado-
Xx00C xapdiloaxole xOxhouc. O xapdlaxdc xOxhog (Slao ToY, cusTolf, Neepia) cuvtovileTto
and NAEXTELXA ONUOTA TOU TaEdyovToL amd XaTdAANAX X€vTpa BiEyepone Tng xapedids. Y nde-
xouv tela facixd nhexteixd orjpata tou epgaviloviar oto HKI': 1o énapua P, to obumheyua
QRS mou anotekeitan and tig xopueéc Q,R,S xou to émapua T. Autd tar orjpata elvon oty
TEAYUATIXOTNTA UETABOAEC TOU NAEXTEIXOU BUVAUXOU BLOPORWY TEPLOYMV TNG PO ol
dpa to HKI' amewxoviCel tnv nhextewxr dpaotnetdotnta tne xapdds. To endpuota autd xou
Ol OMOCTACELS UETOEY TOUC €YOUV CUYXEXPLIEVT] YeOoVixY| didpxetla xou poppohoyio. Omoia-
OnmoTE ToEEXXALOT] A6 T1) QUCLOAOYLXY| Lop@OLOYia Toug TEEneL Vo peAetniel xodie unopet
va etvon delypa madoroyinic BAdPBne. H xopdioaxt| appuduio elvow 1 mo cuvniiopévrn xope-
olaer} BAGBT xou elvon 1 Sratapory | Tou xaedtaxol puduod. H appudula uropel va etvon amd
aocuunTwpatixy wéyel xplown yio v avdpomivn (o). To auté to Adyo xplveton amapa-
ftnn ) perétn tou HKT, w¢ yéoo dudyvmong appudmay. Ou appuiuieg elvan pepovewpéva
TEPLO TATIXG TTOU EXONAWVOVTOL Ge Tuyaieg ypovixée otiypés. Emouévwe elvan avayxola n
uerétn tou HKI' peydhov ypovixdyv diaotnudteny. O ueydhog oyxog BeBOUEVWY TROG HE-
AN xaho T amopalTn T TN YEHOT TEXVIXOV Unyavixic puddnong yio tny eneepyasia Tou.
Tagwvountéeg Pacilovton oe TeyVixég unyovixic pdinong yior TNy eEXTaUBEVOY| TOUG UE AUTO TO
HEYEAO GUVOAO BEBOUEVLV (DOTE TEAXE VOl UTOPOUV VA BLay VOGOUY 0WaTd TNV OToeen 1 un
appuiuloc oe éva véo olvolo dedouévwy HKI'. Ytn cuyxexpuévn epyaoia yenoulonoleiton 1
Bdion dedopévev appuiuioc MIT-BIH Arrhythmia Database, n onola nepthopf3dver naApove
v Toug omoloug €yel yivel Bidyvwon and xapdlordyous. H Swaduacta enelepyaoiog xau
avéiuone tou HKT yia tnv e€aywyr) Tov emu€poug TUAUOY X0 TOV YoUROXTNEL0 TIXOY TOUG
OoTE TEAXE Vo YIVEL 1) SLEYVWOT YENOWOTOLWVTAS LOVTENA TEYVIXAC UMy ovixng uddnong
napovotdletan axohone xou anewxoviletar oto Xy.8.1.

Q¢ to€vounthc emhéyovton ot Mrnyavéc Atavuoudtov TroothieEne ( Support Vector Ma-
chines -SVM). To SVM elvan povtéha emPAendpevne pudidnone mou exmoudebovial pe €vol
MEYSAO OUVOAO BEBOUEVLV %o Elvol XUTIAANAN Yiot TNV TAEWOUNCT TV VEWY EIGOBKY OE
dVo vnodhplee xAdoelg cuuTAneeuaTixés uetald toug. To chvoho exnaidevong anoteheiton
and SLVOOUOTA UE CUYXEXPUIEVL YaeaxXTNELo Tixd xordéva and tar omolor Slondétan ot eTxéTal
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Band pass Discrete Heart beat Diagnosis —
. R peak S .
Filtering . Wavelet diagnosis Normal /
detection o
process Transform classifier Abnormal

Yxfua 8.1.: Porj Avdiuone Hiextpoxapdloypoaphuatoc.

ONAWTIXAC NS xAdong otnyv ornola avrixel. Eva cbvoro amd dhha dovioporta pe To (dlo
YOUEUXTNEIO TIXA X0 YVWOTES TIC ETIXETEG Ypmowonoelton Yo vor eheydel 1 axpifela tng

TpoBhedme.

Ta SVM egapuélouy apyixd yiot cuVEETNoT TueRva Tou avdyet To Blaviouata oe Eva YOEo
TEQLOGOTEPMY OLACTACEWY, OTOU €lval To €0XOAOC O Bl WELOUOS TOUC. XTO YWEO AUTO
Beloxouv €va umepeninedo to omolo amoteAeiton amd To BLAVOCUATA TOU ATEYOLY PEYLOTA
and To dlavbopata Tou avixouy oe xdie xAdon. Kdde véo didvuopa avdyeto oe autdv To
XWeo, urohoy(leton N andoTAcT Tou and To unepeninedo xou dpa ue Bdon tn Véon Tou o
oyéon pe autd todvopeiton oty avtiotowyn xAdorn. H cuvdptnon nuprva eivan xadoptotixt
yio TV axplBelo xou TNV TOAUTAOXOTNTA TOU YOVTEAOU. AbGY® TV U1 YROUUUMXDY CYECEWY
HETOED TWV YapaXTNELOTIXWY Tou dlavbouatog xdde ToAuol YeNoWOoToo0UE Un YRoUUIXY
oLVEETNOY TLUENVA Xl SLUYXEXPWEVA exteTxrg QUoNG.

Axohoudel 1 pordnuotiny e€lowon mou TEpLYPdPEL TOV UTOAOYLOTIXG TUETVAL TOU TA&VOUNTA
xou 0 avtiotoryog xwmdixag C mou TV vAoTmoLel:

N_sv
Class = sgn(>  (y; * a; * exp(—7||x — sup_vector;||?)) — b) (8.1)

=1

To oyrua 8.2 anewovilet tn uéomn yerion tne CPU avd encéepyacio xapdlonxol moApol yio to
BlapopeTnd atddla emelepyaoiag tng porg avdiuone HKI mou extelelton oe éva Intel Quark
SoC. Awpopetind povtéha todivountdv SVM, ue auavoueveg UTONOYIOTIXES ANMAUTHOELS
(600v agopd tov aptiud TV dlavuoudtwy utooTheENS xat to péyedog Tou SlavioUaTOS
el06d0L) yenoonotjdnxay xotd to profiling tne egoappoyic. Le OheC TIC TEPINTHOOELS OL
eloodol TN cuoxeL|g elvan ouaTa ToL TEOEPYOVTAL amd TN BdoT dedouEvey appuiulny MIT-
BIH. To Xy.8.20 8elyvel 6Tt oxdun xou yia povtéra SVM pétplag mohunAoxotnTog, 1 eXTéAE-
o1 tou TavounTy xuptapyel atov anatodpevo ypovo CPU.

O ot6y0c authc T Sovietde elvan 1 Snuovpyia evog SW/HW cuotiuatog mou extelel tny
EQEUUOYY) EVTIOTULOUOU appLUULOY TLO amodoTXd VAOTOWWVTISC TNV Tadvounon ue to SVM
oe évav emtoyuvty oe FPGA. Ta yapaxtneiotixd tou SVM mou Yo yenowpomoindel yio
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HEfiltering Hfiltering
(20.55%) (8.25%)
B R peaks B R peaks
(0.46%) (0.18%)
DWT DWT
(0.57%) (0.23%)
B SVM B SVM
(78.43%) (91.34%)
(o) ®)

Eyxhuo 8.2.: Méon ypron e CPU avd enelepyacio xapdioxod nohpod yia (o) SVM povtéha
HETELOY LTIOAOYIO TIXGOY amouthioewy, (B) SVM povtého unhdv uToAOYIG TIXDY amol-

THOEWV.
ITivaxacg 8.1.: Ilopduetpol tou povtélou.
parameter meaning value
N_sv number of support vectors 1274
D_sv |dimension/features of each support vector| 18

NV napoucioon g mpotewduevng pedodoiiog viomoinong anodotxdyv SVM oe FPGA
nepthauPdvovtar otov Iivoxa 8.1.

To ¥y.8.3 anewxoviler tnv mpotewouevn pedodoloyia mouv otnpileton oe 800 emineda Behti-
cTononong. LTo TpTOo ENINEDO 0 APYINOG XWOXAG AVUBOUE(TOL UE XELTARLO TNV EMTAYUVOT
GoTe vo dleuxollvel to epyaelo HLS vo evtonioel xou vo o&lonolfioel Tov undpyovTa na-
eoAANALloUS. X T0o BeVTERO ETUMESD EEEPELVAOVTAL OL TEYVIXES BEATICTOTOIMONS To epyaleiou
HLS ol omoleg epapudlovion GToV apyind Xol GTOV TPOTOTOMNUEVO XWX Yo TEUTER Beh-
Tlwom ToL we TPog PETEWXECS ENIBOOTE XU YeNoLdoToinong TopwY. MNuyXeXpéva, TpoTelveTal
oTeaTNY W amodoTxrg e€epelvnong ToL YWeou ACE®Y WGTE Vo 8oYoly GTo GYEDBLIGTH To
Bértiota onuela xatd Pareto ye Bdon ta omolo unopel vo emhé€etl wa uhonoinon avdho-
YO UE TIC AMUTACELS TNG EXACTOTE EQAPUOYNG OF TayOTNTU EXTEAEONE XU YENOLUwoToinom
TOpwV.

Eniredo BeAtiotonoinong 1: Avadounon touv HLS »xkduxa.

Avdantuin IToagarAnAicpwo o Eninedo MnAox: Apywd emdudxouvye Ty eayw-
Y1 TapahAnAiopol oe eninedo ouvdptnong. Lo vo To emtdyouUE AUTO EXUETIANELOUACTE
ToV eYYeEVH ToRaAANAlops tou odyoplduou. To Bidvuoua €l0680U TOU TEEYOVTOS TOAULOD
vhomoteiton w¢ évag mivaxag-yeouur| e 18 otouyela-yopoxtnoiotind. To Siaviouata uto-
oThRENC LAOTIOLOVTOL WG €VaC BIoBIo TATOS THivaxag PE TOOEC OTHAESG 600 To TARYoC TwV
Blavuopdtwy utooThEENS eve xdde oThAn €xel Tooa oTolyelo 6o efval TaL YoEUXTNELO TI-
%d& mou peretwvton. o xdde didvuopa elo6dov Tpog Tagvouno, utohoy(leton 1 euxAeldio
an6o T Tou amd xdde Bdvuouo LTOCTARENG Xol LPOVETHL OTO TETEAYWVO. TN Ou-
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Original
C
Source Code
database I v
el ur.lder ACC. Kernel
acceleration C Wrappers
Source Code PP
R R
Level 1: Source code '
, restructuring HW / SW
Kernel specific Loop and |[ Arithmetic co-design
Analysis on HLS mtéir_lor_y (;Z;f;zt];";‘; interface
i . artitionin, i g o e
Directives D £ instantiation,

Restructured

C Source
Codes

Designer &

Level 2: Design Space

Memory architecture Devi
. ry' . [ Exploration on HLS ev1.ce
optimization guidelines, R specific
Directives .
constraints

Area/delay
product
optimization

Final
C
Source Code

f Instantiation of 1
'kanq based system j

Sxua 8.3.: Ipotewouevr pory oyedioone HLS emtoyuvtdyv yio HW.

véyela eapudletal o aUTH TN TWTH 1 CLUVEETNOY TPV Xl 1) VEX T TOU TEOXVTTEL
ToAMomAAoLECeToN YE TOV avTloTOLYO TopdyovTa xdle dloviopatog utootheEng. Ot Tipée
TIOL TEOXVUTTOLY AN6 TOUC UTOAOYLoMOUS Ue xdie Bidvuoua utoothpEng adpoilovton xou
To TeEMXO amoTéAeopa ouyxpivetar pe TN Ty Blag yia Ty tavounon o wa and TG dLo
x\doeic. O mpdlelc mou amoutolvTal LeToE) TOU BlavOoHATOS ELGOBOU Xal xGUE SLavOoUATOC
unoothpEne elvan avedptntec yetadd touc. Mnopolv houndv vo exteholvTon TopdAANAAL.
Ye auth v éugutn napadiniio Bootleton 1 mpotewoduevn teXVIXY. O mivoxac twv dio-
VUOUGTWY UTOCTARIENG UTopel Vo emeptoTel o uixpdtepoug mivaxeg, xadévag and Toug
omoloug TEpEyel Ayotepa Slovbopata LTooTHEENG. O TEdgelg Ylol ToV UTOAOYLOUO TOU
uepxol adpolopatoc pe to onolo cuvelo@épel To xdde xouudTL Tivaxa 6To TEAXS GUpOoLoU
extelolvTon TopdAAnia. Emtidyoue howmdv tny extéleon tou (Blou LUTOAOYLOTIXO) TUEHVYL
TOMES Popég TapdAANAd wovo mou xde plo amd auTtée dpa 6 ULXPOTERO GUYOAO BEdO-
HEVLV.

H vlomoinon tne nopoandve 0o amontel oAhayéc oTov xodxo o dopxd eminedo oAl
xoL T YeHon TV TEYVXGY BehtioTonolnong mou mpoopépel to HLS. Yuyxexpwéva o u-

142



8.1. SVM

TOAOYLO XGOS TTURNVOC TOL Tovounty| LVAoToLELTaL we ouVdpTNoT 1 ontola xokeltow ond TNy
%x0pLoL GLUVAETNOT TOGES POREC GOES PopEg Exel emueplotel o mivaxac. O mivaxog Twv dlavu-
OUdTWY LTOC THEIENS Xat 0 THivaxoC TwV TopayoVIwY Toug emuepilovta enlong oe uTonivaxeg
HE XPNOM TOV XUTAAANAGY AUTOUATOY TEYVIXWY TOU TUEEYEL TO epYaAelo. e OLUPOPETI-
x| mepinTtworn Yo dnuiovpyolvTay avtiTuna TV TVAXwY Yo va eival eQuxth 1 TpdoPaom
oe mavew and dvo cTouyela Tou xdde mivaxa TN QOpd, TEELOPLOUOS OV EMBAAAETOL AOY L
e vhomolnong Twv mvixwyv ¢ BRAM pe 80o Y0pec avdyvwone. Kdbde otypdtuno
NS ouVETNOTNG €l TEOOPUoT oTa OTolElo HOVO EVOG UEPOUC TOU ETUWEPLOUEVOL Tiva-
QL.

Auth n Béa vhomojinxe Yo emuepiopd Tou mivaxa oe 2,3,4,8 xan 16 uéen. H Peitio-
orn tou latency Wty 1 avaevouevn, dnAadh o yeovoc exTtéheons dlaupéUnxe oyedovV xatd
évav mapdyovta 2,3,4,8 xou 16. H yenowwonoinon oc DSP noAhamioctdotnxe xatd autdv
Tov TapdyovTa Ve umheye otadlaxy adEnomn xo otn yenowononon LUT xw Flip Flop.
H pviun nagéueve otadepr| extéc and tny Teleutalor TERInTWoT 6TOU ONUELWINXE Uit o-
notoun avénon. Aoxiudloviac va Yweloouue Toug Tvoxeg Ue To Y€pl, DNADYOVTOC TOUg
eCOPYAC YWPLO T, TETUYOUE axdpo HEYUADTEPN ETUTAYUVOY (0XOUd TLO XOVTE GTOV 1B0VIXO
nopdyovta 2,3,4,8,16 avtiotolywe) xou e€ahelpinxe to npdBinua pe Ty andtoun avénomn oe
BRAM.

Avdntuin IHaparAniicpwol oe Eninedo EvToA®y Héow peETAOYNUATIOKOD
ARLIUNTIXWY UTONOYLOU WY

Ye autd T0 xoppdTL Yo e€eTdooLUE TNV TopalAnAonoinon ot eNiTESO EVIOADY. NuyxexpLuéval
Yo aoyohniolyue ye v mapalknhonoinon tou eowtepnol Bedyou tou Tavounth. Autog
o Bedyog eivar uTtedhPuvog Yiat TOV UTOAOYLOUO TNG EUXAEIDELNC AMOCTUONC TOU SLAVOCHUATOS
amo €va SLdvuouo LToG THEENS LPKUEVNE 0To TETEAY®VO. e xde enavdhndn unoloyileton
1 010POEd ETAEY TWV AVTIOTOLY WV YAEAXTNELO TV TV 800 SLAVUCHUATODY ot VYWVETL GTO
TeTedywvo. Avti va unoloy(leton xdde @opd plo pévo Sopopd Yo umopoloay va UTOlO-
yilovton neplocdTepeS o var adpoilovton otadloxd o pio UETABANTY 1) omolo 6To TENOC Tou
Bedyou Ya mepléyel v teTpayWVIoUEV vopua. H ddpoion duwe moAGOY aptdumy xvnthg
UTIOBLOC TOAAC CUVETAYETOL UEYBAAO XPlOWLO HOVOTATL ETEWDY| Ol TPoGVETELS YiVOVToL GELRLOX
av xat Oev undpyetl e€dptnom YeToll twv tpocdetéwy. H mpdoieon umopel va viorowmiel
anodoTixd av yenoylonomdel uio devdpwr popyy). O ecwtepindg Bpdyoc extullooeTon TOoEC
popéc boeg Blapopéc Yo utohoyloToLy TawTtdypova. Ol Swapopéc urtohoyilovtal Topdhiinia
HETOEY TOUG OTKE Xol OL LPMOELS TWV BLAPOPWY GTO TETREAYWVO. LT CUVEYELW oL dlortéot-
uee TWée mpootidevTtal avd BU0 Xou TO ATOTEAECUATA XPATWVTOL OE TEOCWELWVES UETOBANTES.
Avtéc npootidevrton xou mEAL avd 800 x.0.%x. PEYEL TOV UTOAOYIOUO TNG OMXTG VOPUOS OTO
TETEAYWVO.

H nopamdve 16éa uhomoinxe yio extOMEN Tou ecwTepxol Bedyou 3,6 xan 18 @opéc mou
avTtiotolyel oe mAen extOMEN. To anotehéoyota cuyxevipwvovtal 6T ZEZE, dnou Teoy-
patonolelton cUyxplon HeTE) exTOAMENS Tou Peoyou YE TO YEpL, YPNOWOTOLOVTIS BEVORIXN

douny xou extOMENC Tou PBedyou e TIC auTépate TEYVIXES Tou gpyoheiov. Ilapatneeiton
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onuovtixr Bektiwon oto latency 6tav n extOMEN yivetow pe o YépL xan WMo T 1) Blapopd
UEYUAWVEL OGO PEYUANDVEL XaL 0 TopdyovTag g extuléne. H yenowwonoinon twv DSP,
LUTs xou Flip Flop av&dveton xadde 1 aviiypopr] Tou oOUATOC TOU €0wTERLXOL Bpdyou
odnyel oTNV BECUELOT| TEPIOCOTERMY TOPWY TPOXEWEVOL Ol TEAEELS Vo Spoporoyioly Tou-
o) pOVAL.

Enirtedo Beltiotonoinong 2: Aiepebvnon tou Xwpou Xyediaocpou twv
Avtéopatwyv HLS Teyvixov BeAtiotonoinong.

H andédoon unopel va Bertintel nepattépw amd 10 GLVOLAOUO TWV TEONYOVUEVWYV TEYVIXDV
UE TIC EVOWUUTWUEVES QUTOUATES TEYVIXES BeATioTonolnong nou mapéyel To HLS xou ovo-
wélovtou directives. H emhoyy| autedv e€optdton omd Ty ey yevi| napahhniio Tou akyoplduou
XL TOV TEOTO YE Tov omnolo auty| umopel va a&lomoindel. 110V CUYXEXPWEVO TaEvouNTy €-
TWAEYOVTOL TEYVIXEC IOV GTOYEVOLY OTNV TapUAANAoTOiNGT TwY Bpdywy xou Tng Tedcucna
o€ TVOXEC OTO ECWTEPXO TWV By wV:

Pipeline: Aut n teyvixn egapudletan o 6houg toug Beoyous. O mpdéelc Twv emava-
Mbewv exteholvtar TapdAAnAo Xt Oyt GELELAXE YENOHLOTOLWVTASC OGAOUS TOUG TOEOUS Xdle
YEOVIXT CTUYUT.

ExtONET Beodyou: Egupudleta o 6houg toug Bpdyouc. Anulovpyolvial avtlypapa Tou
OOUTOC TOU BpOY 0L EVE UELWVETOL O 0pLUOC EXTENETEMV.

Avwaipeon ITivaxo: Eqopuoletar otoug mivaxeg sup  vector xou sv_coef arrays. Auoupet
Toug mivaxeg o mivaxeg uxpdTeEoL YeyEédoug xu dpa auvgdveton o apldudc Twy YuemY avdy ve-
onec. H dwdpeon yiveton xuxhixd (avé xdmolo napdyovta to ototyeio avixouv otny Bl uto-
Sradpeomn nivaxa) Mote va etvar Suvath 1 Tawtdypovn tedoPao oe dadoyixd oTotyeio Tou ap-
Xx00 Tvoxa UE TN OELRd oL auTd YpeetdlovTon xat 6To Bpdyo.

Moggomnoinor ITivaxa: Egapudéletar otoug (Bloug nivaxeg ue tnv mponyoluevn Tevixn
xou Lo Tov (8l oxond. H Siagpopd efvon 6TL oL uixpdtepol Tivaxeg EVEVOVTOL Xal TEAL o€ €vay
nivaxa wote éva ototyelov Tou véou mivoxa va amoteAeiton and Oha o avtioTolya oTolyEla
TOV UXPOTEPWY TUVAXWY.

H Biepebivnon Ohwy TV GUVBLACUMOY TOV ETAEYUEVOY TEYVIXWY 00NYEl Ot évay TepdoTio
oxedlooTxd yeo xal N eEavTAnTxy| olohéyNnoT Twv Adoewv Tou Bev elval e@uxTr eVTog
gbhoyou ypovixol dothuatog. Ilpotelvouye uia yedodohoyio ote va €youue ot diddeot)
KOG Evay UXEOTERO OYEBLACTIXO YWEO EVIOTIOUEVO GTIC XONDTEPES AUGCELS TOU apyLxoL e€a-
VIANTIXOU Y0EoU. AUTO ETUTUYYAVETAUL HECK TRV XAVOVLY UELWONE TOU YWOEOL BlepeblYNong
nou otnellovtar oTNY 180 OTL Ol O ATOBOTIXEG UPYITEXTOVIXES Elvan aUTEC OTIC OToleg M)
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tepapylor xou Stdtadn tne wvhAune €xet mpocoppootel 6To ohyopluixo yotifo tpdoBaone tne
puvAunc. Ot xavoveg elvon ol €€7¢:

Kavévag 1. O mapdyovtas daipeons evos tivaka npémel va i00S pe tov napdyovta eKTUAL-
&ng tov Bpdyov uéoa aov omoio yivetar n tpéofaon ooy Tivaka.

Kavoévag 2. O napdyovtas poppomoinong evés tivaka mpéner va ioog pe tov tapdyovta e-
kTUA1EnNgS Tov Bpdyov puéoa atov omolo yivetar n) mpdofaon otov Tivaka.

Kavévag 3. To ywiuevo tov mapdyovta popgomnoinong kai 0iaipeons evos mivaka mpémel

va 100 pe tov mapdyovta extihiéng tou Ppdyov péoa otov omolo yivetar n npéofacn ooy
/.

Tivaka.

O xavoveg autol emPBeonmvovTon TEPUUATIXG oV ATOROVMCOUUE Wovo Ta configuration mou
cLVOUALOUY TIC TOPUTIAVE TEYVIXES XU TA YWEICOLPE o€ dUO UTOGUVOAX: TO €VO UTOGVOVONO
UTAXOVEL OTOUG XAVOVES Xal To GAho Oyt Elvow cugoavéc and to Xy.8.4 6TL oL xavoveg
ATOHOVWVOLY TG To amodoTxég Avoelg. Egapudloviag toug xavoveg oe dho tov yhpeo
oyedloong TEOXUTTEL Evag WXEOTEROS YOPOC, O Tepikoupéros. Ameixovioupe xou Toug 800
XWEOUS GTO Xy.8.5 Xal TRaYHATOTOOVUE Xou aToug B0 avdhuor Pareto, 1 ool mapéyet ta
Bértiota onuela wg TPog Tov yedvo exTEAEOTC XL Yenolonoinong tépwy. To cuunépaoua
elvon 6TL 0 YWpoc oyedlaonc pewdnxe and 70962 Aoeic oe 2212, 3% Tou apyxol yhEou.
‘Evo 1060616 33% Ttwv BérTiotwy onueiwy xatd Pareto tou apyxol ydhpou nepthopfBdvetol
X0l GTOV TEQLXOUUEVO.

1.8e+5
m FZA Constraint:
5 1.6e+5 Allign BRAM structure to T
< access pattern
S 1.4e+5 -
i)
xC)
0 1.2e+5
@
<
© 1.0e+5 -
v
[}
i)
© 8.0e+4 A
£ ]
==
2 6.0e+4 + T
2 [ ]
©
— 4.0e+4 - ' - 4 -
Latency - Constraint on Latency - Constraint off

Examine Latency with Constraint On and Off

Sxhua 8.4.: Enodfdeucn 1oV xoavovey Yelkons Tou oyedLacTiXol YoOpou.

H peiwon tou yweou AMoewyv petapedleton ot Yelwor Tou Ypovou a&lohdYNong TwyV ADCEWY.
EZovtAntix a€loAdynom Tou TERIXOUUEVOL Yo elvol anapaitnTy Teoxelwévou va emheydel
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(o) IIMfpne xou mepixopuévoc ywpoc oyedlaonc. O TIEQIXOUUEVOU Y WeoL ayedlaoTng.

ExApa 8.5.: X0yxpion ToU TAHEOUS X0l TEPIXOUPEVOL YdEou oyedlaong.

wlor pegovouévn Abor. Autdg o yedvog €xel uewwldel and 15 pépeg oe 5 dpeg. Av xou
eQTH, 0TOYO0C pag elvon va mpotelvoupe wa eviafo pedodoroyia mou mopadidel uio uévo
AOom 6T0 YEHoTN Xl TOV AMUARACEL OO TO POPETO YEWWVIUXTIXNS aloAOYNoNE Xou e0pEOTC
ANoong. T autd o oxond yenowonololue évay discrete steepest decent greedy optimizer
o omnolog Zexwd and Tuyaleg AUGELC TOU TEQIXOUMEVOL YPEOU %ol XATOANYEL oE Lot Ao
BehtiotomoldvToag TNV mopoxdtw e&lowaon:

;Iéig { Delay(x) x Areays(x) } € R? (8.2)

O tpec duagopetinée mpooeyyloelc Siepedivnone Tou yweou Aboewv amewovilovia 6To
2y.33.

e autd 10 onuelo allOAOYOVUE TNV AMOTEAECUATIXOTNTA TNG TEOTEWOUEVNG OTEATNYIXNC
elepelvnong oyedlaouol yia Bedtiotonoinon twv SVM oe olyxplon pe tnv eavtAntixy
OLéAeuoT Tou apyxol oyedlaoTiXo) ypeovu. ['a va TOGOTIXOTOCOUYE TNV ATOTEAECUO-
TIXOTNTA TN TEOTEWVOUEVNC OTRATNYWXNS e&epelvnong, XeNoLoTololUE BU0 UETO-EUPETIXES
uedodoug Bedtiotononong yia TNV avaltnon onuelwy oyedlaong eviog Tou TAHEOUSC ol
TOU TEPLXOUMEVOL OYEDLATTIXOU YWeou. AuTtd Ta dV0 ueto-cupeTxd Behtiotomoinong etvau:
1) steepest descent xou 2) évoc yevetixde optimizer ye mAnduopd 20 xou 4 yeviée. Xu-
Yxpivoupe Tic TEEC evahhaxTnéc ADoelc eZepedivnone we mpog L) TN Bedtiotonoinon twy
AMOTENEOUATOVY UECHL TNS YETPWXNAC andoToone o oyéon Ue Tic BéATiote hoewe (60 youn-
NOTEET TOO0 XOAITEPX) TOU TTEOXVTTOLY omd TNV EEaVTANTIXY EEEpENVNON Y DEOL GYESLACUOD
xou (1) Tov oprdud Ty cuvieTixmy Aoewy Tou uTodevieL TN dle&aywyn e e&epedvnong-
anoteheopaTixdTnTa Yeovou. To Xy.8.6 delyvel tnv andctocy and to onuelo oyedlaong
BérTiotng meptoy e xarduotéenong, Letofdhhovtog Tov aptdud Twv cUVIETIXDY OYEDdIWY Yia
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xdde otpatnyn eepebvnong.

‘Onwe Qaivetar, 1) ATOTEAECUATIXOTN T XQVE O TEATNYXNG EEERELYNONS OPYUVWOVETAL OE Bla-
popeTixéc Lwveg euPéheloc. Ebvar cagéc ot n Ldvn tng mpotewoduevng uedodoloyiog xu-
papyel oxedOV TAfpwS xan oTa 800 UETA-EVEETIXG BeATioToTolinoNe TTou eQoapudlovTal OTIC
TapoAhayéc TApoug oyedlacTixol yweou. T tov {Blo 1 wxpdtepo aprdud configuration,
1 TEOTEWOUEVY eEepELYNOT TOREYEL OYEBACTIXEG ADCELC Tou Elval TO XOVTA oTa BEATIO T
oyédia XM, mapéyovtog éva péco opdiua andctaons 0,001 pe tumixy andxhon 0,14. O -
viloTolyeg péoeg TWES andoTAoNG Yiol TNV TO AnoTour X33000 GTOV TATEN Y WEO OYEBACUOV
€youv unohoytotel oe 2,83 (Tumxh andxhion: 2,37), evéd Yo T0 YEVETXO BENTIOTOTOWTY| OE
4 (tumxh andxhon: 2,47). Eivow onpovtind va tovicoupe 6t 1 otpatnyn eZepebiviong 80o
(PACEWY TOL TOEOVCLALETOL Xol ETUXVEWVETAL €8¢ elvon emTUYNG, ENEWDY| 0 BEATIOTOTONTAG
unopet v avalntrioet onueio oyedlaong oe évay eoupeTnd CUUTAYT YWEO Tou TepLAoBdvel
TOAU amoteleopatixéc AoELC.

12
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Yxhua 8.6.: Méon andotaon and Béltiota onuelo yia diapopeTixols BektioTonomTéc.

Télog, aZloloyolue tnv anoteheopatxdtnta Tou Bedtiotonomuévou HW SVM yenowo-
ToldvTaG ot cuv-oyedtaopévn éxdoon HW/SW tne egopuoyic aviyvevone appuduiac mou
Baoileton oto HKI'. To xopudtt tne tadvounong vhomoleitar o€ SLpopeTixy) TAXTPORUA
HW xou to amotehéopato ouyxpivovtar petod toug. H xaductépnorn emxowwviag tng
Topoyfic VEWY Sedouévmv elcddou otov tadivounty elva agentéa (tou xupaiveton and 10
¢wc 900 Qopéc MYOTERO amd TOV YPGVO UTOAOYLOUOV) 0ol TO BLEVLOUN YAUPUXTNELO TLXEY
€l0600L anmotehelton amd povo 18 onuelo. ‘Oha tar cucTAUATA AELTOLEYOVY TAVK amd Eval
Aertovpyixd clotnua mou Bacileton oe AWuE xou €Youv UETAYAOTTIGTEL YENOLOTOUBVTAS
onuadeg O3 tng gee. Io ocuyxexpiuéva ol TAATPOPUES GTOYOLU TOU YEYNOWOTOLUVTAL €-
fvou:
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1. Intel Quark SoC 400 MHz.

2. ARM Cortex A8 600 MHz.

3. ARM Cortex A9 (Zynq Processing System) 667 MHz.
4. ARM Cortex A57 64-bit CPU 1.4 GHz.

5. Zedboard HW /SW co-designed system.

To oet doxudv anoteheiton and 52291 daviopota doxunc, To omola AvVTIGTOLYOLY Ot OLo-
voopato mou e€dyovton amd xopedlaxols Tohwols Twyv onudtwy HKI. Autd nopéyovtar o
eloodog oTig BlapopeTinég VAonotoelg tagvounth SVM xou 1 péon xaduotéenon extéleong
Tou 6 Tadlou BLdyvVeong yia OAe TIC BlapopeTiXé VAOTIOIRTELS Tou To&tvounty topouctdleTtal
oto Yy.8.7. Ioapoatneolue wio cuoyETion PETOEY TNG IXAVOTNTAS TNG 33 XL TNG UELWUEVNS
xaduotépnong extéreonc. H oamhyy HLS vhomoinon otic neplocdtepes MepInT®oelc dev e-
tvan amoteheopatinn oxdun xo oe abyxplon pe g CPU. Avtideta, n n PeAniotonoinuérn
éxdoon tov HW IP eivar o€ kdOe mepintwon moAU mio amoteAeouatiky) o€ oUykplon e
e TS dAAeS evaAdaktikés oyedndoes. H emtuyyavouevn emtdyuvon oe oOYXELOT UE
v un Bedtiotonomuévn €xdoor @Tavel g xou 78 qopéc. H Peltiotomoumuévn Ao e-
tvou enione oxeddv 10 gopéc Tayltepn oe clyxplon Ye T0 cUCTNUO iAol Tuprva 64-bit
ARM.

8.2. GANDAFL:Emtayxvvon tTng aAANA0OUXLONG KPDV
Tunpatov DNA pe xpnon dataflow HW smitoyvvei

H evénra avtrj Baoiletar otn dnpooievon uag [218].

Ou teyvohoyiec tne odnhouyioc enduevne yevide (NGS) éyouv @épel enavdotoon oTn ye-
AETT TOU YOVIOLOUATOG UECW TNG TOYELNG TORAY WY S OEDOUEVLV YOVIBLWOUATIXAC UE YUUNAO
x60t0¢.  Omnowdrinote avdhuon yovdiopatog cuvidweg Eexvd ye eutuypduuion avdyvo-
onc DNA, yenowwonowwvtag alyderdpous aviiotolylone ouyfolocelpwy 6mwe o Smith-
Waterman yio ) obyxpon ahknhouyidv DNA. H eyyevic unoloyiotxy| évtaon xa 1
Tepdo T TocoTNTA dedouévey eoédou NGS mou yewlletuw o alydprduoc xaduotepoly
v ohoxhfpwon tne egapuoyrc. O emovompoypouoTl{OUEVEC UTOMOYLIOTIXES CUOXEVES
(FPGA) éyouv aionomndel extevis yia TNy quBiuvon authc tne ouppbdenong, eotidloviag
xupltg o LPNAAC anddoong oV xon CUTOVOUES UNOTIOLACELS, BNAadY| TapaBAEémovTag Tig Emi-
TTOOELS TNG EVOWHUATOONS TWV ETUTUYVVOUEVWY CUVIRTACEWY 0T epYaheia aAAnlolylong.
YTic umdpyouoeg ADOELS ETUTAYUVONG, O AMOTEAECUATIXOG OLV-OYEBLOUOC TNG evduypdy-
wone eCoxolovtel vo mapopével avoryto CATNUA, Xuplwe AOYw NS AUEANONS BUCXOALDY
NG EVOWUATOONS OE EPYUAELN OIS TO XOOTOC UETAPORAS Bedouévwy Uetall hoylouixol
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Eyxhue 8.7.: Mécog ypbdvoc extéheonc avd mohuo.

X0l ETUTUYUVTH X0 TOU XOOTOUS XANONG TOU ETUTAYLUVTY. XE AUTO TO XEQAAAO, AVTUIET-
niCouye Tic mpoavagpepieioe avanotelcoyatixdTNnTES Xa1 Tpotelvoupe tov GANDAFL, pia
véa apyttextovixn yio T otddloe SmW Matrix-fill, Traceback tng evduypduuione pxpoy o-
xohoudiyv DNA nou npoépyovtan and teyvoroyiec NGS. Xt cuvéyew, npotelvoupe Lo
el avadidpipwon tou gpyoaieiov adinholyione Bowtie2 mou emitpénel tnv evduypduwmion
AVEYVWOoNS OPASOTOMUEVKDY oAAnhoLyLdy. Auty 1 avadidedwon etvar xodoptoTixn yior TV
a&lomoinom tng dradéoiune mapahhniiog xou Ty eniteuing e emtdyuvone. H adinholyion
MEYAAWY UTAOX 0XOAOUILDY avTl HEHOVWUEVKY EAaLOTOTOLEL TNV ETMBAEUVOT) TWY XARCEWY
TWV EMTAYVVTOV, VO 1) petaxivnorn t6co tou Matrix-fill 660 xou tou Traceback oto town
ehayloToToLEl TO X60TOG PETAPORAS BEdOUEVWY. O emitoyLYTHS TEOCPEREL £w¢ xou X 116 o
X2 emMTEYLVOY OE OYEON YE CUYYPOVOUS ETUTOYUVTES AOYIOULXOU X0t LAV, avtioTouya,
xaw o Bowtie2 pe evonuoatwuévo tov GANDAFL npoo@épel emtdyuvorn x1,9 oe oyéon ue
TOV apYLXO.

To ¥y.8.8 anewxoviler wa tumxn por| eviomopol mapahiaywy oto DNA. To npdto Brjua
eoTdleL oTn dnuLovpyia TV BESOUEVWY TOL amouToUVTAL, Tot ontola efvon Pixpés axoloudieg
DNA o amoxahoOvton short reads. Ta pfixn toue xupaivovton and 50 we 300 bp (Lebyn
Bdoewv). To endueva Brigata, Snhadh n oAAnAolylon xou 0 EVIOTULOUOS TURUAAXYOY OTO
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DNA, 8teuxohdvouy TNV avaxotaoXxeuy| TOU YOVISLOUATOS TOU JElyHaTtog xou TN oUYXpLon
TOU HE TO YOWBlwUA avapopds Tou opyoaviouol. H adinlolyiorn €xel w¢ otdyo va evro-
mioel wa Véon oTo yovidlmua avagopds mou eivar miavotata 1 tpoéheuoy| twv short read.
Téco oL ahknlouvyleg avapopdc 600 xat oL aXONOLVIESC AVEYVWONG XWOLXOTOOVTOL YET)-
owonowwvtac apuiuntixés Twéc. H oadinholyion €xel wg amotéheopa evduypopuioslc mou
umopolyv elte va toupldlouy téhela Ye TNy avtiotowyn Véomn avagpopds eite vo nepthop3dvouy
avavTiotolyleg. Xuyvég mapahhayéc otny ahhniouvylo Ty BAcewy Tou uropel duvnTXd Vo
0dNYNooLY Ot YEVETIXES UETAAAGEELS Elvor OL ELOAYWYES 1) OL DLy PAPES 1 AVTIXATC TACELS.
Avutéc ol nopahhayéc ovopdlovtan edits.

%% Sequencing ’ Variant Calling ‘
| filtered reads

SAM | filtered mapped reads
FASTQ| "W d PP
reads \l/
| SAM raw mapped reads
. . . VCF
Quality control Post-alignment processing u
@SEQ_ID 19:20389:F 99 1 17644 @ 37M = 17919 314 20 14370 rs6054257 G A 29
GATTTGGGG TAT...CAT >>>...:<9 RG:Z:UM@@98:1 PASS NS=3;DP=14;AF=0.5;DB;H2
+ XT:A:R NM:1:0 SM:i:0 AM:i:0 X0:1i:4 GT:GQ:DP:HQ ©|0:48:1:51,51
PR CCCCe X1:i:@ XM:i:0 X0:i:0 XG:i:0 MD:Z:37 1]|0:48:8:51,51 1/1:43:5
FASTQ format SAM format VCF format

IxAra 8.8.: Tumxn por| epyoheiwy yia eviomiopd maporhaydv oto DNA.

Ye auty ) doviewd Yo emxevipwdolue oto gpyahelo ahiniolylone Bowtie2 to omolo Pa-
olleto 010 alyoprduxd poviého Aetovpyloc seed-and-extend. XOugova pe auvtd, xdde
short read Slupelton oe axdun uxpdTepa TULoTa ToL Aéyovta seeds yia To omofo evtomnilo-
vTar ahAnlouvyloeic oTo yowdiwua avagopds mou dev eugavilouv xaula maporhayr. Kdde
€Vl amo LT 0T CUVEYELL UTopel var emextadel o uia TAYen ahAnAodylon Tou cpyLxov
short read n omola unopel va tepiéyet xou nopodhayés. Katd tny avalhtnon tneg mo mdavic
TEOEAEVOTG, EAEYYOVTAL UE OELRd TpoTépatoTNnTag Ta seeds. (otdc0, N oeLRd oL EAEY OV
%L T GLVOAXO TARJOC BOXUMY BEV EIVOL YVWO T €X TWV TEOTEPWY XAl OLUPEREL Yial xqe
short read.

To debtepo oTddlo g eméxtaong Tou seed yivetow pe yprion tou ahyopiduou duvouixol
mpoypauuatiopod Smith-Waterman, o omolog evtonilel tig opotdtnreg petadAld d0o oxo-
houdidy, tou short read xau tou avtictoiyou reference sequence. Amoteleiton amd dba
otdd. To Matrix-Fill otddio cupminemvel évay mivaxa opoldtnTag Ye oxop pe Bdon tig
axodlovldec eClodoelc:

Eij =max{Ei 1, Hi-1j —q} -7
Fi,j = max{Fi,j_l, Hi,j—l — q} — T (83)
H;; = max{H; 1,1+ sc[Qli], S[j]], Ei j, Fi;,0}
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Substitution matrix, Linear gap = —1
A C G T N

ololololo |o A 2 -1 -1 -1 1 ] )
c -1 2 -1 -1 -1 Reference m  H final matrix
0 (0 |O |O |O |O
G -1 -1 2 -1 -1 E
0 (1 (0 g
-1 -1 -1 2 -1
! o o [o o o o [0 [z
o8l 1|0 N -1 -1 -1 -1 2 3
0o lo |o Sl L A L n 0 2 (T2 |1 o |z,
0|0 |1 (0|10 SmithWaterman t
F matrix 0 (2 (1 (3 |2 |1
0 |0 |1
i 0 1 1 2 4
E matrix o lo |o o lo lo lo lo lo
upleft o_lo 2 01 laol1 1o P 0 |0 |O 1 (4 |7
v nt antidiagonal
left 2 :1 32 a8 Alignment
0 |1 |1 |2 |5/ ant|-diagonal CGCTA
H matrix 0 4 C-CTA

Yxhua 8.9.: E€aptriceic Acdopévwy oto Matrix Fill otédio xou nopddetypa Traceback yior amho-
noinuévo Smith-Waterman e ypoppixd LOVIEANO YLl TOL GXOP.

‘Onwg gotvetan 010 Xy.8.9 1 cuunAfewor evog xehol e€aptdton amd To XeAL oTa aplo Tepd,
and mhve xou dlorydvia.  Autd onuaiver dtL tor oTolyela ToU avAxouy oty (Blar By VLo
MTOPOUY VO LUTOAOYLOTOUY TAUTOYEOVA X0l EMOMEVWS O Tivoxag vor ouumAnendel oe tdoa
BrAuato 6oeg elvon xou oL dlaydviol. Mok cuuninewidel, n Traceback Zexwvd and to xe-
Al ue t0 UPNAOTERO GxOp xau BLATEEYEL TOV TiVaXO AVACTEOPA WOTE VoL PTIAEEL TNV axel31)
ahknrolyton ue Ohec Tic duvnuixéc mapahhayéc otic oxoloudiec. H €Eodoc tne Trace-
back eivar to oxop, 1 ¥on g aAiniolyiong, ol VEoEC TWV TORUANXY®Y Xal 0 TUTOC
TouC.

ApyrtexTtovixn Twv Enttayuvvioy

Ytoyog authc e Soviedg elvan 1 uhonoinon FPGA emitayuvty| yiot tov Smith-Waterman.
Thonololpe dVo umoloyloTiXée Lovadeg, pio yior xdde otddlo tou akyoplduou. Ou 0o
povadeg d€yovtar dadoyxd opddeg and short read npog ahiniovyion. H Matrix-Fill cu-
UTANPGVEL TOV Vool YLoL TNV T TN ouddo xou Emelta o TEAVEL To dedouéva otny Traceback
ue avtiotpoyn oepd. Ou 800 povddeg Aertovpyolv ocav éva pipeline. H Matrix-Fill €yet
vhomoinlel cav évac cuaTohixdg Tivaxac ano encéepyactxd otoyela. Kadéva and autd
avohopfdver vo utoloyioe plar ypauur tou mivaxa. To enelepyoaotixd otolyelor Aettovpyolv
TaEdAAN A Xa uTtopoly Vo uTtohoY(Couv €10l TapdAAN A XEMA TOU TiVaXO TNEWVTIS TIG EE0E-
THoelg dedouévev. ‘Etol unopolv xou unohoyilouv mapdhinio to xehld Twv dlaywviwy. H
EXPETANAELOT] AUTHC TNG TapaAANAlog 0dnYel ot UL OELpd UTOAOYLOUOD TWV XEALWDY 1) oTola
avTixatonteiletan ot Bidtadn Tou Tivoxo ot UVAUN oTov onolo amoUnxebovion oL TWES.
Avutég o mivaxag avtl va axoloudel ) Sdtaln twv oTolyelwv avd yeouur, axoloudel Oi-
dragn avd darydvio enouévwg dnuovpyeiton éva oteelAouévo potio to omolo ameixovileton
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antidiagonal/time axis

12T3ﬂ‘(n=4*m=5 _______ T_ﬁ;r_ﬁ-_lm’
| O3So | Qs3S1 O3 /CI353 QsSa
—L— qZSO/qZSI/‘qZ Q253 CI254/
c1150/'(31151/'CI1 CI1S3/'Q154/
JoSo | QoS1 | Jo doss  dosa 1St row

|

|
N |
streaming  5;=50515,5354  read-reference pair {Q;,5:} ' next pair {Q,,S,}

IxAua 8.10.: Iapdderypo cuunhipwone tou mivaxa H and 1t cvotowyia PE otov d€ova tou
XeOVoU Yia uixn axolouvhoyv n = 4, m = 5.

oto 2y.8.10.

H apyitextoviny| fehtiotomoleiton tepantépn Ue T Yprion 0o teyvixdyv. H mpdtn anooxomnel
otnVv e&dheu)n depywy xOXAWY POAOYLOU OTO ECWTERXS TWV ENEEERYUC TGV aToyElwy. O
XEOVOC UTOAOYIOHOU EVOC XEAOL amoteAe(ton amd ToAloUS xOxhoug pohoyiol. Euelc mopey-
Bdhhoupe dedopéva and dhha Ledyn axohoudiwy Tpoxeldévou vo utoloyilovton To avticTolya
xeMd ta omolo dev €xouv e&dpTnom dedopévwy and Toug Teéyovieg utoylodols. o autd
TO OXOTO OPYAUVWVOUUE TNV E(C0D0 TOTOVETOVTAC GTOUS (BloUC TIVAXES ELGOBOL XUXAXA Ta
otouyeta axohovhdy dapopeTixdv Leuymy. Auty 1 avadidpdpewor otolyeiwy yetopépeton
X0l OTA EVOLIUESH Xa TENXS amoTeAEoUaTa OTwe Qaiveton oto Xy.8.11. H dedtepn teyvi-
x| e€aopolilel 6Tl oL 800 povddeg Asttoupyoly TauToyeova xaL ot pipeline, dnhadr dco 1
Matrix-Fill cuuninpdvel toug nivoxeg plog ouddog axorovhay, n Traceback vo umopel va
drafalet Toug mivaxeg Tne TeonyoLueync. Autd vAonolelton Ue TN YENHOT BVO AVTLYEAPWY TWV
mvdxwv wote  Matrix-Fill va unv avopével tnv Traceback ahhd var mpoywed otny emduevn
oudda. Auty n tey vt amewxovileton oynpatixd oto Xy.8.12.

AlgpeLVOUUE TEPAUTERE TNV ATOTEAECUATIXOTNTO TNG OPYLITEXTOVIXTG ahAdoVTog Tar HEYEDT
€L0000U X0l LVAOTIOLOVTOG TOAAATAG AVTITUTIAL TOU ETUTAYUVTY OTN) CUCKEUT. XTNV TpWTH
nepinTtwor, avdvovton To uixn Twv axohouthey. Autd €xel w¢ cUVETEL Vo aEdvovTon oL
TopoL xowe yeetdlovtal téoa eneepyaoTind atolyela 600 elvan To uRxog g axoloudiag.
O ypdvog extéheong dev aLEAvETUL WOTOCO Ypouuxd. Meydin adEnon tou yedvou extéle-
oNg TapATNEELTAL Yiar LeYGAo uixr oxohouthady Adyw auEnuévng yenowonoinong mopwy 1
omola mpoxaAel TTdoT oto PoAoL. Eletdlouue eniong to oevdpio allomoinong Ohwv Twv
OLIEOLUWY CUGHEUGDY XL TOPWY XAl EAEY Y OUUE BLAPOPOUS GUVOLAGUOUS dELILo) GUOXEVMY
xan aprdpol emitayuvtoy. Iopatneodue ypouuixh emtdyuvon €9pOcoV TO POAOL TUPAUUEVEL
vPnré. O xahbtepog ouvduaoude TEOoXVTTEL Ye BUOo emitayLVTéS oe xadéva and ta 800
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input format . . output format
interleaving S4,S, ‘skewed pattern

I
< S1 123 I _
+<¢ HEEm [T ! |
N b
| | antidiagonal
= o i] index:
Q P i(0.ntm-1) \1 2 345 67
I

0101101/01!01

wiN| ko
BlwN-
uibhwN
olnplw
Njous

or 112131 4 T N ) il e

interleaving 1 h k jERREEE
(0..L-1) mEEOE

interleaving Q4,Q,

I

|

R I
QR | l
v i
|

I

I

2;;2: pair_index: 0 110110110110 110110 110 1
2/3/4/56 é) | antidiagonal index: | ! ! ! ! ! !
I
Q, | 3]4l56]7 (0 .. n+m-1) P T I R

ExAner 8.11.: Ioapdderypa teyvinfic obumhedne dedouévwy yio L=2, énwe ennpedlel ) dopr tne
uvAnG yio 0edopéva eteddou xar e€650L.

FPGA.
Apyitextovixn Touv Evowpatwwévou Juothuatog

H evowudtemon tou emtayuvth oto gpyaheio ahknholylong evéyel xdmotoug xwvdivoug. Au-
Tol Tnydlouv and to yeyovde 6Tl xdie short read dnuiovpyel Slapopetind aprdud and ohhn-
hovyioeilg mou mpénel va eheyydolv wote va Peedel 1 mo mdoavy tonodesio. To Ly.8.15d
PavepVEL OTL avahéywe Ty eloodo, to Matrix-Fill uropel va amoutel to 48% tou ypdvou
AAG UTOC O YPOVOC XaTavEUETAL O TOMEC Tpoomdieie, 1 €éwe 170 yia xdde short read
onwe petpRinxayv oto Xy.8.153". Ye neplntworn vhomoinong wovo auTtol WG EMTAYUVTH XL
oyt 6hou Tou SMW, autd oduvauel oe €weg 500 exatouulpll UETAPORES TWV TVAXWY TOU
olPBalel ) Traceback xu dpa 186 terabytes. H vhomoinon tne Traceback we emitoyuvty, eha-
Ylotornolel autd To X60TOG UeTaPopds ot 5 gigabytes. Ou mpoondieieg adAniolylong duws
TEAUEVOLY TTOARES Xl €YOUV UV ATOTEAECGUA TNV XAV 0T TV ETUTOYUVTWV EXATOUUVPLAL QO-
e€c to omolo emPBpadivel TNy extéleon €wg 1000 gopéc. Ilpoxeévou va anogeuydel autd,
TeEnel v ogadonondoly ol aAAnhovyloelg xan vor exteAoUVTAL UE AYOTEREC XANOES GTOV
ETUTOYUVTY.

Auto emtuyydveTon avoryxao Tixd pe avadidpienmaon Tou xdoixa. Xwellovye tov ahyoprduo
oe 3 @doelc oL onoleg emavahauBdvovton xuxhxd uéypt va eZovtAndoly/ahAnhouyto Todv
Oheg oL axolovdieg ewoddou. Kdde extéheon twv 3 @docwy ahAniouyel uio opddo amd o-
xohoudieg xan xohel Tov emitayuVTH ula Qopd. XNy mewTn @don xdde extéleong Peloxouue
g miavég Yéoeic adAnholylone yia 6Aeg Tic axohoudiec tne oupddac. Emtpémoupe €wg
8 unodnploug yio xdie axohoudia xou BlaTdcOLVUE Tol BEBOPEVA ELOODOV TNEWVTAS TNV Te-
YVt eVOANGE tomodétnong toug. Xt 8eltepn @Aom XAAOVUE TOV ETMLTOYLVTYH Xou Yive-
TaL N CAANAOUYIOT AUTOV TV OEBOUEVODY €V OTNV TELTH QAOT XUTUVEUOUUE XA XOTA-
yedpouye to anoteréopota. To 3y.8.16 aneixovilel TNV TEOTEWOUEVT 0PYAVWOT) TOL XWOL-
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Brief Description of the Proposed Frameworks in Greek

1 READenable

p—

WRITEenable 1 0 READenable

________ Pe

——————————————

[FI=1-1=]

[I=T-1=]
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next L-batch

Eyfpo 8.12.: Evodhoyn tev Sixonwpdtwy Ipaghc xon Avdyvewong oo 800 avtiypapo Twy mvixwy
Bdoel tne teyvixrg AumAic Anodnxevorng.

200
m 50 m 100
150 m 150 200
100 80 613
50 37 ¥ 256 2t . 26.7
time(sec) BRAM % Logic %

Iyxnpo 8.13.: Xpdvog extéleong xan yenolponoinomn mopmvy Yo didpopa uixr oxohoudny.

xaL.
IMeipopatiny AZwoAéynon Tou Enttayuvty xat Tou JuoTHUATOG.

H o&iohdynon tne mpotevopuevne apyttextovixic yivetan xou o€ eninedo emtouvth oAl xau
o€ eMnEdo eVvowUaTwUévou cuothuatog. To unoloyloTind cloTNUA 0TO OTolo EXTEAOVUE T
nelpdorta amoteAelton amd évay encéepyaoty| Intel Xeon E5-2658A mou cuvdéeton péow PCle
Gen 2 pe v mhatpodppa Maxeler’s MAXS mou mepiéyet dVo Xilinx VUIP Ultrascale FPGA.
Ta 8edopévou eleddou Tou yenotponotolue eivow: (1) tpla cOvoha mou éyouv mapay Vel péow
npocopownt NEAT50,100,150 xou (2) éva obvolo and nparypotixols acVevelc Tou vosoly
ané CLL.

Apyuxd ouyxplvouue Tov emToyLVTH YE dAAa epyoleior ahhniodytong vAonomuéva oe soft-
ware 1) harware. Yuyxexpiévo ouyxpivouue pe to epyareio: Edlib [114], WFA [115], KSW2
[116],Bowtie2 SIMD SmW [113],software GenASM [136],0pen-source Maxeler SmW [235]
xou Darwin GACT [36]. H oUyxplon yiveton yio tplor Sapopetind urinrn axohovhdv xou GAeg
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8.2. GANDAFL

120 —@— 1 FPGA- 1 instance - ® =1FPGA- 2instances
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(&)
e 80 —&— 2 FPGA - 1 instance — & — 2 FPGA - 2 instances
~ 60
g ~-k=--2 FPGA - 3 instances s+-<he-++ 2 FPGA - 4 instances
= 40
20
0 5 £ L=
10000 100000 1000000 10000000

Number of Reads

TyApa 8.14.: Anddoor o SLopopeTid aplid ETUTAYUVTOV Xal GUGXEUMDY Xat AUEAVOUEVO YEYE-
Bog eloéBovL.

o. petphoeic oe software xan hardware elvow oe teyvohoylo 18nm. H viornolnon uog €yel
98.42 gopéc yeyahitepo througphut oe oyéorn pe v taydtepn software uhomoinom, Sniady
v Edlib xou 2.13 gopéc and 1o tayvtepo GACT hardware epyokeio odAAnrodyiong 6mng
patveton 0to Ly.8.17a". It Bixoun odyxplon, emavardBoue to melpopa wévo yio tig hardware
aEYLTEXTOVXEC YpnotponotvTas o 80% twy Siadéowny tépwy tou (Blov FPGA ue nolha-
TAéC povddes Tou xde epyoleiou odnholytong. Kou tdht, dnwe napovoidletar oto Xy.8.17,
1 TEOTEWOUEVY LAOTOINoY €xel ueyahUtepo throughput.

Koatémy ehéyyoupe Ty emTdyuvor 6Tay EVOWUATMVOLUE TOV ETTayLUVTH oTov Bowtie2. Av
xou meptoplloupe T unodrigieg adinrouvyioelc yior xde axolouvdior oe 8, 1 oxplfBeia Twv
ATMOTEAEOUATWYV €YEL ENAYLOTY amWAEL xS oTNY TAEodNpla TV axohovdidy oL TEMTES
doxiuég ebvon xan ol emxpatodoeg. H emtdyuvon enlong @tdvel to Yewentind BérTtioto, 1.92
avtl 1.96 gopég, yia éval peahloTind olvolo elcddov. Ayyilel udvo 1o 1.26 ye Yewpnuxd
Bértioto 10 1.67 Yoo évar cOvolo Yl To omolo 1 vhomolnoh Yo xdvel umepextiunon Tou
aELIUOU TV BOXLDY TOL AToUTOLVTAL Xat EYEL ALENUEVO XOGTOG YELPLOHOU ol aAANAoLY oG
QUTEOY TV dedouévay (3 popéc Teploodtepa dedopéva). Ta axpld) oTatioTnd xat 1o x€pdog
patvovtal oto Xy.8.18.

H nponyoluevn obyxplon agopd tny neplntwon nou €youue éva CPU thread otov Bowtie2.
Qo600 10 EpYahelo auTd uTocTNE(lel xou extéheor) Ye Tohhoamid thread. To cloTNUd duwe
dlardétel npdofoon oe mepopiouévo thdoc FPGA. Enouéveg oto oevdplo extéheong mou e-
getdlouye mohhamid thread Yo npémnet vo Soporpdlovtan Toug EmToyUVTEG. XEeNoLoTol0UE
xau o 000 FPGA xou o xadéva and autd tonodetolye évav emtoyuvth. Iopatnpolue ot
N €xB0YY| UE TN YPNOT ETUTOUYUVTGY elvol TavVTaL Ty OTEEN A TNV ATAT XU UM TA TO XE€PSOC
OTO YPOVO EXTENEOTC PTAVEL XalL TIC 3 PORES Yial TO PEYAAUTERO apriud thread mou unootn-
pllel to oVotnud pac. Ta anoteréopata yia avéavouevo aprdud thread amexoviCovion 6to
Yy.8.19.
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Brief Description of the Proposed Frameworks in Greek

30000
£
c
2 W Traceback
3 10000 .
Q B Matrix-Fill
3 -
NEAT Dataset CLL
(o) Awopepiopdc tou ypdévou extéheone xdide hertovpyioc evtoc tou Bowtie2.
100
<9 tries
P 80
g 60 W <17 tries
S 40 W <51 tries
= 20 W <127 tries
0 W< 170 tries
NEAT CLL
(B") Koatavour twy Soxiudv alknhoylong yio xdde axohoudio twv yenoylomolotueveny Sedogévemv
€l66d0L.

Yxhuo 8.15.: Mehétn tou Bowtie2 yia Biapopetind dedoyéva eioddou.

8.3. GANDAFL:Emtayvvon tov alyopibOpuov Banded
Smith-Waterman yiot Thv AANAOUXLON HLKPROV
Tunpétwv DNA Baolwldpevn oto Ttpoil tTwv Scdopévwv
eLgb6dov

H bovAed avtr) tapovoidletar oe dpOpo pag mov éxerl yivel 6eKT6 yia dnpuooievon ato ouvédplo
Design Automation Conference (DAC) 2023.

Ye auT6 T0 XoUPdTL eETALOVYE ULl EVOAAAXTIXT TEOCEYYLOT, 1) oTtolot GUVBUALEL Ulal EVELETIXY
vhornoinom tou Smith-Waterman xou éva 0Td010 PLIATEARICUATOS TV AEYLXWY OEGOUEVWY.
Melétn 1wV Bedouévwy €l0600U UTOBEXVIEL OTL 1) aAANAoUYLoT cuVHTWS elvon axeB3ric xan
evion{Cetan Uixpog aplluog BlaPopOTOLACEWY antd TO avJp®TVO YoVIdlwua. AuTtéd YEWWVEL TO
X®eo avalHTNoNg Twv AICEMY XAl Log EMITEETEL VOL YPTOULOTOLCOLUE Tov eLploTixé Banded
Smith Waterman o onolog emtehel v (Bl Aettoupyia, evronilel Aydtepes BlapoponolAoELS
O XATAVOAWVEL Ay 6TEPOUG TTOpouS 6To LAXG. Ilpoteivouue howmdy éva obotnua mou tAéov
amoTeAE(ToL Ao TOANOUC ETUTUYUVTES Xall XOAUTTEL EwG €vay apldud BLAPOPOTIOLACEWY EVE
evion{lel mAéov Tic aAAnhovyiocelg e TayUTERO PUUUO.

I8€a xauw ApylttexTOoViXr TOL JULUCTHUATOG
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8.3. bandedsmw
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Yxhue 8.16.: Avadidpdpwon tou xwddxa tou Bowtie2.

INoa va a€lohoyriooupe Ny entldpaon tng eneepyaciag Tou TEOPIA ELGOBOL TNV APYLITEXTOVL-
%1}, UEAETOVUE TPOCEXTIXG T CUUTEQLPOPS XOL TOL ATOTEAECUATO XATA TNV AAANAOOYLOT TELOY
OLAPOPETIXY GUVOAWY BEBOUEVWYV ELGOBOU: VAL TPOCOUOLWHUEVO GUVOAO dedoUévwy and 60
exotopuLpta detypota urixoug 100 Bdoewy mou dnuovpyrdnxay and to npocopolwty NEAT
, 60 exortouplpta delyyato amd 1o cuyvd yenoylonotoluevo delypo NA12878 xau to CLL,
€va TEAYHATIXO GUVOLO BEBOUEVLY amd aolevelc Tou Tdoyouy amd yEdVIL AEUPOXLTTORIXN
Aevyouuta. H Ewe. 8.20 napoucidlel éva otdypopua tou apiduod tov edits yio oheg Tig
ahknrouyloeic mou Beédnxay yia xde ohvolo dedopévwy. O emheypéveg Tiwéc oplou edits
ot Lo TOYREAuUaTa, Onhady 2, 5, 10, 18, 30 , avtiotoyoly oe xplowes TWES Yo T omoleg
ONUELOVETOL oNUavTixX adnom tou aprduol Twv svduypouuicewy. T'a to Tpocouolwuévo
olvolo dedouévwy, 1o 70.8% twv e€etacdéviwy evduypopuioewy tepthauBdvel To TOAD éva
edit. To B0 Ttocooté eivan ico pe 74.4% xon 82% v T olvola dedopéveov NA12878 xou
CLL. O opidudc tov avoyvioemy tou ahknhouyilovton emituyde auldveton ypriyopo (xotd
5-10%) Y edits mou xvpaivovton amd 1 éwg 8. Qotdoo, Yoo Tiée peyolltepeg and 10,
oL auNTixég allayég elvon NG TEENG 0.01%. Ipdryportt, v GAo oo GUVOAA BESOUEVLY, TO
99.99% twv evduypoupioswy tepléyel Aiydtepeg and 18 edits.

To npwto onuavtixd ebpnua tng diepedvnong elvan 1 mdavy enidpacn Tou yauniot aprduod
ene€epyaoltdy oty apyltextovixt| Tou emtoyuvty. H Ew. 8.21 aneixovilel tnv tonodétnon
wog axeBoie evduypduuiong xadng xou wog svduyeduuong pe edits. Kou ol 80o gudu-
yeauuloeg Eexvoly and To seed hit, dnhadr To mpddTo onuelo avticTolylong, wotdco 1
evduypduuion pe edits amoxivel and tny “xpta Swaydvio”. ‘Oco hyotepa etvon o edit, t6c0
otevoteen etvan 1) {odvn Tou mtivaxo Tou xahinTel 1) evduypduuor. Autd alonoleltan amd Tov
Banded Smith-Waterman [247], tou Boaoileton otnyv mopathipnon 6t 1o uéyloTto 6Xx0p 0TOV
nivaxor eppaviCetar YOpw and TNy “xipLa Slaydvio’ oe YEYLo TN andoTao (o1 Ye Tov apldud
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Brief Description of the Proposed Frameworks in Greek

HGenASM  mWFA Bowtie2 KSW2 mEdlib BMaxeler BGACT Darwin M GANDAFL
1000000 x7.7 x1.97

800000
600000 x14.6
400000 42 I x1.99 .13
288 .
200000 x9.5 x7.9
0 = — - —
50

h 100 150

Alignments/sec

read lengtl

(") Throughput clyxpion Yy dapopetind uhxn axohovhdy yio touc GenASM, Edlib, WFA,
KSW2, Bowtie2 SmW, Maxeler(only MatrixFill), GACT Darwin, GANDAFL.

., 800000
% 600000

§400000 x8.99 x5.5

€ 200000

T 0 — [

° Maxeler GACT GANDAFL

(B") Chip-to-chip throughput clyxpion yio ta Maxeler(MatrixFill), GACT, GANDAFL.

Yo 8.17.: Liyxpion Tou TNeouynIuUT Yo SlopopeTind epyaheio aAAnholylong.

Twv edit.

Enopévwe, yio éva oplo edit, o Banded Smith-Waterman emxevtpmvetar otnyv avtictorym
Cwvn evtog tou mivaxor xou e€ahelpel Ty avdyxn amodrixeuong xan ovaliTnong ohOXAn-
ewVv Twv Tvdxwy oxop. H Ew. 8.21 delyvelr tn oyetinh {dvn evidc tou mAfpous mivaxa,
hofBdvovtag unodn to dpto edit. H tehinr) evduypdupion Yo Beedel evtoc tne meployhc
TIOU ONUELOVETOL amd TNV “X0pLaL DLy VIO, TG AVAOTERES DLy WVIOUS XAl TIC XATWTEPES Olat-
yovioug YOpw and v “xlpia dlaywvio’ ye dplo edit. Emouyévwe, n uehétn tou tou ou-
VOOU BEBOPEVLY ELGOO0L UTopel va pag Bondfoel va amo@lyouue Ty urepBolxr Tapoyn
TOPWV.

To debtepo onuavTind edpnua Oev aopd To Yaunhoé dpto edit autd xodoutd, aAAd TN ou-
xvotnta ye v omolo eugavileton xdde 6pro. H xatovoun avd dplo edit petagppdleton oe
avtiotolyn xatavour tou yedvou mou amouteltan and xdde tOmo evduypduuiong, dSnAadr ol
evduypoppioeic pe 0-1 edit xatahauBdvouv Toukdylotov To 70% Tou cUVOAXOU Ypbvou evdu-
YEQUULONS TOU GUVOAOL dedoUEVeY. AuTy| 1) ouoloYEVELa UTOBNAGYVEL OTL 1) GUVOLLXY) adBooT
Yo umopoVoe va enw@eAniel TEPLOGOTERO €AV ONUOVEYHCOUUE TOANATAOUG ETUTUYUVTES [l
%p0TEEOL UEYEVOUC %o TOUS aval€GOUUE GTOUG avTio TolYouS TOTOUG ELILYRAUULONG UE ULaL
TUEOUOLYL XATUVOUY).

Alomololpe Tor TOEOTAVE EVPHUATAL YLoL VoU ONULOVEYNCOUUE €val GUCTNUO UE TOAAXTAO-
0¢ EMTOYLVTES, ONAadY| €val TOAVETEEEPYUOTIXG GUCTNUA BEDOUEVMV, TEOCUQUOCUEVO OTIC
TEODBLAY PUPES TOLU GUVOROU BEBOUEVKY 600V aopd To 6plo edit. ‘Onwg gatvetan oty Eux.
8.22, auto pmopel vo emitevydel apyxd Ue Tov Tpocdloplond Tou Teoih Tou cuvdlou dedo-
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8.3. bandedsmw
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Bowtie2 xav GANDAFL-Bowtie2.
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(B") Emteuydeion emtdyuvon tou GANDAFL-Bowtie2.

SxAra 8.18.: AZiohdynon tov Bowtie2 pe eVowUATOUEVO TOV TPOTEVOUEVO ETLTOYUVTY.

GEJ 23000 —&—SW only Bowtie2
s —&— GANDAFL-Bowtie2
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Number of parallel threads

Eyxfpa 8.19.: Yiyxplon tng anddoong TwV CUGTRATWY YLl XY OT) TOAAGY TNEEAD XoU SLOOLEAUTHUO
000 ETUTUYLVTOV.

HEVWY el06boL Yoo TV e€aywYn TG xatavourc twv edit xau Tov eviomoud twv opiwv edit
yior ToL omolal TPy EL ouoUNTYH &vodog 6Tov apliud Twy emTuy Y aAinlovyicewy. O aprd-
1oc v opiwyv edit UTOONAGVEL TOV dELlUd TV BLUPOPETIXWY TUTWYV emiTayLVT®Y Banded
Smith-Waterman npocapuoocuévev ota edit. Kdde tinog unopel va uvnootneiel éwe éva
npoxaoplouévo aptdud edit, (oo ye ta evtomopéva opta. O aprdudc TwV ETLTAYLYTOV TOU
exyweolVTaL Yo xdde tOno axoloudel tnv (Bior xotavour| pe ta opla eneepyaocioc. X
ouvéyewa, o akybprduoc @uktpopiopatoc SneakySnake [119] xatnyoplonolel tic vodghgLeg
evduypauuloeic elo6doL oTny avtioToy xatnyoplo dplou edit xan avordétel xde evduypdy-
ULOT) OTOV OVTIOTOLYO ETUTOYUVTH.

H npotewouevn apyttextovixr nolvenelepyaosTixng pong dedouévey tepthop3avel ToANoUS
povadec emtdyuvone Banded Smith-Waterman, ou onolec €youv avantuydel yenowonol-

159



Brief Description of the Proposed Frameworks in Greek
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% of alighments
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Eyxhpo 8.20.: Katavour| twy edits yio Tic ahAnhouy(oelS TELOV BLpPORETIXWY GUVOLLY SESOUEVWYV.

o seed hit original matrix
(o) up r— - ,_J.___J.___J.___J__ .
R ' X |[| seed diagonal |
& ¥ 4 'D upper/lower |
| 1_' ”Iv e l | seed diagonals i
€ & 3 T halo |
Q threshold | !
N\ —— 2 |8 TR ey

band length
2*edit threshold+3

Exhpa 8.21.: Ioupdderypo Banded SmithWaterman yio aprdpo edit 2.

OVTag TNV TEYVOAOYid TNE ToALETEEERYAC TIXHE POY|C dEBOoPEVLY. Kde povdda puduileton ue
eva Oplo edit mou emAéyeToL xoTd TN UEAETY TWY DEBOUEVLY ELGOBWY UE Bdor TN uevodoroylo
nou mpotelvetaw. O Banded Smith-Waterman nepilopfdver 800 umouovddeg utohoylouoo,
wlar vl xdde otddio tou, dniady Matrix-Fill xow Traceback. H Matrix-Fill AowfBdver Ceu-
YEELOL VLY VOO UATWV-avapopds we utodrplee euduypauuioslg xar utoloyilel Touce mivoxeg
E, F, H. Méhic ot mivaxeg elvar €towpot, n Traceback toug datpéyetl avdmoda yio Tov evro-
Toud v enelepyaoidv. Kdie otiyur, ol 800 unopovddec extehovvTon TopdAANAa xou e
™ wédodo Tou pipeline, dnhady xadwe 1 Matrix-Fill exteleiton o éva Leuydpr evduypoy-
wloewyv, n Traceback ene€epydleton Toug nivaxeg mou dnuoveyRinxay Yo T0 TEONYOLUEVO
Cevydpt.

H Ewoévo 8.23 anewxovilel eniong tov tpoémo ye tov onolo ta otolyelor tng “Cwvne’ omo-
Ynxedovion oe évay uxpdtepo mivaxa. Movo ta otoiyelo Tou avtioTtolyoly oe xeENG €-
v1og g {odvng evllogpépovtog amovnxebovion otny BRAM. Ynuewwote 6t 1 amovxeu-
on v daywvioy ot wa BRAM odldler tn oyetxr) V€om 0plopévmy YEITOVIXOV XEAL-
V.
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8.3. bandedsmw

IMeipapatiny AEwoAdéynon Tou Enitayuvty xat Tou L uocTHUaToq.

Ye authyv v evotnta ofloloyeltan 1 oxpifBeta Tng ahknholylong GOVIOUMY avoy VOGUATOG
XATE TNV EQOEUOYT PLATEUplOUATOC Xal OAANAOUYIONG UECK TNG TEOTEWVOUEVTS LUAOTOMoNS
Banded SmithWaterman yia to aviicToiyo oplo edit. ¢ olyxpion, yenoiwonooivion To
anotehéopata Tou evduypaupiot Bowtie2. H npo-diahoyr) vlonoleiton and to SneakyS-
nake, to omolo anoppintel Toug unodHploug evduypauuouols Y teplocotepa edit and To
xadoplopévo oplo edit. AauBdvovton unddn dpla edit mou xupalvovton amd 1 éwe oyedov
t0 20% Tou uixouc tou avayvaopoatoc (100). H obyxpwon tne axpifelac mopouotdleto
oto YUyfua 8.24 v 3 oclvoha dedouévwy. To anoteréoyota elvon oOUPOVA PE Tal EVPHUATA
TNC XOTAVOUNG TV ETEEEQYAOLOY, XS Ylol Tol TEPLOCHTERN GUVOA BEBOUEVWY O pUU-
nog evduypdupiong cuyxhivel otov BéATIoTo Otay To bplo edit elvon peyahitepo 1) (oo tou
10.

Eniong, ouyxpivoupe tov oyediaoud pog pe 80o mponypévoug emttoyuvtég uixol, to GACT
[36] xoar to GANDAFL [246]. E€etdloupe d0o drapopeTtind oevdpla yia piot dixoun oOyxplon.
To mpdto cevdplo cuyxplivel 0 pUILS TAANAOLYIONE WA HOVADOS TOU XAUE EMITAYLVTY,
yior vou 0&lohOYHOOUUE T BUVATOTNTAL TOU GYEBLacUo) Vo Topdyel Wwia ahAniodylon tayTe-
pa am6 T meonyuéveg Aboelg. To deltepo oevdplo cUYXEIVEL OYEBLAOUOUE UE TOAAATAOUC
EMTAYLUVTES oL oELOTO0Y TN UEYIoTN ywenTxdtnta e Blog cuoxeuric FPGA. Onog
potveton oTo Lyfua 8.25, 0 TEOTEWOUEVOS VAOTOINUEVOS OYEDLIOUOS ETUTUYYAVEL Lol ETL-
tayuvon x1.53 o oyéon ye tov GANDAFL dataflow xou yia emitdyuvon x3 oe oyéon ue
tov GACT povddog emtayuvty. Xdpn oty anoTEAECUATIXY XPNOT| TOPWY, O TEOTEWVOUE-
VoG OYEBLICOUOS TOAVETEEERYAT TIXNC POTC BEBOUEVWY Ywpedel 8 emitayuvtég oto FPGA xau
EMTUYYAVEL Wot emTdyuvon X4.77 o oyéon e Tic 3 mohuenelepyaoTixéc poég dEBOUEVLV
tou emitayuvt) GANDAFL. To povtého unohoylopol Ue TOMOTAEC POEC BEDOUEVLV oL
N amoteAeopatixy yeon nopwv e€acpaiilouvy uia emitdyuvon x26.35 oe oyéomn ue évav
oyedooud tou GACT pe 12 povddeg.

BaowWlouevol otny mpotevouevn yedodoloyia yio tohvenelepy oo Txnd cus Thuata, o&lonoto-
Ope o Tpogih enelepyaoiag xal XATAGXEVALOVUE TOUG AVTIGTOLYOUG OYEBLACUOUE TOANATAYC
ponic Bedopévwy yia éva pohdt 250MHz. O rmivaxag 8.2 mepthapfBdver tor BlapopeTind con-

Pre-filtering Accelerated Extension

| [
SneakySnake Le BSmMW }L BSMW J |FPGA

Profiling

Create Edit
Distribution

& (] €3 €4 |

SmW SmW SmW |
L Z(J);, 1ol% 1&% 1s
60% i SmW Sm Sm e,

Eyxhpa 8.22.: Enoxénnon tng oTpatnyxfc Xol opyLTEXTOVXNG VLol ETLTEYUVOT| BaCIOUEVT OE EV-
deuxtixn| xortavour] edit e ewwddou oe mocootd 60-20-10-10%.

tatat
taatt
gagtt
gagta

lthresholds
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PE array read length

+«—antidiagonals—

: Tvector
|

|
|
= 1 47 J
E T
Al = NBEBE
: BB ﬂ 14 1 2
m il rowp | 2
‘ l
1T 47
bandVector eng I shifted by
bandlengthlz"'1 2|5
b 4 1
unshifted | shifted | unshifted
neighbours ' neighbours | neighbours

EyApo 8.23.: Trohoyiopde TV mvixwy xou BeATIoTOTOMUEVO OYTua Yenoonoinong toépwy
uvinG.

figuration yi xdde cOvoho Bedopévwy. 2uyxplvouue aUTOUC TOUC GYESLIOUOUC PE TOV
GANDAFL, o onologc nepthopfdver 3 yovddeg mou emitpénouy éwg 17 edit xou €yel pordt
200MHz.

Ko o1 800 oyediaopol ouyxplvovton eniong ye tov evduypaupiots Bowtie2, o onolog om-
wovpyel Tic evduypopuioeic €l0680U o AELTOVEYEL W¢ avaopd Yio Tov puiud evduypduuL-
one. O alydprduog npo-puhtpopiopatoc SneakySnake yenoiwonojdnxe yio vo to€vounoet
T umodrigpieg evduypapploels xou vor Tic avadéoel oTov avtioTol o emiTayuVTH poNc Bedo-
uévwy pe Bdon to oplo edit. ‘Onwg golvetan oto Lyrua 8.26, 1 TEOTEWOUEVY TEOCEYYION
TaPEYEL EMTAYLVOT g xou X440 o oyéon ue tov Bowtie2 xou x1.8 oe oyéorn ye tn ovy-
Batuh mpocéyyion emtdyuvone tou GANDAFL. Ynuewdveton 6Tl ot n emitdyuvon dev
ouvodeleTal amd pelwon e oxplBelag evduypduuiong, xadde autdg €xel cuyxhivel otov
avapopixd yia Ta emheyuéva edit.
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100
95
90
85
80
75
70

Reads aligned %

82;:39

1

99.64
91.6

Simulated ‘

2 4 6 8 10 18 Ref. 1 2

8.3. bandedsmw

| W_NA12878 | I | |MI

10 18 Ref. 1

10 18 Ref.

Edlt threshold

Iyxfpa 8.24.: Axpifeio odinlolytong ye yeron tou SneakySnake @piktpou %o TOU TEOTEWOUEVOU

Alignments/sec

(x106)
o
(92)

1.0

°
o

Banded Smith-Waterman emtoyuvt.

x1.53 o 3.0
b
S~
x1.99 2s 2.0
g g
£ x 1.0
c
i 5
< 0.0

GACT GANDAFL Proposed

x4.77

x5.52

GACT GANDAFL Proposed

(o) B0Oyxpion throughput petoll twv em- (B%) Liyxpion throughput petoflh molGbv

TOLYLVTOV.

LOVADWY TWV ETUTUAYUVTOV.

IxAuna 8.25.: Yoyxpion throughput petalld dwgpopetincyy HW emtayuvtddv.

ITivaxog 8.2.: Multi-Dataflow Configurations customized to the edit profiles of input datasets.

Speedup over Bowtie2

400
300
200
100

0

Dataset Configuration
Edit threshold Instances Alignments covered
Simulated 1-2-10-18 5-1-1-1  70.8-81.4-99.7-99.9%
NA127828 1-2-5-18 5-1-1-1  74.4-87.3-99.6-99.9%
CLL 1-5-18 6-1-1 82.5-93.51-99.9%
IIGANDAFL—B lProposed—customized| 100
X 99.64
372 )
X7z ® 99.5 99.27
249.41 228.84 x1.8 159 :]Cj 99 98.9
I 88.02 I I ogo I
< 98.5
Simulated NA12878 CLL Simulated NA12878 CLL
Datasets Datasets

TyApa 8.26.: Afoloynorn tne anddoons xou oxp{BELG TOU TPOTEWVOUEVOU GUCTHUOTOS TONU-

eneepyaoThOV.
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M woodptl

Behavioral Description
Behavioral Synthesis
Critical Path Delay

Data Flow Graph
(DFG)

Design Space
Exploration (DSE)

Dataflow computing

Deoxyribonucleic acid
(DNA)

ECG

[Tepuypapn xUXAOUATOC GE ENINEDO CUUTERLPORLS.
Y0Ovieon xUXNAOUATOS TEQLYPUUUEVO OF ETINEDO CUUTEQLPORC.
Koduotépnon xeloywou povomatioh 1ou xuxAOUaTog.

I'edpoc Poric AeSopévwmy.

E&epeivnon tou ywpou oyedlaone.

Ipoypaupatiotxd Movtého mepiypaghic olyoplduwy. Ilpo-
OLAYPAPEL TNV JPYLTEXTOVIXT| X0 ETUUEPOUS UOVADES EVOS OU-
oTAUaTOC xou oTNElleTol OTY CWOTH Xol CUYYEOVIGUEVY PO
0edoUEVWY Uéoa amd to hardware yio TNy Topaywyr) CWoTOY
AMOTEAECUATWV.

To DNA elvon évo paxpoudplo Tou anoTeAEl TO YEVETIXO U-
A6 OAWV TWV 0pYAVIOUWDY.  ALGHOPPOVETUL G EVaL UEYENO
uoplo mou oamotereiton and 800 emuXE AAUGIOES, Ol oToleg
CUCTEEPOVTOL ENLXOEDMC PETAE) TOUC XOL CUYXEATOOVTOL UE-
g0 Toug e deouols Ldpoydvou. Kdlde aluoido amoteleiton
wor cuotolylor almTovywyV BACEWY, CUUTANEOUATIXOV UE TIC
Baoeic Tne dAANG ahuoidag.

HKT v Hhextpoxapdioypdpnuo elvon Wi amAr xhivixr| e€étoon
1) OOl XATAYPAPEL TNV NAEXTEIXT| BRAGTNELOTNTA TWY YUY TNG
xoEdidg xan amewovilel oTov dZova Tou YedVou TN UETABOAY
TOU NAEXTEXOU SUVOULXOD.
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Greek Glossary

Gate-level Description

Hardware Accelerator

HLS

Linear Regression

Mean Error Distance
(MED)

Next Generation

Sequencing (NGS)

Pareto front

Register Transfer Level

(RTL) Description

Seed hit

Short Reads

Smith-Waterman

(SmW)

Iepurypapn xuxioduatog oe Eninedo Aoywav ITuiov. H me-
erypeapr| auty| umopel vo moapayVel ye tnv ovvieon tne RTL
TEPLYPAPHC EVOC XUXAMUATOS Yial Widt OEBOUEVY] TEYVOAOYLXY
BiBho0fnn.

KOxhwpa eldnod oxonold/cuveneiepyaotic UAMxo) Tou oye-
S8leTon/ypnoonote(ton Yol TNV ETTAYUVOTN WG EQPUPUO-
e/ dadixaotag.

High Level Synthesis. ¥0vieon xuxhdpatog and uhnid enine-
oo oyedloc TN apaipeong.

Am\ yeoupxr) TaAvdpounao.

Méon Anéiutn Andotaon. Eivow n péon tiwn tng andhutng
andotaone (ED) v v egetalduevn xatavour eioddou xou
oplletn wg MED = & M |P; — P!|, 6mou P; eivos to op-
06 anotéheopa, P/ 1o npoceyyiotind anotéheopa, xou M 1o
TA00C TwV anoTEAECUATLY.

Métodoc AAAnholyione DNA Néag I'evide. Ebvou wia teyvo-
hoylo TOU YENOWOTOLE(TOL YIal TOV TROGOLOPIOUO AAANAOLYLEY
DNA xou tnv aviyveuorn uetoddEewy.

Métwno Pareto. e npoBAfuata feitiotonoinong ue moAamid
xplthpla, ol Pareto Béltioteg Aoeic elvan awtég Yo Tig Omoleg
1 Behtiotonoinon tou evég xpLtnplou umopel va emteuydel povo
oV YELROTEREVCEL TOUAAYLOTOV €Vl GAAO XELTrLO.

Ieprypaph xuxhdpatog o Eninedo Metagopdc Kotaywentdv.
Ynuelo oto yowdlwyuo avagopds oto omolo TuAua Tou short
read evduypoppileton ywelc xavévo xevo

AN nhouyia Bdoswv DNA pe urxoc 50 éwg 300 Bdoewv ou-
vidwe. apdyovton and éva delypo DNA xotd tnv odAnioOy-

om ue Next Generation Sequencing technologies.

Alyopripog euduypdupiong Ceuyoapldv ahAnlouylody Bacewmy
nov Paocileton otov Auvauxd Hpoypopyotiops.
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Support Vector Mnyavée Awavuoudtwy YTroothedne yia tawvouncr dedo-
Machines (SVM) HEVLV o€ XAdOELC.
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Appendix A.

Appendix: FPGA Acceleration of
Multi- Temporal Change Detection on High
Resolution Images

Machine learning tools are at the spotlight of research and human scientific activities that
perform image processing and object detection. The Earth observation domain in particu-
lar heavily relies on change detection on images employing image segmentation techniques
and a variety of prediction models. The computational intensity in this case lies in per-
forming consecutive predictions for a huge incoming number of input samples. In this
paper, we focus on such an application, that performs change detection on multi-temporal
Sentinel-2 satellite images. The goal of this work is to explore High Level Synthesis ca-
pabilities of Intel OpenCL SDK to produce an efficient architecture for accelerating the
applications focusing on optimization of a single prediction while taking into account the
fragmentation of the problem. Our two-level approach first employs built-in optimization
techniques to impact microarchitectural attributes and then scales this baseline to leverage
coarse-grain and fine-grained parallelism. The result for the fastest implementation we
acquire is a speedup of X 7.14 over the Python-TF2 implementation. This work has been
published in [258].

A.1. Introduction and Background Information

In recent years, machine learning has been established as one of the most promising
research domains leading to constant advances and developments. Machine learning
frameworks and neural models have been successfully applied to fields such as medicine,
biology, commerce, robotics etc [259], [260], performing mainly tasks of image classifica-
tion and object detection. These applications are critical for the environmental, health,
social and economic domain [261], [262], [263] and therefore, scientists and researchers
from both industry and academia make great efforts to develop efficient approaches and
techniques for their implementation.
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Appendix: FPGA Acceleration of Multi-Temporal Change Detection on High Resolution Images

A special category of machine learning applications that has recently showed great progress
is multi-temporal prediction on segmented images. This specifically applies to the Earth
Observation domain as the need arises to locate changes, classify and detect objects
on images of a certain geographical area. Thanks to advancements in the technol-
ogy for remote sensing data it is now possible to acquire images of the same field
of view in different chronological points in time and extract information for possible
changes [264], [265]. For example, sensors such as Sentinel-2, Pleiades, Quickbird, and
Gaofen-2 were recently launched and caused an explosion in the availability of high/very-
high-resolution images. This has naturally led to a fast-developing research area that
develops techniques and approaches to efficiently extract value out of the spatial data.
Several studies of those stand out, as they indicate that it is highly effective to per-
form segmentation to the available images before applying a neural network for infer-
ence [266], [267].

There are multiple works that leverage the segmentation technique to perform change
detection on spatial images. Depending on the type of image and the requirements of
the application, each one is based on a different type of neural network operating on the
image segments. The authors in [268] present a framework that performs change detec-
tion in multi-temporal satellite images. The framework generates the difference image
between two time-consecutive images and decomposes it into scales using the Undeci-
mated Discrete Wavelet Transform in order to extract feature vectors. These vectors are
then assigned to a class based on k-means clustering algorithm. The authors in [269] on
the other hand merge CNNs and LSTMs into a custom CNN-LSTM that helps predict
crop yield based on RGB images acquired by Unmanned aerial vehicles in combination
with weather data. The CNN-LSTM operates on smaller frames of the original images,
aiding to better model intra-field yield variability. In [270], the proposed framework
operates on a subset of the available pixels and leverages an SVM classifier which is
then fine-tuned by the subsequent images. Lastly, [271] propose a deep unsupervised
multitemporal segmentation method which also leverages adding semantic label to each
pixel.

As a result of the segmentation process, these applications perform an immense number
of inference tasks, which stem from the segmentation of high resolution images. This
stresses the compute systems and delays the response time for a time series of images.
The computational bottleneck is due to accumulative prediction operations rather than
the complexity of a single inference task. A straightforward approach would target opti-
mization of the core inference task. The application could of course benefit overall from
such an optimization, however exhausting the resources in that direction could lead to
a suboptimal solution. The problem requires a more holistic and synergetic approach
that optimizes the neural network while taking into account the design architecture and
parallelism across the multiple tasks.

The acceleration of the machine learning models that will be the base of our effort for
acceleration is a well documented and explored domain. Survey [272] covers a wide
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range of accelerators targeting GPU,FPGA and ASIC devices. FPGAs in particular
bring forward attributes such as low power consumption, reconfigurability and an inher-
ent suitability for implementing efficiently multiply-and-accumulate (MAC) operations,
which are dominant in both fully connected and convolution layers. The available accel-
erators could be categorized in three major types based on the programming model they
follow. H DL accelerators are usually based on systolic array architectures that com-
prise of Processing elements. For example, Eyeriss [273] framework proposes a spatial
architecture that consists of processing elements arranged in a way that exploits data
reuse of filter weights and feature map and minimizes data movement of partial sums.
Highl Level synthesis accelerators are developed in a language such as C,C++ and
translated to RTL using a framework like Vivado HLS, Legup, OpenCL etc. and built-in
optimization directives of the tools. In [274] the authors propose PipeCNN, a framework
to accelerate neural networks by providing templated implementations of various layers
of a typical NN such as pooling, convolutional and fully connected written in OpenCL.
In [275], authors propose a co-design solution that integrates templated convolutional en-
gines within Caffe. Their OpenCL implementation is based on a streaming architecture
combined with a novel slicing strategy while on-chip and off-chip communication is also
optimized.

In this work, we study an application of multi-temporal prediction on the Earth observa-
tion domain. The examined workflow observes changes of a designated area over a period
of time by performing change detection on segmented pairs of time-consecutive Sentinel-2
data products. The generated output of the workflow is a map that includes the points
where changes have occured. The main objective is to deliver an optimized solution for
the application based on a stratified approach. The first level of optimization is achieved
through automatic OpenCL tuning knobs and manual algorithmic changes targeting the
single task of prediction on one image segment. The second level of optimization ex-
plores coarse-grained and fine-grained architectural optimizations when scaling out the
design to accommodate for efficient prediction on the overall volume of incoming inference
tasks. The result for the fastest implementation we acquire is a speedup of x7.14 over
the Python-TF2 implementation.

The rest of the paper continues with a description of the change detection workflow
and how it is implemented within the context of the OpenCL execution model (Sec-
tion A.2). Section A.3 presents the hierarchical optimization approach to the problem
and Section A.4 demonstrates the evaluation of the design and comparison with other
works.

195



Appendix: FPGA Acceleration of Multi-Temporal Change Detection on High Resolution Images

A.2. Multi-temporal Prediction on High Resolution Images

A.2.1. Change Detection on Sentinel-2 Satellite images

Change Detection Analysis Workflow: The examined workflow performs multi-temporal
change detection on satellite images. Fig.A.1 illustrates the stages of the workflow. Each
time the workflow executes, it operates on two consecutive satellite images stored in
four-channel RGBA format. In the first step, the images are loaded and reshaped (step
1: image load and extraction) from a 4210996210996 to a 100x10976210976 layout.
The 100-length row corresponds to a 5zbx4 tile of the initial image. Each image is di-
vided into batches and all subsequent processing is performed on slices of batch — size.
Each slice comprises of multiple 100 length arrays, i.e. tiles. The next step is a pre-
processing step (step 2: pre — processing) that performs normalization on each tile, i.e.
subtracts the mean value from each element and divides with the standard deviation
of the new values. This is the input format to the Neural Network model that per-
forms prediction on both tiles of the two images (step 3: prediction). The outputs of
the two predictions are then subtracted per-element and contribute to the final change
detection map. The resulting change detection map is the same size with the input
images. Output pixel values however range between 0 and 1, representing the probabil-
ity that a change has occurred between the acquisition time of the two images (step 4:
write output).

batch size
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Figure A.1.: Stages of Change Detection Workflow.

Workflow Profiling: The number of high-resolution images that the workflow operates
on, combined with the nature of the workflow that performs an immense number of in-
ferences per pair of images, highlight the need for optimization and improved response
time. In order to develop an efficient and effective strategy to achieve this, we first per-
form an elaborate profiling of the workflow. Fig.A.2 presents the distribution of execution
time among distinct stages of the workflow. The image load and extraction as well as
write output stages consume 26% of total time combined. The majority of execution
time i.e. 74%, is taken up by the pre — processing and prediction stages. Further anal-
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ysis within these stages shows that the time is shared mainly between the normalization
and prediction, with normalization being the major bottleneck. The normalization in-
volves addition operations as well as floating point division whereas prediction includes
additions and multiplications (see Section A.2.2. The division is more time consum-
ing operation that multiplication and therefore normalization dominates the execution
time.
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Figure A.2.: Profiling of Change Detection and breakdown of Pre-processing stage.

A.2.2. Pre-processing and Prediction Model architecture

The functionality and computational complexity of the pre — processing and prediction
stages are explained in Listing 3 and are also illustrated in Fig.A.3. In pre — processing,
the mean reduction is implemented through two sequential for-loops: i) the first one
aggregates all elements into a single variable and ii) the second one subtracts this value
from each element. Standard deviation division requires three loops that traverse the
input array: i) the first one calculates the new mean value, ii) the second one computes
the standard deviation , i.e. the squared root of the sum of the squared differences of
each element and the mean value divided by the number of elements and iii) the last
one divides all elements with standard deviation. Omnce the pre-processing of the tile
is finished, a prediction model operates on the normalized data. Fig.A.3 depicts the
architecture, i.e. the layers, of the utilized prediction model. As mentioned, the image
tiles are already flattened into arrays of length 100. A Dense layer receives this input and
outputs a vector of length 25. The Dense layer has a weights matrix that comprises of 25
rows of 100 elements. Each element of the output vector is the result of a dot-product
operation between the sample vector of length 100 and a row of the weight matrix. This
matrix has 25 rows of length 100. A bias value is added to each output element and an
activation function is applied on it, i.e. Leaky ReLU. Lastly, a L2 — normalization layer
operates on the output vector by dividing each element with the squared root of the sum
of the squared elements.

197



Appendix: FPGA Acceleration of Multi-Temporal Change Detection on High Resolution Images

dot product

100 0 emeesmmmmemmeeemo-e- .

‘ > %Djjjinput tie"

1 :i> '
! —> X ! - |
1 ] m

x % 1@ e—53
L /X :
X '

Y . ‘ bias output

weight matrix

Figure A.3.: Architecture of Prediction Model for Change Detection

Algorithm 3: Normalization and Prediction of Tile
const N = 100; const M = 25; //Mean reduction
subtract__mean_ value() //2*O(N)
//Divide with standard deviation
compute_std_ deviation() //2*O(N)
divide_with_std_ deviation() //O(N)
//Dense Layer O(M*N)
for 1 to M do

for 1 to N do

L dot__product()

10 add__bias()
11 Leaky ReLU()

12 //L2 Normalization
13 sqrt = sqrt_of sum_ of squared_elements() //O(N)
14 divide with_sqrt //O(N)

© 0 N O Uk W N

A.2.3. Pre-processing and Prediction as an OpenCL kernel

The pre — processing and prediction stages as described in Listing 3 constitute the
major bottleneck and are going to be implemented as an FPGA accelerator through
the OpenCL programming model. OpenCLs’ main component is the kernel. A kernel
is issued through a host code and scheduled to execute within a command queue that
is necessary for host-device interaction. The source code described within the kernel
corresponds to a single work — item. Upon runtime, the host code can request for a
specific number of work — items to execute, i.e. global size. The programmer can also
specify the local size, which is the number of work —items that should be grouped into a
work—group. Depending on the OpenCL implementation the work—items within a single
work — group could execute concurrently but in most cases they execute sequentially.
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Work — groups can execute concurrently based on the number of compute units in the
device. In any case for a global size and local size of 1, the configuration is equivalent to
a single work group that includes only one work item that executes the source code inside
the kernel. In our case, the pre — processing and prediction stage are described within
the same OpenCL kernel. Therefore, a single work — item implements the normalization
and prediction of a tile of an image reshaped into an array of length 100. Increasing the
global size leads to normalization and prediction of more tiles, i.e. a larger image part.
This straightforward implementation corresponds to an unoptimized accelerator that does
not include any OpenCL tuning knobs and adopts the default memory configuration, e.g.
all read-write operations access the global memory.

A.3. Hierarchical Optimization Strategy of Model Architecture

This section describes the optimization methodology that is adopted in order to effectively
examine the available design space and generate efficient architectures for change detec-
tion in multi-temporal images. First, we explore the native OpenCL capabilities to tune
the design on a micro-architectural and memory hierarchy level and derive an efficient
baseline architecture. Followingly, we build upon this architecture and leverage the coarse
grain parallelism available through the OpenCL computing model tofurther enhance the
design for execution on multiple image segments. Simultaneously, we explore alternative
architectures that focus on fine-grained parallelism.

A.3.1. Optimizing Baseline Architecture

This section elaborates on the techniques that secure an initial performance enhancement
of the single-task kernel. The goal is to reach the optimized architecture illustrated in
Fig.A.4, which exploits parallelism within each computational core of pre-processing and
prediction stages and benefits from optimized data transfer and memory interconnec-
tions.

OpenCL native tuning knobs

A first level of optimization can be achieved through meticulous tuning of OpenCL built-in
directives. The most efficient and commonly used directive in HLS tools is loop unrolling.
In OpenCL loop unroll is indicated by including #pragma unroll followed by an unroll
factor (partial or full) on top of the for loop in the source code. In our case, loop unrolling
can be applied on all loops. For mean reduction, standard deviation and L2-normalization
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Figure A.4.: Overview of Design with Microarchitectural Optimizations.

each operation operate on individual elements and there are no data dependencies trans-
fered across iterations. Regarding the Dense layer, unrolling can be applied on both the
inner and outer loop. For the inner loop, unrolling parallelizes the dot product opera-
tions, i.e. the multiplications illustrated in Fig.A.3, as there are no read after write
dependencies. For the outer loop, unrolling paralellizes the dot product computation of
the same input with different rows of the weight matrix.

Fig.A.6 illustrates how unrolling mean reduction, standard deviation, L2—normalization
and the dot — product loops by the same factor impacts the latency and resources of the
design. The logic utilization reduces as unrolling a loop extinguishes the loop control
overheads. DSP utilization escalates as more operations can now be scheduled in par-
allel. For smaller unroll factors, the speedup scales linearly and proportionally to the
unroll factor. However, for full unroll the speedup does not follow the linear trend and is
restricted to a x25 speedup for an unroll factor of 100. This fact in combination with the
considerable increase in BRAM utilization, especially for the case of full unroll, indicates
that the memory configuration may cause a bottleneck. We examine this scenario in the
next Section.

Memory architecture optimization in OpenCL

Memory architecture can be optimized both in terms of hierarchy and data layout and it
greatly impacts the overall performance.

Memory hierarchy configuration: Memory hierarchy configuration is critical for gener-
ating an efficient RTL architecture, as it affects global interconnections. In our imple-
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Figure A.5.: Speedup and Resources utilization when applying unroll for various factors.

mentation, the weight matrix and bias array are implemented as constant variables and
are therefore hardcoded , whereas the input and output arrays (length 100 and 25 re-
spectively) as arguments are by default implemented as buffers on global memory. All
intermediate operations are executed on the input array and therefore all read-write
operations have to access the global memory. In particular, a total of 12 global inter-
connections are formed: i) two for reading and one storing the mean-reducted data, ii)
four for the deviation-division part, iii) two for reading the data and weights in dense
layer and one storing back, and lastly iv) two for reading and normalizing the output
values.

However, high global interconnections result in increased resource usage and lower per-
formance. In order to alleviate this overhead, we utilize the private address space. This
is realised by copying the input array into an array declared as __ private. The compiler
implements this as registers whenever possible and this leads to very efficient hardware,
performance and resource-wise. Eradicating global interconnections by moving the com-
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putation on the private memory as shown in Fig.A.4, improves the performance and most
importantly drops resources utilization in half (Fig.??).

Memory layout: Memory layout and data placement can increase ports and locality and
in turn increase performance. In this section, we will examine two different memory parti-
tioning schemes and their impact in the overall design efficiency.

Cyclic Partitioning: Cyclic partitioning transforms a single array into multiple smaller
arrays so that each partition contains consecutive elements of the initial arrays allowing
concurrent access to them. In our case, this scenario takes places when unrolling the
for-loops as described in Section A.3.1. We will demonstrate cyclic partitioning on the
inner loop of the Dense layer that computes the dot product between two arrays. As it is
illustrated in Fig.A.3, the elements of the input array are multiplied with the same order
elements of a single row of the weight matrix. These multiplications are independent from
each other and can execute in parallel. Unrolling the loop allows for parallel execution
of the multiplications, however this is hindered by the limited read ports available in
both arrays (i.e. 2 ports per BRAM). OpenCL however does not provide directives that
perform memory partitioning and reshaping automatically. To mitigate this, we declare
multiple partitions both for the input array and weight-matrix and manually unroll the
loop so that in each iteration the different partitions are explicitly accessed. The number
of partitions depend on the unroll factor. Fig.A.7 shows the positioning of the elements
in the correct partitions to facilitate parallel access.

TThis code restructuring is further customized and tuned to explicitly guide the com-
piler to perform the accumulation of the products in a tree-like manner. For that pur-
pose we utilize temporary variables in order to store intermediate sums. This explicit
coding style helps the compiler infer the need to allocate more hardware resources, i.e.
adders, multipliers. The use of command line flag -fp-relazed allows the compiler to
schedule the independent operations in parallel, so that they exploit the extra hard-
ware, and transform the graph of the operations in the tree-like structure depicted in
Fig.A.8.

BUS Bandwidth Optimization: An alternative approach is to explore potential ad-
vantages to increasing the data locality and bus width instead of the memory ports. For
that purpose, we reshape the matrix so that sequential elements that get accessed within
the same iteration of the unrolled loop are grouped together in a single struct. The array
is declared as an array of structs and each struct contains an array of unroll — factor
elements. Fig.A.7 illustrates the new data struct and the placement of the original data
in the expected order. As a result of this layout, the data bus width is greater and
the elements that are required in parallel are fetched together. This behavior emulates
the memory reshaping technique that groups multiple elements in a single element with
greater bitwidth.
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Arithmetic and Low-level microarchitectural tuning

Careful study of the OpenCL generated reports revealed high area utilization due to
division operations in the source code. Multiplication on the other hand consumes less
resources. Therefore, we modify the source code and replace all division operations with
value with multiplication with the reverse va%ue. Specifically, this code optimization has
been applied to the division operation of the input with the standard deviation value and
to the L2 Normalization on the output array. A profiling has been implemented to ensure
that the propagation of the different floating point value in the pipeline does not decrease
the accuracy of the final results. The results show a reduction in LUT utilization by 75%
and a minor performance improvement by a 2.4%. This reduction in area utilization
is crucial when scaling a design and perform other optimization techniques to increase
performance.

As a last insight, it is interesting to show how the storing of weight matrix impacts the
design. Instead of declaring the weights as a kernel parameter, we opt instead to declare
the matrix as a constant and therefore statically allocate the matrix. BRAM utilization
increases from 29 to 58% whereas DSP and FF utilization are not affected. The execution
time however improves by 22%.

A.3.2. Optimizing horizontal and vertical scaling

In Section A.3.1 we examined ways to optimize the work of a single work-item. The
performance can be further improved by scaling the design. In this section we explore
two options for achieving that, horizontallly and vertically.

Latency-Optimized Architecture

The first architectural approach explores horizontal scaling, as it replicates the hardware
instantiated to ensure parallel execution of the kernel. This is essentially based on the
principle of coarse-grained parallelism, i.e. distributing the workload to multiple workers,
each one performing the same task and all of them working in parallel. OpenCL provides
two alternatives to achieve this, i) replicating the compute kernels on hardware and ii)
kernel vectorization.

The first approach is implemented through the num__compute__units directive which
specifies the number of times that the kernel is replicated inside the device. It is included
in the source code above the kernel of interest. Each kernel compute unit can execute
multiple work-groups/items simultaneously. During the run-time the OpenCL environ-
ment dynamically distributes the work groups/items across the compute units. Fig.A.9
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illustrates an example of how multiple work groups get scheduled to execute on each of
the four allocated kernels on the device.

An alternative directive that instantiates more hardware is num__simd__work_items.
This directive increases the number of operations executed per work-item by vectorizing
the kernel. Kernel vectorization allows multiple work-items to execute in a single instruc-
tion multiple data (SIMD) manner. Each work item now performs more work that scales
linearly with the number of SIMD lanes. This architectural approach is illustrated in
Fig.A.10 for a 4-lane SIMD architecture. The dashed schema shows the combination of the
two approaches for two compute units and 4-SIMD lanes.

Throughput-Optimized Architecture

In contrast with Section A.3.2, the technique described in this section focuses on vertical
scaling, by creating a pipeline and therefore an efficient fine-grained architecture. The
goal is to break down the workflow into distinct smaller tasks that can operate in parallel
and communicate or share results with each other when necessary. Such an architecture
consumes less resources and optimizes throughput rather than the latency of generating
a single output.

The mechanism which provides the ability for data to be shared among various kernels
is using OpenCL Channels. The first step in applying this technique is to break down
the initial kernel in multiple smaller kernels. Channels are FIFO buffers, that allow the
smaller kernels to communicate directly with each other with high efficiency and low
latency, following a producer — consumer relationship. In our case we transform the
pre — processing and prediction so that it follows a pipelined execution model. The
pipeline is comprised of the following stages: i) mean reduction, ii) standard deviation
division, iii) dense layer and iv) L2 normalization. Each one of these stages is declared
as a separate kernel. Each distinct kernel calculates a part of the pipeline and writes the
results to a buffer-channel. The channel is then read by the next kernel, and so on, up
to the point where data are written back to memory.

Initial profiling reveals that latency is not equally distributed across the stages, causing
a bottleneck. Specifically, mean reduction kernel is slower due to loading the images
from global memory rather than a channel. To alleviate this latency overhead, we add
an read — input kernel as well as a buf fer, as depicted in the single — pipe buf fered
architecture in Fig.A.11. The input kernel reads data from global memory and writes
them to a channel whereas the buffer kernel propagates them further on. This way the
wait time is absorbed and the mean reduction kernel reads and produces data with the
same rate as the other kernels.

Similar to the latency-optimized architecture, this fine-grained architecture can be scaled
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horizontally. By default, OpenCL does not support the employment of channels and ker-
nel vectorization at the same time. To mitigitate this issue we explicitly replicate all ker-
nels and channels to reach FPGA capacity and create therefore a double — pipe buf fered
architecture.

A.4. Experimental Evaluation

A.4.1. Experimental Setup

The proposed accelerator runs inside a docker container that is set up with all necessary
software requirements and python libraries of the original Change Detection tool. The
host machine is a 14-core Intel Xeon Gold 6132 with 132GB of DDR4 memory that is
connected through PCle with an Intel Stratix 10 FPGA device. The utilized data are
real Satellite Sentinel-2 images.

A.4.2. Performance evaluation

This section studies the impact of various parameters in the performance of the scaled
architectures presented in Section A.3.2. The coarse-grained and fine-grained architec-
tures described are build upon one of the baseline optimized microarchitectures presented
in Section A.3.1. The selected configuration is a result of a greedy approach that iter-
atively applies each optimization technique and in every step chooses the configuration
that boosts performance and keeps utilization relatively low. It includes: i) utilization
of private memory, ii) loops (except the outer loop of dense layer) are manually un-
rolled by a factor of 4 and arrays sequentially partitioned by the same factor, iii) each
loop is further annotated with the pragmaunroll directive, iv) division operations are
replaced with multiplications, v) -fp-relaxzed option is enabled to assist in the balancing
of the operations and vi) the weight matrix is declared as a constant matrix for static
allocation.

Latency-optimized designs

Fig.A.12 present the performance and resources utilization of designs with multiple com-
pute units of the baseline optimized kernel for an increasing number of global size. This
translates to more work items being scheduled, each one operating on a single tile of the
image. For 2 compute units and as the problem size grows, the execution time drops in
half. This is not the case for compute units 3 and 4, as their performance stays close
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to that of 2 compute units. The reason for that is that kernel replication leads to a
linear scaling in global interconnects and increased wiring utilization and finally a drop
in maximum possible frequency. Indeed, for four compute units, there is 39% drop in
frequency of the kernels.

The corresponding results for the Single Instruction Multiple Data method are presented
in Fig.A.13. In this case, increased wiring leads to a drop in frequency from 295MHz for
two-lane SIMD to 219MHz for four-lane SIMD. Therefore the x2 speedup acquired for
two-lanes, is not doubled when moving to four-lanes but enhanced by a mere additional
10%.

Throughput-optimized designs

The three fine grained architectures presented in Section A.3.2 are also evaluated in terms
of performance and resource utilization for an increasing number of input tiles. As seen in
Fig.A.14 the single—pipebuf fered architecture speeds up the design by about 35% with-
out consuming more resources, whereas the double — pipebu f fered architecture results
in a 65% increase in performance. Comparison with Latency-optimized builds, indicates
latency optimized designs score higher performance for a small number of threads, how-
ever as thread size increases, throughput based architectures are gradually closing the
gap and even outperform the latency optimized ones.

Comparison with software

In this part, we will compare the fastest implementation that resulted from each one of the
coarse-grained and fine-grained architectures to the python pre-processing and the built-in
predict method that is utilized in Tensorflow v2. The fastest coarse-grained architecture
includes three compute units and the fastest fine-grained architecture is arranged in a
double —pipe bu f fered pipeline. The predict method of Tensorflow internally is also opti-
mized for prediction in batch mode. Fig.A.15 shows that the coarse-grained architecture
is x7.14 faster than the software implementation whereas the speedup for the fine-grained
is x5.79 when the input is a single satellite image of 12GB.
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Figure A.6.: Decrease both in kernel and interconnect logic when utilizing private memory for
intermediate operations.
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Figure A.7.: Memory optimization schemes for parallel access to data: i) Cyclic partitioning
for unroll factor 4. ii) Sequential partitioning and bus BW optimization for unroll
factor 4.

Code snippet

partial products

for (int i=0;1i<25;i++) {
productl +=inl[i]*wl [row

[ 1[
product2 +=in2[i]*w2[row] [i
product3 +=in3[i]*w3[row] [1
product4 +=ind[i]*w4d[row] [1

}
templ=productl+product2
temp2=product3+product4
dotproduct=templ+temp?2

Figure A.8.: Graph for Tree-balanced operations in unrolled dot-product loop.
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Figure A.10.: Kernel vectorization by a factor of 4. The technique can be combined with mul-
tiple compute units, e.g. 2.
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Figure A.13.: Scaling the design through vectorization.
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Figure A.14.: Execution time for examined fine-grained architectures.
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Figure A.15.: Comparison of execution between best coarse and fine-grained accelerators and
Python-TF2 implementation.
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