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ITepiindn

To Yéua autrc tne Simhwuatiic epyaotac etvon 1 LeRETn xou 1) avETTLEY WBLOTATWY XAl Y oEUXTY)-
PLOTIXWY TWY VEVPWVIXDY dXTOWYV, oL omolec mpoadoxdrtar var Toug emttpédouy vo amodnxebouy xou
va Stayetpilovton mAnpogoplal Ye TpOTO XOVTVOTEPO GE AUTOV PE TOV OTo{0 TO TEETTEL 0 aVlp®TLVOC
eyxéparog. Eotidloupe xuping 610 yvwotd veupwvind povtélo transformer xou oe nopahhayég Tou,
Tou éyouv yenotporomdel xupine yio Ty eniluon npofAnudtey guoiic YAdooac (natural language).

IMopouotdlovpe Vépata Tor OO0 AMTOVTAL TWY TEPLOYMV TNG YVWOLIXAC EMOTAUNG, TNG VEU-
POETUOTAUNG XU TN UEAETNS TNe autoTnTog o oyetilovton pe tov tpdmo pe tov omolo oxépretal
xau hertovpyel To avdpdmivo puahé. EEetdloupe tov Bloywplopd tng avdpdmivng vonong oe Sys-
tem 1 xou System 2, tov omolo avaiVel o Kahneman oto Bi3Alo tou Thinking Fast And Slow.
Axohollng meplypd@ouye ETAEYUEVO TUAULATO TOU aviIp®OTIVOU EYXEQPIAOU, XATODEXVOOVTAS TNV, UT-
opxTH oe TV, TdoN eZelBiXEUOTE XAl XATUPEPLOUOY TwV epyaciny enciepyacioc tne TAnpogopiog,
xon apardéToude Tol Bacind Yopax TNELG TIXG VS VewenTiXol HOVIEAOU YLl TOV TPOTO EMUXOWVWVINC
petadd TV dldgopwy TUNUdTwy Tou, To omolo ovoudletar Global Workspace Theory. Erniong, e&n-
YOUUE e oupnepdopata ond YeAETES 6To Tedio TN cuttdtntag (causality) outiohoyolv Tnyv opydveon
e TAnpogoplac ot aveldptnrous pnyaviopols (independent mechanisms).

21N ouVEyYEL UEAETAUE TPOOTIAVELEC EVOWUATWONE TWY TURUTAVG WEWY GTA GUYY POV VEURMVLXA
dixtua. Baowlbuaote otnyv dovketd twv Goyal xou Bengio ndvew otic enaywyixéc tpotiunoele (induc-
tive biases), oxomndc twv onoiwv elvon o xadopiopde twv vodécewy tou yivovtar xatd Ty Sidpxeta
e exmaldeuong evoc UovTélou, xaddg Xol AUTWY TOU XAVOUV Ta VEUPWVIXE dixTua 600V agpopd
GTNV CTATIO TN Xou outio) xatavour tewv dedouévwy. Ilapousiolovpe npoomdieiec evowudtwong
Olapdpwy TOTWY ENAYWYOY TEOTWACEWY, elte 0TV exmaudeuTixy| dladacia elte o YVOOTEC op-
YLTEXTOVIXEC HOVTEAWY VELPWVIXGY dxTOwv. Eotidloupe o mpoondideiec mou emdiwdxouvy tny e&-
EWBIXEVOT] TUNUATWY TWV TOEUTAVE HOVTIEAWY, VPl UECW BLADLXAOLOY AVTOYWVIOUOU UETUED TwV
TUNUATOV QUTOV.

ITpotelvoupe dVo yetatponéc oe veupwvixd dixtua ou Bactlovtor oto povtého transformer. Ap-
XME TEOTEIVOUUE TNV AVTIXATICTAOY] TwV dIXTOWY eunpdothag Tpoodotntone tou PBeloxovta oto
otpdpata Tou transformer and éva 6Ovolo nopdAANAwY avTtioTolywy SixTtiny, Ta onola Ya exnoudebov-
ot HECE OVTAYWVIC XAV DABLXACLOY, Ol VIXNTES TV omolwy Yo arnoxtolv Tic ddelec enelepyaoiac
TV avTioTolY WV GToLYElWY TOU BlaviIoUTog ELlg6d0L. AxdUo TROTEVOUYE TNV EQUPHOYY EVOS avTio-
TOLYOU GUGTAUATOS YLOL TNV EXTALBEVOT TWV XEPUAWY TEOCOY NG TWV (BLV LOVTEAWY.

Eqopuéloupe tnv dedtepn uédodo, mou apopd oTic XEQUAéS TEOCOYHS, 0TO Yovtéro transformer
XoU TO EXTAUOEVOUUE TAVw OE TEGBAopoTo Unyovixfc wetdppaone (neural machine translation), xo-
9de xou oto wovtého BERT, 1o omolo exmaudedovye oto mpdPAinuo poviehonolnong e puolxng
yhwooog (language modeling). Ta §0o povtéha dev embetxviouy cagelc tdoeic Behtivwong ota TpoP-
Mot autd oe oyéon pe o povtéda Bdone (baseline models). E&etdloupe ta mdavd aftio authc tne
GUUTERLPOPAS Xau TpoTelvouue Thavéc uedddoug emiluong Twv TEoBANudTeY xotng xan xatevdivoelg
yio uEAAOVTIXY €pEuvaL.

AéZeic Khedid
Bahd Mdédnon, Eneepyacio Puowrc I'dooog, Nevpwvind Aixtua, Meta-Learning, Transform-
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ers, BERT, Causality, Independent Mechanisms, Specialization, Modularity, Metexnaidevon (Fine-
Tuning)



Abstract

The subject of this thesis is the study and development of properties and characteristics of
neural nets, that aim at allowing these models to store and manage information in a manner that
resembles the way the human brain does so. Our study revolves around the well-known transformer
model and its variants, which have mainly been applied to natural language problems.

We present topics coming from the areas of cognitive science, neuroscience and the study of
causality and are related to the way the human mind thinks and works. We examine the division
of the human mind into System 1 and System 2, which Kahneman analyzes in his book, Thinking
Fast And Slow. We then describe selected parts of the human brain, demonstrating an existent
tendency in it, towards specialization and division of information processing tasks, and list the
main features of a theoretical model, whose goal is to describe the way the various brain parts
communicate with each other, called Global Workspace Theory. We also explain how conclusions
derived from studies in the field of causality justify the organization of information processing
modules into independent mechanisms.

We subsequently examine the possibility of integrating the aforementioned ideas into modern
neural networks. We build on the work of Goyal and Bengio on inductive biases, which aim to
determine the assumptions made by the training algorithms regarding the training conditions, as
well as the hypotheses made by the neural models regarding the (causal) model that has generated
the data set. We present a set of attempts to incorporate various types of inductive preferences,
either in the training process or in famous neural network model architectures. We focus on efforts
that seek to promote the specialization of the various model areas, mainly through competitive
processes between those areas, leading to a modular architectures.

We propose two modifications in the architectures of neural models that are based on the
transformer model. We first propose the replacement of the feed-forward networks located in
the transformer layers by a set of parallel networks of the same kind, which are trained through
competitive processes, the winners of whose acquire the rights to process the respective elements
of the input vector. We also propose the application of a similar system for the training of the
attention heads of the same model, also based on a competition procedure among the heads of
each layer.

We apply the second method, whose goal is to train specialized attention heads, to the trans-
former model and then train it on neural machine translation problems, as well as to the BERT
model, which we train on a natural language modeling problem. The two models show no clear
signs of improvement in these problems compared to the baseline models. We examine the possi-
ble causes of this behavior and suggest a variety of possible solutions to these problems as well as

directions for future research.

Keywords

Deep Learning, Natural Language Processing, Neural Networks, Meta-Learning, Transformers,
BERT, Causality, Independent Mechanisms, Specialization, Modularity, Fine-Tuning
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Euyoeiotisg

‘Eva cOvtopo onueiwpo yia vor ex@pdon Tic euyaploTieg You otoug avipmroug tou ue Boriincay
YioL VoL ONOXATPG0w auTthy TNy epyacio.

Apywd Yo fdeha va evyoaplothow tov emBAénovia xadnynth AréEavdpo Tlotaudvo, o omolog ue
xododnynoe xodohn TNy SLdpxela EXTOVNONE TNS BITAWpATIXS pou epyaciog, divovTag pou mapdhAnia
v euxatplo peuvrion Eva ueYdho pdoua YeudTony Te E0TIdoW oTo VEpata Tor omolor xEVTELoaY TEMXA.
TNV TEOGOYT HOL.

Axobuo Yo Hdeha va euyaplothow Toug Sbaxteixole gpeuvntéc Nidpyo Iupaoxevdnovio xan Eu-
Boun Tewpyiou, ou omolor ntpdYupa culnrolooay Tic Aentopépeles Tng LAOToINONG TNS TRGTAcHS KoL,
Bondwvtag ye va dlaopariow Ty opdoTntd Tne.

Téhog, opelhw éva peydho euyaplot® otny untépa pov, Katepiva, xau tnv adeipy) wou, HEn, ot
onolec You otdinxay xadOAn TNV SLEEXELL EXTOVNONG TNS OLTAWUATIXAC LOU YOl UE TUPOTRUVOY VOl

ouveylow aveEapTHTWS TWV OTOLWY BUCXOAMMY UTopel Vo cUVAVTOUGA.

Hoavayudtne Koldg

Adva, Anpihog 2023
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3.10  Several dropout schedulers. The curriculum scheduler (red) linearly increases dropout
probability as training proceeds while the anti-curriculum scheduler (blue) does the
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4.12  The causal graphs of the two causal models in the case of a sample with a label

equal to 2. In model (¢) the function f symbolizes the process of seeing the label

Y and creating the corresponding image X. In model (i7) the random variable

Z symbolizes the intention of the human to write down a number which then

translates into a label through the function h and into a image of digit through the

function g [19]. . . . . . . L 124
4.13  The training process of the winning expert and the discriminator. The discrimi-

nator is trained using both the suggestions of the experts and the original MNIST
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of the experts that have lost are not updated [20]. . . . . ... ... ... ... .. 127
4.14  The evolution of the scores assign by the discriminator to each expert during a

successful run [20]. . . . . . .. 128
4.15  The evolution of the MNIST classifier’s accuracy on the images transformed by a

mechanism and then inversely transformed by an expert during the experts’ training


https://www.nbia.ca/brain-structure-function/
https://www.nbia.ca/brain-structure-function/
https://www.youtube.com/watch?v=zj0yud4wv74
https://www.youtube.com/watch?v=zj0yud4wv74
https://www.youtube.com/watch?v=zj0yud4wv74

KATAAOT'OY ¥ XHMATQN

16

4.16

4.17

4.18

4.19

4.20

4.21

4.22

4.23

4.24

4.25

4.26

4.27

(a) The 10 experts applied to 10 Omniglot characters transformed in all possible
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Example of hard parameter sharing in a neural model that is trained on three tasks
simultaneously. Figure from https://avivnavon.github.io/blog/parameter-

sharing-in-deep-learning/. . . . . . . . . . . ... e

(a) Meta-learning training process. First estimate 9;, given D; ;- and ¢. Then,
the model, parameterized by ¥;, makes predictions for the task’s test set D; .
The respective gradients are used to update ¢. (b) Meta-learning testing process.
First estimate O, given Dy, and ¢. Then, the model, parameterized by 9, makes
predictions for the task’s test set Dyg [21]. . . . . . o o Lo oo

Performance on a simple task requiring the model to remove random symbols from
a word, both with and without a natural language task description. The steeper the
curve the better a model becomes as the number of in-context examples increases.
Larger models thus make better use of examples than smaller models. They report

seeing this behaviours in a variety of tasks [22]. . . . ... .. ... ... .. ...

During the meta-learning process the model’s initialization which coincides with the
meta-parameters is trained. The goal is for the corresponding parameter vector, ¢,
to reach a point in the parameter space that, when used as an initialization, enables

the model to quickly learn parameter values that ensure good generalization [23].

The prediction network is shown in red and the neuromodulatory (NM) net in
blue. Both use the image as an input. The final layer of the NM net has the
same dimensionality with the fully-connected net of the prediction network, and
each of its neurons uses a sigmoid activation function responsible for gating the

corresponding unit of the fully-connected layer of the prediction net [24]. . . . . .

(a) Accuracy in the task of classification of the meta-testing training images, on
which the models have already been trained, for a various number of classes (b)
Accuracy in the task of classification of the meta-testing testing images, on which

the models have not been trained, for a various number of classes [24]. . . . . ..

Activations of the final layer of the prediction net shown for three random images
of the meta-testing test set before (upper row) and after (bottom row) neuromod-
ulation is applied. The gating signal that is applied in each case is shown in the
middle row [24]. . . . ...

Accuracy on the meta-testing test set for a variety of different versions of the ANML
and OML models. Unlimited means that the entire net is trained during meta-
testing training. ANML-FT:PLN is the result of training the prediction network,
while keeping the parameters of the NM net frozen. ANML-FT:PLN+NM out
additional trains the final layer of the NM net. OML-FT:PLN+RLN _final trains
the 2 fully connects layers of the OML model and the first convolutional one [24].

Log-likelihood of the transfer data computing using the causal A — B and the anti-
causal B — A models w.r.t. the number of examples from the transfer distribution
shown to them. The causal models is shown to adapt much faster than the anti-

causal one [25].. . . . ...

The evolution of o(y) during meta-learning, where A — B is the correct causal
model [25]. . . . ..
Both the blue and the orange line indicate valid solutions. After a short period of

adaptation the first solution is found [25]. . . . . . . . ... ...
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Overview of a model with 4 RIMs. The mechanisms attend to the input elements
and the ones that pay most attention to them are activated (right). The active
mechanisms (with blue) follow their default dynamics and sparsely (continuous vs
dashed lines) interact with the other ones (left) [2]. . . . ... ... ... ... ..

Predictions for two different trajectories (up and down) of three balls in an environ-
ment where a curtain is applied. On the left the side of the figure the predictions
of the model when the true frames are used as input are shown. On the right side

(rollout) the model uses its previous output as input [2]. . . . ... ... ... ..

The first 15 frames of the actual ball movements are used as input to the models.
Then the models enter an auto-regressive mode, using their past outputs as inputs
(rollout). The RIMs model’s cross entropy error on the balls’ positions is much
lower than the LSTMs’ one, indicating the model’s ability to generalize both under
in-distribution and OOD settings [2]. . . . . . . . .. .. ... .. ..

OOD generalization capability as indicated by the F'1 score, compared to LSTM
and RMC [26] on another partial observation video prediction task. All models were
trained on a three-ball setting. TTO is the time travelling oracle that has access to

the real dynamics and does not simulate them like the other models (upper bound)

2] o

Relative score improvement over an LSTM based model across all Atari games

averaged over 3 trials per game [2]. . . . . ... oL

The overview of the a neural interpreter along with its inputs and outputs are
shown in the leftmost figure. The CLS tokens are indicated in blue and a linear
classification head is attached on top of the output corresponding to each one. In
the center left the constituting scripts are shown. Each one of the three scripts uses
a separate set of parameters. In the center-right the inner workings of a script are
shown. It entails two function iterations and three functions. All parameters are
shared between function iterations, but rerouting is performed before each one. In
the the rightmost figure the consisting LOCs are shown, conditioned on the third
function’s code vector (pink). The two other computational streams, for the green
and blow function, run in parallel with the first one and are shown on the back. The
routing of the input elements is common for all LOCs of the same function iteration
that are conditioned on the same vector. The three rightmost input elements are
the only ones that are allowed access to the pink function as shown in the figure.
Residual connections do exists but are not shown [27].. . . . . ... ... ... ..

Figure (a) records the adaptation speed of a neural interpreter (orange) and a vision
transformer (blue). Figure (b) presents the adaptation performance of the model
for various numbers of re-initialized functions in the case where the pre-trained

function vectors are used (brown) and in the case where they re-initialized (blue)

Validation performance of NI models pre-trained with five functions and fine-tuned

after the installation of additional ones, randomly initialized [27]. . . . .. .. ..

A sample of the PGMs task. On top the 8 context panels are shown and below
them are the 8 candidates [27]. . . . . . . . . .. ... Lo o
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Overview of a TIM model with three mechanisms and a two element input. Each
mechanism maintains its own representation of each input element. First each
mechanism performs self-attention using its representations of the input. Then, the
mechanisms attend to each other’s representations for each input element separately
in order to exchange information. Finally a FFN layer is applied position-wise by
each mechanism separately. Layer normalization and residual connections are also

applied position-wise and mechanism-wise [28]. . . . . . . ... ... ... ...

A TIM model with 2 mechanisms is trained on CIFAR-10 images (upper left).
One mechanism specializes in the foreground (shown here in bottom left) and the
other in the background. Another TIM model with two mechanisms is trained on
pairs of (MNIST and CIFAR) images (top right). The attention paid by the first
mechanism to MNIST images is shown in the bottom right corner. This mechanism
obviously specializes in MNIST digits [28]. . . . . . .. ... ... ... ......

A speech signal is shown on top of the left figure. The competition pattern is then
shown for five successive TIM layers. The signal becomes clearer as one moves to
from the input to the output layer. This increasing certainty about the competition
winner is verified by the correlation matrix of competition over layers shown in the
middle figure and by the progression of the competition’s entropy from lower to
higher, layers depicted in the right figure [28]. . . . . .. ... ... ... .. ...

Overview of the proposed methods . . . . . . . . ... ... ... ... .......

Learning curves for the three modes of training. The loss is computed on the
dataset used in the last epoch. This is the reason for the scissor-like effect observed
in (b) and the sudden increase observed at epoch 15in (¢) [5].. . . . .. ... ..

Evolution of perplexity on the training and validation sets and of the BLEU metric
on the validation set for the three modes of training. They are computed on the
dataset used in the last epoch. This is the reason for the scissor-like effect observed
in figure (b) and the sudden increase observed at epoch 15 in figure (c) [5].

Evolution of gradient norm (red) and the learning rate (blue) during training for
the three training modes. The gradient norm decreases in epochs where the small
subset of the dataset is used because of the smaller number of parameters that are
trained in these epochs. This is the reason for the scissor-like effect observed in
figure (b) and the sudden fall observed after the fifteenth epoch in figure (c). The
linear increase in the learning rate in the beginning is due to a warm-up period

that is usually employed to stabilize training [5,29]. . . . . . . .. ... ... ...

Evolution of the norms of the head signatures for all heads of the model, presented
separately for each layer, for the cases where all model components are trained

jointly (a) and in an iterative manner (b) [5]. . . . . . . ... ... L.

Evolution of the norms of the head signatures for all heads of the model, presented
separately for each layer, for the cases where all model components are trained in

a sequential manner [5]. . . . .. ..o

Evolution of the mean compatibility values assigned to each head across a batch
of samples for each of the first five positions of the input sentence during training.
The values for the heads of the third (a) and the fourth (b) layer are shown [5]. .

Evolution of the mean compatibility values assigned to each head across a batch
of samples for each of the first five positions of the input sentence during training.
The values for the heads of the fifth layer are shown [5].. . . . .. ... ... ...
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3.1

3.2

3.3

3.3

Eqgopuoyn e uevddou CAH otoug tpelc unyoviouols mpocoyfc EVOS UOVTENOU
transformer ye N = 6, Dyoder = 512, Dyppn = 1024, D, = 24, Drppa = 128.
Enc. SA. onuaivel pnyoviopog auto-npocoyc xwdixomointy), Dec. SA. unyavioudc
QUTO-TPOCOYAC TOL amoxwdxonontrh xou Enc.-Dec. eivan o unyaviouoic npocoyhc
xwdxononti-anoxwdixonointh. Evag otoupds + yenouwronoteitor yior var LTOBNAL-
oet ) yehon e uedodov CAH otov avtioTolyo unyaviopsd xou €vo xevo ylol VoL UT-
odnhoaoeL TNy amovsta Tng. AvagépeTon 1 ueTE perplexity oto cUvolo dedouévwy
exnaidevone (PPL Training) xou oto cbvolo dedopévev eréyyou (PPL Test) xou 1
pétenon BLEU oto oOvoho dedouévwy eréyyou. To poviého exmaudedtnxe yio 15
ETONEG. « v v v e e e
Egapupoyn e pedddou CAH otoug teelc unyaviopols mpocoyic evoc YOVTENOUL
transformer ye N = 6, Dyoger = 512, Dyppn = 1024, D, = 24, Drppa = 128,
H = 4. Agol 1o eowtepd ywouevo péoo oto softmax oty egiowon 5.3 un-
ONOYLOTEL YLOL TOL YOROXTNELOTIXG BLVOOUATA OAWY TWY XEPAADY TEOCOYNG XAl TOU
AAEBL00 TTOU OVTITPOCWTEVEL £VAL GTOLYELD ULoG CUYXEXPLIEVNS VEONC 4, 1) XEPOAT GTNY
onolol AVTIoTOLYEL TO UXPOTERO AVTIOTOLYO E0WTEPIX YIVOUEVO OmEVERYOTOLE(TOL YLo!
T V€O © Mo TA ECOTERPLXA YIVOUEVAL YLl TIG UTOAOLTES XEQPUAES Y ENOULOTOLOVVTAL Yiol
ToV UTOAOYLOPS TGV cuuPoatdtntog yio autée. Avagpépetan 1) petpuxr perplexity oto
olvoho dedopévwv exnaldevone (PPL Training) xou 610 clvolo deBouévwy eréyyou
(PPL Test) xau 1 pétpnon BLEU oto olvoho dedopévwyv eréyyov. To poviého
eXToUdEVTNXE Yot 15 eMOYEC. . . . . L Lo
To povtélo transformer exnandeeton Ye Tpelg Slaxpitols Tpémovs: ého pali (Jointly),
e EmovaANTTIX exnaideuot xou Ue oetplaxt| exnaidevor. H uédodoc CAH epapudle-
Ton glte oe évay amd ToUG PN oVIoPo0E aUTo-Tpocoy g ElTe Xa oToug 800 TAUTOYEOVA.
Avoagpépeton 1) petpixd perplexity oto olvolo dedopévev exnaidevone (PPL Training)
%ol 670 oUvolo dedopévwy eréyyou (PPL Test) xau 1 pétpnon BLEU oto clvolo
oedouévwy eréyyou. To povtého exmaudedtnue yio 15 emoyée. . . . . . . . ... L.

Table comparing several layer types w.r.t. three different attributes. n is the length
of the input sequence, d is the dimension of the vectors representing each sequence’s
element, k is the size of the kernels of a convolutional layer and r is the number of
elements that a self-attention operation is allowed to pay attention to . . . . . . .
Ablation study performed to BERTpasg. The study shines light on the importance
of the NSP task and of bidirectionality. . . . . . . .. .. .. ... .. ... ....
Performance of various models on the NMT task WMT14 (en-de) [30]. They repro-
duce the original Transformer model and report results for it too. They compare
to the results of the weighted transformer [31], the tied transformer [32] and the
layer-wise coordination method [33] applied to the transformer model. . . . . . . .
Average drop of the BLEU score after the most important head of a layer has been

removed across layers. . . . ... Lo
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Cross-entropy loss of various versions of the RIMs model on training and test sets
of the copying task. The performance of two LSTMs, a neural Turing machine [34],
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Kegpdrowo 0O

Extetopévn EAAnvixer Tepiindn

0.1 Ewaywyn

0.1.1 Kivntex

Melétec oTov TOUER TNG oY YEOVNG VEVPOETLG TAUNG €X0LV JElEEL TS 1) AmoVAXELOT] TWY UELOVW-
HEVOY TANPOGOPLEY BEV TEOYUAUTOTOLETAL ANd VEVPMVES OUOLOUOPPO XATAVEUNUEVOUS GTOV avIp®dTVO
eYx€paho, ahhd TS oL BLdPopES TEPLOYES TOV EYXEPAAOU Topouctdlouy tdoelg e€ewdixeuong. Kdmola
TUNpaTo Tou eYxepdlou Eyouv Bpedel vo cuvdéovton evtovdtepa Ye TNy Slayelplon TAnpogopiag Tou
oyetileton ue ouyxexpévee aoUnoelg, T.y. axon N a@r, xou ue TNy dlaoponoinoy vo cuveyileta
oTov Teomo duyelpiong, my. anodrxevon 1| enelepyacia, xodde xou oTOV TUTO TG TANPOPopiaC,
Y. ovtidpoon oe eEwtepnd epédioua 1 uetatponh) Vénong oe npdln. Emlong, xatd tnv Global
Workspace Theory [44, 45, 46, 47, 48], undpyouv edixeupévec opddee VEUPMVWY oToV avipdTivo
EYXEPOAO IOV BpouY oyeTxd aveEdpTnTa N wlat omd TNV GAAY), X0 EMLXOVWYOLY GTOPUBIXA UETK EVOC
eviafou XavaAlol, 6To omolo EUTAEXETOL XOU 1) CLUVEBNO.

IMopdha autd, oTa oNUeEEIVE Veupwvixd dixtua dev umdpyel wa uédodog 1 omola vo xadopilel
ToV TOTO %ot TEOTO ANOYAXELONC TNG TANEOPORINC TTOU ATOXTATOL XUTE TNV EXTAUDEUSCT), XS xan
v daduxacio EMAOYHC TwWV YVOoEWY, ol onoleg xplveto 6Tt elvol oL o YeNOWES TNV EXACTOTE
yeovue otiypn.  Avtideta, ov mapamdve Aettovpyled avanTdCCOVTOL AUTOUATH XUTd TNV OldpXELd
e exnaidevong Ye teéno mou dev elvon edéyEylog amd tov dvidpwno. Extéc and 1o mpdBinuo tne
xoxhc yerone twv dadéony tdpwy, N ouyxexpwévn tapdhewn elvor oAl mdavé oyetileton pe
TNV TTOOT NS ATOB0ONE TWV VEURKVLXGY dixTOwY OTay auTd xaholvtar va Bydhouy cuunepdopoto
yior Belyportar mov ovixouy oty xatavour Twv mapadelyUdtwy exnoideuone odld oyt ot autd (in-
distribution generalization), xou pe v aduvopia Toug va YEVIXEVOOLY GE BelYUaTO GAAWY XATAVOUGDY,
oL omoleg éyouv xdmowa oyéon ue Ty tpd TN (out-of-distribution generalization).

Enpeptvéc ewplec mou mpoépyovia and Tov Topéa NS Yvwolaxhc emoTAUNG (cognitive science),
oL Gvipwnol YEVIXEDOUY AVAXTOVTIG XOUMATIO YVMOONG and Tn UvAUn Toug, Ta omolo oyetilovton ue
T0 ToapdY TEOBANUA, xat cLVBLALoVTdS Ta pE xouvolplous Teomous. Eilvar mohd Shoxoho va gpaviacTel
XAMOLOG TIWE T VELPWVLXE dixTua Var propoloay va amoxtricouy Tétolo eueMEla oty Blayelplon twv
HELOVOUEVWY TUNUAT®Y TAnpogopiog ywelc va opyavwtolv xatdAinia ol tpémol amodixeuone, avdx-
None xou eNeEepYaolac TOUC and UEEOUE TV UOVTEAWY auT®y. Eivow hoindv hoyxd va e&epeuviioel
xamolog pevddoug mou Yo wdolv ta veupmvixd dixtua vo StoyeptlovTal T YVMoT xotd TedTo TapOHoLo

HE aUTOV Tou avipwnivou eyxepdiou.

0.1.2 Xvuvelcpopég

Ipaypatomolotpe pio Bihoypoapixny) avaoxomnon tng €eeuvag mou €xel mpoydatonowdel otny
TUEATAVE XATelUVOT), EMXEVTPWVOVTIC TNV TEOCOoYT Woc XxVplte oTtny opdda Tou epeuvnty| Yoshua

Bengio, ané to navemothulo touv Moévipeah. Enlong, yivetonw avdluon twv mnydyv éunveucnic toug,
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oL omoleg mpoépyovton amd TOUS XAEBOUS TOU GUUTERLPOPLOUOD, TNG YVwotaxhc emothune (cognitive
science), TNG VEUPOETULOTAUNG X0l TNG UEAETNG AWTLOXOV PETABANTMY Xou pnyoviopodv (causal variables
and mechanisms).

Me Bdom o nopandve mpotetvoupe 600 dpYLTEXTOVIXES UETATPOTES GE VELPWVIXY dixTua Tou Paoi-
Covton 670 wovtého unyavixic pddnone transformer [1] xou eqappélovpe v pio and g 8vo. Buy-
HEXPWEVD, EyxooToUpE €va cVoTnua EmAOYHC oTic xepahéc (attention heads) twv pnyavicuov
Tpoooyhc toug (attention mechanisms), to onolo ctoyelel oty e€edineuot| Toug YEow aVTAYWVIO-
TGV Slodaoldv. TapdAAnha, ntpotelvoude TNV EYXUTAC TAOT EVOS TOEOUOLOU CUC THUATOS 0T BlxTua
npbodg tpopoddtnone (feed-forward neural networks) twv povtéhwy owtdv, to onolo cuvtng etvat

EYXUTEC TNUEVA HETA TOUS PNy avLoUolg Teocoy1g.

0.2 To Movtélo Transformer

Kevtpwé oe avth tnv epyaocia eivon To povtélo transformer (Vaswani et al. (2017) [1]), To onolo
yenowonoufdnxe opyxd Yot To TEOBANUA TNE UETAPEAOTE PUOLXNC YADOOUC, XOL €YEL ATOTEAECEL 1
Bdom Yo T onuepvd xopugala (state-of-the-art) povtéha mou ypnowomololvton yior Ty eniiuon
ploe peydhng yxdyoc npofAnudtey guowic Yhdooac (natural language). O transformer eivon éva
VELpWVIXG dixTuo To omoio drayelpiletan oxohouldieg otolyelwy Ta onola PUTopEl Vo cUVBEOVTAL O~
otohoyd yetalh toug, 6mwe ol Méeic oe éva xelyevo. To cUvolo Ghwv twv mdavidv otolyelwy
ovoudletar Ae&ihbyto (dictionary) tou mpofhfuartog xou xdle otoiyeio avamopiototon and éva Sidvuouo
Tparypatixy oty (embedding).

To yovtého, To onolo golveton oty exdva 1, amotereiton amd 2 TURHATA, EVaY XWOLXOTOINTY
(encoder) xau évov anoxwdixononty (decoder). O xwdixonowntic drafdler pio axohoudio otoiyeiwvy
xou dnovpyel avamopactdoels v autd e Bdorn to cupppaldueva (contextual representations).
O anoxwdixoromtrc daBdler autés T avanapaotdoels xou mopdyel wo axoroudion e€6dou. T
napddelypa, éva Levyog axohoudiog eloddou-e£6d0u unopel vo elvan plor TpdTooT Xou 1) HETAPEACT TNS
oe ula AN YAwooa.

O xwdixonontic anotehelton and N enineda
HE %oy dour|, amoteholueva, To xodéva, and Output
gvay unyoviopd mpoooyhc (Bahdanau et al. Probabilities

(2014) [10]) axorouvdolpevo and évo dixtuo

npbéohac tpowoddtnone. H enelepyacio xdde
© pop on © [ Linear |

oTolyelov mporydotonolelton ToEGAANAAL YE oUTY

twv unoholnwv. Enlone n enelepyocia dhwv
TV otolyelwv and éva eninedo mporyyoTonolel- Fgrive:rd
TOUL OO VELPWVIXES DOPES YE HOLVEC TTHPAUUETPOVG,
aveEdptntee e Yéoewe tou otoyeiov. Apa o e mﬁﬁ
UNYOVIOUOC TeoooY G EVOC ETUTESOU Elval XOLVOC Fe‘ed "’lti'ti}:"“‘z;d
v 6hec Tic Yéoele, dnwe xon To dixtuo tpdodiog Forward T 7 Nx
Te0(od6TNoNC, ANE 800 unyaviopol Tou yenol- — m%
pomoloUVToL Ot BlapopeTixd enineda €youv Oi- Nx | ~(TAdd & Norm ) asrked
OUPOPETIXES TAPOUETEOUC. r“lﬂiﬂ;id M}ﬂg'ﬂ*ﬁﬁ?

Ouv unmyoviopol mpocoyrc etvon  umedduvol i1 7 Ai__t 7
yioo TNV oavTohhay) TANEoGoptdY PETOED TwLV N— /N —
otoyelwy.  Aéyovta we €w06douc TS avo- Egigg;zl D @ E;fg'(?ﬂg‘
nopactdoelc Twv otoyelwv hy, i € {1,--- T}, o Tl
OTWC AUTEC TPOXVUTTOLY and TO TEONYOVUEVO Embedding Embedding
eninedo [ — 1, xou molhamhaotdlovtog Teg Ye Ti- 1 I

Inputs Qutputs

2 (shifted right)

Figure 1. Aoun tov povtérov Transformer [1].



0.2.1 To Movtéio BERT

VOIXES WlQ, W{{, le Snuovpyoly dwavbopata q;, ki, v; avtiotoiya. Metd vroloyilouv Tic Tyéc
oupPototnrog ¢;; petod tou otolyelou ixan xdde otolyelou j, cuumepthoauBavouévou Tou i, Yia
x&ie mdavod 7, TEPVOVTOG To ECOTEPXE YvoUevVa g, - Kj, yiot xdde j, amd pio cuvdptnon softmax,

softmax(x;) = Ze%

=. T v dnwovpyla e Tehxrc avanopdoTaone Yo To ¢ unohoyileton ToO
otadpopévo ddpotopa (weighted sum) Twv TPOY TV oTOLEIWY V; UE TIC AVTICTOL(ES TWES GUY-
Batotnrag ¢i;: hy = Zj CijVj. LTNY TEAYUATIXOTNTA O MUPATdvVeL Unyaviouds eivan o €xdoon tou
UNYOVIOUOU oGO0y NG, oTNy onola 1) axohoudio amd Ty onola mpoépyovtan To dlaviouorta g ebvon (Bia
pe authy amd v omola Tpoépyovtal Ta k xar v. Autod tou TOToUL 0 unyavoudS TEoCoYTc ovoudleTal

auto-tpocoyy (self-attention).

O Vaswani et al. (2017) [1], vy va emtpédouy oe pion AEN peyahitepn evehiio oty ambdoon
TGOV ouUBATOTNTAS, TEUYUATOTOLO0Y TNV TAEATAV™ dLadixacio TOANATAES POPEC Y PTOULOTOLWVTAC
&otcpopsuxsg Tapau€Teous xdde popd: WQ . WK h WVh he{l,---,H}. O avtictouyec é€odot
h cuvevovovtal Yl xdde otolyelo i, h; [h h hfl]7 xou no)\kom)\otototlovrw ue €va véo
nivoea Wl yioe Ty dnlovpyia e €680V TOL PNYOVICKOU TEOGOYHAC hi = Wl h;. To en pépouc
TUApaTor auToU ToL Unyaviopol ovopdlovta xegaréc (heads). H avanapdotoon xdde otouyeiov, dnwe
TEOXOTTEL OO TOV UNYAVIOUOL Teocoy NS, TEPVAEL péoa and éva dixTuo mpdodloc TpoPodoTNONG UE
éval xpu6 eninedo: hy = W2f(Wih, ), 6nou f uia ouvdptnon evepyonolnone (activation function).

To povtého enlone yenowonotel pio texvixh xavovixoroinone (layer normalization [49]) twv
EOWTEPIXWY OVATORUCTACEWY OV SLoTNEel, xS xou CUVBESELS TUEAXOUYNG TWY VEUPWVIXDY TOU
dopdv (residual connections [6]). O mapondve pédodol cupfdrlovy oty xahltepn exnaidevon
TOU JXTVOL, ETUTEETOVTUC GTOV ERELVNTY] Vo OTYBAEEL TEPLOGOTERO VELPWVIXY eNiNESa dNLovEYMVTAC

Bordid vevpwvixd dixtua (deep networks).

Yo Sivbopata avandpdotaone Twv AEewv npootidevtar Slaviopata Héong mou xwdixonoloby
v Béomn g xdde AéEng uoa oty mpdTUCT).

O anoxwdixonomtic €xel (Blo aptdud emmédwy xor TopdUoL BOUT UE TOV XWBLXOTOWNTH UE TNV
Blapopd 6TL avdEca 6Toug B0 TpoavapepYEVTES Unyavionolg xdde emmédou UTdEYEL €vog oxouo
unYavIopos Tpocoyfc, oTov onolo To SlavioUaTa g TPOEpYovTol omd T £680UC TOU TEONYOUUE-
VOU UTNYAVIOUOU UTO-TIE0COoY MG TOU amoxmdlxomonT xou Ta k xou v mpoépyovian and tig e€680ug
oL xwdxonoNT. 'Eva yopoxtnpeloxd Tou amoxwdxononth elvon OTL YL 1) TOEAYWYYH) 0OXOAOL-
by mparypotomoleitan oeplaxd, otolyelo avd otoiyelo. T v mapaywyn xdde véou otolyeiou o
ATOXWINOTONTAS GUUBOUAEVETAL TA TEOTYOUUEVA GTOLYEIN TOL EXEL TTOURGEEL, YETNOULOTOLOVTAS ToL (1S
€l0600U¢. ‘Apol O TUPATAVE UNYOVICHOS GUVDEEL Tat oTolyela Tou €youv Tapoydel uéyptl pla otiyur and
TOV AMOXWOXOTONTY YE TIC AVATMUPAUC TACELC TwVY oTolyelv TNne axohoudiag eilcddou. O unyoviouoe
TPOGOoY T aUTHS OVOUALETAL UNYAVIOUOS TPOGOYHS XWOLXOTOLTH-ATOXWIXOTONTH.

Koatd tor dAAot 0 #60BLX0ToNnTHAC Xl 0 ATOXWILXOTOLNTAHE ElVol TUPOUOLOL (E TEOE TOL Y UPUXTNPLOTIXG.

TV APYLTEXTOVLXWY TOUG.

0.2.1 To Movtéio BERT

Ou Devlin et al. (2018) [11] exmoudebouv évoy xwdwomownty, mopduoto Ye autdv otov trans-
former, oo mpoBhfuota Tne wovtehomoinone YAwoooc (language modeling), Snhadh oty mpdBredn
XEATOLV XPLUUEVLY AéEewY, xou TedBhedne tne enduevne npdtaone (next sentence prediction). O
exTadELIEVOC xwdxoToN TS dnpLovpyel autd mou ovopdotnxe bidirectional encoder representations
from transformers (BERT'). H 18¢a eivon 611 yéow e Sudixaciog exnaidevong éyel anoxthoet yvoon
NS QUOWAC YADOGOG X UTOPEL Vo EXTTALBEUTEL TEEOLTERE Xou YPYYopa GE BEBOUEVO dAAWY TROPBAN-
HATOV QUOLNAC YADOOUS, TY. ovVoLy VORLoT cUVALCUNUATOS, EpWTOo-anavTAoelC xou tepiAnd, to omolo

pnopel vor uny etvon apxetd oe TANY0C Yo Vo eXToUSEVGOLY Eva HOVTENO EX TOU UNdEVOC.
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0.3 Xyetxr BiAoypapia

O Kahneman oto Bi3hio tou Thinking Fast And Slow [50] Sioryweilet vontixd tny dwdixaoia tng
oavipdmivng oxédne oe 800 uocueTAUAT Pe oXoTd VoL eENYNOEL CUYXEXPWIEVES aVDPOTIVEC GUUTEPL-
popéc. To mpdhto vnoclotnua To ovoudlet Lootnuo 1 (System 1) xa neplypdepet v Aettovpyia Tou
WS aUTOPATY, Yeryopn xou unocuveldntn. To devtepo to ovoudler Lootnua 2 (System 2) xou tou
avord€TEL AELTOURYIXOTNTES TTOU TEOYHATOTOLOUVTAL CUVELDNTA Xt amontoly Tpocoy Y| xou TpoondieLa.

O Bengio xou 1 oudda Tou Yewpoly dTL To oNpepLVd VELpwVIXE dixTua extandelovTal TETLYNUEVA
OTLC AELTOLEYIXOTNTES TOU LUoTHUNTOSC 1 oA byt Tou Luothuatog 2, Tic onoleg ouoyetilouy ye tnv
npoavagepdeion avidpnmivn xavotnta yevixeuone. Ilpoteivouv howndy pia Aota emhoydy, Tig onoleg
ovopdlouv enaywywéc npotroelc (inductive biases [51]) xat Twv onolwy 1 netTuynuévn viotoinon
X0l EVOWUATOON GTA UTHPYOVTA VEUp®VIXE dixTua Vewpoly 6Tl Jo EEXAEBNOCEL TG XAVOTNTES TTOU
EMTUYYAVOVTOL YE TN YeNoN TOU DUoTAUATOS 2.

H Aoto auth viodetel apxetéc Wéec and v emothun e awndtntog (causality), mou yeketd
e oyéoelc HeTall outaxdy PETABANTAOY, oL onoleg Talouv ToUC POAOUC QLTI X0 ATOTEAECUATMV.
Kotd toug Peters et al. (2018) [19], ot antiaxéc petoBhntéc ouvdéovton e outtoxols unyoviopols, oL
ono{ol TePLYPAPOUV UTOCUC THUATA TOU TEAYUATIXO) XOOUOU %ol TOUS amodidouy To LOLITERO Yopo-
el g avelaptnotac petald toug. To tedeutaio onuaivel ot yvodon yia évav ebvar dyenot
Yot TNV TEPLYpopY) onotoudrmote dAlou xar 1 odhayny evée dev oyetiletan pe omowdrnote odhoyn
TEAYUOTOTOLELTOL OE XAmolov GANO.

O Bengio xou Goyal (2022) [51] dewpodv 611 10 avipdmivo puokd expetalhedetar Ty UTopln
QUTOV TWV UNYAVIOUMY OTOV TEAYUATIXG XOOUO Xdl TOUS AmoUnXeVel 0Ty UVAUY WC HOVTEAX TOU
%x6ouoL UE TEOTO TETOLOV, TOU VO TOU EMLTEETMEL VO TOUC aVAXOAEL OTOTE ypetdleToL Xou Vo TOUg
ouvdudlel v v enfhuon véwv mpoPinudtev. Ou Bengio et al. (2020) [25] vrodétouv éti xdide
oAhoryr) oo epifBdihoy, 1 omola pEpvel Toug avlpdToUE AVTYETWTOUS UE Eval VEO TROBANUN, TEOXUTTEL
and TV aAAoyY) EVOC TOAD Uxeol TUARATOS TWY UTOXEUEVODY UNYAVIOUWY TOL SLETOLY TNV AetToupyla
tou. Autd ogeileton ev pépet oty mpoavagepdeioa unddeon aveloptnolag toue. ‘Etot, ou dvipwnot
xeeLdletat vo ahhEGEOUY OV €Vl Uixpd TUUA TOU HOVTEAOU TOU XOGUOU TO 0T0{0 SATNEOUY GTO HUOAS
TOUG YL VO TROCUPUOGTOVY GTNY oAhayT). Me autdv Tov TpoTo umopoly va yevixedouy YR Yopa Xl Vo
avtonelépyovton anoteheopatind otic véee ouviixec. Ol Bengio et al. (2020) [25] expetaihedovon
TO YEYOVOC TNC Yeryopnc exnaldeuong evdg poviélou, to onolo meplypdyel €éva aOoTna Tou onolou
AMyec ouviothoeg €youv oAN&Eet, yior va uddouv v opdy oy TOU CUOTUAKATOS AUTOU, dNAadN
o oAndvd aftior x&e outionhc petoAntic. Lo v To xdvouv autd yenoidonolody Ty TaydTnTo
TPOCUPUOYAS TOU HOVTENOU GTNV GANOYY| TOL GUOTHUATOS W ofua exnaidevong ot évay ahyoplduo
peta-pdinone (meta-learning).

H peto-udidnon elvon pia pédodoc exnaidevone xatd tnv onola 6To povtého mopouctdalovTot ToOAAG
dlapopeTind mpofAfuata, To éva ueTd To dAho. Koholuevo va ta emAloel ye amodotxd 1edno TO
povtého padaiver évay yevixd tpdémo dayelptone tétolou eldouc mpoBinudtwy [21]. Ou Bengio xou
Goyal (2022) [51] mpoteivouy v peto-pdinon we éva mbavd Thaioto pddnone yio veupmvixd dixtua
Tou exoudedOVTAUL HE OXOTO TNV ANOXTNOY AELTOURYLXOTHTWY Tou XucTtiuatog 2. 'Etol xdvouye plo
CUYVOTTIXT| TAPOUGLACT] TV HEVOBWY UETO-UEUNONE ot BiVOUUE TORAUDEIYUATO YVWOTMV EQPUPUOYOV.

O Parascandolo et al. (2017) [20] ypnouonoto0y avtaywvioWd yio var avoxohOpouy Toug urtoxe(-
pevoug antioxole unyoviogols. H Aoy mlow and tny yeron aviaywviopol Poactleton eivon 6t o
VIXNTAC TOU DLy wVIoUOU, 0 0Tolog SLorywVIoUOS agopd TNy ddela yiar Ty Sloyelplon evog delyuatog,
BeAtiwdveTton 0To TEOBANUa Slayelplong deryudtwy Tou (Blou TOToL xou amoxTd TeoBddious e Gyéom
HE TOUg avTaywVio Tég Tou. ‘Etol, éyel neplocdtepeg miavdtnteg va xdvel TNy xahdTepn TpoTaoT Yio
delyparta tng Blag xatnyoplag oto pérhov xou dpo va Eavayenoiponondel yio autd. O Goyal et al.

(2019) [2], epmveduevol and TNV TOEATEVE SOUNELS, YENOLLOTOLOUY OVTOYWVIOWS YLl VoL EXTIALdEDCOUY
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0.4 Tlpotewduevee Metatponég

avaBpoulxd Bixtua, xadéva and to onola emBLOXETUL Vo poviehorotoet pia dradixacia. o To Adyo
auT6 Tor ovoudlouy aveZdptnToug avadpomxols wnyaviouols (recurrent independent mechanisms)
(ewdva 2). ‘Evog pnyovioude npocoyfic yenoytonoteiton otny eicodo yia va Peedolv ta o oyetxd
pe vty dixtua, Tor omolo xou TEAXE elvor Tar wéva Tou exmoudevovTal, wadaivovtac va dayetptlovtan

xoAOTeEPa ELl0HBOLE ToL avTioToLyoU Eldoug.

Top down attention
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Figure 2. Aoun evés povtélov RIMs pe 4 pnyxaviopols. Or punyaviopol or omoior mpooéxovy
Teploadtepo ta debopéva evepyonowvtar (8e€rd). Or evepyol unyaviopol, mov aneikovilovtar jie
UTAe, extedolv éva Prijpa Pdoer tov €0wTepikoU TOUS UHOYTEAOU kal aAANAEMIGPoUY U€e TOUS UT-
domovs (aprotepd). Or avevepyol unyxaviouol, mov anmewkovilovtar e Aevkd, dev evnuepdvovy
Y €0wTepikn Touvs katdotaon [2].

Ot Rahaman et al. (2021) [27], Baoilépevol oto poviéro tou transformer [1], mpoteivouv toug
neural interpreters, ot onofot exnudeouv Sound otoiyela, o onola ovoudlouvy cuvapthoeic (func-
tions). Ot cuvapthocelc xwdixonololy Eexwplotéc Aettoupywdtnies. Mdhota, opilovton pe tétolo
TEOTO TOU EMUTEETMEL TNV TEOCH XY XouvolplwY OTOTE UTHEYEL avdyxy), xadwe xaL TNV aAloyy) Tou
TpéTOL TOU cLVBLaO TS eneepydlovtan Ta oTolyEld TNS EL06B0L e oxond TNV eniAucT xouvolplwy
TEOBANUATLY.

Téhoc, ot Lamb et al. (2021) [28] epapudlouy pla apyttextovixd| petatponf oto BERT (Devlin et
al. (2018) [11]) yrot va SnuLoupyRoouy aveEdptnTous Wy ovioiols Tou avtaymvilovton o évog Tov Ao
yio Ty duvatdtnta enclepyaciog xdle otouyeiov Tou daviopatog elobdou Eeywplotd. Ta mewpdpota
TOU TRAYUATOTOLOUV DelYVOUV BEATIOOELS TOCO TNV IXAVOTNTA TWV HOVTEAWY Vo YEVIXEDOUV OF in-

distribution 6co xou oe out-of-distribution cuvifxec.

0.4 Ilpotewvopeveg Metatponég

IMpotelvouye BVO PETATEOTES PE GXOTO TNV BEATIOOT TNE ATMOBOOTNE TWV VEURWVIXDY LOVTEADY TOU
Baotlovton otoug transformers. Ou yetatpomés autés €lval GTO TVEDUN TWV TORAUTEVE EPEUVITIXDY
npoomadel®y, ohhd amoteholY UixpdTEPOU PEYEVOUC UAAXYEC OTIC BOUEC TWV POVTEAWY CUYXELTIXG.

ue ti¢ npoavagepdeioeg npoondielec.

0.4.1 Avtaywvilopeva Aixtua Ilpdéciag Tpogpoddtnong

Apyd, TpoTelvouuEe TNV AV TIXATAGTAOY TKY BIXTOWY TPOchoc TEOPOBAHTNOTNC OTLC UPYLTEXTOVIXES

Baoiouévee oto povtélo transformer and plo oeipd Ny mopdhhnhov Tétouwy dixtomy (exdva 3a). T
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Kegddowo 0. Extetopévn EAAnvuy Tepiindn

vo. wiioovpe xdie éva amd autd ot e€edixevon npoteivouye TNy xatavouh e enelepyaociog TwV
oTolElWY 16600V PETOED TV TUPATdVE dTOWY UEcw EVOS Unyaviouol tpocoyhc. Ouctaotixd o
pnyoviopds tpocoytic horotel pia popgh avtaywviopol (Parascandolo et al. (2017) [20]) petald tov
duxtiwy npdodac Tpoeoddtnong, te xdnota otolyela opoldtntoag Ye authy Twv Lamb et al. (2021)
[28].

Suyxexpuéva, ulodeTdvtog Tic ovopasiec Tou yenotponotidnxay and Touc Rahaman et al. (2021)
[27], oe xdde Bixtuo mpbodiog Tpogoddtnone evée emnédou I, Fi;, @ € {1,---, Ny}, avatideton éva
didvuopa fi; € RP7, 1o onolo ovoudloupe ouvdptnomn. Eva véo dixtuo mpbodhac tpopoddnong,
InfF;, yenowonoiel v €€080 tou unyaviouol tpocoyfc tou Blou eminédou | oe xdde Véom j yia
vor mopdEe éva didvuopa ki = InfFy(hy;) € RP7. Ta daviopata {klj}};1 YO TOL YOPOXTNELOTIX
dlavbopato avixouy oTtov Blo Slavuopatind yeo S. Troloyilovta tpée ovuBatotnrag yetald
xdde otolyelov eleddou hy;, Tou exnpocwneiton amd to kij, xou Twv dixtiny tpdoviag TpoPoddTNoTC

TOU EXTPOCWTONVTOL Od ToL YapaxTNELOTIXG daviouora {f; 11 ;:

fiik;

Oflij = softmaxi(

) (1)

g

omou 1 softmax unohoyileton xatd urxog Tou dEova i ToU xaToETEd Ta dixtua TEdodlug TEO-
(podOTNOTG.

Metd v eQoguoyT| TwV SXTOWY AUTOY OTIC AVATARICTACELS TG elo6dou hy;, 1 telur| €é€odog
e Boung unoloyiletar wg to BePoapuuuévo ddpotopa Twv e€66wV TOUC:

Ny
0y = Zcflij - Fy;(hy;) (2)

i=1

0.4.2 Avrtaywvilopeveg Kegarég Ilpocoyrg

‘Onwe %o oty TEPIMTWOT TV avTayOVILOUEVKDY BixTU0Y Tedothog Tpo@odotnong, etval Aoyixo
VoL TROCTIACOUPE VoL EYXathdEUCOUPE Wlal Lop@Y) aVTOYWVIOUOU UETUED TWV XEQPUAWY TPOCOY NG TWY
HovTEAwY Tou Peloxovton oty apyrtextovixy| Tou transformer (ewxévo 3b). Epeuvnuxéc npoondleieg
€y ouv Oel€el GTL 0L XEPUAEC LTO-YPNOLLOTOLOVVTOL X0l TOANES XWOLXOTOLOVY TTUPOUOLOL YAEAUXTNELO TIXS.
e puoic YAOooac (Cordonnier et al. (2021) [13]) odnydvrac o nheovaopd. Trodétovpe ot
ONULOVEYWVTAS €Vl GUGTNUOL oVOYWVIOUOU PETAED TWV XEPUAWY, 600V apopd 6To dixaiwua enedep-
yaoiog e xdde Véone ewobdou, Yo tic wiRooupe va e€elBixeuTolv OE SLPOPETING. YAUPAXTNELO TIXTL
NG PUOLXAS YAWOOUC.

IIdA, xdmotog Umopel VoL YeNOHLOTOLAGEL EVOY UNYAVIOUO TEOCOY NS YIol VOl EQPUPUOTEL TOV TROUVAPER-
Vévto avtayoviops. Do xdde xepod Hy;, i € {1, , H}, éva yopoxtneiotixd didvuoyua a;; € RV«
apyLxomoLe(ton OTwS XL oTNY TponyoLUevy e@appoyn. oty avaropdotaon xdde otolyelou elo650u
h;; yenowwonoieiton €va véo dixtuo mpdothag Tpogoddtnong, InfA;, to onolo mapdyel éva didvuoua
k;; = InfA;(h;) € RP«. Tu dvdopate {ki; }le O TOL YOPOXTNELOTIXG BlavhouoTa avAXouy oTov
Blo Sovuopatnd ydeo A. Troloyilovtan Tiwée oupPatdtnrag yetald xdde otouyeiov elo6dou hyj,
Tou exmpoonneital ond to kij xan twv xe@ohdy npocoyic Hy;, ¢ € {1,--- , H}, tou exnpocmrodvtal

amd T yopoxTnploTixd davioyota {ay}l ;:

ak;

\/Ea

o6mou 1 softmax unoloy(letar xoTd PRxog Tou GEOVA ¢ TOU XATOUETES TLC XEPUAEC TEOGOYNG.

Chlij = softmaxi (

) (3)

H é€obdo¢ pla xeparic Hy; v tnv 9éon j Slvetoan and 1o oy5 = Chy; - hyj, to onolo eivou

0UGLAGTIXG ToMaTAAoLAORGS aprduol-Blaviopatoc X 6Tou hy; Yo frav 1 éZ0doc Tne xepalfc av
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0.5 Ilewpdpata

BEV YENOULOTOLOUYTAY O UNYOVIGHOS ovTay WVILOUEVWY XEPUAGY Tpocoyic. Ovoudloupe Tic xepahéc
autéc avtaywvilopeves xeparéc npocoyfc (AKII).

Feed Forwand | FeedF  Feed Forward Feed Forsans

Lot

»(—
)

<
Head Competticn (%
Mechanism

et & Norm

1

Mt Head Attenticn

¢ Positiona " > I
%, Encoding \\

Example Embedding Example Embesdicg

(a) Avraywnldueva Aixtva Hpdotas Tpopoddtnong (b) Avtaywrildueves Kepalés Ilpoooxris

Figure 3. O1 0¥0 mpotevdpeves puetatponés

0.5 Ilewpdpata

Egapuoélovpe tny dedtepn npdtaoy oe d0o yovtéda, tov transformer xou to RoBERTa [52], éva
povtéro PBooiopévo oto BERT pe Behtiotonomnpéveg unep-nopadéTpoug o diadixacio exmaldevong.
Ye auth v epyaoio e€etdlovye TNV anddoCn TOV YOVTEAWY OTNY YEViXEUOY ot mopadelypata Tou
TROEEYOVTOL OO TNV (DLl XAUTAVOUY| UE AUTA TOU YENOLOTOLOUVTAL YIol TNV EXTIUDEVCT] TWV HOVTEAWV.

O pédodot LAOTOLOVVTAL Xo EVOWUATOVOVTAL oTo. HovTéAa We v BBiodrxn FAIRSEQ [53].

0.5.1 E¢gapuoyn otov Transformer

Eqgopudloupe tny pédodo AKII otig xe@ahéc autd-npocoy e TOU XWIXOTONTY, TOU ATOXWOLXOTOL-
NTH XU OTUE XEQPAUAES TOU UNYOVIGHOV TEOCOY NS XWOLXOTOLNTH-ATOXWOIXOTOINTH £VOG LovTéNOU trans-
former 6 emnédwy, pe SLdoTAUON ECOTERUDY ONUATWY (oM UE Dioder = 512. To povtého exmoudedetan
0TO TEOBANUAL TNG HETAPEOCTC PUOIXNG YADCGCOC Xl CUYXEXPWEVY GTa DEBOUEVA TOU GUVOAOL EX-
nofdevone WSLT _ 14 and oyyhixd oe yepuavixd (en-de).

Meletdue tny enldpacy) TOU Unyaviowol 6Tny anddoct) Tou LovTéAou yia xdUe BuvaTé cuVBLAoUS
xehone f Oy xehone Tou atoug TeeEle pnyoviopols tpocoyrc. Erniong, egetdlovue xou tic embboelc
evog povtéhou e 8, avtl yio 4 xeqodés, Yewpwvtag 6TL, av emtuyydvetar 1 egetdixeuoy toug, Tote
n adénon Tou aptduol toug unopel vo amodelydel enwgelrc. To anoteléopata nopotidevior otov
nlvorxar 1.

Extéc amd pio wixen Behtinon Tov anoTeAeopdTonY OTIC TEQITTOOELS EQUPUOYHS TNE HEVEBOU H6VO
OTIC XEQPUNEC AUTO-TPOCOYAE TOL Xwdixomomth (33.61) %ot 08 QUTEC XWOXOTONTH X TOU AmOX-
0doTomTH TowToypove (33.54), yior éva povtého ue 4 xepaléc, dev napatnpeiton dev mapotnpeeiton

SN onuoavtin abénor e petpwic BLEU otic undlowneg nepintdosie.
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Enc. SA | Dec. SA | Enc.-Dec. Attn | # of Heads | PPL Training | PPL Test | BLEU Test
4 5.22 5.45 33.25
+ 4 4.82 5.41 33.61
+ 4 5.14 5.46 33.28
+ + 4 4.66 5.42 33.54
+ 4 5.30 5.52 33.32
+ + 4 4.95 5.46 33.20
+ + 4 5.13 5.44 33.46
+ + + 4 4.82 5.43 33.47
8 5.24 5.48 33.16
+ 8 4.78 5.53 32.83
+ 8 5.49 5.63 32.41
+ + 8 4.64 5.55 32.89
+ 8 5.33 5.59 33.19
+ + 8 5.15 5.69 32.68
+ + 8 5.14 5.52 33.18
+ + + 8 4.48 5.51 33.28

Table 1. Egapuoyn tns pedsbov CAH otous tpeis punxaviopols mpoooynis €vos povtélov trans-
former pe N = 6, Dyodger = 512, Dyppy = 1024, D, = 24, Dyppa = 128. Enc. SA. onuaiva
UNXAVIoUOS auTo-Tpooox NS kwdikoromntn, Dec. SA. unxaviopnds avto-npoooxns Tov anokwdikomol-
ntr) ka1 Enc.-Dec. efvai o unxaviopods mpoooxns kwdikorointi-arokwdixonointy. Evag otavpds +
xpnoiponoeizar yia va vrodnidooer tn xpnon tng pedédov CAH otov avtiotoo punyxavioud kai éva
Kevé ya va vrodnidoer tny anovoia tng. Avagépetar n petpikny perplexity oto ovvolo Gedouévawy
exnaidevons (PPL Training) kai oto oVvodo debopévamv eAéyyov (PPL Test) kai n puétpnon BLEU
0to oUrodo bedopévawr edéyyov. To uovtéro eknaidelTnke yia 15 emoyé.

Arnevepyonoinon Trng Awydtepo Iyxetixrc Kepaivic

EZetdlouye axdua v mepintwon okt anevepyonolnaong (egopuoy undevixod cuvteeoth) Tne
NYOTEQO YENONS XEQUAAC XOL TNV EQUPUOYT TNG ouvdptnone softmax otic undroineg. IIdh dev
urdpyouv Eexdiapo onuddio Bedtivong, twe gaivetol 6Tov Tivaxa 2.

Enc. SA | Dec. SA | Enc.-Dec. Attn | PPL Training | PPL Test | BLEU Test
5.22 5.43 33.25
+ 4.85 5.45 33.51
+ 5.16 5.45 33.41
+ + 4.73 5.49 33.23
+ 5.33 5.54 33.19
+ + 5.02 5.52 33.25
+ + 5.19 5.51 33.33
+ + + 4.83 5.45 33.42

Table 2. Egapuoyn tns pedsdov CAH otous tpeis punxaviools mpoooynis €vos povtélov trans-
former pe N = 6, Dimoder = 512, Dyppn = 1024, D, = 24, Drppa = 128, H = 4. Ago?
TO €0WTEPIKG Yvouevo uéoa oto softmax otny e€iowon 5.3 vrnodoyotel ya ta yapaktnpiotikd
Oavvopata SAwy TV KEPAADY TPOoOoXNS Kai Tov kA€6100 mov avTimpoowrelel éva oTotyelo Mag
ovykekpiuérng 9éong i, n kepaln) otny omola avTIoTOEl TO LKPOTEPO AVTITTOIO €0WTEPIKG YVO-
JUevo anevepyonoleitar yia tn Uéon i kair ta €owtepikd YWOIEVE VA TIS UTOAOITES KEPAAES X pnot-
pomoolvtar yia tov UTOAOYIoS Tipndy ouuPatétntas ya avtés. Avagépetar n petpikny perplezity
0to oVvolo bedopévwr exnaibevong (PPL Training) ka1 oto ovvolo dedopévawr eAéyyov (PPL Test)
kai n pérpnon BLEU oto gvvolo debopévwy eAéyyov. To povtélo exmaideltnie yia 15 emoxés.
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0.5.2 Egoapuoyh cto RoBERTa

Exnaidsvon AKII Ko Ytéhoitou Movtélov EcywploTtd

Aoxdlovde axdua vo EXTUOEVCOUUE TO LOVTEAD XU TOV UNYOVIOHO UTOAOYLOUOU TWV TYLDV
oupPatotnTog ot Eexwelotd Bedopéva WoTE Vo TEOoTAdiGOVHE VoL AmOQUYOUUE TNV TROGUPUOYT TOU
unyaviopo AKIT otig xegahés Tou pnyaviopod npocoyfic Tou yoviélou (overfitting). Awywpeiloupe
10 olvolo dedouévwy oe évo peydho xan éva pixpd tuiua (pla t8&n peyédoue wxpdtepo). Xenot-
porotolpe d0o pedddou:

o Enavoinnux exnoidevon (Iterative Training): Exnaudedouye yior plo enoyn to poviého ywelic
var ahidlovpe tov pnyoviopd AKIL Ytnv enduevn enoyn exnadedoupe tov unyaviopsd AKII
HOVO oL e BLAPORETIXG UTOGUVOAO BeBOUEVWY exTalBeuonS xpaTdvTag To Bder Tou undAoLTou
povtéhou otodepd. EnoavohauBdvouue Tic Vo enoyéc exnaldeuone yenothonoudvtag to (dia o

unoclvola dedouévwy xdie @opd mpaypatomowdvTas 15 tétoleg enavolHPElS GUVOAXA.

o Yoo Exnaidevon (Sequential Training): Exmoudetoupe yio 15 emoyéc 1o poviého ywplc va
arh&loupe Tov unyoviopd AKIL, dnhady) Siatnpdvtag ta Bden Tou 6Tee 6Ny apytxonoinot Toug.
Axoholing eXTUBEVOUPE TOV UNYOVIGUO HOVO Yot b eTOYEC GTO Wxp6 UTOGUVORO BEBOPEVLY
exmaidevong.

Egaguoélovye Tic pedtddoug exnaldeuons oTig XeQUAES TwV 800 UNYOVICUOV AUTO-TEOCOY NS TOU UOV-
téhou. Ta anoteAéopota gatvovtar otov mivoxa 3. Tao amoteréopota elvo eAapends YelpdTERD amd
QTE TOU HOVTEAOU, TO omtolo exnandeletal TouTOYpova e Tov pnyavioud AKIL

Enc. SA | Dec. SA | Training Mode | PPL Training | PPL Test | BLEU Test

+ Jointly 4.82 5.41 33.61

+ Jointly 5.14 5.46 33.28
+ + Jointly 4.66 5.42 33.54
+ Sequential 5.35 5.77 32.10

+ Sequential 5.39 5.71 32.41
+ + Sequential 5.33 5.81 32.52
+ Tterative 5.29 5.76 32.24

+ Iterative 5.53 5.76 32.27
+ + Tterative 5.27 5.79 32.22

Table 3. To povtélo transformer exnaibeVetar e tpeig dakpitovs tpdnovs: dho pali (Jointly),
He emavaAnmuikyy exmaidevon kar pe oepakr] eknaidevon. H péfodos CAH epapudletar efte oe
évay and Tous Unxariopuols avto-tpooox NS eite kail atous dvo tavtéypova. Avapépetar n uetpikr]
perplexity oto ovvodlo dedouévar exmaidevons (PPL Training) kai ato obvodo dedopévamy eléyyou
(PPL Test) kar n pérpnon BLEU oto odvolo 6edopévmv edéyyov. To povtélo eknaibeltnke yia
15 emoyés.

0.5.2 E¢gappoyn octo RoBERTa

Exnoadetoupe to poviého RoBERTa oto npdfBinua tng woviehonoinong yAwooag mdvew oe xei-
pevo amd v ayyhuy éxdoon tne Wikipedia. Egopuélovue tny pédodo AKII otoug unyoviopoic
WTH-POCOYAS OV TV EMTEDNY TOU HOVTELOU. Avagpépoude UETA TNV €BBourn enoyy| exnaideuone
T TN uetpuic perplexity ota dedopéva exmaldevong lon pe 12.55 yia to poviého RoBERTa xau
12.76 v v €xdoaomn ye ypron e wevddou AKIL O avtiotouyeg uetpnég yior to dedouéva enahr-
Yevone (validation set) eivon 10.04 xou 10.15 avtiotorya. Zuvende olte 1) egappoyf e pedédou oto

RoBERTa @aiveton vo BEATIOVEL TIC amOBOCELS TOU LOVTEAOU.
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0.6 XulAtnon xou ITdavég Adoeig

Metd ond mepoutépw épeuva 6To Lovtého transformer ovaxoAOdaue 6TL oL VOPUES TWV GNUATOVY
axLp@vouy o€ éva Bodud tic tée ovuPatdtnTac mou avatidevton and tov unyovioud AKIL Avutd
ornuoivel 6Tl To Hovtého TpocupudleTal TNV Uetatpony Tou mpaypatomowolue. Mio mdavh Ao
070 TEOPBANUa elvor 1 AV TIXATAGTAOY) TOU UNYOVIoROU and évay mou Vo EVERYOTOLEl TIC TILo OYETXES
xeohég xan Yo anevepyomnolel Tic AlydTepo oyeTéS, oTny Aoy Tou poviéhou twv Goyal et al.
(2019) [2]. Qo600 TPOXNATUPHTING TELRdUOTA O AUTH TNV xotebuvor €delday TTdhon e anddoonc.
‘Onwg oy del cuvAlwg Ue TIC ETAYWYIXEC TPOTWHOELS, 1) VAOTIONGCT X0l EVOWHATKOGY| TOUS OTA LOVTENX
elvon apxetd dvoxoro va emtevyVel. Hopdha autd, Yewpolye 6T Evac unyovioude mou o odnyel otnv
e€ewdixeuot Twv xEPUADY Tpocoyhc Yo unopoloe Vo gavel emwgerric xou 1 Abon (owg va Beloxeton
OTNY EMAEXTIXT] EVERYOTOLNOT] UTOGUVOAOU TOV XEPAUADY.

Kdmoiog Vo unopoloes va yonoWOTOAcEL GAAY HETEWXT EXTIUNONE TNS OYETOTNTAS TNG XEPUATC
otn V€om TOU ECWTERLXOD YIVOPEVOU UE Tol BLtVOCUOTO CUVERTNONG, OTWS TNV XATUVOUT TWV TUOVY
npocoyc (attention maps). Axdua xdnotog Yo unopoloe Vo SOXUEOEL VoL AVTIXOTOO TAGEL T1 oV TaY-
oot dtadixacio e pio pédodo xavovixonoinone (regularization) nov Yo wiel tic xeparéc otny
eZeldixevon.
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Chapter 1

Introduction

1.1 The Problem of Creating Truly Intelligent Agents With

Machine Learning

The term Artificial Intelligence (AI) is a very broad one. As will be noted in chapter 2
there are various approaches to defining it. Generally speaking, the goal of Al is to build agents
that are able to solve a wide variety of real-world problems for humans which currently demand
the active involvement of one or more people in order to be solved.

Machine Learning (ML) is considered to be a sub-field of Al, preoccupied with designing
agents that are able to apply knowledge learned from prior experience to solve problems that are
presented to them. Modern state-of-the-art (sota) machine learning methods employ forms of
pattern matching, i.e. they detect patterns and draw conclusions about them using a set of
data, called training data, which plays the role of prior experience; when presented with new
samples they attempt to infer which of the learned patterns are present in these samples in order
to apply their conclusions to them.

An example that is commonly employed to describe how ML algorithms function is house
pricing. The price of a house depends on a number of factors, called features, including the area
where the house is located, its square footage, the number of bedrooms, the year of construction,
etc. ML models are given a training set of pairs of such house features along with the corresponding
prices and are called to learn a mapping from the first ones to the latter. The desired outcome
of this process is a model that is able to predict prices of houses it has never seen before. This
is done through an interpolation process. Essentially, the model employs already seen house-price
mappings to deduce reasonable prices for combinations of feature values it hasn’t encountered
before.

Obviously it is impossible to obtain a dataset covering every possible combination of feature
values, thus the need for interpolation. If a new house presented to the model is similar to other
houses, that the model has seen during training, the model will likely base its predictions on the
these houses’ prices, and will pay less attention to houses of the training set whose features differ a
lot from the new one’s. But, one could potentially want to use the model for predicting the prices
of houses with feature values that are uncommon or even have never appeared before, like in the
case of a house that is located at an area in which no houses of the training set were found. A
human agent who is relatively familiar with this area, but not with prices of houses located at it,
could do this easily, whereas modern ML algorithms would require the gathering of a new set of
data about house prices in this new area and the re-training of the model using this data set. The
gathering of a new set of samples is known to be tiresome and expensive because machine learning
models generally need a lot of data for their training.

A truly intelligent model would be able to reason about the effect of locations on house prices
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as well as how this is related to knowledge about the new location that may be readily available.
Ideally, the model should connect the available pieces of information to infer a reasonable price
or decide which of them are missing and either generate a prediction while also issuing a related
warning regarding its low confidence or actively seek to fill in its knowledge gaps.

Modern ML models are unable to perform such reasoning processes that require a form of
systematic thinking. As a result, where humans only need a handful of data to solve complicated
problems, ML models require data sets of millions of samples. Solving this problem would bring
the research community a step closer to what is known as artificial general intelligence (AGI),
a property possessed by thinking agents that are able to perform comparably to a human being in
any possible task.

Solving this problem demands modifications in the way ML models store, process and combine
pieces of knowledge as well as in their training processes. As Goyal and Bengio (2020) [51] note,
models must be able to store knowledge in a way that allows them to decide on the fly which pieces
of knowledge are relevant in a given situation and how these must be recomposed to enable the
model to deal with the problem at hand. In addition to that, during training models must confront
problems whose solution requires the development of the above skills on the part of the models.

1.2 Research Contributions

The goal of this thesis is twofold: to thoroughly present the work of a group of researchers
lead by Yoshua Bengio, which aims to address the aforementioned problems, and to attempt to
contribute to solving the problem of organized knowledge storage in the weights of a family of
models that are based on the famous machine learning model called the transformer [1].

In more detail, we review parts of the work of Bengio and his research team in the direction of
building models that are capable of performing the higher cognitive functions humans do. Their
research comprises of a set of suggested modifications in neural architectures and training methods
which are based on assumptions or else preferences, which they name inductive biases.

We also take a closer look at the sources of inspiration of these research efforts, which include
notions from cognitive science, neuroscience and the study of causality.

Goyal and Bengio (2020) [51] contend that intervening in the way knowledge is organized inside
a model can lead to more efficient models with improved generalization abilities. We thus propose
two modifications to the well-known Transformer architecture, seeking to control the knowledge
storing process in a way that results in the segmentation of the models into specialized modules.
Specifically, we propose a) the replacement of the FFNN of each Transformer layer with a set of
parallel FFNNs that are trained selectively based on a competition process and b) employing a
similar competitive training framework to train the attention heads of the model. We implement
the second idea using a softmax layer to promote competition among the attention heads. We

analyze the results and discuss possible directions of future work.

1.3 Thesis Outline

In chapter 2, Machine Learning and Neural Networks, we attempt to define artificial intelligence
(AI) and we also discuss related research areas in more detail. We also introduce fundamental
machine learning (ML) concepts and algorithms. We further delve into the matter of neural
networks (NNs) examining some core concepts and most basic neural network architectures.

In chapter 3, Natural Language Processing, we briefly present key aspects of the field of natural
language processing (NLP), discussing some of its signature problems and focusing on the matter

of language modeling (LM). We explain how modern neural networks are currently used to solve
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NLP problems and examine two of the most widely used neural models in the field right now, the
transformer and BERT.

In chapter 4, Modeling System 2 with Neural Networks, we start with a discussion about the
sources of inspiration of the research efforts we present later in the chapter. We give the definitions
of System 1 and System 2, as presented by Daniel Kahneman, we analyze the Global Workspace
Theory introduced by Baart, provide examples as to how the notion of module specialization
applies to the human brain and explain how the field of causality introduces the assumption of
independent mechanisms. Following that, the approach of meta-learning is discussed. We then
present the inductive biases suggested by Goyal and Bengio (2020) [51] and continue with their
efforts to incorporate them to the methods used to train neural networks as well as to neural
models’ architectures.

In chapter 5, Transformers with Competitive Attention Heads and FFNNs, we point out prob-
lems that result from the choice to segment neural architectures in an effort to implement the
notion of modularity. Consequently, we propose two modifications to transformer-based architec-
tures: competitive FFNNs and competitive attention heads (CAHs). We implement the latter and
analyze the results.

In chapter 6, Conclusions, we present our conclusions and suggest possible directions for future

work.
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Chapter 2

Machine Learning and Neural Networks

2.1 Introduction

Understanding human intelligence has always been one of mankind’s biggest pursuits. From
the time of Plato and the differentiation between discursive reason and intuitive reason [54] to the
work of modern neuroscientists who, with the use of tools such as functional magnetic resonance
imaging (fMRI) [55], study how the actual neurons of human brain work and cooperate to produce
a thought or react to a certain stimuli. Yet, it is only 79 years ago, in 1943, that McCulloch and
Pitts proposed the first model of an artificial neuron [56] and only 72 years ago, in 1950, that
Alan Turing spoke of “thinking machines” [57], setting the foundations of Artificial Intelligence
(AI). Despite the shortness of this period humanity has produced chat-bots that are today used
in costumer service, banking and even healthcare; it has created models that perform comparably
to humans in certain image classification tasks [58] and has trained agents that can beat human
experts at complex games such as Go [59] and Stratego [60]. Therefore, the public’s excitement
about Artificial Intelligence and Machine Learning (ML) is understood, but before one delves into
the exciting world of Artificial Intelligence, an acquaintance with some basic terms is necessary.

Defining Artificial Intelligence is not that easy. As noted by two Al pioneers, Artificial
Intelligence research comes in a variety of forms, depending on the degree rationality that the
agent is expected to exhibit and the mechanism that produces the desirable intelligent behavior
[61]. Next the 4 combinations that result from these two dimensions will be discussed, and during
this discussion definitions of additional useful terms will be given, in a way that the importance of

the corresponding areas of research to the umbrella field of Artificial Intelligence is best understood.

e Acting Humanly: In his 1950 article [57], Alan Turing proposed the Turing test as a
method to answer to the question of whether a certain “machine can think”. A computer is
asked written questions by a human interrogator, and passes the test if, upon providing the
human with answers, the human interrogator can’t tell if these were given by another human
or a computer. In this version of Artificial Intelligence, the machine’s answers should not
be mathematically perfect, but simply logical in the same way a human’s answers would be
expected to be. Moreover, in this version of Artificial Intelligence, what is tested is not the

internal process that the machine performs but rather its behavior.

Russel and Norvig note that the machine would need the following capabilities to pass the
test:

— Natural Language Processing: a field of Artificial Intelligence that is concerned with
enabling computers to analyze and understand written and spoken human language,
and also to respond using written and spoken human language [62]. Natural Language
Processing (NLP) will be further discussed in chapter 3.
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— Knowledge Representation: a field of Artificial Intelligence that is concerned with
studying ways to represent information about the real world in a form that enables

computers to reason with [62].

— Automated Reasoning: a field of Artificial Intelligence that is concerned with en-
abling computers to manipulate knowledge by making logical inferences towards a cer-
tain goal that can be either provided by the user or decided by the computer itself
[62].

— Machine Learning: a field of Artificial Intelligence that is concerned with enabling
computers to learn from experience. Learning from observations means that the system
should possess the skills to find patterns in the data, assess their significance and inte-
grate the newly gained knowledge successfully [62, 63]. Machine Learning subject areas
include computer science, mathematics, statistics, Data Mining, Deep Learning, data
science and NLP [64]. Machine Learning and Deep Learning will be further discussed

in the following chapters.

A total Turing test would require a physical entity, a robot, that can interact with real world

objects and people. In that case the following would also be required:

— Computer Vision: a field of Artificial Intelligence that deals with how computers can

derive useful high-level information from visual inputs such as images and videos [65].

— Robotics: an interdisciplinary branch of computer science and engineering with a goal
of creating machines, called robots, that can be programmed as to carry out a large set
of orders. It is important to note that if the machine can only deal with a narrow order

category then it is probably not a robot [66].

Yet most researchers believe that studying the fundamentals of intelligence, and not passing
the Turing test, is the way to AI. Therefore they shift from trying to achieve intelligent

behavior to attempting to program the internal processes of thinking.

Thinking Humanly: Researchers pursuing this goal strive to first comprehend the way
that humans think. Russel and Norvig provide three tools that researchers use to achieve
this goal: introspection, psychological experiments and brain imaging. Using these
tools researchers can develop theories about the inner working of the human mind and then
test them by analyzing the behavior of computer programs that implement them.

— Cognitive Science: the study of the mind processes. It is directly connected to the
fields of neuroscience, psychology, computer science and others. This term will be
further developed in the following chapters as ideas emanating from cognitive science
have found and continue to find applications to AI models.

But trying to imitate the human way of thinking is not the only way to create intelligence.
Humans rarely do mathematical calculations before making a decision, but no one would call

a machine dumb for doing so.

Thinking Rationally: Logical rules are a part of the field called Logic and were first
introduced by the ancient Greek philosopher Aristotle. The rules, given correct inputs - in
the sense of true in the real world - in the form of logical sentences are bound to yield correct
outputs or conclusions. Researchers of this area, called Logicists, try to use Logic to create
Artificial Intelligence. But, as it is impossible to be certain of the set of rules that govern a
system and the validity of the input, the theory of probability is often used to deal with

this uncertainty.



2.2 Machine Learning Types

The last version of Artificial Intelligence is concerned with enabling the machine to act

rationally, aside from thinking rationally.

e Acting Rationally: A machine acting rationally is called a rational agent and it is expected
to pursue through its actions the best possible outcome. This version is the one that has
been pursued most by Al researchers in the field’s history because of its advantages over the

other versions:

— Generality: It is more general than the “rules of thought” approach as correct inference
is just one of the capabilities a rational agent should possess. It also uses all the sub-
fields used by the first approach as it is expected to find solutions to real world problems,

implement them and communicate with other agents and humans.

— Mathematical soundness: It is mathematically well defined and that assists the
design of machines that provably achieve it. Th same is not true with the first two

versions that deal with the human mind and behavior.

2.2 Machine Learning Types

As the main goal of Machine Learning is to learn from experience it is evident that any Machine
Learning process is based on real world observations. These observations can be images, videos,
written or spoken language, numbers etc. Machine Learning researchers have concluded that many
Machine Learning algorithms work best when the raw real world observations are first processed in
a way that makes it easier for the algorithms to find patterns in the data. This procedure is called
preprocessing and it can vary from being as simple as removing punctuation from raw text to
being very complicated such as isolating different objects from one another in an image. Another
optional step that may come next is using the preprocessed data to extract useful features, such
as the number of appearances of a word in a text or the length of an object in a picture. This step
is called feature extraction. The resulting informative units are called feature vectors [3].

Machine Learning categories differ from each in the type of information that accompanies these

data points.

e Supervised Learning: In a Supervised Learning setting the Machine Learning model is
provided with a label for each feature vector. The goal of supervised Machine Learning
algorithms is to exploit the information provided by the given vector — label pairs, called
samples, in order to be able to correctly predict the labels of unseen feature vectors. This
ability is called Generalization. In that sense what is learned is a function that maps
feature vectors to labels. These pairs constitute the training set of the problem. In order
to evaluate the model a number of feature vectors, for which the correct labels are know a
priori, are given as inputs to the model and its possibly wrong outputs are compared to the
correct labels. This set of pairs is called the test set of the problem.

— Labels can be categorical, like the topic of a text or an object shown in a picture. In this
case the set of possible labels is a finite one and the problem is called a classification

problem [4].

— Labels can also be sets of one or more continuous variables, like the price of a house or
of a certain stock in the stock market. In that case the problem is called a regression

problem [4].

e Unsupervised Learning: In an Unsupervised Learning setting the Machine Learning model

is only provided with the feature vectors and not the corresponding labels. The goal in
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this setting is to group these feature vectors by some measure of similarity that is defined
explicitly or implicitly in the chosen model itself. The formed groups are called clusters and
the corresponding process is also called clustering. While all feature vectors that belong
in the same cluster must share some similarities, different algorithms may yield different
clusters for the same set of feature vectors. In a hard clustering process a feature vectors
may belong to only one cluster while in a soft clustering one many clusters may share a
feature vector.

A clustering algorithm may be used for example by a marketing team to discover the potential
client subgroups, examine their traits and design their products and marketing campaigns
accordingly. Another possible use of a clustering algorithm is to improve the understanding
of the structure of a certain dataset and then use this knowledge build a supervised learning
model that is better suited to it [67].

Semi-supervised Learning: Labeling samples is usually performed manually and can be
very costly to do so. Therefore some datasets only have a, usually small [68], portion of their
samples labeled, while this kind of information does not exist for the rest of the points and
they are consequently called unlabeled. The goal in such a setting can be similar to the
supervised setting’s one. In that case the unlabeled samples provide information about the
nature of the data, that might not be recoverable from the labeled points. This knowledge

can then be used in the design of the supervised learning model.

It is also possible to use this kind of information to perform clustering. For example, in
the case of categorical labels, the user can impose a constraint on the clustering algorithm,
that labeled samples of the same category must belong to the same cluster while samples of
different categories should belong to different clusters [67].

Reinforcement Learning: In some real world scenarios the possible there may innumerable
different positions an agent may find itself into. These problems are impossible to solve using
supervised learning, that uses labeled samples to extrapolate to generalize to unseen cases.
Even in the case of a simple chess match there are about 1040 possible chess positions,
rendering supervised learning inconvenient due to the huge size of necessary position — move
example pairs, provided by a chess-master for example. If a machine finds itself in a similar
scenario it cannot afford to passively wait for the needed information like in the supervised
learning setting, but it should actively explore the search space to obtain effective tactics
of achieving its goal. Instead of expensive labels the computer needs only to be given a
response to its actions, informing it whether it has achieved its goal or not, which can be
easily programmed because goals are usually well defined. The positions that computer
may find themselves in are called states, a move they may choose to perform is called an
action, the sets of state — action pairs that computers choose from are called policies and
the system’s responses to machines’ actions are called rewards. The computer’s target is to
find a policy that maximizes the expected sum of rewards, starting from a given initial state.
If the computer is only rewarded for achieving its goal, like in chess, then the rewarding
system is called sparse. However the are games like tennis in which rewards may be given
even before the goal is achieved, like when a points or a set is won. What is very interesting
is that a computer may occasionally choose to temporarily receive a smaller reward in order

to explore state — action combinations that may yield larger rewards in the future [61, 69].
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2.3 Machine Learning Concepts and Models

At the foundations of Machine Learning lie certain concepts that provide the mathematical
justification of Machine Learning algorithms. In this chapter, basic Machine Learning concepts

will be discussed as well as algorithms that directly result from them.

2.3.1 Bayesian Decision Theory

The training set of a classification problem is composed of N samples, comprised of feature
vectors along with the respective labels. The feature vector of the i-th sample is represented by
x() = [xgi), xéi), e ,x%)]T and belongs to a class w(?). The set of all feature vectors of the dataset is
represented by the notation {x}& and the finite set of possible classes is represented by = {ew}.

The following statistical quantities are of interest:

e The probability of appearance of a class i is equal to P(w;) and is called a priori probability.
A priori probabilities are usually estimated using the rate of appearance of each class in the
dataset. For example P(w;) ~ N;/N, where N; is the number of samples that belong to the
i-th class. Assuming that N is much larger than the number of classes this estimation is

quite accurate.

e The conditional probability density function of a feature vector x belonging to the i-th class,
p(x|w;), is called class-conditional probability density function.

e The conditional probability density function of a feature vector x belonging to a class w;,

p(w;|x), is called a posteriori probability.

e It is generally assumed that all feature vectors are drawn from a pdf p: x(") ~ p,i € {1,..., N},
which is called evidence probability.

Bayes rule connects the above quantities with the equation:

wilx) = POl Plwi)
M
p(x) = > plxke) P(ws) (22

In the case of a set of two possible classes, w; and wy, the Bayesian classification rule
indicates that:

o if p(wy]x) > p(we|x), then x is classified as belonging to the first class, wy
o if p(w1]x) < p(wz|x), then x is classified as belonging to the second class, wa

In the case of equality the sample can be assigned to either of the two classes. Using equation 2.1,

the inequalities can be written as

p(x|wi)P(w1) _ p(x|wz)P(ws)
px)  ~  p(x)

and by cancelling out p(x), which does not depend on the class identity, one can decide about the

value of the label of x without computing the evidence probability:

p(X|w1)P(w1) S p(x|wz) P(w2) (2.3)
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By writing down the total classification error and computing the areas under the curve it is
proven that the total classification error is indeed minimized at the point suggested by equation
2.3.

P,=P(x € Ry,w1) + P(x € Rj,wq) =

Pe = P(X S R2|w1)P(w1) + P(X (S R1|OJ2)P(W2) =
r-| plen) Pl + / () Plez) d (2.4)

This is explained graphically in figure 2.1, where it is shown that following the Bayesian clas-

sification rule yields the minimum possible expected classification error [3].

p(x|w; ) P(w;)

= reducible
Error

h.

R, X, xF R,

B =

Jp[x|r-.1_.hP[|:-.1_.jdx \ J‘p[xll’!]l IP(, )dx
®, 2,

Figure 2.1. The expected error is reduced when the chosen point is the one that minimizes the
sum of the two areas under the curves. This point is the one chosen by the Bayesian classification
rule, xp, while choosing any other point ©* yields additional error [3].

It can also be shown, by maximizing the probability of being correct, that in the case of M
classes assigning x to w; if p(x|w;)P(w;) > p(x|w;)P(w;),Vj # 4, also minimizes the classification
error probability.

Viewing the matter from a different angle it is evident that, if the class-conditional and the a
priori probabilities are known, then the Bayesian classification error is the minimum possible error

that can be achieved and it is achieved using the Bayesian classification rule [67].

2.3.2 Discriminant Functions

If the feature vector x is viewed as a continuous function then the feature space can be parti-
tioned into M regions, where M is the number of possible classes. Between two contiguous regions,
R; and Rj, there lies a surface that is defined by the equation p(x|w;)P(w;) = p(x|w;)P(w;). This
surface is called a decision surface. So far only probabilistic interpretations of the decision process
have been used. Yet one can also use any monotonically increasing function f to create functions
of the form g;(x) = f(p(w;|x)). Functions of the form of g; are called discriminant functions
and they can be used to assign a feature vector x to a class ¢ if it is true that g;(x) > g;(x) for
every other class j [67].

The probabilistic approach described in 2.3.1 is well suited to problems in which modeling class-
conditional probability density functions is possible. Models that result from the computation of
p(x|w;) are called generative models as it is possible to use the class-conditional probability

to generate instances of the class w;. Nevertheless, if the class-conditional probability density
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functions are too complicated to estimate explicitly, one might choose instead to model discriminant

functions, creating models that are known as discriminative models.

2.3.3 Maximum Likelihood Estimation

Usually, the class-conditional probability is unknown and it must be modelled before proceed-
ing to the computation the two sides of the aforementioned inequalities. One can approach this
modeling problem in various ways. One way that will be discussed in this chapter, is called Maxi-
mum Likelihood Estimation (MLE) . In the general case of an M-class classification problem
with likelihood functions p(x|w;),7 € 1,--- , M the following assumptions are made:

i) Parametric form: The likelihood functions are assumed to be of a parametric form with

the parameter vectors 9;, i € 1,--- , M, being unknown

ii) Functional independence: The estimation of a parameter vector 9; of a certain likelihood

function p(x|w;) is independent from the estimation of every other parameter vector 9;, j # i

iii) i.i.d. feature vectors: Different feature vectors are statistically independent and identically
distributed

Due to the first assumption the likelihood of a certain class can written as p(x|w;;9®;). This
assumption essentially means that a likelihood function is considered to belong to a distribution
family and is made specific with the determination of the parameter vector. Owing to the second
assumption the parameters of each class can be computed independently from the parameters of
the other classes. Then one can focus on random samples x(1),x@ ... x(Ni) of the same class
i that are drawn from p(x|w;;9;) and their joint pdf p(X;|w;;9;), which will be represented by

p(x]9;) and p(X;|9;) respectively from now on. Because of the third assumption it is true that

N;
p(X;]9;) = p(X(l)vx(Q), e 7X(Ni)|ﬁi) = HP(X(k)mi) (2.5)
k=1

Solving the problem, in general, means estimating 3;. Using Bayes theorem:

) p(X;[9:)p(9:)

9, =arg n%z}xp(ﬂi|Xi) = arg mez (X)) =arg ﬂé?xp(X|ﬂi)p(ﬁi) (2.6)

In Maximum Likelihood Estimation the parameter vectors are computed as to maximize p(X;|9;).
This is equivalent to choosing, out of all the members of the family of probability distributions that
the likelihood function belongs to, the one that better explains that data at hand. Then, dropping
the class-specific notation, it is true that:

N
9 - (k)
Qe = arg mém:]gp(x |'9) (2.7)

By applying the logarithm function to the product in equation 2.7 the log-likelihood is defined:
N
L(®) =In [[ p(x*]9) (2.8)
k=1

At ’SMLE, the likelihood function’s gradient w.r.t. ¥ must then be equal to zero. Since the

logarithm is a monotonic function, the equality of the derivative to zero is also applied to equation
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2.8. Then, using the logarithm’s properties results to:

OL®) _ - onp(x Vi) v 1 opxWjo) (2.9

p(x®|9) 09

It can be shown that, under some conditions that are true under most circumstances, the esti-
mate converges in the mean to the true value of 9, meaning that it is asymptotically unbiased.
Note that the parameters must be computed for every class separately [67].

As was previously stated, the Bayesian classification error is the minimum possible error that
can be achieved by a classifier. But the total classification error is almost always larger than that.
Failing to include a true likelihood function in the family of distributions expressed by the assumed
model inevitably leads to a modeling error. Moreover, even if the true likelihood function is indeed
included in the family of distributions assumed, one has to account for possible estimation errors
that usually occur because of the limited number of available examples.

2.3.4 Maximum a Posteriori Estimation

The difference between MLE and maximum a posteriori estimation (MAP) is that, while
in the first case 9 is considered to be an unknown parameter, in the latter case it is considered to

be a random vector. Then, equation 2.7 becomes:

N
5 (k)
Yyap = arg mgfg p(x'™[9)p(9) (2.10)

with the only difference to equation 2.8 being the existence of p(9) in the relationship. This is
equivalent to adding bias to the estimation of 9. If knowledge about 9 exists then with MAP it
can be integrated to the computations. Additionally, if 9 is assumed to be a uniform distribution,

in which case all values are equally probable, this method becomes equivalent to the MLE [67].

2.3.5 Linear Regression

Regression problems are a category of supervised learning problems. The output in this case
is a continuous variable and the problem is to find the relation between the input variables, which
constitute the feature vector, and the output variable. The simplest form of a regression model is
the discriminative model in which the output variable is the sum of a linear combination of the
input variables plus a constant. This is called linear regression (LR) and, by introducing an

intercept term, it can be written as:

D
y(x,9) =09+ 121 + -+ 0pxp = Zedwd = 97x, where 7o = 1 (2.11)
d=0
The parameters 8y and 61,05, -+ ,0p are also called bias and weights respectively. The

training set of a regression problem is comprised of pairs {x(), y@1V  where x(*) is the feature
vector of the i-th sample and y(* is the corresponding label. To perform the task of fitting the

model y(x,9) to the data {x(?),y(M}V a cost function, also called a loss function, is defined:

J(9) =

N | =

N
D (", 9) —y*™)? (2.12)
k=1

The cost function measures "how good" y(x,9) models the training set. Obviously, the smaller

the cost function is, the better y(x,9) is at modeling the training set. It is then a natural next
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step to try estimating 9 by minimizing the cost function. This introduces an important topic,
which is the optimization of a cost function, and in this particular case the minimization of the
mean square error (MSE). Even though equating the derivative of the cost function to zero
and solving the resulting system of equations can be done in this case, as the the system is linear
w.r.t. the unknown parameters, doing so is not always possible because of the complexity of most
cost functions. One can alternatively begin by guessing an initial value for 9 and then start taking
small steps towards the direction that minimizes the cost function. In the case that the direction of
these steps is determined by the derivative of the cost function with respect to O the optimization
algorithm is called gradient descent (GD):

The minus sign in the update rule indicates

ALGORrITHM 2.1: Gradient Descent that a step is taken as to minimize J(9;). The
initialize © with 9 scalar value a is called learning rate and it
i—0 determines the size of the step taken. Conver-
while algorithm has not converged do gence rules are decided depending on the prob-

ﬂilj?z —aVJ(9;) lem. Possible convergence conditions could be

T4

R the reduction of the value of the cost function
end while
or of the rate of change of the parameter value

below a threshold.

In the case of linear regression the gradient descent update rule is:

N
Biy1 =9, —a Z(ﬂfx(k) —y®)x(®) (2.13)
k=1

Intuitively, what happens is that the error for each sample is computed and then multiplied by
the corresponding feature vector. If the error is negative then the parameter vector is moved closer
to the feature vector, so that their inner product yields a larger output. If the error is positive

then the opposite happens [4].

Linear Regression and Maximum Likelihood

Linear regression and maximum likelihood are connected in a very interesting way. Assume
that:

i) The training samples are statistically independent and identically distributed (iid)

ii) The labels are the response of a stationary system to the input variables, which are the

feature vectors

iii) The uncertainty over the value of a label t is expressed using a probability distribution.
Uncertainties may arise from an inability to consider all factors that affect the output variable,
that is from missing some of the inputs, or from the addition of random noise. Given x, t is
assumed to follow a Gaussian distribution with a mean value of y(x,9). This is otherwise

stated as

p(tlx; 9, 8) = N (tly(x,9), 57" (2.14)

or

t = y(x,9) + ¢, where p(e) = N(¢|0, 71) (2.15)
The goal is again estimating the unknown parameters 9. Using the first assumption and
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equation 2.14:

N
p(Y]x;9,8) = H ly(x*),9), 371), where ¥ = {y*)} Y (2.16)

Then, after applying the logarithm and substituting for the form of the Gaussian distribution:

L(®) =ln p(Y|x;9,58) =

w\m

N
Z x®) 9) — y2 4 glnb’ - gln(%r) (2.17)

Since the first term is the only one that is dependent on 9, applying MLE and maximizing L(9)
means minimizing the first term which has the same roots with the cost function J(9) of 2.12.
Therefore MLE and MSE minimization yield the same result under the assumptions presented
above [4].

Generalized Linear Regression

If the system generating the samples is indeed linear w.r.t. to x then using the method presented
above one can sufficiently fit the data at hand. Yet, usually, this is not the case, but the output
may instead be dependent on the input in a nonlinear manner. Fortunately, taking the derivative of
y(x,9) w.r.t. x is nowhere needed in the calculations and only its derivative w.r.t. 9 is taken in the
optimization process. Therefore, one needs not be restricted to a linear dependence on the input,
but can create nonlinear functions of it and then use a linear combination of them to model highly
nonlinear systems. Such functions are called basis functions and they can be used as a part of a
feature extraction process that was briefly mentioned in chapter 2.2. An example of this, in the case
of a 3-dimensional input x, is the feature vector ¢(x) = [1, 21,72, 3, 2172, 7173, 23, 25]7. Note
that the dimension of the feature vector ¢(x) can be smaller or even bigger than the dimension of

the input. With the use of non-linear feature vector equations 2.12 and 2.13 become:

N
70) = 3 (=), 9) ~ y ¥y’ (215)
k=1
N
Bi1 = 0; — 0 D (07 p(x ™) — y®)p(xV) (219)
k=1

Overfitting and Regularization

Manufacturing feature vectors enables the modeling of highly complex functions, but it also
creates a new problem. What happens when the data present in the training set can be modeled
by a number of complicated functions of the input, but the actual system responsible for producing
the dataset is much simpler? Even worse, there are cases in which random noise may affect the
values of the labels and drive the optimization algorithm into computing parameters that model
this influence. An example of this is shown in figure 2.2.

Polynomials with M =0 (e.g. y =6y) or M =1 (e.g. y = 12+ 0y) are too simple to model the
sine function. On the contrary, a polynomial with M = 9 can fit the data perfectly, but again fails
to capture the underline structure. Therefore providing a model with high degrees of freedom may
lead to over-complicated assumptions, rendering it incapable of generalizing to unseen instances.
This problem is known as overfitting. A better model would be a polynomial with M = 3 as
shown in the figure. But this model, in contrast to the one with M =9, does not yield zero error.

This examples shows that minimizing the error may itself not be enough to create a model
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1+ 0—0 M=0 1 o—0 M=1

1 M=9

T xr

Figure 2.2. Polynomial models of various orders M (red) modeling fitting data created by sin(27)
(green) with the addition of Gaussian random noise [4]

with generalizing capabilities. This is why another term, called regularizer, is usually added
to the cost function, which helps to mitigate the aforementioned problem. This process is called

regularization.

Coming back to the example, one might not know the ideal value for M beforehand and may use
a larger value initially. A regularizer must then eliminate higher order coefficients while allowing
the rest to model the unknown function. After the addition of a possible regularizer, the new cost

function can be written as:
D

J(0) = Jerror(9) + % > 6 (2.20)
k=1

where D is the polynomial’s order and the coefficient A determines the relative importance of the
regularization term with the error one. Minimizing this cost function will push both the error
and the coefficients towards zero and, if A is chosen correctly, only unnecessary coeflficients will be
eliminated, while the rest will be computed as to minimize the error term. Because this regularizer
drives weights to zero it is known as weight decay. The parameter A, as well as the order of
the polynomial, M, and many others are known as hyper-parameters. They are chosen before
the trainable model parameters are adjusted through a training process. As in the case of A,
where a delicate balance is required between error minimization and regularization, the values of
hyper-parameters must be chosen carefully so that the resulting model architecture be ideal for
the problem at hand. A method that is usually used to discover ideal values for hyper-parameters
will be discussed in chapter 2.4.6.

Similarly, with the use of a regularizer, the cost function in equation 2.18 becomes:

J(9) =

N =

N 2
D (ylep(x™),9) —y™)? + 5 > 0 (2.21)
- k=1

k=1

This method is called Regularized Least Squares [4].
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2.3.6 Logistic Regression

The concepts that were discussed in chapter 2.3.5 are also relevant to the classification problem.
First consider a classification problem of two classes, wi and ws, with a training set of IV samples
{x® w®IN | where x(¥)’s are vectors. Since there are two classes it seems natural to use a model
that will assign a value of 0 to examples it believes to belong to the first class and a value of 1
to examples which it believes to belong to the second one. Without loss of generality, for this
problem, 0 will correspond to w; and 1 to wy. If the model is not sure about its decision then it
could assign a value belonging in the interval (0, 1), which can be closer to 0 if it believes that the
sample most likely belongs to class w; and closer to 1 to signal the opposite.

Unfortunately this model cannot be the linear function used in chapter 2.3.5 as the linear
function may assign any value to an input and is not limited to [0, 1]. For this reason the sigmoid

function is used: )

Tx

= 2.22
1+e9® (222

U@(X)

As can be seen in figure 2.3, the sigmoid function’s values are limited to the interval (0, 1) and
swiftly change from lower to higher values when a threshold, that is determined by the zeroth order
coefficient of 9, is exceeded. This is a desired property for input values lying close to the decision
surface, discussed in chapter 2.3.2. The rate of change is also determined by 9 as one can see in

the figure below.

10 4y
— f(l) = 1+,:1—!'u
—g()= —L
g(x) THe 107 0.8
0.6
0.2
X
-1.0 —0.8 —0.6 —0.4 —0.2 0.2 0.4 0.6 0.8 1.0

Figure 2.3. Sigmoid function for 1-dimensional input and for two values of 8, 9=5 (red) and 9=10
(blue). Image from https: // commons. wikimedia. org/wiki/File: Sigmoid- function. sug

The sigmoid also has the very useful property, that its derivative can be expressed in terms of
the sigmoid itself:
o (z) =o(x)(1 —o(x)) (2.23)

In order to compute the parameters of the linear regression model the mean squared error
was used as a cost function. But the quadratic loss is symmetric w.r.t. the label value, which is
intuitively wrong in the case of classification. Take for example the assignment to a sample, that
belongs in the second class, of a value that is bigger than 1 by a positive scalar e and the assignment
to the same sample of a value that is smaller than 1 by the same scalar value. They both would
create the same error signal, even though the model would have made a better prediction in the
first case.

In the previous chapter it was shown that, under three assumptions, applying the MLE to a
linear regression model reveals the intuitively correct loss function. As will be shown below, this is

also true for a logistic regression model, when a more suitable third assumption is used [4]. This
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assumption lies in changing equation 2.14 to:
p(y=wix;9) =1-0(x,9)

p(y = walx;9) = o(x,9)

or in a more compact form:
plylx;9) = o (x)(1 — o9 (x)) ¥ (2.24)

Next, the negative of the log-likelihood is computed:

N
L(®) = —In [[ p(y™ |x*); 9)
k=1
N k k
= —In [J (0o (x®))*" (1 — oo (x*) =™ (2.25)
k=1

N
= = > 1M oo (xM) + (1 = y*)in(1 - o9 (xM)))
=1

Quantity 2.25 is called the cross-entropy error function (CE). This is because it resembles
the definition for entropy, with the difference of the logarithms’ multipliers being integers summing
to one and not probabilities. Note that the smallest possible value the quantity inside the summa-
tion can take, for a sample, is 0, and it is achieved when the model assigns a probability value of 1
to the correct label. But there is no upper bound; the bigger the failure of a model the larger the
corresponding term becomes. So, intuitively at least, the cross-entropy error function seems like a
good choice for a cost function.

In addition to that, using the very useful property of the derivative of the sigmoid function
shown in equation 2.23, one can easily compute its gradient and may be surprised to witness a
familiar form: v

VL) => (o0 (x*)) —y*)x® (2.26)
k=1

This form resembles the one of the derivative of the equation 2.19, yet it is not the same as
o(x®),9) is not a linear function of the parameters. This is not a coincidence; both these models
belong to a broader family of models called Generalized Linear Models. This topic will not be
covered in the present thesis but the reader is urged to look it up on his/her own [4, 70]. Despite
their similarity, the aforementioned difference between the two methods renders VL(9) = 0 a
nonlinear system of equations in the case of logistic regression. This is where gradient descent
shows its usefulness as it can gradually reduce the error and discover a solution for the parameter
vector. The update rule for the GD algorithm is:

N
Vi1 =%—a Z(Uﬁi (x®)) — yF))x*) (2.27)
k=1

Linear regression models work well when the output is linearly dependent on the input, but
a generalized linear regression model may be needed in the presence of nonlinearities. In the
same way, and highlighting a certain duality between linear and logistic regression again, logistic
regression, the way it was defined above, is good at separating classes that are linearly separable.
That is, when there is a hyperplane that separates all points of the two classes, with samples of

one class belonging to one side of the plane and samples of the other class belonging to the other
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side. In the case of a 1-dimensional input this hyperplane is reduced to a point and in the case of

a 2-dimensional input to a line as shown on the left side of figure 2.4.

L A . A B
® ® 8 @
o & & . [ J
® @ @ e e @ =
P ia®
® . I
. . . . . ‘-'..""- . ..‘._...-'
® -
® & ® ) ® ® ..

Figure 2.4. A. Classes that are linearly separable B. Classes that aren’t. Figure from
https: //www. tarekatwan. com/ index. php/ 2017/ 12/ methods- for-testing-linear-
separability-in-python/#fn-102-2.

But, in cases like the one shown on the right side, one has to deploy the same trick of using

hand-made basis functions. Then, the update rule becomes:

N
i1 =9 —a) (0o, (@x*)) —y*)e(x*) (2.28)
k=1

Multiclass Logistic Regression

Sigmoid seems like a good choice for the 2-class classification problem. But what if there are
M, M > 2, classes that must be separated? For this problem, the softmax function is employed.

For a class I,1 € 1,2,--- , M, the softmax score of an input vector x is defined as:

exp(ﬁ;[x)

_ 2.29
EjA/i1 exp(ﬂ?x) (2.29)

softmazxg (x) = s9,(x) =

Obviously, the softmax scores for all classes add up to 1, which is intuitively correct. For the deter-
mination of the cost function MLE will again be used. But, instead of a Bernoulli, a multinomial

distribution is now considered:

p(y = wilx;9) = softmazxe,(x),Vl€1,2,--- | M
Then, the negative log-likelihood is computed as:

N M
*) _q
L(®) = —In [] [T p(y™ = w;|x®;0) v =i}
k=1j=1

N M
= =D > Hy"W = wtn g ;(x)

k=1 j=1

(2.30)

The derivative of the softmax, that computes the softmax score for a class w; w.r.t. to the
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2.3.7 Other Ways of Performing Optimization

parameters that correspond to the class wy,, conveniently is:

&Sg‘;z(aX) = s0,1(x) Iy — 50,5(x))x" (2.31)

where I, are the elements of the identity matrix

Equation 2.30 is the cross-entropy error function for the multiclass classification problem.
Again, one notices that the error term is minimized to 0 for a sample to which the model as-
signs a probability of 1 as to belong to the correct class. Using equation 2.31 one can compute the

derivative of the cost function w.r.t. one of the parameter vectors 9;:

N
= (sou(x®) — 1{y® = w})x! (2.32)
k=1

The same form is revealed hinting the relationship to the Generalized Linear Models family.
Again one can choose a more complicated function of the inputs as the feature vector, ¢(x), in

which case equation 2.32 becomes:
N
= 3 Gsoulex™)) - 1{y® = w})ex®) (2.33)
k=1

2.3.7 Other Ways of Performing Optimization

Gradient descent is a one of the simplest optimization algorithms, but advancing with knowledge
only of the first-order derivatives can be very slow in some cases. This is why, many times, second-
order derivatives are computed and used to speed up the process. The knowledge of both the slope
and the curvature of the function can be used to determine not only the direction but also the size
of the step that will be taken.

An example of an algorithm that uses second-order derivatives is Newton’s method. What
Newton’s method actually does at each step is minimizing the quadratic approximation of a twice-
differentiable function f around a central point x; and then using the point at which the approx-
imation takes its minimum value, x; 1, as the new starting point for the next step [8]. First, the

second-order Taylor expansion of f is computed:
f(xi+e) = f(x;)+ VT f(x;)e + %eTHe, where H is the Hessian of f at x; (2.34)
Differentiating the right part of equation 2.34 w.r.t. e and finding the minimum:
e=-H 'Vf(x;) (2.35)

Then x; + e is chosen as the next starting point. Note that using a learning rate is unnecessary
since all aspects of the new point are defined by e. The resulting algorithm for cost function

optimization is algorithm 2.1, where H™! is the inverse matrix of the Hessian of J(9) at 9.

AvLGoRITHM 2.1: Newton’s Method

The difference between gradient descent and New- 9 with ©
ton’s method is shown in figure 2.5. Manually mnitialize ¥ with Yo

1+ 0
setting the step size, as in gradient descent, may while algorithm has not converged do
cause delays because of the learning rate being Vi1 =9 — H—1VJ(ﬁi)
set too small, or may lead to not finding a mini- 1 1+1

end while

mum at all and overshoot in the case of too large
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learning rates.
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Figure 2.5. Difference between using gradient descent (left) and Newton’s method (right) for min-
imizing o function. Figure from https://www. cs. cornell. edu/ courses/ cs{780/2018fa/
lectures/ lecturenote07. html

But the smaller number of steps taken may not compensate for the larger computational burden
of computing the Hessian at each step. One must then weigh the two options and, depending on
the number of parameters of the model and the nature of the problem, decide which one to use [70].
Generally, second-order methods are preferred for smaller models, like GLR ones, and first-order
methods for large ones, like neural networks.

2.3.8 Curse of Dimensionality

What every algorithm presented above essentially does is function approximation using data
samples. For generalization purposes it is assumed that, when trying to determine the value of
a newly seen sample, the values of training samples that are closer to it are more relevant than
the values of training samples that lie further away, i.e. the underlying function is assumed to be
smooth. Therefore, it would seem reasonable to try splitting the space into cell-shaped regions and
use, for determining the value of a new sample, only data samples that exist in the same region.
The problem with this approach is that the number of cells would grow exponentially with the
dimensionality of feature vectors as shown in figure 2.6 or, stated in a different way, the complexity
of a function grows exponentially with the input dimensionality. This fact is also referred to as
the curse of dimensionality, a term that was introduced by Richard Bellman (1961), who was
studying adaptive control at the time.

If one was to use a set of basis functions, as in the case of generalized linear regression, then,
every newly added variable, that would result from an increase in the input dimensionality, would
have to be combined with the existing ones in a way determined by the basis functions’ definition.
This aspect of the curse of dimensionality would lead to an exponential increase in the number
of model parameters. Consequently, such models are impractical in the cases of high-dimensional
spaces.

The good news is that real-world datasets tend to have their samples gathered near nonlinear
manifolds of dimensionality much smaller than the input one. What is therefore missing, is the
freedom that will allow a model to concentrate on these sub-regions instead of wasting resources
paying attention to uninformative parameter combinations. The models that will be presented in
chapter 2.4 are, by construction, allowed to do this and achieve linear parameter increase with
respect to the input dimension [4, 8].
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2.4 Neural Networks

Figure 2.6. A linear increase in the dimensionality of the input leads to an exponential growth
of modeling parameters. Figure from https: //www. i2tutorials. com/ what-do-you-mean-by-
curse-of-dimensionality-what-are-the-different-ways-to-deal-with-it/

2.4 Neural Networks

It is a very interesting fact that neural networks (NNs), the basis of the most successful and
influential machine learning models up to date, was an idea inspired by the human brain. The hu-
man brain is a highly complex nonlinear system, in which cells called neurons form clusters called
nuclei, which then work in parallel on processing various stimuli. Neurons are local processing
units, that are about six orders of magnitude slower than modern logic gates. Yet, the human brain
is able to perform complex information processing tasks, such as perceptual recognition tasks, in a
matter of a few hundred milliseconds with a high degree of fault tolerance. This is partly due to the
parallelization of processing and the efficient way in which neurons and neural clusters are intercon-
nected.

It is also because of the existence of

an enormous number of neurons and Dendrites

of interconnections between them,

. Axon terminals
also known as synapses, in the hu-

man cortex, which are thought to be
near 10 billion and 60 trillion respec-
tively. Synapses are used to transfer
information between neurons. Infor-
mation is received by the dendrites of
neurons, processed by the cell’s body, pijgure 2.7. Important parts of a neuron.  Fig-
also called soma, and then transmit- wre from https://today. ucsd. edu/story/why_ are_
ted by the azons to other neurons. neuron_ azons_ long_ and_ spindly

Every neuron cell may communicate

with thousands of others, receiving and transmitting information. A sketch of a neuron is shown
in figure 2.7.

The most important characteristic of the human brain is that it does not remain unchanged
after the person’s birth but it continues to evolve throughout the person’s lifetime. It adapts to
changes in a person’s environment, creates specialized structures according to current needs and
can even be trained at will when the owner wishes to acquire a new skill. This brain’s ability is
called plasticity and it has inspired the creation of a family of models called neural networks
8]

When a person learns something new, such as a new piece of information or a new skill, this
knowledge is literally imprinted on the way neurons are connected in the brain. The simultaneous

activation of a group of neurons causes their connections to strengthen and the transmission speed
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to increase. This is either done by the strengthening the corresponding synapses or even by creating

new dendrites. This process of forming long-term memories is called long-term potentiation [71].

2.4.1 Artificial Neurons

Artificial neurons are the basis of most modern neural networks. It is beneficial to consider
artificial neurons as being an upgraded version of basis functions used by Generalized Linear Re-
gression models, which were discussed in chapter 2.3.5. What is different is that these functions are
now susceptible to change via a list of parameters, whose values adapt during a training procedure
much like the gradient descent algorithm (algorithm 2.1) that was used to update the parameters
of the linear and logistic regression models covered in chapters 2.3.5 and 2.3.6 respectively [4].

The main components of an artificial neuron are shown in figure 2.8. The input to an ar-
tificial neuron is a vector x = [r1,29, -+ ,2p]|. The input is weighted by a weight vector w =
[wy,ws, -+ ,wp] and a number called bias and denoted by b, is then added to the linear com-
bination. In analogy to the human brain, a weight represents the strength of a synapse. But,
unlike real synapses that can only suppress or amplify neural signals, the value of a weight of an
artificial neuron can also be a negative number. The bias increases or decreases the input of the
next module which is called an activation function, f. Activation functions are always non-linear
and play a very important role in modern neural networks that will soon become apparent. The

equations that describe an artificial neuron consequently are:

D

u = ijxj (2.36)
j=1

a= f(u +b) (2.37)

, where the intermediate result is also called a linear combiner. Equivalently one may write:

D
Uy = ijxj, a = f(us), where zp = +1 and wo = b (2.38)
=0

X1 weights

X2

Summation function Activation function

Neuron output
X3

Xp

Figure 2.8. Artificial Neuron. Figure from https: //www. researchgate. net/publication/
328733599_ Impact_of_Artificial_ Neural_ Networks_ Training_Algorithms_ on_
Accurate_ Prediction_ of_ Property_ Values
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2.4.2 Feed-Forward Neural Networks

The aforementioned variables are the ones that offer the possibility of plasticity, as it is in them
that information learned from the training process is stored [8].

Perceptron

Before moving on to more convoluted concepts, like the Multi-Layer Perceptron, it is instructive
to have a look at the training procedure of the first model that could actually be trained under a
supervised learning setting, which is called Perceptron. The Perceptron model was created by
Rosenblatt in 1958 [72]. Perceptron was based on the first artificial neuron, that was proposed
by McCulloch and Pitts in 1943 [9] and its main characteristic is that its activation function is a
signum function. It is used for classification tasks, assigning examples that yield positive u; values
to one class and examples that yield negative uy values to the other class:

if wl'x > 0 = assign x to ¢, (2.39)
ifwlix<0= assign x to {o '

The model is trained in an iterative process, in which the error computed on a single example is
used at every iteration. This is contradictory to what was shown in the cases of linear and logistic
regression that use all available training examples at each iteration to train the respective models.
Let x; denote the example used at the i-th iteration and w; denote the version of the weight vector

before the i-th update. Then the model’s parameters are updated as is shown below:

ALGORITHM 2.2: Perceptron’s Training Algorithm Rosenblatt also proved what is known as
the Perceptron Convergence Theo-

initialize w with wy
141
while 3 example not correctly classified do
if W;fpx <0 and x € ¢; then
Witl = W; + 15X,

rem.

Ocedenua 2.1. If the two classes are

linearly separable, then algorithm 2.8 will

else if w/'x > 0 and x € £, then converge to a correct solution within a fi-
Wit] = W; — 1;X; nite number of steps.
else w;1 1 =w; > If x; is correctly
classified do not change w In essence, the algorithm shifts the sep-
end if arating hyperplane towards the direction
it needed to classify correctly the wrongly
end while

classified example. Nevertheless, it is pos-

sible for the model to continue failing
at the classification of the example even after the shift, if the learning rate of the iteration 7,
which is defined by the user, is not big enough. But, by repeating the said process it is supported
by the theorem 2.1 that the hyperplane will eventually shift to a correct position [9].

2.4.2 Feed-Forward Neural Networks

As stated in chapter 2.3.8, models like linear and logistic regression lack the flexibility needed
to model functions that become highly complex only inside small sub-regions of the input space
but remain relatively simple outside of them. Artificial neurons’ parameters, like the Perceptron’s
ones, can change through training processes, but artificial neurons can only model very simple
functions. It then comes natural to try using artificial neurons as building blocks of models that
will hopefully provide the desired flexibility. These models are called neural networks.

The simplest architecture one can build by combining multiple artificial neurons is a single-layer
neural network, in which the inputs are fed to artificial neurons. Their outputs are then linearly

combined, much like in Generalized Linear Regression models. The term single-layer refers to the
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output layer of computational nodes as the input or source nodes do not perform any computation.

By stacking a number of such layers one on top of the other and using the outputs of one as
inputs to the next a multi-layer neural network is created. The layers between the source and
the output node are called hidden layers, as they are neither seen by the input nor by the output.
This architecture enables the extraction of higher-order statistics of the input, as the existence of
more than one layers of processed information allows the net to acquire a global perspective, despite

its units being locally connected [73].

A 4-layer neural network is shown in figure 2.9. This type of neural network is also called a
feed-forward neural network (FFNN), as the computational flow does never create a circle or,

in other words, there are no recursions.

The equations of a

multi-layer feed-forward net-

work result naturally from .\1 ible Hidden layers Visible
. . mput _“_(2) . (3) output
the equations of the artifi- layer iy 1 11 layer

2 (4
17 /

cial neuron, 2.38, and the

rule that the inputs to a
layer are the outputs of the

AL/

previous layer. A ffnn of L
layers has L —1 hidden lay- B

ers which are followed by

/

an output layer and the [-

th layer consists of [y neu- Figure 2.9. A j-layer Feed-Forward Neural Network, with 4 neu-
rons. Moreover, the weight rons in each of the hidden layers and 2 neurons in the output layer.
that multiplies the output Figure from https: // deepai. org/machine-learning-glossary-
of the i-th neuron of the [- and-terms/hidden- layer-machine-learning

th layer, af-”, which is then

(l‘+1)
ij
dimension D;,, and an output of dimension D,,; are assumed. Then the output of the i-th neuron

used as input to the j-th neuron of the (I 4+ 1)-th layer is denoted by w . Finally an input of

of the first hidden layer is equal to:

DML
agl) = h(z wl%)xd) (2.40)
d=0
where x = [x1,%2, -+ ,pin| is the input to the ffun, zg = +1,w§é) = bl(»l) is the bias added to

the weighted sum of the respective neuron and h is the activation function applied. In the same

spirit, the output of the j-th neuron of the I[-th layer is equal to:

D,
o = i3 wlat-V) (2.41)
d=0

The number of hidden layers, of neurons at each layer and the type of activation functions are
hyper-parameters whose values are usually chosen after an extensive search that will be discussed
later in this chapter. What is implicitly assumed in the above equation is that the activation
function is the same for all neurons of the network. Yet, sometimes the neurons of the output layer
use a different activation function that depends on the type of the label. Usually no activation
function is used in regression problems, a sigmoid function is used for binary classification problems

and a softmax function is used in the case of K-class classification problem [4].
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2.4.3 Backpropagation Algorithm

Global Approximation Theorem

To comprehend the expressive strength of finns it suffices to take a look at the theorem known

as Global Approximation Theorem |74, 75]|.

Oedenua 2.1. A two-layer feed-forward neural network with linear outputs can uniformly ap-
proximate any continuous function on a compact input domain to arbitrary accuracy provided that

the net has a sufficiently large number of hidden units.

This theorem holds for a variety of activation function types. Nonetheless the theorem does
not explain how to find the optimal model hyper-parameter and parameter values for a certain
task and dataset. It is only indicative of the potential power of finns. In the following chapter, the

second problem will be discussed, in the context of ffnns.

2.4.3 Backpropagation Algorithm

In chapters 2.3.5 and 2.3.6 it was shown how the problem of training a linear and a logistic
regression model can be approached from a probabilistic perspective. This was done by assuming
that labels follow certain probability distributions and then using MLE to find the cost function
which can by minimized by using an optimization algorithm like GD. This was easily extended to
the case of models that use unalterable nonlinear basis functions, equations 2.19 and 2.28.

The goal is to further extend this method to the case of basis functions with trainable param-
eters. Training a neural network means training the weights of all artificial neurons it is made of
so that a cost function J(w) is minimized. The problem is that, while the contribution of each
trainable parameter of a GLR model is independent of the contribution of the others, the same
is not true in a ffnn. In a finn the value of a parameter, which shapes a neural output, is then
propagated through the rest of the net and therefore interacts with parameters of other neurons.
This poses a problem to the calculation of the gradient values for these parameters. An algorithm
that tackles this problem and is currently used as part of the training process of most modern
neural networks is the Backpropagation algorithm. The gradients it computes can be used for
example in the well known gradient descent updates, in which the weight vector w is corrected by
Aw, where Aw is computed as to point to the direction of the greatest rate of decrease of J(w),
—Vwd(w).

Starting with the gradients w.r.t. weights that belong to output neurons, computing them is
quite straight-forward. One has to simply observe that equations 2.19, 2.28 and 2.33 also apply
here since the rest of the net plays the role of the basis functions. But to compute gradients w.r.t.
the rest of the weights, the equations of a ffnn, 2.40 and 2.41, and the chain rule of differentiation
have to be deployed. Because J(w) = Zgzl Ji(w), where N is the number of training samples,

Jr,(w) will be used from now on to simplify the notations. Using this simplification, the equations
(L)

used for an output weight w;;” can be expressed as:

outt
O = T J__. where u'P) is summed input to the j-th neuron of the final layer (2.42)
owt  oull wH !

Ji J Ji

Then, the notation

6j = P (2.43)
U
is introduced. It is also true that
(-1 _ 00"
a; = 5 @ (2.44)
W,

Jt
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(L—

where a, D is the output of the i-th neuron of the (L — 1)-th layer. By applying equations 2.43

and 2.44 to equation 2.42 the latter is written as:

Ok _ SE-D5()
D Y j

Jt

(2.45)

But, when considering the derivative w.r.t. a weight of a random neuron ngl), that is the i-th
O]

neuron of the [-th hidden layer, with output a;’, one has to observe a dependence that will be
now discussed to be able to perform the computations efficiently. Using the chain rule one arrives

to the conclusion that:

Dyt (1+1)
(l) 0Jy _ Z 0Jg 8ud

S oul = Bugﬂ) Buz(.l)

7

(2.46)

K2

Essentially, the effect of a change at ugl) can be summed by considering the effect of each neuron
)

that comes directly after n;” in the computational path multiplied by their local interaction. Note
(14+1)

that if some neuron n; is not connected to nl(-l)

to zero and this path is not added to the sum. Using the following definition for 4:

then the corresponding local interaction is equal

6(l) 8Jk

and considering that:
8u(_l+1)
J o= wj(.éﬂ)h’(uz(»l)), where h is the activation function (2.48)
ou;
one can write the equation 2.46 as:
Dy
l l I4+1) (141
5 = 1) 3 oy ™Y (2:49)
d=1

Equation 2.49 shines light on a dependence between values of § of neurons of consecutive layers
and means that once these values are computed for a certain layer [ + 1, then they can also be

computed for the previous layer in time linear to the number of weights of the latter layer.

Moreover, similarly to equations 2.43 and 2.44, it can be written about the corresponding

quantities regarding previous layers that:

oulV)

I =al'™ (2.50)
owH

ji
aJ, _

P g Dst (2.51)

IR gl (
8wj(é) ’ ’

Using equations 2.49, 2.50 and 2.51 the problem of efficiently computing the gradients of a fflnn

is finally solved and what is left is placing all the pieces together. The Backpropagation algorithm
consists of two main phases. The first one is the computation of the activation functions of all of
its neurons. For ffnns, this means starting from the input and iteratively computing the output of
every layer that follows until the final layer using the finns’ equations, 2.40 and 2.41.This step is
referred to as forward propagation. The second step is the computation of the §’s starting from
the output units using 2.43, 2.44 and 2.45 and continuing backwards using equations 2.49, 2.50 and

2.51. This recursive process is referred to as backward propagation. This can be formulated in
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the algorithm shown following algorithm.

Avcoritam 2.3: The Backpropagation Algorithm

Apply an input and forward propagate through the neural network
Using the label of the input compute the error

Compute 5§L)

Backpropagate the 8’s

Use the &’s and the activation values to compute the gradients

Since both the forward and the backward propagation cost O(dim(w)) the overall cost is equal
to O(dim(w)), which is linear w.r.t. to the number of weight of the network. It is also important
to note that the backpropagation algorithm can be used in many kinds of neural networks and not

just ffnn and with many types of error functions.

2.4.4 Notes on Training Neural Networks

As was noted in the previous chapter, the Backpropagation algorithm is used to compute the
gradients of the error w.r.t. the weights of a neural network. This can be a part of a gradient
descent process. There are a few matters that ought to be discussed before concluding the matter

of training neural networks.

Learning Curves

When training a machine learning model with an iterative process it is useful to be able to know
if and how fast the model is getting better through this process. This can be seen by observing the
evolution of the error computed on the training set while the training process proceeds. Because
the weights are usually randomly initialized, the error on the training set is initially large and
gradually becomes smaller as the model is trained. After some training iterations, the error reaches
an asymptotic value that depends on the Bayes error, the quality and quantity of the data and
the expressive capabilities of the model, as was discussed in chapters 2.3.1 and 2.3.3. So far only
the case of using, for each training step, the gradients computed using the entire training set has
been discussed. But, as will be explained shortly, sometimes only a part of the training set may
be used for each update. In these cases, the training set is split into B non-overlapping subsets of
samples, called batches, and for each weight update the gradients computed using the error on
samples of a single subset are used. After the algorithm has performed B updates using a different
batch each time, it splits the training set again and repeats the same process. Each of these cycles
consisting of B updates is called an epoch. Obviously, when the entire training set is used for an
update it is true that B = 1 and the epoch only consists of one update.

Apart from the error on the
training set it is useful to con- N
tinuously monitor the perfor- I
mance of the model, that is be-
ing trained, on samples that it
hasn’t been trained on, or as re-
searchers usually say, on sam-
ples that it has never seen. This

is a good test, as to whether the

model is acquiring generalizing

capabilities or is simply remem-

= epochs
bering the input - output map- 1 2 3 4 5 6 7T 8 9 10 11

Figure 2.10. Learning curves for a 4-layer ffnn. The normébl
ized error is used, J/N = 1/N Zivzl Ji [3].
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pings of the training examples. The set of the samples that are used for this purpose is called a
validation set. As shown in figure 2.10 and can be easily understood, the errors on the validation

and the test set are usually higher than the one on the training set [3].

Error Surfaces

Since training is actually an optimization process it is sometimes useful when designing a
training algorithm to view it from the perspective of a descent of the error surface. Specifically,
each step taken in the direction of w changes .J by by 6.J ~ éw’ V.J(w). As noted in the previous
chapter dw is usually chosen to point to the direction of the maximum rate of decrease of J. In
contrast to the Perceptron, modern neural networks generally use differentiable activation functions
that render J a smooth continuous function of w. Therefore, at the global minimum of J it is true
that VJ = 0.

There are multiple problems one might encounter during the training process that are related
to the error surface of the problem. Most of them are caused by the complexity of the neural
models, the outputs of which result from highly nonlinear combinations of their parameters. One
of the most commonly observed ones is related to the existence of search sub-spaces in which the
error surface is relatively flat, leading the resulting gradients inside these sub-spaces to be small.
This results to slow rates of convergence that can be discovered by the researcher thanks to a
stagnancy of the learning curves. The opposite form of difficulty results from overly steep error
surfaces that lead that lead to big gradient values which may cause the algorithm to completely
miss the minimum by jumping over it. This problem is known as overshooting.

The exploration of the global
minimum is also hindered by J/N
the existence of multiple lo- \
cal minima. A training algo-
rithm may become stuck in a
local minimum w* since reach-
ing the global minimum from w*
may require the descending al- %
gorithm to explore, for a few it-
erations, regions with larger er- Local Minima
rors than the one corresponding +

to the local minimum. Inter- Global Minimum

estingly though, it has been ob- w

served that local minima many Figure 2.11. Error Surface of a model with 1 parame-

ter whose wvalue spans on the horizontal axis. Figure from
to global ones, and consequently https: //inverseai. com/blog/ gradient-descent-in-
constitute valid solutions to the machine-learning

times yield errors that are close

training problem[insert research
paper] [3, 4, 8].
A lot of research effort has been devoted to discovering training methods that tackle the prob-

lems presented above, especially the last one. Some of them will be discussed later in this chapter.

Training Protocols

The GD algorithm, as was described in chapter 2.3.5, computes the error on the entirety of the
training set, proceeds with calculating the gradients for each training instance and then combines

them to perform the update. This method provides an accurate estimation of the updating vector,

62


https://inverseai.com/blog/gradient-descent-in-machine-learning
https://inverseai.com/blog/gradient-descent-in-machine-learning

2.4.4 Notes on Training Neural Networks

0w, and, for reasonable learning rate values, guarantees the convergence of the training process
to a local minimum. Moreover, since the computations performed for each training example are
independent of one another, the parallelization of this procedure is possible and accommodated by
modern hardware accelerators.

Nevertheless, it is sometimes preferable not to use the full training set when performing an
update, but only a part of it. One can even use the error computed on a single training example
to update the parameters of the model. In this case the algorithm randomly chooses and uses one
sample at every iteration until all training samples have been used, at which point it is said that
an epoch has been completed. This process is named stochastic training due to the inherent
randomness in it. One of the biggest advantages of this method is its minimal storage requirements
in contrast to first one, for which the activation signals and gradients for all examples have to
be stored during the parallelization process. In addition to that, stochastic training is good at
dealing with redundancies as it avoids repeating unnecessary computations in a single update.
Finally, observe that the algorithm descends a different error surface at each update because of
the uniqueness of the error function. Therefore, since it is highly unlikely that a local minimum
will coexist in many error surfaces, the algorithm will be able to escape many local minima using
updates, the error surfaces of which, will not have local minima in the same spots.

Unfortunately, stochastic training is an easily parallelizable process and it also tends to produce
noisy learning curves because descending the error surface of a training sample does not ensure
the descent of the error surface corresponding to the total error. In order to tackle these problems,
researchers usually compute the error on a number B, 1 < B < N, of training samples simultane-
ously. B is referred to as batch size. This method seeks and achieves the best of both worlds and

today is utilized by most ML training algorithms [3, 4, §].

Stopping Criteria

The issue of the choice of the stopping point of the training process has not been addressed
yet. Multiple stopping criteria have been proposed in the literature, as to when to stop training
the model weights.

A simple criterion results from observing that the algorithm must stop nearby a global or a local
maximum. Since the error surface is smooth, this means that gradient magnitudes will be relatively
small close to these points. A reasonable criterion would thus be to consider the algorithm to have
converged when the Euclidean norm of the gradient vector has reached a user-defined relatively
small threshold. The problem with this approach is that, in the case of stochastic training, it may
take long for the algorithm to reach such a spot.

Similarly, one can use the change of the cost function’s magnitude as a metric for convergence.
Specifically, assume convergence when the absolute rate of change in the average error per epoch is
small enough. A possible disadvantage is the existence of the possibility of premature termination
since the value of the threshold is almost never known beforehand.

A theoretically supported approach is the use of the error on a set of samples that the model
has never seen as a convergence indicator. This set can be the validation one. Information of this
curve is indicative of the model’s generalizing capabilities and therefore a valid stopping criterion
3, 8].

Vanishing Gradient, Activation Functions and Residual Connections

Before discussing the issue of choosing an activation function for the hidden layers, it is necessary
to have a look at one of the most well-known difficulties when it comes to neural network training.

As suggested by the Global Approximation Theorem, 2.1, a two-layer ffnn can approximate any
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continuous function, given a sufficient number of hidden units. Yet, the recent success of ML has
been heavily supported by the use of neural networks with multiple layers, otherwise known as
deep nets. The reasons as to why this happened will be discussed later in this chapter. For now,
the main focus will be on the difficulties of training such nets, and also on the way that a certain
type of activation functions and a structural trick allowed researchers to overcome them.

In order for a parameter to be trained, the gradient of the error w.r.t. to this parameter
must first be computed. This is then used to shift the parameter towards the direction of the
greatest decrease in the error function. The problem with standard deep neural networks is that
the gradients w.r.t. parameters that belong to neurons of early layers tend to become increasingly
small as the net becomes deeper. As a result, the training speed of these parameters is considerably
slower than the one of parameters of neurons that are closer to the output of the network. This
problem is referred to as the vanishing gradients problem and it was first introduced in the
context of recurrent neural networks (RNNs) [76], that will be introduced in chapter 2.6. To
understand why this is the case, it is appropriate to view the following example of a 3-layer neural
network with one neuron per layer [77] shown in figure 2.14.

The update rule for the first weight of this network is the following;: w(l)1 =wl NVwd.

it i
wit wi wid)
U= Wit x + pi) U = w2 gy p@ ud) = Wi gs pi3)
att) = glut®) a2 = gut?) a3 = gut)
Figure 2.12. S-layer ffan with one mneuron per layer. Figure from https://

towardsdatascience. com/ vanishing-gradient-in-deep-neural-network-83953217c59f

In the case of a 1-dimensional weight, and assuming all biases to be equal to zero, it follows that:

oJ dJ 9a® ou® 9a@ ou@ 9V Gu®)
0D — 9a® 9u® 9a®@ 9u®@ 9a® Ju® Gw®
aJ 9u® gu® gu® 2 9a®
90 9a® 9a® 9w L1 Hu®

(2.52)

The vanishing gradient problem may appear in two main cases:

o if at least one of the derivatives related to the activation function, gZ—x;,l € {1,2,3} is zero

oJ  _
then o 0

o if gzx; ~ 0, for most of the layers [ € {1,2,3} then % ~(

A widely used activation function that creates the vanishing gradients problem is the sigmoid
function, 2.22. The sigmoid function has several desired properties. It is continuous and smooth,
meaning that its derivative exists, and even better, it can be easily computed using the equation
o'(z) = o(z)(1 — o(z)). It is also a monotonic function, which prevents the introduction of
additional local extrema. Moreover, it has a limited output range, i.e. it saturates. This helps in
keeping the weights and the activation function outputs bounding, ensuring the training time to be
limited. Unfortunately, this also affects the quality of training. To see why, observe the derivative
of the function painted in blue in figure 2.13b [3, 4, 8].

The derivative of the sigmoid only takes relatively large values for inputs belonging to a narrow
interval centered at 0, also known as the significance region. For inputs outside this interval

the magnitude of the derivative takes much smaller values, that when are multiplied together as
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Figure 2.13. Showing a) the sigmoid (blue) and the ReLU (orange) functions and b) their
derivatives [5]

a part of a gradient computation process, like the one described by the equation 2.52, lead to the

vanishing gradient problem.

An alternative to the sigmoid function that has been proposed in the literature is the rectified
linear unit (ReLU) [78], which is defined as follows:

x, ifx>0

ReLU (z) = (2.53)

0, otherwise

A graphical representation of this function is shown in figure 2.13a and its derivative is shown in
figure 2.13b. The fact that its derivative for all positive values is constant and equal to 1 solves the
vanishing gradient problem for these values by allowing the gradients’ passage to previous layers.
Of course, as a result of this, this function does not saturate and in the case of negative inputs
the gradient becomes equal to zero, which means that the problem still persists in these cases.
Multiple modifications to the ReLU function have been suggested to alleviate the last weakness,
like the leaky ReLU [79]. This problem is also closely connected to the weight initialization one.
If the network’s weights are initialized in a way that gradients are close to become or are zero for
multiple layers then the training of the network turns out to be extremely slow. Details about
weight initialization will follow shortly.

For brevity reasons the rest of this note will

simply focus on another important trick that e

was proposed in 2015 [6] and firstly applied h 4

to convolutional networks (CNNs) that will be weight layer

presented in chapter 2.5. The trick was the ad- }'(x} v relu x

dition of residual connections, as shown in weight layer ) .
identity

figure, that bypass neural layers. These lines
directly connect the input to the output by ]:(x) 4 x
adding the first one to the output of the neural
layer. This method allows the gradients to flow
uninterruptedly and was a substantial break- Figure 2.14. Residual connections 6]
through that contributed to the birth of very

deep neural nets [4].

65



Chapter 2. Machine Learning and Neural Networks

Input Scaling

Clearly, NN training is extremely sensitive to the value intervals of the signals involved in the
process, starting from the input ones. If, for example, the values of two signals differ by orders
of magnitude, the bigger one affects the total error much more than the other. This causes the
training process to focus mainly on updating its corresponding weights and, as a result, the new
will pay much more attention to the respective feature than the other, even though the latter might
be of equal significance when it comes to the prediction task [3].

In another example, all features take only positive values. This means that, during h=the
updates, weights can only increase together or decrease together. So, in order for the weight vector
to reach a specific point, it has to zig-zag through the search space slowing the training process
down [8].

These problem have lead to the adoption of various data preprocessing techniques by the
researchers. A widely used one is feature normalization. It entails shifting the features of all
samples so that they have a zero mean and scaling them until they share the same variance, which
is usually equal to 1. One may also choose a min-max approach that scales the features of the
dataset so that the two extreme values that each feature takes become equal to a predetermined
min and max value respectively. As a part of the data preprocessing procedure, and in order
speed up learning, researchers also use to create uncorrelated input variables using a numerical
transformation technique like PCA [8, 80].

Note that data preprocessing happens only once before the training begins, so it is an overhead

that is paid only once.

Target Values

When it comes to target values it is required that they must be set within the range of the
output activation function h. In fact, they are often offset by e away from the endpoints of the
value domain (—a,a) of h: a —€) and —a + €. Otherwise, the weights are driven to infinity by the

training process and it is in turn slowed down [8].

Weight Initialization

Weights must be initialized carefully because failing to assign proper initial values to them any
render a neural network, that would otherwise be suitable for the problem at hand, untrainable.
If weight values are too large, neurons will be driven into saturation and local gradients will be
small. If, on the other hand, they are initialized with very small values training will occur, in the
case of sigmoid activation functions, on a flat area around the origin of the error surface. Thus, in
both cases learning will be slow or may not even happen. As a result, the weights should be set
so that the standard deviation (std) of the induced local field of the neurons lie in the transition
are between the linear and the saturated intervals of its activation function. Moreover, since the
input will already be normalized and there will be an approximately equal number of positive and
negative values, the same must happen to the weights [3, 8].

A common way to initialize the weights is by sampling them from a uniform distribution
U[f1 Nz RYNCE where d is the number of input to the respective neuron. Of course, many initial-
ization techniques have been proposed and the it continues to be considered an open problem. The

interested reader may find additional information in [58] and [81].

Learning Rate

Learning rate is one of the most important hyper-parameters when it comes to NN training.

At first glance, a reasonable approach would be setting it to a relatively small value guaranteeing
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model convergence to a local minimum. However, apart from the obvious disadvantage of delaying
training, this approach would also also cause another problem. Ideally, all neurons of a NN should
learn at the same speed as models that have some of their parameters trained far quicker than
others are known to perform better for subsets of the training data and very bad for the rest. This
is a serious problem, especially since neurons of the final layers are usually trained much faster
than neurons that are closer to the input. The same has been observed to occur happen in the case
of neurons with many inputs, whose parameters converge before the parameters of neurons with
small input dimension. The existence of different training speeds in standard neural networks along
with the need of simultaneous training of all parameters render the use of different learning rates
for different neurons necessary. Even worse, as the training process evolves the form of the error
surface may change and the learning rates will also have to adapt to the new training conditions
3, 8].

Note that in chapter 2.3.7 the learning rate was determined with the help of the second-
order derivatives, but that is not possible in the case of NNs with several million parameters.
Nevertheless, after decades of experimentation researchers have concluded to some reasonable
values for learning rates, that depend on the type and the size of the model, as long as methods of
changing the learning rate depending on the phase of the training process. Information regarding

this issue will be provided in the next paragraph.

Momentum

Modern neural networks almost never use the gradient value of the point under examination
alone when performing an update. Error surfaces sometimes contain sub-spaces where the slope is
minimal, i.e. gradient’s magnitude is small, called plateaus. This leads to heavy training delays.
In other cases a model may find itself stuck prematurely to a local minimum delaying the training
process. To alleviate these problems a modification to the standard update rule is usually applied,
which is called momentum. In physics, momentum is a property of moving objects that tend
to keep their kinetic state unless acted upon by outside forces. In the context of GD, momentum
means that that the previously computed gradients will also be taken into consideration, along
with the current one, when updating the parameter vector. Let w; be a weight of a neuron in the
(¢ — 1)-th update. Then dw; that is added to update the weight is defined as:

Aw; =a - +m - Aw;_1, where m is the momentum factor (2.54)

(’9wi

Note that, through Aw;_;, all previous updates are taken into consideration. The updating
vector of an update that took place k steps before the current one is multiplied with a*. There-
fore, the hyper-parameter m is usually chosen to belong to (0,1) for stability reasons, and the
contribution of each vector decreases exponentially as ¢ increases.

With the use of momentum, a parameter vector that has "gained speed" through several updates
that have caused its continuous displacement cam easily quickly a plateau even if it causes gradient
values to be relatively small. In the same manner the parameter vector may overcome a shallow
local minimum even if the gradient orders it differently. There is an additional advantage to using
momentum. Momentum tends to average out conflicting updates assisting in creating a smoother
learning trajectory in error surfaces that would otherwise cause the gradient to continuously change
its direction. This is also helpful in the case of stochastic learning where consecutive updates use
different samples and the resulting gradients may point to entirely different directions.

Most modern optimizers use some form of momentum. For more information one the matter

one can read the following papers [82, 83].
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2.4.5 Generalization

It is important to remember that the main goal of the training of a neural model is not to
fit the training set but to render the model capable of generalizing to examples that it has not
previously seen. From a mathematical perspective, training a model is a curve-fitting problem,
where the training data are the samples of the function being approximated and the network is
the nonlinear input-output mapping. In that sense, generalization means that the model performs
a successful nonlinear interpolation of the training samples.

A weakness that NNs are known to suffer from is overfitting, which was discussed in chapter
2.3.5. In essence what happens is that the net begins memorizing the training data and fails at
fitting the underlying function the same way it described in the respective chapter. A question that
has been left unanswered concerns the desired properties of the curved that is being implemented
by the NN. In other words, what makes a successful interpolation? An assumption that is usually
made is that the function that will be chosen must be the simplest one that fully explains the data
at hand. Criteria that are imposed to ensure the model satisfies this assumption are known as
Occam’s Razor [84]. Regularization, as was described, does exactly that, eliminating unecessary
parameters and thus decreasing the model’s complexity. This is visually translated as an increased
function’s smoothness, figure 2.2.

The next question that needs answering is finding the factors that determine the generalizing
abilities of the model. It is known that generalization is determined by:

e the size of the training sample
e the neural model that has been chosen
e the complexity of the underlying function that must be modeled

Starting from the last factor it is obvious that the more complex a function is the harder it will be
for the NN to interpolate successfully between the training samples. This is an inherent property of
the problem and, in contrast to the first two factors, can’t be influenced by the researcher. Moving
on to the training size, the more samples one possesses the less freedom is provided to the model
to assume values for intermediate points. An empirical rule for choosing the training size is based
on the Widrow’s rule of thumb for the LMS algorithm [85] is the following:

w

N=0(—) (2.55)

where N is the size of the training set, W is the number of trainable parameters of the model and
€ is the maximum classification error allowed in the test set. For example, for an error of up to
five percent, this rule determines that the number of training examples must be twenty times the
number of trainable parameters of the net. Note that the number of training examples needed is
directly proportionate to the number of trainable parameters, which is indicative of the expressive
power of the net. This means a powerful model is more prone to overfitting than a less powerful
one.

The matter of choosing and training a NN that generalizes well will be addressed next.

Bias-Variance Trade-off

In 1992, Barron [86] proved a bound to the average error on the test set of a fflun with a hidden
layer of D neurons:
DinDl
N

2
¢

Eq.W(N) = O(D1

)+ O(

log N) (2.56)

where C¢ is the first absolute moment of the Fourier magnitude distribution of the function f.
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be small. This is directly connected to the problem of overfitting addressed in chapter 2.3.5. The
combination of these terms reveals a trade-off between the expressive power of the net and its ten-
dency to overfit. This tendency is also documented as the bias-variance trade-off, a designation
that indicates the need of finding a balance between these two. This is pictured in the figure 2.15.

For small numbers of neurons in the hidden layer the network lacks the expressive power needed
to perform the task. For bigger values it can fit the training set but overfits on the test set.

What is also interesting to observe in equation 2.56 is that, in the case of NNs, an exponentially
large sample size w.r.t. the input dimension D;,, is not required to decrease the average error. The
same is not true however for other types of smooth functions like polynomials and trigonometric
functions. If s is the number of continuous derivatives of a function of interest, and thus a measure
of the function’s smoothness, then for these types of functions the minimax rate of convergence of
the total risk F,v(N) is of order (1/N)?*/(2s+Din)  This is a mathematical way to express the well
known curse of dimensionality. The enormous advantage of NNs now becomes apparent.

Returning to the UAT, this theorem is also indicative of the expressive power of NNs with
just one hidden layer. Yet, it does not state that single-layer networks are optimum in every case
nor does it suggest a way to determine the optimum number of layers for a neural net. In fact,
state-of-the-art NNs have multiple layers which are trained with the help of tricks analyzed in the
previous chapter and a few more, like dropout and batch normalization that will be discussed in
chapter 2.4.5. It is generally believed that the weakness of single-layer NNs stems from the global
interaction of neurons in single-layer networks. Because of this it is difficult to improve the error

that corresponds to a set of examples without increasing it for another one.

Funahashi (1989) [87] and Chester (1990) [88] consider the layers as feature extractors.
They assign to the neurons of the first layer of a finn with two hidden ones the role of local feature
extractors, with some of them being responsible for segmenting regions of the input space and
others for identifying the characteristics of these regions. To the neurons of the second layer they
assign the role of global feature extractors, believing that they use the local features identified by
the neurons of the first layer for each region to create global features characterizing it. Like this,
each region is represented by a combination of a few neurons and an update to the approximation
concerning one region does not affect the neurons related to the rest of the input space. This is a
theme that is central to this thesis.

The number of layers and the number of neurons at each one are thus important hyper-
parameters that significantly affect the ability of the net to generalize. They can be tuned before
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the training process begins with a method that will be described in chapter 2.4.6. Optimizing
the number of neurons of every layer is an indirect way of choosing the number of parameters of
the NN. But, optimizing at the weight-level is also possible. One can initially choose a relatively
large number of neurons and then directly eliminate the unecessary parameters during the training

process to avoid overfitting.

Regularization in Neural Nets

Regularization is the most common way of handling the the bias-variance trade-off. This is

usually done with the addition of an extra term to the cost function:
J(W) = Jop (W) + AJe(W) (2.57)

The first term is the familiar performance metric that measures how well the model fits the training
data. The second term is the complexity penalty and is only dependant on the model’s parameters.
When:

e )\ = 0: No regularization is applied and training proceeds as has been described

e )\ — oo: The training samples are considered unreliable and the parameters are determined

by the constraint alone

Usually an intermediate value is used that is responsible for controlling the bias-variance trade-off.

The most widely known regularizer is weight decay. In the case of weight decay equation
2.57 becomes:

T(W) = Jau(W) + AWw? = T (w) + A D ()2 (2.58)

i,4,m

Complexity in that sense is measured by the weight values, i.e. the larger their magnitude the

more complex the model. This type of penalty can be used in cases of models that are considered

to be initialized with more weights than are necessary to approximate the underlying function.

During training two types of weights are distinguished:

e weights that contribute to the modeling of the underlying function and thus take nonzero

values

e weights that are unecessary and if left unattended would take arbitrary values leading to
the problem of overfitting while only slightly reducing the training error. These weights are

called excess weights and are eliminated by the regularizer

Weight decay can be interpreted as the negative logarithm of a zero-mean Gaussian prior
distribution over the parameter vector. This can be viewed in the frame of MAP presented in
chapter 2.3.4. Alternatively, weight decay can be viewed as a gradual weight decay of all weights
during training according to:

W = wold(1 —¢), 0<e< 1 (2.59)

that permits only important weights to retain nonzero values due to their significant influence on
the accuracy of the model. The parameter € is connected to the error function in the following
way:

J(w) = Jgp(W) + )\%WWT (2.60)

where a is the learning rate.
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Weight decay is also named L2-regularization. Another closely related form of regularization

is the Ll-regularization defined as:

T, (w) =D Jwl)] (2.61)

©,J,mn

L2-regularization is known to shrink weights to low values but not exactly zero. L1-regularization
on the other hand does exactly that, creating sparse parameter vectors on the process, i.e. param-
eter vectors that have a relatively small number of nonzero elements w.r.t. their dimension. This
is desired when there are good reasons to believe that the underlying function can be modeled with
only a few parameters.

Research has also been perform on exploiting second-order derivatives of the error surface to
solve the bias-variance dilemma. For more information one can read the following on the method
called Optical Brain Surgeon (OBS) introduced by Hassibi and Stork in 1993 [89].

Early Stopping

Setting the random noise apart, the training error generally decreases monotonically during
the training of a neural model. The same is not true with the error on the validation set that has
been seen to steadily decrease before beginning to increase again due to overfitting (figure 2.10).
This happens because the net begins learning the noise contained in the training data instead of
modeling the underlying distribution.

Early stopping is an alternative method to regularization exploits this fact by periodically
measuring the error on the validation set and stopping the training process when this metric starts

to increase, indicating that the model’s generalizing abilities are at that point optimized.

Dropout

Weight initialization and the distribution of training samples in batches play an important
role in the training of NNs but are probabilistic in nature. Therefore it is usual for engineers and
researchers to employ ensembles of NNs that are trained independently to eliminate the uncertainty
caused by the above factors. They then can use their mean output value for regression problems
or the label chosen by the majority of NNs for classification problems. The disadvantages of this
approach are the computational overhead and the increase of memory requirements.

Dropout was introduced by Srivastava et al. (2014) [90] as a cheap approximation to the
ensemble approach and is essentially a regularization method. What it does is training the ensemble
of all sub-networks that result from deactivating non-output neurons of a NN. It does that by
randomly sampling binary masks for all these units of the network every time a new sample is
used as input and information is forward propagated through the network. For each unit a new
hyper-parameter, pgropout, is defined that determines the probability of multiplying its output by
zero during a random forward propagation procedure. If that happens then the respective neuron
does not produces an output and is thus not trained for the corresponding sample. Since paropout
is chosen so that all neurons are left out at some point during training, the model is supposed to
learn not to rely on a sub-network but is forced to have all of its possible sub-networks trained to
cope with the potential shortage of trained paths. In contrast to standard ensemble methods, in
dropout, all models share parameters with each other and most models are not trained at all since
it is infeasible to use all possible sub-network combinations.

During inference, the ensemble is approximated by keeping all units active while multiplying
each weight by the probability of not dropping its respective unit [91].

The method’s overhead is negligible O(total number of neurons) and it is known to generally
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perform well. Nonetheless it tends to increase the size of the model and the total training time

like most regularization methods [7].

Batch Normalization

In section 2.4.4 the need for scaling the inputs of NNs was addressed. The same circumstances
that lead to the need for input scaling may also appear between consecutive layers of a deep neural
network (DNN). It is possible, for some random initialization of the weights of a layer, for the
inputs of the activation functions of the layer to take large values causing the training process to
become unstable. Moreover, the backpropagation algorithm, chapter 2.4.3, upgrades each layer’s
weights using the assumption that the statistics of the layer’s inputs remain constant. Nonetheless,
input statistics have been observed to vary between different batches of samples. Ioffe and Szegedy
(2015) [92] named this phenomenon internal covariance shift. Internal covariance shift forces
neural layers to continuously adapt to new input statistics and causes gradients to become unstable

and training to slow down.

That is why they proposed batch normalization, a regularization method for solving this
problem by normalizing the pre-activations of every neuron of a layer across the samples of a
batch. The pre-activations of the neuron for all samples of a batch are placed in a set, have the
mean value of set subtracted from them and results are divided by the standard deviation of the
set. Yet, since information that may be useful is lost this way, two parameters, a scaling factor,
gamma v, and an offset factor, beta 3, are introduced. The network learns optimal values for ~
and f for each batch so that the normalization process becomes reversible. The steps for a neuron,
with pre-activation u(*) for the i-th example of a batch of B examples, are given by the equations
that follow:

B
1 ,
—— ()
=5 ;u (2.62a)
1 g
o2 = 5 Z(u(l) — m)? (2.62b)
i=1
I R O ,
4 = ——— or 0 = ——L2 for stability reasons when o is very small (2.62¢)
op ol +€
3% = BN(u®) = yu® + 8 (2.62d)

Batch normalization thus renders the model less sensitive to weight initialization and hyper-
parameter tuning. Yet, if B is small the sampled mean and std are not representative of the actual
distributions. For example, sequence models, like RNNs discussed in chapter 2.6, handle input
sequences of variable lengths causing the batch size to decrease for long input sequences. Batch
normalization might prove to be problematic for such cases, but it still remains a good solution
for CNNs, chapter 2.5 [92, 93].

Layer Normalization

Ba et al. (2016) [49] proposed layer normalization as an alternative to batch normalization.
Instead of normalizing the pre-activations of neurons across the examples of a batch, layer normal-

ization normalizes the pre-activations for each sample across the neurons of a layer. If D is the
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number of neurons of a hidden layer:

el
NE
£

= (2.63a)
d=1
1D
— 2
=5 > (ug — ) (2.63Db)
d=1
Ug = Y1 oy Ug = Hd M gy stability reasons when o7 is very small (2.63c)
012 012 + €
Ud = BN(Ud) =yuqg + (263d)

Note that v and 8 parameters in the case of layer normalization are the same for all neurons of
the same layer but different for summed inputs corresponding to different examples. The opoosite
is true for batch normalization.

Batch normalization requires different processing during training and different during inference
due to the change in batch sizes. The same is not true in the case of layer normalization as the

model architecture never changes.

2.4.6 Model Selection

In chapter 2.4.3 a process of deciding the parameter values via a training algorithm was dis-
cussed. The success of a model is known to depend not only on the parameter values but also
on the hyper-parameter ones. Such parameters are the tuning parameter A\ of a regularizer, the
number of layers of a NN, the initial value for the learning rate, the type of activation function
used by the network’s neurons, the type of regularization applied, etc. The values for these pa-
rameters must be decided before training initiates, but they must be chosen wisely because using
a large learning rate or low-order polynomial w.r.t. the rest of the hyper-parameters’ values and
the problem at hand may render a model completely incapable of learning. The two main issues
that must be dealt with is finding the way the search, or else hyper-parameter exploration,
will be conducted and the data that it will use.

As far as hyper-parameter exploration is concerned, given that each hyper-parameter may
take a set of values, a full search over the hyper-parameter search-space means considering every
combination of the Cartesian product of these value sets. The computational cost of this method
is usually massive due to the large number of hyper-parameters and of their respective possible
values. Using prior information for the choice of the value sets and perform different searching
rounds iteratively choosing every time the most promising value subsets based on the results of
the previous round generally speed up the process but not drastically. On the other hand, pruning
runs that don’t seem promising and choosing the next combinations of values to be tested based
on experience and prior knowledge are some tricks that are used by modern optimizers such as
Ray [94] and Optuna [95] and usually improve the tuning time considerably.

The problem of choosing the dataset that will be used for hyper-parameter tuning is also tricky.
Using the training set to derive value for the hyper-parameters is problematic, as these hyper-
parameters may be optimum for it but this choice does not guarantee that the model will be good
at generalizing to instances that have not been used in its training. In other words, this may cause
the model to overfit the training data due to the design choices. A more reliable method would
be to use different datasets for choosing the hyper-parameters and the parameters respectively.
Therefore, using the validation instead of the training set to tune the hyper-parameters seems like
a reasonable choice. Then the model is trained on the training set and, to test if the model has

overfitted either of these too, a test set can be used to test if it can generalize. Usually, out of all
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the samples that are not part of the test set, 20% is used as part of the validation set and the rest
as part of the training set. This method is referred to as the holdout method, and is generally
preferred in cases of big data sets and large models.

If training data is limited then one cannot afford using a significant part of it for tuning hyper-
parameters. But, using a small validation set may result to inaccurate and noisy estimations.
Instead, a method called cross-validation is used. The K-fold cross-validation method consists
splitting the training set into K, equally sized, sample sets and performing K parameter exploration
procedures, using every time K — 1 sets for training and the held-out set for measuring the model’s
performance. This process is pictured in figure 2.16.

After all sets have used as held-outs for the test of a

certain hyper-parameter value combination the average

error over all K runs is calculated. A combination of I | | | | run 1
hyper-parameter values is deemed than better than an- I | | | | run 2
other if the corresponding average is error is lower. In
the end, the best combination is used to initialize the | | | | | run 3
model, hence the title model selection, and the train-
ing proceeds. Obviously the larger the value of K, the | | | | | run 4

more precise the results and, in cases of data scarcity,

the performance may be measured using only a single Figure 2.16. /-fold cross-validation
example every time. This variant is known as the leave- P70¢€SS 14

one-out method. Unfortunately cross-validation’s com-

plexity grows as K increases and applying it is usually feasible only for relatively small datasets
and models.

After decades of research there have been found combinations of values for sets of hyper-
parameters that generally work for most of the well-known problems. Nonetheless, this does not
mean that they are optimum in every case and that cross-validation is outdated. As research keeps
focusing on new model types and unexplored problems keep on coming of cross-validation and its

variants will always remain contemporary.

2.5 Convolutional Neural Networks

2.5.1 Invariances

In many applications it is required that inputs that differ with each other only due to the
application of one or more transformations to one of them should yield the same output. For
example this occurs in the field of image recognition, where an object in an image should be
classified correctly irrespective of the angle, the distance and the lighting in which the picture was
taken, like in figure 2.17. The same is true in the case of speech recognition where a certain word
should be recognized as being the same no matter the person that spoke it or the background noise.
Some applications thus require predictions to be invariant under one or more transformations of
the input.

A way this difficulty might be handled is with the use of an abundance of data that contain
examples of the results of the application of the various possible transformation. An example of
this is a dataset that includes pictures of the same object taken at several different hours of a day.
A model can use these examples to learn the invariance to natural lighting.

However obtaining such a number of examples is not always possible and alternatives are thus

needed. These alternatives are classified as follows [4]:

e Augmenting the dataset with manually transformed samples in order to create the conditions
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Figure 2.17. Images of the same place taken at different hours of the day. Figure from http:
// hdr-photographer. com/ 2014/ 10/ different-times-of-day/

described above. This method is known to effectively improve generalization but can lead to

considerable computational burden

e Using a regularizer that penalizes changes to the output when predicting the label of an
input that has only been transformed. This approach and the ways of applying it are closely
connected to the first alternative

e Extracting the invariant features as part of the preprocessing process and using them as input
during training. The model may then be able to generalize even to cases not seen during

training. Yet, some useful features might be left out during the extraction process

e Incorporating these invariances into the model’s structure. This alternative will be the main
focus of this chapter as it is closely connected to the central theme of utilizing prior knowledge
to adapt the model’s architecture

2.5.2 Priors in Convolutional Neural Networks

Convolutional Neural Networks (CNNs) [96, 97] are one of the most successful cases of
incorporation of prior knowledge into a model’s structure. Even though CNNs have been used in
a variety of fields it is instructive to first consider them under the umbrella of computer vision as
they were initially conceived as image processing models. An image is usually represented as a
grid of numbers of dimension D x D, which record pixel intensities. In the case of coloured images
the grid of numbers becomes a grid of vectors containing values for the three colour channels, red,
green and blue corresponding to each pixel.

The matter of invariances in image datasets was addressed previously. When such constraints
are known beforehand it is usually beneficial to incorporate these prior beliefs into the model’s
structure. This takes the form of a probability distribution over the parameters of the model
encoding the beliefs about about what models would be reasonable before looking at the dataset.
In the case of CNNs, these priors result from the properties of visual data and from invariances
that are known to be found in them. Moreover, priors may be considered as being weak or
strong depending on the degree of concentration of the probability density function in the prior.
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Weak priors are characterized by low levels of concentration in their density functions and allow
parameters to relatively unconstrained. Strong priors, on the other hand, play a bigger role to

parameter value formation.

Sparse Connectivity

A well known property of images is the existence of a strong correlation between nearby pixels,
since they usually belong to the same object. Yet, each neuron of a FFNN would unnecessarily
receive the entire image as input and would then have to learn to focus on individual input sub-
spaces. This prior can be incorporated by forcing neurons to focus on areas much smaller than
the entire input and thus naturally extract local features. This property is referred to as sparse
connectivity.

In multi-layer architectures these features can be combined in later layers to create higher-
order features and result in yielding global information about the picture as a whole. For example,
when processing an image with thousands of pixels, one can use a square-shaped receptive fields
containing only tens or hundreds of parameters. These are called kernels. The use of kernels
reduces the memory requirements of the model and the computational burden, i.e. in the case of
D;,, inputs and D,,; outputs and a kernel of k parameters, runtime is reduced from O(D;;, X Doyt)
to O(k X Dyyt). This type of prior is considered to be an infinitely strong prior since the rest of
the parameters are essentially forced become zero.

Weight Sharing

An invariance that must be addressed is translation invariance. A feature may be found in any
part of the image and, consequently, the kernel responsible for extracting it should scan the entire
image searching for this feature. The implementation of this prior is done by imposing weight
sharing among kernels whose combine receptive fields covers the entire image. Weight sharing
forces them to detect the same feature across the picture.

Because of the weight sharing the combined computations performed by these kernels are
equivalent to a convolution operation applied to the image by the shared kernel. Therefore, instead
of using multiple identical kernels, one can use a single one that is shifted as is ordered by the
convolution. A toy example is shown in figure 2.18. Note that this is the result of an input-kernel
convolution, before an activation function is applied to it. Weight sharing does not change the
runtime since the computations are either way performed in parallel. Yet, it further reduces the
storage requirements to k parameters with k£ usually being much smaller than D;,. Because of the

constraint applied on the parameters, weight sharing is considered another infinitely strong prior.

Sub-sampling

The operation that usually follows feature extraction is sub-sampling performed in the form of
pooling. During pooling, a group of outputs of the feature extraction process that have resulted
from applying the kernel to adjacent image areas is sub-sampled with the application of a pooling
function. The most well-known pooling function is the max function that chooses the input with the
largest value. Another one is the averaging function that outputs the average of its inputs. Pooling
makes the representation approximately invariant to small translations of the input, applying the
prior belief that one is not interested at the exact spot where a feature is found but is more

concerned about whether it exists or not. This is also an infinitely strong prior.

The realization of these priors thus can substantially reduce computational and storage re-

quirements. But it is also possible that the assumptions made might be inaccurate, like in the case
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Figure 2.18. FEzample of a convolution in two dimensions without kernel flipping. Outputs for
the calculations of which only a part of the kernel would be used are not shown [7]

where information about the specific locations of objects is needed. In that case, using pooling
would increase the training error. In other words, these priors, like many others, are known to

cause underfitting [4, 7].

2.5.3 The Model

As noted by Goodfellow et al. (2015) [7], convolutional neural networks are neural networks that
use convolution instead of general matrix multiplication in at least one of their layers. To better
understand how the modules of a CNN are combined the example presented in figure 2.19 will be
followed. A CNN module is a convolutional layer followed by a pooling one. The convolutional
layer is composed of a set of kernels each of which is responsible for detecting a feature. Each
kernel is comprised of a set of weights, the number of which equals the size of the kernel’s receptive
field plus one added to account for the bias parameter, followed by an activation function. In the
example shown in the figure, the first convolutional layer consists of k& = 4 kernels with a receptive
field of 5 x 5 each. Notice that the dimension of each feature map smaller than the input’s the same
way it is in 2.18. After the activation function is applied a sub-sampling layer follows. The neurons
of the first sub-sampling layer of the example has receptive fields of 2 x 2, hence the dimension of
the corresponding feature map. The outputs are multiplied by trainable coefficients, increased or
decreased by the addition of a trainable bias and transformed by an activation function.

The second convolutional layer uses 12 kernels with 3-dimensional receptive fields of 4 x 5 x 5

that span across the 4 feature maps of its input. The second sub-sampling layer is similar to the
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Figure 2.19. Ezample of a convolutional neural network [8]

first but with 12 feature maps instead of 4. The output layer is a convolutional one with 26 kernels
receptive fields of 26 x 4 x 4. This essentially is a feed-forward layer.

The model has approximately 100000 connections but only 2600 trainable parameters. This
shines light on the importance of utilizing priors when designing a neural architecture. The model
is trained with backpropagation that deals with weight sharing by using, for the update of a certain
variable, data from all computations that were performed with its participation.

2.5.4 Inspiration From Biology

CNNs were one of the first deep learning models that were trained successfully with backpropa-
gation. It is thus a great surprise that the creation of this model was inspired by scientific research
about the biology of the human visual system. Vi, an area of the brain known to be part of this
system has be found to be arranged in a 2-dimensional grid of neurons that process regions of
the visual input which spatially correspond to their position in the grid. Some of them are called
simple cells and perform feature detection with the use of linear functions. Other are called
complex cells since, apart from that, are invariant to small shifts in features’ positions and to
changes of the lighting.

Using the way human brain works to discover biases and methods of implementing them is a
central point of this these.

2.6 Recurrent Neural Networks

Data in some machine learning problems comes in the form of a sequence of vectors {x;}7_;.
For example this is the way the words of a text or the prices of a certain stock during a spe-
cific time interval are represented. The length of these sequences may vary from sample to sample.
Feed-forward and convolutional neural networks require the maximum sequence length to be prede-
termined and cannot extrapolate to bigger sequences. For this reason recurrent neural networks
(RNNSs) [98] were introduced. RNNs were made possible because of exploiting the weight sharing
prior that enables them to generalize to sequence lengths that were not observed during training

by using the same set of weights for every vector of the sequence.

2.6.1 The Model

In order to process an vector of the input sequence, information from the vectors that precede it
is usually necessary. RNNs ensure the existence of such information by maintaining a state vector
that is updated regularly. Specifically, at a random step ¢, an RNN takes two inputs, the next

vector in the sequence x; and the state vector computed in the previous step, h;_;. The letter
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h is used to indicative of the fact that this vector results from hidden units of the network. The

equation for the state vector is the following:
hy = f(hy—1,%:59) (2.64)

where 9 is the parameter vector and f is a nonlinear function called a transition function.
Notice that the parameter vector does not depend on the step parameter due to the weight sharing
technique applied. Therefore, both x; and h; dimensions’ are constant and independent of .

The most famous RNN version is the one presented in figure 2.20 with the method of graph
unfolding. It is described by the following equations:

Figure 2.20. Example of a recurrent neural network presented with the method of graph unfolding.
The arrows represent the flow of information at a random step t [7]

u =Wh;,_; +Ux;+Db (2.65a)
h; = g(u;), where ¢ is a nonlinear function (2.65b)
o;=Vh; +c (2.65¢)
9t = s(oy) (2.65d)

Equations 2.65a and 2.65b together make equation 2.64. This RNN computes an output at every
time step with the use of 2.65¢ and 2.65d. A usual choice for an output activation function
is the softmax (equation 2.29) since this RNN type is usually used to pick an element from a
predetermined set at each step. In language modeling the set is the vocabulary and the elements
are words. Notice again that the weights do not depend on the step parameter and that, before
forward propagation initiates, the starting state hy first has to be specified.

The RNN presented in figure 2.20 maps an input sequence to an output sequence of the same
length. Each input sequence {x;}7_; comes paired with a set of correct predictions {y;}7_;, while
the model’s erroneous predictions are denoted by {§:}7_;. At each step the negative log-likelihood
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is computed and the total loss equals the sum of these individual losses:

L=— Z 109 Poder (Yt| X1, -+, X¢) (2.66)

t=1

In order to compute the gradient w.r.t. a parameter of a RNN one, like in the case of CNNs,
has to account for all computations in which it took part. Since each parameter participated in one
computation at each step, 7 computations have to be considered and the contribution of each one
to the gradient is computed following a direction opposite to the one indicated by the horizontal
arrows in figure 2.20, i.e. from right to left. Due to the sequential nature of the interaction between

the RNN and the input nor forward neither backward propagation can be parallelized.

2.6.2 Teacher Forcing

Another well-known RNN type uses as input the output that it generated in the previous step.
This is for example the case with language generation models that feed the previously generated
word as input for the next step so that the model can use it to choose the next word.

Such models can be trained in two ways. First, one can feed the model with the actual outputs
of the previous step to approximate the inference process as closely as possible. Another way is to
provide the model with the ground-truth inputs irrespective of the model’s generated outputs. One
benefit of this method is its mathematical soundness, since it implements the following maximum

likelihood equation:

log p(y1, yalx1,X2) = log p(y[x1,%2) + log p(ys|x1,%2,¥1) (2.67)

In addition to that it allows the parallelization of the training of architectures that don’t use the
previous hidden states, h’s, as inputs, i.e. models for which the matrix W equation in 2.65a is a
null matrix.

In order for the model to get used to being used in a closed-loop mode, Bengio et al. (2015)

[99] proposed mixing the two training methods using each one for a part of the total updates [7].

2.6.3 Deep RNNs

Thanks to the parameter sharing technique, the total number of trainable parameters of a RNN
is O(1) w.r.t. the input length. This allows the use of deeper RNN architectures than the one

presented previously. Essentially, an RNN implements two functions:

e the one that uses the current input and the previous hidden state to compute the new one,
equations 2.65a and 2.65b

e the one that uses the current hidden state, and in some case the current input, to compute
an output, equations 2.65¢ and 2.65d

These were previously implemented with a single neural layer each. Yet, like in the case of flnns
and CNNs, it is also possible to use more than one layers in order to benefit from the ability to
create and use features of multiple orders.

Of course deep architectures tend to make training harder due to the vanishing gradient prob-
lem, chapter 2.4.4. Nonetheless one can use methods like ReLLU and skip connections to improve

training speed and quality.
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2.6.4 Bidirectional RNNs

In figure 2.20 all horizontal arrows point from left to right, indicating that, for the computation
of the output at a random step, information only from previous inputs and the current one might be
used. But, in some problems information about the entire input sequence is needed. For example,
in part-of-speech tagging a word may function as an adjective or a noun depending on whether
the following word is a noun or not. The word "homeless" is considered an adjective in the phrase
"providing houses for the homeless" and a noun in the phrase "providing houses for the homeless

people".
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Figure 2.21. Ezample of a bidirectional RNN presented with the method of graph unfolding [7]

Bidirectional RNNs (BiRNNs) [100] were created to provide a solution to this problem. In
essence, they are made of two RNNs that process the input sequence following opposite directions,
- —

one from left to right and the other from right to left. The respective state vectors h; and h,

provide the necessary information for the computation of the output.

2.6.5 Encoder-Decoder Architectures

The RNN type presented thus far maps input sequences to output sequence of the same length.
It is also possible to omit the intermediate outputs and map an input sequence to a single output
vector that can be created after processing the last element of the input. Yet it is impossible for
it to map an input sequence to an output sequence of variable length, which is is required in fields
like machine translation, speech recognition and question-answering. In order to satisfy this need,

the encoder-decoder or sequence-to-sequence model was proposed by Cho et al. (2014) [101]
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and Sutskever et al. (2014) [102]. The model employs two RNNs, one is called an encoder and the
other a decoder.

The encoder is responsible for transforming the input sequence into a context vector ¢ that
properly summarizes the first. The dimension of ¢ is constant and independent of the length
of the input sequence. The elements of the input sequence x = (x3,X2,--,X,,, ) are usually
represented by vectors of numbers that belong to dictionaries that may contain vectors for hundreds
of thousands of elements. Even though these vectors are made to characterize their respective
elements, they are only fully defined by taking into consideration their use in the input sequence.
For example, the meaning of some words depends on the context in which they are found. The
word "cold" has two different meaning in the sentences "He went out without a jacket, so he caught
a cold" and "Its cold in here, turn on the heat". Consequently, when performing tasks such as
neural machine translation (NMT), it is necessary to create representations of the input sequence
that take the context into consideration. The role of the encoder is thus to produce contextual
representations of the input sentence [9].

The decoder is in charge of generating the output sequence y = (y1, %2, ,Yr.., ), While being
conditioned on c. Notice that it 7,,; is not necessarily equal to 7;,. Conditioning can be performed
by simply adding another to term in equation 2.65a. At each step the output of the previous step
is fed to the decoder as input. This property renders the model auto-regressive. Other than
c there is no other constraint that the vector dimensions used by one RNN impose to the vector
dimensions used by the other.

The system is trained to minimize the negative log likelihood:

N
£(8) = =3 log Po(y”, ",y @ [x{) x$, - x)) (2.68)

! P Tin
i=1

where N is the total number of training samples.

A serious disadvantage of this architecture is that ¢, which is of constant dimension, must
summarize a sequence of variable length. As input length increases this model’s performance is
known to drop. This problem will be addressed with the help of the attention mechanism discussed

in chapter 3.7.

2.6.6 The Problem of Long-Term Dependencies

The problem of vanishing gradients is known to arise when training deep neural network archi-
tectures. A similar effect is caused in RNNs due to the big length of some input sequences. This
causes gradients to vanish slowing training down or increase uncontrollably rendering training
impossible. To see why this is true, consider the case of an RNN without an activation func-
tion defined in equation 2.65b. The input is also omitted for simplicity. Then it is true that
h; = Wh,_;. Unrolling this inductive relation to the first step results to hy = W'hy. If W can
be decomposed to W = QAQ?, where Q is orthogonal, then h; = QAQTh,. Raising A to the
power of ¢ causes eigenvalues smaller than one to decay to zero and eigenvalues bigger than one to
increase exponentially.

Unfortunately staying in the region of parameter values that guarantees that gradients will
neither vanish nor explode is impossible. Bengio et al. (1993) [103] and Bengio et al. (1994) [104]
proved that gradients corresponding to long-term relationships will inevitably by exponentially
smaller than the gradients of short-term relationships.

However various techniques for assuaging this problem have been proposed. Some of them are:

e Using skip-connections through time that allow signals to bypass d time steps in order to

capture longer dependencies. This method does not solve the vanishing or exploding gradients
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problems; it simply delays them.

e Use leaky units; units with linear self-connections and weights near one that allow safe passage

of gradients.

e Long short-term memory (LSTM) model, Hochreiter and Schmidhuber (1997) [105]: using
the idea of linear connectivity to allow gradients to pass and of gating implemented by
neurons with sigmoidal activation functions to allow the model to decide automatically which
pieces of information will be granted passage to the next computational stage. Some pieces of
information are useful for some units and in some steps while other pieces might be irrelevant.
Gating implements the prior that it is beneficial for the model to be able to focus only on
what is known to be useful and not on information that might be unnecessary or simple noise.
Input gating improves the generalizing abilities of the model as it is able to ignore signals
it has never seen before which are likely to be irrelevant. These signals would introduce
noise interfering with the computations performed by the model. Moreover, the forget gate
erases a part of the state vector increasing the available space for storing useful data for a

potentially large number of steps.

output

self-loop

state

- ‘ \5“\ orget gate

\ /NN

Figure 2.22. Architecture of the LSTM model [7]

output gate

e Gradient Clipping [76]: a common form of gradient clipping consists of simply clipping VL

before the update:
uVwL

if VoL >u= VgL <+ ——
[IVwLl|

This leaves the gradients’ direction unchanged and sets its magnitude to a user-defined value.
Gradient clipping mitigates the exploding gradients problem and helps in cases of error

surfaces with irregular and steep slopes.
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Chapter 3

Natural Language Processing

3.1 Introduction

Much of the information that is used by humans is stored in the form of text. People con-
tinuously use written language in their daily lives, whether that is for communicating via emails,
deciding which movie to watch with the help of relevant critics or for ordering products online using
chat-bots. The research community has been studying for decades methods that allow computers
to facilitate these interactions between humans and natural language. Like this, the research field
of natural language processing (NLP), the understanding, analysis and use of human language by
computers, was born. In contrast to programming languages that have their symbols and words
precisely defined, natural language tends to be vague and ambiguous and as such it demands a
different approach, that will be the main focus of this chapter [7, 106].

Generally, a NLP system is a pipeline of modules that transform, provide structure to, extract
information from and may even generate text. Methods that dominated the NLP pipelines during
the 20-th century were rule-based, i.e. text was processed with the use of predetermined rules that
were implemented by efficient algorithms like finite state automata [107]. Modern NLP has mostly
replaced them with statistical and machine learning methods that require minimum human labor
and benefit from the massive, in comparison to the past, available computational power and storage
spaces. The use of such methods has been possible only thanks to the size of textual corpora,

vast amounts of textual data that are available online, like the Wikipedia corpus [106].

3.2 Text Normalization

Early on in the pipeline, text is formatted in a way that allows the following subsystems to
concentrate only on extracting meaning from it. Text normalization is a collection of transfor-
mations applied on textual data to convert it into such a standard form. There are three main

sub-tasks that make up text normalization:
e word tokenization: the task of separating words from running text
e normalizing word formats: the task of placing words in a predetermined format
e sentence segmentation: the task of splitting up sentences

A NLP system maintains a list of words for which it stores, and sometimes updates, relevant
information. This list is called the vocabulary of the system. Training sets are usually made of
running text comprised of words, which are named tokens. A vocabulary can be predetermined
and set before the parsing of the training set is performed. Alternatively, one can parse the training
set and, after a preprocessing step, use the set of words that occur more frequently than 7 times,

where 7 is a user-defined threshold, as a vocabulary. Once a vocabulary is set, there is a possibility

85



Chapter 3. Natural Language Processing

of encountering words that do not belong in it. Such words are known as out-of-vocabulary
(OOV) words and are usually represented by the model by a special token, <unk> [9].

3.2.1 Word Tokenization

A white space-based separation is usually problematic. Phrases like "United Arab Emirates"
should count as single entries and not be divided into separate words. Another problem is the
handling of punctuation that may occur inside words, like in the cases of "w.r.t." and "capn",
in number expressions, e.g. 5.000,62. These issues highlight the need for deploying trustworthy
Named Entity Recognition (NER) systems, that dig out words or phrases that correspond to
real-world entities, dates, names etc. These are very useful, for example, in biomedical applications,
where entities such as chemical names, genes and cells are usually described. There are also
character-level tokenizers that separate words into their constituting letters.

Choosing a word-based optimizer can lead to big vocabulary sizes, while increasing the threshold
7 in order to decrease its size leads to large numbers of OOV words. On the other hand, character-
based tokenizers, even though they reduce the number of OOV words, are known to create long
sequences and less meaningful individual tokens. A third category of tokenizers that seeks to
balance the first two approaches are sub-word-based tokenizers. Sub-word-based tokenizers split
words into their constituting parts. The word "playing", for example, might be formed by two
vocabulary tokens, "play" and "-ing". The suffix token has a meaning of its own that slightly
alters the meaning of the root word. This effectively decreases the number of OOV words, since a
rare word will be split into frequently occurring morphemes or other sub-words, like "-er". Usually,
the resulting sub-words are the biggest ones possible, which means that a word will undergo the
minimum number of splits possible contributing to the decrease of the sequence length. The use of

sub-word tokenizers also reduces the vocabulary size since storing every word of the text is avoided

19]-

3.2.2 Byte-Pair Encoding

A famous greedy sub-word-based tokenization algorithm is Byte-Pair Encoding (BPE).
BPE creates the vocabulary using the training set. It first adds a special symbol </w> at the
end of each word. The token learner starts by splitting up words into their letters and considers
each letter to be a byte. It then counts the frequency of adjacent byte pairs and merges the most
frequent one into a new byte. This process is repeated until an iteration limit or a token limit is
achieved. Take for example a dictionary of a toy text that stores the number of appearances of each
word: d={"old</w>": 7, "older</w>": 3, "finest</w>": 9, "lowest</w>":4}. The algorithm
splits the words into letters and counts the number of each pair’s occurrences:

o It. 1: "e" + "s" — ("es": 13)

o It. 2: ("es": 13) + "t" — ("est": 13), ("es": 0)
Notice that the count corresponding to the byte "es" is reduced to 0, since all of its appear-

ances are now included in the bigger byte "est".
o It. 3: ("est": 13) + "</w>" — ("est<</w>": 13), ("est": 0)
o It. 4: "o" + "" — ("ol": 10)
e It. 5: ("ol": 10) + "d" — ("old": 10), ("ol": 0)

e It. 6: "fin" is found 9 times in the text but only as part of the same word; so the merging

process stop here.
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At the end of the iterations the word "older</w>" for example is represented by less tokens (4)
than at the beginning (6).

Note that with the addition of the symbol "</w>" the byte "est</w>" in "lowest</w>"
is separated from "est" in "estimate", which is the desired behaviour since their meanings are
distinct. But most importantly, "< /w>" enables the decoding of the token sequence as it indicates
the ending of each word.

When a tokenizer is trained on a training set it can be used to tokenize texts it has never seen
before. To do that, a token parser first searches for each word in the vocabulary. If it is in it then
no further action is needed. If it is not, it segments it in a way that uses the minimum number of

vocabulary tokens ensuring that all sub-words will be meaningful [108].

3.2.3 Word Normalization

‘Word Normalization is the task of placing tokens in a standard form and of choosing a single

form for words with the same meaning, like "gettin’"

and "getting". Word normalization includes
methods such as lemmatization and stemming [9].

Lemmatization is the process of locating words that are in different forms but have a common
root and of removing sub-word parts that differentiate them, e.g. "playing" and "plays". This
process is closely related to the part-of-speech (pos) tagging task, i.e. the task of determining the
part of speech on which each word belongs. As a task, it is part of the field of Syntactic and
Morphological Analysis.

Lemmatization may require the transformation of a word. Stemming is a much simpler and
more naive approach that usually entails cutting off word suffixes. A famous algorithm that
implements stemming is the Porter Stemmer [109].

3.2.4 Sentence Segmentation

Sentence are relatively small independent text fragments and thus many models process text
sentence by sentence. This renders the task of sentence segmentation necessary in most NLP
systems. Sentence segmentation is based on the following punctuation: periods, question marks
and exclamation points. A problem with periods is that they are ambiguous, e.g. the period in
the word "Mr." does not indicate the ending of a sentence. This is why sentence segmentation and
word tokenization are sometimes performed jointly. A rule-based or a neural model determines

whether a period is used to end a sentence or as a part of a word and then the two tasks proceed
unhindered [9].

3.3 Language Models

A variety of NLP applications as well as the training of most neural models for NLP are based
on the task of language modelling (LM), i.e. the task of defining probability distributions over
sequences of words, characters or bytes in natural language. These probabilities can be used for
example to decipher the most probable next word in a noisy speech signal, to determine the way
a wrongly spelled word will be replaced, to choose the most probable translation of a sentence or

even to generate new text.

3.3.1 n-grams

Language models (LMs) are in charge of assigning these probabilities based on prior experience,

that is, based on their training on a corpus consisting of a collection of documents. A language
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modelling task is the task of estimating the probability of a sequence of words wy - --w, = wi.,.
Suppose that the probability of a word following exactly after a phrase, symbolized as h and
denoted as p(w|h), e.g. p(cars | I prefer bicycles over). The computation of this quantity comes

down to computing the following conditionals

p(wi:n) H (wi|wik—1) (3.1)

A language model could estimate the conditionals by counting the occurrences of w.; in the corpus,

C(w1.x), and divide them by the occurrences of the context, wy.x—1, C(w1.5-1), k € {1,--+ ,n}:

C’(wlzk)

Clwre 1) (3.2)

p(wk|w1:k—1) =

The problem is that there are so many possible word combinations that even the largest corpora
main not contain occurrences of certain long word sequences. The simplest possible LM, the n-
gram, solves this issue by using the Markov Assumption, i.e. that the outcome of a random

experiment depends only on the outcomes of a constant number, N, of immediate past experiments:
p(wn|w1:n—1) ~ p(wn|wn—N+1:n—1)7 vn eN (33)

Equation 3.3 is the equation of the N-gram language model. For example, for a 2-gram (bigram)

LM equation 3.1 becomes:

n
p(win) H (wg|wg—1) (3.4)

Given that data is abundant, the bigger the value of n the more accurate the approximation in

equation 3.3 at the cost of increased computational complexity.

A few notes on language modelling: In LM, sentences are usually augmented with special
beginning, "<s>", and ending, "</s>", tokens, e.g. "<s>Hello there! How are you?</s>".
Moreover, the probabilities are computed in log format as to avoid possible numerical overflow due
to the extremely small probability values involved in the computations. Finally LMs handle OOV
words by replacing them with "<unk>" tokens and estimating probability distributions for them

[9]-

3.3.2 Evaluating Language Models

Language model evaluation methods are categorized into extrinsic evaluation methods and
intrinsic evaluation methods.

In extrinsic evaluation the LM is incorporated in an application and the performance of the
overall system is measured. The best LM is considered to be the one that improves the performance

of the application the most.

Using the LM in an application is usually a computationally inefficient way of evaluating it.
That is why many times intrinsic evaluation methods are used, that measure the model’s perfor-
mance based on its own outputs. The respective metrics can be easily obtained but a model that
does well by some metric does not necessarily perform well when incorporated in an application.
An easy way to evaluate a LM is by computing the probability it assigns to a test set that it has
never seen before. A LM that assigns a high probability to a test set is consider to have better

knowledge of the language than one that assigns a lower probability to it.

88



3.4 Representing Words in NLP

Perplexity

A common practice is to avoid using probability values, but instead use a metric called per-

plexity (PPL). Perplexity is the normalized inverse probability of a test set:

chain
ppl(W) = p(wiws - - VL= 3.5
( ) ( 172 wlwg 7ule Hz P wl|w1 Cw;_ 1) ( )

For a bigram model then it is true that:

1
W)= ¢/ 3.6
ppl(W) \/Hf_lp(wilwi—l) (3.6)

A model that assigns a text a high probability will lead to a low perplexity value on the same

text. Perplexity can also be viewed as the weighted average branching factor of a language and is

directly linked to the notion of entropy. For more information on the matter see [9].

3.4 Representing Words in NLP

A problem that has not been addressed yet is defining a way in which words will be represented
so that they can be processed by NLP models. One could possibly use one-hot vectors to
represent words, i.e. vectors of dimension equal to the size of the vocabulary, |V, that represent
a word by containing an ace in the corresponding position while setting the rest of the |V] —1
positions to zero. A disadvantage of this approach is that these vectors fail to provide information
about the meaning of the word, but simply inform the model of its existence. Yet, due to the
ambiguity of natural language, it is not clear what constitutes a word’s meaning, let alone how
that could be distilled into a numerical vector.

Two words are considered to by similar of they are usually found in similar contexts and have
similar meanings. But that is not the only way in which words might be connected to each other.
For example, the words "road" and "car" are clearly related but not deemed similar. It was Joos
(1950) [110], Harris (1954) [111] and Firth (1957) [112] who first used the contexts in which words
are found to describe their meaning. The intuition was that words that tend to occur in the similar
environments have similar meaning, also known as the Distributional Hypothesis. Thus, the
idea of representing a word using vectors that are produced by taking advantage of the distribution
of its neighbouring words was created. These vectors are called embeddings, because the meaning

of the word is embedded into a vector space.

3.4.1 Sparse Embeddings

Long, sparse embeddings are created mainly by counting the number of times words appear
in every possible context. They are usually stored in co-occurrence matrices. The simplest
approach is to consider words that are found in the same documents to be semantically related. One
can create a term-document matrix TD [113] with each position T'D;; storing the number of

1D
j=1>

times the corresponding word w; is found in the respective document d;. These vectors {T'D;; }
i€{l,---,|V|} can then be used to represent words.

Alternatively, one can use a term-term matrix TT of dimensions |V| x |V|. A window of ¢
words is determined and the number of times each word wj; is found in the context {—c,--- ,c} of
the target word w; is measured and stored in T'T;;. Usually, context values range from 2 to 5, with
smaller values known to attribute more importance to the syntactic role of the words and larger

values to their semantic roles.
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A problem with using simply using counts to represent words is that the importance attributed
to words like "the" or "and" that are found in all contexts and documents is disproportionate to
their actual semantic gravity. Therefore the term frequency—inverse document frequency

(tf-idf) measure is employed. The tf-idf measure is the product of two terms:

e term-frequency (Luhn, 1957) [114]:
tfr.a = logo(count(t,d) + 1) (3.7)

where the logarithm is additionally employed to avoid a situation where a word that is found

a 100 times more frequently than another one is deemed a 100 times more relevant

e inverse document frequency (Sparck Jones, 1972) [115]:

. D
idf; = logy, |dft| (3.8)

where df; is the number of documents that contain the term ¢

To fill in each position of the respective matrix the two terms are multiplied together:

tf —idfy,a = tfi,a ¥ idfy (3.9)

3.4.2 Dense Embeddings

Short, dense embeddings, usually of dimension in the range between 50 and 1000, have been
found to outperform long, sparse embeddings in nearly every NLP task. Possibly this is because the
smaller number of parameters reduces the model’s variance, thus improving its ability to generalize.
This section will focus on skip-gram with negative sampling (SGNS), a simple, yet effective
method, of creating dense word embeddings proposed by Mikolov et al. (2013) [116]. Their intuition
was to train a neural classifier on the binary classification task of predicting whether a word is
found in the context of the current word or not and then use the trained weights as embeddings
for the two words. A technique that they employed and played a crucial role in increasing the
efficiency of their model was the use of running text to create the supervised learning task. The
classifier parses running text, selects a window of words, uses the word in its center as input and its
context words as golden answers to the binary classification problem. This variant of supervised
learning is called self-supervision and it essentially saves the researcher the trouble of manually
labelling the supervised data. Bengio et al. (2003) [117] and Collobert et al. (2011) [118] were the
first to use self-supervision to perform the task of neural language modelling, where the next word
of a running text is used as a supervision signal.

Word prediction is usually performed by applying the softmax operation on the outputs of
the neural network and computing probabilities of each word in the vocabulary being the golden
answer. An obvious problem with the softmax operation is that it is computationally expensive (of
O(]V]) complexity). Mikolov et al. (2013) [116] solved this problem by replacing word prediction
with binary classification. SGNS uses negative samples, i.e. for each and every word found in the
context of the current word they sample k randomly chosen words that are not found in its context
and perform k + 1 binary classification tasks asking the model whether each of the k 4+ 1 words is
found in the current word’s context or not. For example, in the case of the phrase "- - - was looking
at [the cloudy sky I noticed]| two ---" the current word is "sky" and the the four context words
in this 5-word window are "the", "cloudy", "I" and "noticed". For each of the context words k

random words not found in the context are sampled. The negative samples are sampled according
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to the weighted unigram frequency:

count(w)®
— _ 3.10
pa(w) Zw/ count(w’)a ( )
where a was chosen to be equal to 0.75 in the paper.
Their model is very simple. The probability of a word ¢ being in the context of the current

word w is modelled as: L

p(+|w,c) = o(ew?) = e ——")

(3.11)

It follows that:

p(—f.0) = 1= pltlu.€) = ol—ew") = i (312)

The goal is to maximize the probability of each positive sample being in the current word’s

context while minimizing the same probabilities for its k£ negative samples:

k
LCE = log[p +|’LU CpOS Hp |w 07“39@ ]
i=1

(3.13)

k
—[log o(cposw?) + Zloga —CpegiW')]
i=1

The weights are trained with gradient descent and for each word two vectors are trained, a target
embedding, w, and a context embedding, c. It is both possible to use their sum or discard ¢ and
just use w as the final embedding.

Many other methods to create dense embeddings have since been suggested. fasttext was
proposed by Bojanowski et al. (2017) [119] and deals with the problem of unknown words present
in SGNS. GloVe (Pennington et al. (2014) [120]) is based on capturing corpus global statistics by
computing ratios of probabilities from a word-word co-occurrence matrix [9].

3.4.3 Embedding Similarity

To measure word similarity with the use of word embeddings the cosine similarity is usually
employed. Cosine similarity measures the cosine of the angle between two words’ embeddings:

W;W;

sim(w;, w;j) = , where w;, w; are the two embeddings (3.14)

[[willl|w;l|

The bigger the metric the more similar the two words are considered to be [9].

3.4.4 Evaluating Vector Models

Like language models, vector models can also be evaluated extrinsically or intrinsically. The
two most common tasks used for intrinsically evaluating vector model are the similarity task and
the analogy task. Datasets of similarity tasks are created by having humans assign similarity
scores to pairs of words with (SCWS, Huang et al. (2012) [121] and WiC, Pilehvar and Camacho-
Collados (2019) [122]) or without (WordSim-353, Finkelstein et al. (2002) [123] and SimLex-999,
Hill et al. (2015) [124]) the use of context.

An analogy is of the form a is to b what ¢ is to d and is symbolized as a : b :: ¢ : d. The task is
to find d, given a, b and ¢ (Turney and Littman (2005) [125]). Analogy datasets contain sets of four
words that satisfy an analogy relationship (Mikolov et al. (2013a) [116], Mikolov et al. (2013b)
[126], Gladkova et al. (2016) [127]). Examples may use different word morphology, e.g. give :

giving :: take : taking, lexicographic relations, e.g. wheel : car :: trunk : tree, or encyclopedic
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knowledge, e.g. Alps : Europe :: Himalayas : Asia. Mikolov et al. (2013a) [116] used simple
vector addition and subtraction to perform the analogy task, e.g. Paris — France+ Italy = Rome

and reported good results.

3.5 Neural Language Models

n-gram language models have two major weaknesses. First, they are unable to generalize when
presented with words that are different from the ones they have seen during training, even though
they may be related to each other. Take for example, the training set sentence "I love the blue
colour of the sea" and a possible test sentence "I Love the blue colour of the ocean". A n-gram
model that has never seen the second sentence in the training set will assign a zero probability to
the word "ocean" following the phrase "I love the blue colour of the". But a neural model that is
trained in the same training set knows that the words "sea" and "ocean" have similar meanings
and will assign a nonzero probability value to the second phrase.

Second. m-gram models use limited context, which means that if information that can be used
to accurately predict a certain word appears in the text more than n tokens before this word the
n-gram model will miss it. This is the case for example in sentence "I want to go surfing. Could
you Jerry ask Jim and Jenny if they would like to come with us when we go to the sea?". A 5-gram

model will not use the word "surfing" and thus won’t score the word "sea" as high as it should.

3.5.1 A Feed-Forward Neural Network As A Language Model

Neural networks are usually employed to solve these problems. A LM could be implemented
by a FENN that will take as input at time ¢ the embeddings of C' words (w;—¢, -+ ,w;—1) and use
the softmax operation to output a probability distribution over the set of possible next words. A
simple FFNN architecture performing this task for C' = 3 could be:

e = [Ex;_5;Ex; o; Ex;_1] (3.15a)
h =o0(We +Db) (3.15b)
z = Uh (3.15¢)
¥y = softmax(z) (3.15d)

where E is the embedding matrix of dimensions d x |V| and x; is a one-hot vector with an ace in
the position that corresponds to the respective token. y is the true label given in a one-hot vector

form with |V| elements. For a single example the loss function can be written as:

vl vi
Lop(3,y) ==Y ynlogin = — Y 1y, = 1}1ogjn = —log (3.16)
n=1

n=1

where w is the golden token and 1{y, = 1} is only equal to 1 when n = w.

Note that the embeddings need not be learned simultaneously with the rest of the model’s
parameters. Instead they can be learned before the model is trained with the use of methods
similar to the ones described in 3.4.2. This matter will be extensively discussed in 3.9.2. Moreover,
sometimes the embedding layer may be further trained along with the rest of the model parameters
or may be frozen to prevent the initial embeddings from losing valuable information.

This model presented here is able to generalize to related words and contexts but does not solve
the limited context problem, since it can only see C steps in the past. Also it makes it difficult

to learn patterns that are independent of the position in the sequence. The phrase "but not"
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3.5.2 Recurrent Neural Network As A Language Model

for example needs not be processed differently when it is found in the 2nd and 3rd positions and

differently when it is found in the 1st and 2nd positions one step later.

3.5.2 Recurrent Neural Network As A Language Model

RNNs solve the limited context problem since relevant information is stored in the context
vector. Thanks to the weight sharing prior across different positions RNNs also solve the second

problem. A RNN based on the model presented in chapter 2.6.1 can be described by the following

equations:
e; = Ex; (3.17a)
ht = g(Uht—l + Wet) (317b)
¥ = softmax(Vhy) (3.17¢)

They can be trained with self-supervision described in 3.4.2, i.e. by using a corpus of text and
forcing the model to predict the next token while moving the context window one position to the
right at each step. The model is trained to minimize equation 3.16 at each step and a teacher
forcing training technique is followed (chapter 2.6.2), i.e. the input to the model is the golden
token sequence irrespective of its previous predictions. This processed is shown in figure 3.1. The
goal is to minimize the average loss and GD can be used [9].

Next word long and thanks for all

T
1
Loss  [EI08Uiong] 108 Uand] [CloBkimms] [EI08Ufr] [E108UaN] --- 72 Les
y

Softmax over | .[n. ol ol ol adlis

Vocabulary vh

h
RNN
Input e
Embeddings
So long and thanks for

Figure 3.1. FEzample of a recurrent neural network being used for language modeling. At each
step it receives as input the correct previous token and the hidden state created during the previous
step and generates a probability distribution over the vocabulary tokens using a softmaz layer [9]

3.5.3 Recurrent Neural Networks For Other NLP Tasks

RNNs are thus a natural model selection for NLP tasks. With minor modifications they can

used in a wide range of such tasks:

e sequence labelling: e.g. pos tagging and NER, where a probability distribution over tags is
generated at each step using a softmax layer

e sequence classification: e.g. spam detection and sentiment classification, where a summary
of the input sequence is created by a RNN and used by a FFNN followed by a softmax layer

that outputs a distribution over the possible class labels
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e generation: e.g. question-answering (QA), summarization and dialogue. LM implemented

by RNNs can be used as auto-regressive models as noted in chapter 2.6.5.

The methods and models that will be discussed in the following sections were first tested on

neural machine translation problems. That is why it is beneficial to carefully examine this problem.

3.6 Neural Machine Translation with RINNs

Neural machine translation models are trained on parallel corpora, i.e. documents that are
translated in two or more languages. Neural machine translation (NMT) can be probabilisti-
cally interpreted as trying to maximize the conditional probability of the output sentence y given
a source sentence x: argmaz,p(y|x). The theoretical training goal thus is to maximize the con-
ditional probability of each of the sentence pairs that make up the training corpus. Once this
is achieved the model can hopefully generate the most probable translation for any given source
sequence.

A sentence is thus represented as a sequence of vectors, where each vector is the embedding of
the word in the corresponding sentence position. In NMT, the neural models receive sequences of
word embeddings corresponding to sentences that are written in a source language as input and
are expected to output their translation in the target language.

Since the two sentences might have different lengths a RNN encoder-decoder model is used.
The encoder RNN processes the input sentence and creates a context vector that summarizes
it. The decoder RNN produces a translation in a sequential fashion by receiving at every step
the embedding of the previous word it generated, while also being constantly conditioned on the
context vector produced by the encoder.

From a probabilistic perspective a decoder decomposes the joint probability into conditional

probabilities as follows:
Tout

p) = ] pwil{yr,- w1} ¢)

where c¢ is the context vector. An RNN decoder, that only uses the previously generated word as

input, models each conditional probability as:

pseqtoseq(ytHylv v 7yt—1}; C) = g(yt—ly hd,ta C)

where g is a nonlinear function and hg; is the decoder’s hidden state at the ¢-th step.

The embedding space of the output vocabulary is a different one. This means that it is possible
for two words that belong in two different vocabularies to have the same embedding. But, it
also means that it is not even necessary for the respective embedding spaces to be of the same
dimension.

Evaluating Machine Translation Systems

Evaluating machine translation systems is not as easy as evaluating models that solve pos
tagging, that can be viewed as a multi-class classification problem. A produced translation may
use different words from the reference one but still be a valid translation of the source sentence.

Therefore it is usual to have humans evaluate model-produced translations. Bilingual raters
can read both the source sentence and the generated translation and then evaluate the latter.
If bilingual raters are not available, monolingual raters can alternatively be given good human

translations of the source sentences, which they will then compare to the generated ones.
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Having humans rate translations is slow and inefficient. That is why automatic evaluation
methods are often employed. A family of automatic evaluation methods uses the character overlap
between the human translation and the output of the model. As first observed by Miller and
Beebe-Center (1956) [128], machine translations of high quality tend to use the same words and
characters that exist in the reference translation. A well known technique that belongs in this
family of methods is chr F (Popovic (2015) [129]), which uses the n-gram overlap of the generated
translation with the reference translation to rank the first one. After the specification of the hyper-
parameter n, chrF calculates the percentage of unigrams, bigrams, - - - and n-grams in the reference
translation that also exist in the generated translation as well as the opposite. The first ones are
the precisions, symbolized as chrP, and the second ones the recalls, symbolized as chrR. chrF is

then computed as:
chrP - chrR

Ch/l"Fﬂ = (1 +/82)/820hTP+ChTR

(3.18)

An alternative overlap metric is BLEU (BiLingual Evaluation Understudy, Papineni et al.
(2002)), which only uses precision-based quantities. Specifically, it combines n-gram word precision
with a brevity penalty.

A problem with methods based on character overlaps is that they penalize small variations
from the reference translation and the use of different words which, however, may not significantly
alter the generated sentence’s meaning. Evaluation methods that use embeddings on the other
hand are able to overlook these minor differences. It is usual for such models to match contextual
embeddings generated by BERT-like models, chapter 3.9, for the reference translation and the
model output, and then use the matching degree as an evaluation metric. An example is the
BERTscorg algorithm (Zhang et al. (2020)) [130]. This is based on the intuition that embeddings
of phrases with similar meanings will be close in the vector space. On the other hand, suppose
that a dataset that consists of reference and machine-generated translations of the same source
sentences, but also contains the respective human ratings for the generated translations, is available.
Then it is possible to build neural models that, given the two sentences, can predict a rating for a
generated translation. Such models can then be used to automatically rank a generated translation
(COMET, Rei et al. (2020) [131], BLEURT, Sellam et al. (2020) [132]).

3.7 Attention

The performance of vanilla RNN models - the simplest possible version of model is called a
vanilla version - is known to degrade when the length of the input sequences is increased due to
the vanishing gradients problem. This is also the case with RNN type encoder-decoder models
that were discussed in chapter 2.6.5. Even worse, in the encoder-decoder case information about
the entire input sequence has to be encoded in a fixed-size context vector, a problem known as

information cramming.

3.7.1 Encoder-Decoder With Attention

Bahdanau et al. (2014) [10] proposed the attention mechanism in an effort to solve the
aforementioned problem and tested their model on NMT tasks. The attention mechanism provides
the decoder with information of all hidden states created by the encoder while it was processing the
input. It weighs the hidden states based on their relevance in every decoding step and computes
their weighted sum. The decoder’s processes are then conditioned on this vector to produce the next
word. Since all hidden states are simultaneously available to the attention mechanism, attending

to distant words now becomes possible and as easy as attending to nearby ones.
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Model

Instead of g(yi—1,ha¢,¢), 9(yi—1,has,c;) is defined to be the new function implemented by
the decoder. The vector c; is different for each output word, indicating that it is computed to
specifically assist the decoder in choosing the next word. The context vector c; is defined as
follows:

T
c;, = Zmijhw-, where m;; = M (3.19)
j=1 >kl exp(eir)

where e;; = a(hq,i—1, he ;) is an alignment model that is implemented by a finn and is trained
jointly with the rest of the model. It is responsible for scoring the relevance of each hidden state of
the encoder to the current hidden state of the decoder. When the decoder attempts to predict the
i-th output word, it is only reasonable for the alignment model to pay more attention to hidden
states of the encoder that correspond to the parts of the input sequence that are most useful for
predicting y;. Their respective scores, e;;, will thus be larger reflecting their relevance. Since all of
the encoder’s hidden states are available to the decoder, the encoder does not need to summarize
the entire input sentence into a single vector; it only has to produce informative hidden states for
every part of the input.

For the encoder model, Bahdanau et al. (2014) [10] used a BiRNN to obtain information from

both previous and following words.

3.7.2 Decoding Using Beam-Search

During training the model tries to maximize the probability of choosing the correct words.
Thus, during inference, a possible decoding strategy would be to choose at every step the token
that is deemed by the model to be the most probable one of being next. The problem with this
greedy decoding method is that choosing the token to which the model the larger probability
value is not always the best choice, and might even turn out to negatively affect the translation
quality later. Ideally, one would use tree search, extending the leaves at every decoding step and
re-computing the probability of each path as such: ppatp = Ppath X Proken- When the decoder has
generated a end_of seq token for each path or when the maximum tree height has been achieved
the decoding stops. The chosen sequence is the one with the highest cumulative probability.

Tree search would indeed find the most fitting token sequence, but its complexity is exponential
w.r.t. the length of the output sequence since each leaf is extended using the entire vocabulary.
Instead, a computationally cheap alternative is usually employed, called beam-search. Beam-
search retains k possible token sequences at each time step. Using each one of them as input it
computes k distinct probability distributions over the vocabulary tokens using the softmax layer.
This leads to k x |V| hypotheses. It then chooses the k top ranking ones and moves on to the
next step. The sequence with the largest cumulative probability is finally chosen. An example is

presented in figure 3.2 [9].

Results

Bahdanau et al. (2014) [10] used beam-search decoding. Their model outperformed vanilla
RNN encoder-decoder models, especially in the translation of long sentences. Figure 3.3 shows
how the model attends to the input sequence to produce a translation. Hidden states of RNNs are
known to be most strongly related to inputs that have been most recently processed by the model,
i.e. h.; will most likely focus on x; and the inputs near it. This is evidently shown in the way
the weights for the encoder’s hidden states are chosen.

The attention mechanism introduced there inspired the Transformer model that is the basis
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Figure 3.2. Ezxample of beam search for k=2. In the beginning the most probable starting words
are chosen from a single distribution. At each next step 2 new distributions are computed, 1 for
every active path. Then the best 2 paths are then chosen. Notice that in t2 it is the case that both
paths result from the same leaf, while in t3 each leaf is extended once [9]

of most modern state-of-the-art NLP models. What is more is that the attention mechanism
is another example of a successful incorporation of prior knowledge into a model’s architecture
(chapter 2.5.2). This matter will be further analyzed in chapter 4.

3.8 Transformer

The attention mechanism mitigated the vanishing gradients problem but, due to the sequential
nature of recurrent neural models, the computations cannot be parallelized. Parallelization is
incredibly important for speeding up training, and thus allowing the researcher to benefit from
data abundance and create bigger models with increased expressive power.

Vaswani et al. (2017) [1] created the Transformer, an encoder-decoder neural model that
employs the attention mechanism and the weight sharing prior to allow for sufficient parallelization

of the computations.

3.8.1 Attention in the Transformer Model

Similarly to Bahdanau et al. (2014) [10] they tested their model on the task of NMT. They
view attention as performing a mapping, whose result depends on the compatibility of a query
vector with several key vectors, each one corresponding to a value vector. More specifically, the
level of compatibility of each key vector with the query vector determines the contribution of the

respective value vector to the mapping. In the case of an RNN-type encoder-decoder model with
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Figure 3.3. Example of attention weights. The horizontal azis corresponds to the source sentence
(English) and the vertical axis to the generated translation (French). Every pizel shows an align-
ment weight m;;, where 2;4:1 my; =1 [10]

attention, as described by equation 3.19, the query is the decoder’s hidden state and both the key
and value vectors are the hidden states of the encoder. Vaswani et al. (2017) [1] perform multiple
attention operations in parallel for a variety of query vectors. They store queries, keys and val-
ues in the matrices Qmaziseqilenkaw, Kmax_seq_lenxpkey and Vmam_seq_lenxDml respectively.
Moreover Bahdanau et al. (2014) use a separate flnn to compute attention weights. In contrast to
that, Vaswani et al. (2017) [1] use Scaled Dot-Product Attention which computes the query-
key compatibility values by computing their dot product, hence the use of vectors of the same
dimension. Scaled Dot-Product Attention is performed as follows:

T
Atten(Q, K, V) = softmax(

'V (3.20)
key

They divide the dot products by the dimension’s root in order to decrease the input values to

the softmax, which tend to grow large as vector dimensions increase and enter regions where the

softmax’s gradients become extremely small.

They extensively use a variant attention called self-attention that relates positions of the same
sequence in order to produce contextualized representations, i.e. the three matrices come from the
same sequence. In the case of written language, self-attention updates the words’ embeddings by
injecting information coming from their context. These embeddings are often called contextual
embeddings.

They also use the encoder-decoder attention variant described previously with the exception,

of course, of using dot products instead of an alignment model. Moreover, they employ multi-
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head attention to increase the flexibility of the attention mechanism. Instead of using the element
representations themselves, they linearly project them to vector spaces of dimension h times smaller
than the initial ones, where h is the total number of heads. They then perform h different attention
operations in parallel, each one with a distinct triplet of q, k, v vectors. This allows every head
to pay attention to a different set of features of the input, promoting its specialization. The h

outputs are then concatenated and again projected.

MultiHead(Q, K, V) = Concat(heady, - - - , head, )W,
where head; = Attn(QWY, KWEX VW), (3.21)

K3

Q D, XDy, K D 1 XD \%4 D xD O hD a1 XD .
Wi ER model key,wi GR model key7wi GR model val7W GR val model

3.8.2 The Model

Encoder

The transformer model consists of an encoder and an encoder and a decoder. The encoder is
a stack of L = 6 layers, each of which is made of the same sub-layer types. The first sub-layer of
every layer is a multi-head self-attention mechanism. Each position attends to the outputs of all
positions of the previous layer. The second sub-layer is a fully connected ffnn that implements a
ReLU function:

ffnn(z) = maz(0,xW; + b )Wy + by, W, € RPmedctXPisnn W, ¢ RP7snnXDmoder(3.99)

and is applied separately to each and every position. The parameters of the two sub-layers of the
same type that belong to different layers are distinct. But weight sharing is employed for neural
modules operating on different positions of the same layer, in the same spirit that deep RNNs
use different weights across neural layers but the same weights to process each sequence element.
Around each sub-layer a residual connection is applied to allow free flow of gradients and the sum

is normalized by the layer normalization technique, chapter 2.4.5.

Decoder

The decoder is similar to the encoder but with two important differences. First, a third sub-layer
is placed in between the other two in each layer. This sub-layer implements an encoder-decoder
multi-head attention mechanism, extracting, for each position, queries from the previous sub-layer
and key and values from the positions of the encoder’s final output. Its role is similar to the role of
the attention mechanism studied in the previous chapter, 3.7.1, that enables the decoder to attend
all positions of the input after they are processed by the encoder.

Second, a constraint is imposed to allow the decoder’s training to be parallelized. In order
for that to happen, the entire target sentence must be provided to the decoder and used in a
teacher forcing manner, where the decoder simultaneously attempts to predict all target words,
while being allowed to use for the generation of each word only words that precede it in the target
sequence. A problem is thus created, since all positions of the decoder are simultaneously active
trying to predict the next words they have access, through the self-attention mechanism, to the
next word that they are trying to predict. Vaswani et al. (2017) [1] solve this problem by applying
a triangular mask over self-attention weights, forcing each individual self-attention mechanism to
pay attention only to outputs corresponding to previous positions and to the output of its own
position. An example of the application of the triangular mask is shown in figure 3.4.

On top of each separate decoder’s position a learned linear transformation and a softmax layer

are applied in order to compute probabilities for the possible next words.
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Scores Masked Scores
(before softmax) (before softmax)
2.11 0.00 0.81 0.79 . 0.11 -inf —inf -inf

Apply Attention o o o
0.19 | 0.5¢ 0.30  0.48 Mask 0.19 | .50 | -inf | -inf
0.53 0.98 0.95 0.14 0.53 0.98 0.95 —inf
0.81 0.86 0.38 0.90 0.81 0.86 0.38 0.90

Figure 3.4. FEzxzample of an application of a triangular mask in the decoder self-attention. The
scores are masked before a softmax layer is applied to transform them into weights. Notice how
the first token is only allowed to attend to itself. Figure from https: // jalammar. github. t0/
tllustrated-gpt2

The model’s outline is shown in figure 3.5.
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3.8.3 Results (shifted right)

Transformer outperformed sota models of Figure 3.5. Transformer model outline [1]
its time on a variety of machine translation

datasets, while requiring less training time.

Vaswani et al. (2017) [1] included the table 3.1 shown below regarding the benefits of using
self-attention instead of recurrence or convolution to create contextual embeddings.

The methods are compared w.r.t.:

e the total computational complexity per layer, showing that self-attention’s complexity is lin-
ear w.r.t. the representation dimension in contrast to the cases of recurrence and convolution.
This allows the use of bigger embeddings increasing their expressive power. Notice that self-
attention is quadratic w.r.t. the sequence length due to the matrix multiplications, but A is

usually chosen to be smaller that d.
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3.9 Neural Model Pre-training

H Layer Type Complexity per Layer Sequential Operations Maximum Length Path H
Self-Attention O(n? - d) 0(1) 0O(1)
Recurrent O(n - d?) O(n) O(n)
Convolutional O(k-n-d) o(1) O(logy, n)
Self-Attention (restricted) O(r-n-d) 0(1) O(n/r)

Table 3.1. Table comparing several layer types w.r.t. three different attributes. n is the length of
the input sequence, d is the dimension of the vectors representing each sequence’s element, k is the
size of the kernels of a convolutional layer and r is the number of elements that a self-attention
operation is allowed to pay attention to

e the number of sequential operations indicating a great disadvantage of RNNs that hinders

parallelization.

e the maximum path length between sequence elements that determines the difficulty of learn-
ing long-range relationships. Self-attention is again the winner since a query-key compatibil-

ity check is performed for all available keys.

3.9 Neural Model Pre-training

3.9.1 Contextual Embeddings

The encoders presented in the previous chapters were responsible for creating representations
of the input on which decoding was then conditioned. It is natural for someone to wonder what
if, instead of performing attention on an encoder’s outputs, the initial input sequence embeddings
were used without passing through a neural module. Even though that is entirely possible, it has
been known to yield inferior results compared to the use of an encoder-decoder neural model. As
was noted in chapter 3.4, words derive their meanings from the contexts in which they are found.
But, even though a word can be polysemous, e.g. have multiple meanings, that are expressed
in different contexts, it must be represented by a single embedding. Even though an instance of
the word "mouse" can be used to describe an animal, while another one to refer to a part of a
computer, an embedding creating algorithm like the one described in the section 3.4.2 will not
process the two instances separately. The same thing is true for words whose meanings change
only slightly in different contexts, like the word "glass" in the phrases "window glass" and "a glass
of water". Their embeddings will necessary result from a combination of all these meanings in one,
Arora et al. (2016) [133]. It would thus be very possible for a decoder that would use the word
embeddings without any pre-processing to become confused as to how some input words are used.

Encoders create what is known as contextual embeddings, i.e. embeddings that capture the
way words are used in the contexts in which they are found. An encoder is in charge of deciding in
which way the word "mouse" is used in a particular phrase and provide the decoder with a fitting
embedding so that it can then focus exclusively on the task of word generation. In other words,

the encoder deals with the ambiguity of language making the life of the decoder easier.

3.9.2 Pre-training and Fine-Tuning Neural Models

Learning representations for a natural language’s words and phrases in way that allows its
understanding, interpretation and generation is an extremely data-intensive task. The available
data for some tasks, such as biomedical ones, does not suffice for the model to effectively learn
these representations. It has been found that, instead of learning word embeddings from scratch,

it is usually beneficial to initialize the word embeddings of a model with learned ones, trained
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via language modelling tasks on independent very large corpora. The same is known to be true
with neural encoders, that are in charge of creating contextualized embeddings. After parameter
initialization, these models can be trained on large unlabeled, and thus relatively cheap to acquire,
corpora. This training stage is called pre-training.

One can then use these trained models to perform a downstream task. This is done by adding
on top of them small, randomly initialized neural modules that are trained jointly with the pre-
trained model on the new task’s training data. The pre-training stage is usually performed using
self-supervision, while this phase usually makes use of manually labeled samples. But, because
the model is already familiar with natural language it only needs to learn task-specific knowledge,
which dramatically reduces the number of samples that are needed for this to happen. This process
is known as fine-tuning. Pre-training and then fine-tuning is a paradigm of what is known as
transfer learning, i.e. the process of employing the knowledge of dealing with a task in order to
handle a new task.

The structure of the model depends on the type of downstream tasks it is destined to undertake.
In the case of a Transformer-like encoder the following modifications are possible:

e for sequence classification tasks like emotion detection, an additional vector [CLS] can be
added to the input sequence and then processed by the encoder just like the rest. The corre-
sponding output is trained during both pre-training and fine-tuning to contain information
about the entire input sequence in a way that assists the classification task. A structure as
simple as a single-layer FFNN with a softmax layer on top can be used to process the output
vector and perform the classification. The task-specific structure can be trained along with

the rest of the model during fine-tuning.

e for pair-wise sequence classification tasks like natural language inference (NLI), the same
vector [C'LS] can be used. The pair of sentences is separated by a [SEP] token and the
output of the [CLS] token is used as a summary of the task-relevant information that will

assist the classification.

e for sequence labelling tasks like pos tagging, the contextual embeddings are taken into con-
sideration. The task-specific structure is again a classifier implemented by a FFNN followed
by a softmax layer that uses each of the aforementioned vectors as input to label the cor-
responding token. Signals from all the classifications are propagated backwards during the

fine-tuning of the model.

e for span-based applications like NER and QA, the problem can be formulated as trying to
maximize p(alq, p), where ¢ = q1 - - - qr, is the question, p = p; ---pr,, is the passage and a is
the possible answer spans. This probability can be simplified to

p(alg, p) = pstart(as|q, P)Pend(ac|q, ) (3.23)

which translates into finding the token that is most likely to be the starting point of the
answer as well as the token that is most likely to last one of the span, under the constraint
that s <e.

Each contextual embedding is used as input to two FFNNs, one that computes pstqart(as|q, p)

and another one that computes pend(ac|g, p). The training loss is equal to:

L=- Ingstart (ai‘%p) - Ingend(aj |Q7p) (324)

where i and j are the correct starting and end points of the span respectively. Moreover

the output corresponding to a [C'LS] can also be used as input to another estimator that
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estimates the probability that a passage that satisfies the requirements does not exist in the

input sequence [9].

3.9.3 Pre-Trained Deep Bidirectional Transformers
Prior Work

The appearance of models create contextualized embeddings only increased with publication
of the Transformer paper. Radford et al. (2018) [134] proposed GPT (Generative Pre-Training),
a Transformer decoder pre-trained on LM tasks. Since the model is unidirectional, information is
propagated from left to the right. Part of the information that is present in the input sequence is
thus not available to the model when it computes the contextualized representations, which limits

the capabilities of the model.
Peters et al. (2018) [135] proposed ELMo (Embeddings from Language Models) representa-

tions. ELMo result from the concatenation of the representations generated by two unidirectional
LSTMs that traverse the input sequence heading towards opposite directions, one from right to left
and the other from left to right. Devlin et al. (2018) [11] refer to ELMo as a shallow bidirectional
model and contend that its potential is limited because of the naive way in which the bidirectional

information is processed.

Pre-Training Tasks

They propose the use of BERT (Bidirectional Encoder Representations from Transformers)
that are acquired by allowing self-attention layers to use information from both sides of the se-
quence, like the self-attention layers used by the encoder of the Transformer layer. The most
significant innovation proposed by Devlin et al. (2018) [11] is the use of masked language mod-
eling (MLM) technique inspired by the Cloze Task (Taylor, 1957) [136]. The problem with using
a Transformer encoder to perform language modelling is that the model is given the target word
as input rendering the task trivial. In order to avoid this, Devlin et al. (2018) [11] mask the input
token of the target word and then use the generated output of the respective position to predict

it. The encoder has to infer the target word from its context.

In fact, the algorithm randomly chooses 15% of the input tokens to be masked and then
predicted, while allowing the use of the rest as context. Moreover, to avoid a mismatch between
training and inference conditions due to the use of masks during training but not during inference,
they randomly choose to leave the original token unmasked in 10% of the target words and choose
to replace it with another randomly selected token in another 10% of the cases. Since BERT does

not known which are the target words it is forced to maintain information about all input tokens.

In order for the model to be taught how to handle sentence pairs they also deploy a next
sentence prediction (NSP) task. They sample pairs of sentences from the training corpus out
of which 50% are consecutive sentences ad 50% are not. They then ask the model to predict
whether the second sentence is the one that follows the first one in the corpus or not. The two
sentences are separated by a [SEP| token and two learned sentence embeddings, A and B are
added to every word of each sentence respectively. Since the two sentences are concatenated, one

self-attention mechanism performs in essence bidirectional cross-attention between them.

They also use pre-trained word embeddings and add positional embeddings apart from the

sentence ones. In the case of a single sentence they only add sentence A embeddings.

The pre-training setup is shown in figure 3.6.
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Figure 3.6. BERT setups for the pre-training and fine-tuning procedures. As far as pre-training
is concerned the use of the output of the [CLS] vector for the NSP task and of token vectors for
the MLM task are depicted. The use of token outputs for QA downstream tasks is also shown [11]

Pre-Training Corpora And Models

BERT is pre-trained on a BookCorpus [137], a 800 million word corpus of book texts that is

currently not available for reasons of intellectual property. It is also trained on a 2.5 billion word

corpus form the English Wikipedia. It must be noted that newer models are usually pre-trained

on much larger corpora.

Devlin et al. (2018) [11] pre-trained a base model with 110 million parameters and large one

with 340 million parameters.

Fine-Tuning Tasks And Models

During fine-tuning all model parameters are fine-tuned and task-specific neural modules are

added on top to perform the downstream tasks. The model is fine-tuned to GLUE benchmark

tasks. The General Language Understanding Evaluation (GLUE) benchmark is a set of
tools created by Wang et al. (2018) [138] in order to provide a holistic approach to NLP model

evaluation. The authors of the paper gathered a variety of NLP tasks and performed certain

modification wherever they deemed was necessary to facilitate the training and evaluation of neural

models at each one of them. Due to the data scarcity in some of the tasks, training a model at

each one of them separately without pre-training it first does not yield competitive results. Models

must therefore already possess knowledge of the English language before they specialize in each of

the benchmark’s tasks. The benchmark consists of the following single-sentence tasks:

e CoLA (Corpus of Linguistic Acceptability, Warstadt et al. (2018) [139]): its corpus contains

word sequences drawn from books and articles on linguistic theory, that are annotated with

whether they are grammatically correct or not

e SST-2 (Stanford Sentiment Treebank, Socher et al. (2013) [140]): its corpus is made of movie

reviews annotated based on their sentiment

As shown in figure 3.7(b) and explained in chapter 3.9.2 the output of the [CLS] token can be
used as input to a FENN that performs the classification. As depicted in figure 3.7(a) the output

of the [CLS] token is also used in the following similarity and paraphrase tasks:
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e MRPC (Microsoft Research Paraphrase Corpus, Dolan and Brockett (2005) [141]): its corpus
consists of sentence pairs from news websites with annotations regarding their semantic

equivalency

e QQP (Quora Question Pairs, Chen et al. (2018) [142]): its corpus is a set of question pairs
from the Quora QA community with annotations regarding their semantic equivalency

e STS-B (Semantic Textual Similarity Benchmark, Cer et al. (2017) [143]): its corpus is a
collection of sentence pairs from news headlines, video and image captions and NLI data

annotated with similarity scores ranging from 1 to 5
The same setup is used by the following inference tasks:

e MNLI (Multi-Genre Natural Language Inference, Williams et al. (2018) [144]): its corpus
contains a set of sentence pairs collected with crowd-sourcing and followed by textual en-
tailment annotations, i.e. given a premise sentence and a hypothesis, the task is to predict

whether the premise entails the hypothesis, contradicts it or neither

e QNLI (Question Natural Language Inference, a version of the Stanford QA Dataset, Ra-
jpurkar et al. (2016) [145]): a QA dataset that is modified into QA sentence pairs annotated

with whether the second sentence is the answer to the question or not

e RTE (Recognizing Textual Entailment, (Bentivogli et al. (2009) [146]): its corpus comes
from annual textual entailment challenges. The task is similar to MNLI but with much less
data

e WNLI (Winograd NLI Schema Challenge, Levesque et al. (2011) [147]): a entailment task

with a corpus made of annotated sentence pairs. It is not used by Devlin et al. (2018) [11]

Devlin et al. (2018) [11] also used fine-tuned their models on the SQuAD v1.1 and v2.0 tasks,
and on the SWAG dataset. SQuAD v1.1 (Stanford Question Answering Dataset, Rajpurkar et al.
(2016) [145]) is a set of 100k crows-sourced sentence-paragraph pairs. The sentence is a question,
that is answered by a span of words of the paragraph. The goal is to find the correct span in
the paragraph. The method is presented in chapter 3.9.2 and shown in figures 3.6 and 3.7 is
used. Instead of two FFNNs, a start vector S and an end vector E are learned and their dot
product with the encoder outputs corresponding to the positions of the tokens of the paragraph
0;, Vi € {1,---, Lpqr}, is computed. Softmax layers assign two probability values to each token

computing the probability of each one being the first token pgtare,i = 5?’;27?:), Vie {1, ,Lpar},
j=1 909
%, Vi € {1,--+, Lpar} of the span respectively. The highest
2
scoring pair of tokens, S- o, + E - 0., s < ¢, is chosen.

and the final token pfina1,; =

SQuAD v2.0 also contains sentence-paragraph pairs, where the paragraph does not contain the
answer to the question asked. The [C'LS] token acts as an indicator as to whether the paragraph
contains the answer.

SWAG (Situations With Adversarial Generations, Zellers et al. (2018) [148]) dataset is a
collection of 113k sentence-pair completion examples. The task is to choose the most probable
continuation for a sentence among four options. For each example they create four model inputs,
each one consisting of the sentence and a probable next phrase. They introduce a task-specific
vector C' that is multiplied with each of the four resulting [C'LS] vectors. This leads to four

numbers that are given as inputs to a softmax layer that performs the classification.
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Results

Both the base and the large model outperformed the next best model in the GLUE benchmark
by 4.5% and 7.0% respectively. Their large model also outperformed all other models in the SQuAD
tasks by a clear margin and outperformed GPT in SWAG by 8.3%.

In their ablation study (table 3.2) they prove the importance of NSP for handling tasks with

two input sentences as well as the importance of using a deep bidirectional net for creating con-

textualized representations.

H Tasks MNLI-m (Acc) QNLI (Acc) MRPC (Acc) SST-2 (Acc) SQuAD (Acc) H
BERTgRASE 84.4 88.4 86.7 92.7 88.5
No NSP 83.9 84.9 86.5 92.6 87.9
LTR & No NSP 82.1 84.3 77.5 92.1 77.8
+ BiLSTM 82.1 84.1 75.7 91.6 84.9

Table 3.2. Ablation study performed to BERTpAsE-

the NSP task and of bidirectionality.
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3.10 Overparameterization of the Heads of Transformer-based Models

3.10 Overparameterization of the Heads of Transformer-based
Models

Cordonnier et al. (2021) [13] find indications of overparameterization in the heads of the
Transformer architecture. They suggest that examining the rank of the multiplications of key and
query matrices of each head separately, W2(WX)T ¢ RP»xDn j e {1,...  H}, does not suffice
to reveal the issue, which lies in the commonalities among the sub-spaces attended by every head.
The is evident in the left side graph of the figure 3.8, where the red line ascends smoothly as the
number of considered dimensions increases, indicating that the multiplication of the associated

matrices is not low-rank in general.
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Figure 3.8. The matrices are taken from a pre-trained BERT model with H = 12 and Dy, = 64.
PCA [12] is performed the cumulative variance w.r.t. the number of dimensions used is shown in
the graphs. The left graph presents this metric separately for each head and the right one presents
it for the matrices produced by the concatenation of the respective head-specific matrices [13]

They thus concatenate head-specific matrices into two new ones, W€ and W , and perform
PCA to WO(W)T ¢ RPinxDin (D, = Dy, - H). This matrix is evidently low-ranked, which
means that the flexibility provided with the separation of the attention process into heads is

underutilized.

3.11 Scheduled DropHead

Zhou et al. (2020) [14] seek to mitigate the problem of attention head under-utilization. Based
on the work of Voita et al. (2019) [16] (chapter 4.4.2) and Clark et al. (2019) [17] (chapter
4.4.3), they contend that the issue arises for two reasons; First some attention heads tend to be
used much more than others, i.e. become dominant, a matter related to the problem of module
collapse discussed in chapter 4.12.2. Second, attention heads co-adapt, i.e. avoid learning what

other heads already know.

3.11.1 DropHead

In order to solve this problem they introduce an attention head regularization technique, called
drophead. Drophead is based on the idea of the dropout regularization technique addressed
in chapter 2.4.5, that involves randomly masking neural units during the training of the NN to
prevent co-adaptation between neurons and promote the creation of multiple well-trained neu-
ral paths. Zhou et al. (2020) [14], instead of dropping neurons, drop entire attention heads.
Specifically, they sample a random mask vector &, € {0,1} and apply it to the outputs of

the attention heads of the I-th layer, [ € {1,---,L}, every time a new input sequence is used:
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§l = {Eli}ilila {Eli} € RPvet (3~25)

Each mask is applied to the corresponding
head’s output via element-wise multiplication.
Similarly to the dropout method, they normal-
ize the output of the attention heads by divid-
ing the result with v = sum(&;)/H in order to
ensure the matching of scales between training
and inference times. This mechanism is shown
in figure 3.9.

Since dominant heads are unavoidably
masked for a large set of training samples, the
rest of the heads are forced to learn how to
make up for this fact. The same is true when
it comes to the co-adaptation problem, as not

head can rely on features learned by another

it B
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Figure 3.9. Ezamples of (a) the application of a
standard dropout technique that randomly drops a
set of neurons and (b) the DropHead method that
randomly drops entire heads [14]

one. This effectively reduces overfitting and boosts generalization performance.

3.11.2 Scheduler

Is is common to use a dropout scheduler that linearly increases the dropout probability as

training proceeds (curriculum schedule). Doing so effectively prevents co-adaptation, that has been

found to become worse at the end of training, while ensuring that neural structures are sufficiently

trained.

Zhou et al. (2020) [14] propose a V-shaped
scheduler, which starts head dropping with a
relatively high probability pstert, that linearly
drops to 0 and then linearly increases up to
Pend, as shown in figure 3.10. Specifically they
use Pstart = Pend = 0.2. They contend that
starting of with a high drophead probability
reduces the risk of few heads dominating the
multi-head attention mechanism, which hap-
pens right from the begging of the training pro-
cess as observed by Michel et al. (2019) [149].

3.11.3 Experiments

They apply their method to the transformer
model, which they train on a NMT task, and
to BERT, which is trained on text classification

tasks.

NMT with Transformer

dropout rate schedule
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Figure 3.10. Several dropout schedulers.
The curriculum scheduler (red) linearly increases
dropout probability as training proceeds while the
anti-curriculum scheduler (blue) does the oppo-
site. The proposed scheduler (green) linearly de-
creases the dropout probability and then linearly
increases it [14]

They train several variants of the big transformer model, each one with a different dropout-

based technique:
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e the standard dropout method applied to Models BLEU PPL
the neurons of the attention heads Weighted Transformer 28.9 -
Tied Transformer 29.0 -
e the drophead method w/o the use of a Layer-wise Coordination 29.1 -
scheduler Transformer-big 28.4 -
ours (reproduced) 28.7 4.32
o the scheduled drophead method + Attention Dropout 28.7 4.99
+ DropHead 29.2 4.15
They attribute the obvious improvement in per- + Scheduled Drophead 29.4 4.08
formance, presented in table 3.3, to a success Transformer-big (more heads) 28.4 4.39
of their method in preventing the overfitting of -+ Attention Dropout 28.5 4.38
the model’s attention heads. They thus try in- + DropHead 29.3 4.12
creasing the number of attention heads, from 16 + Scheduled Drophead 29.6 4.02

per layer to 32 per layer, while simultaneously Table 3.3. Performance of various models on

decreasing the number of neurons per head to  the NMT task WMT14 (en-de) [30]. They re-
maintain a constant model size. This further produce the original Transformer model and re-
boosts the results of their model , but not of Pport results for it too. They compare to the re-
sults of the weighted transformer [31], the tied
transformer [32] and the layer-wise coordination
method [35] applied to the transformer model.

the standard transformer implementation, prov-

ing their point.
Text Classification

They apply their method during the fine-tuning of the BERT model in several text classification
tasks and evaluate its performance. Improvements are observed but are not significant. Since
BERT is already pre-trained before drophead is applied, they contend that the attention heads
have already been formed and thus the room for improvement is limited.

They therefore initialize new transformer-based models and train them on the text classification
tasks, without LM-based pre-training, while applying their methods, in order to evaluate their
contribution to the the performance of a model that is trained from scratch. They indeed report

substantial improvements over the transformer-based baseline.

Effects of DropHead

To test whether scheduled drophead truly minimizes the dependence of the transformer model
on dominant heads they try deactivating the head of each layer that leads to the maximum drop
in performance, one head at a time, and then report the average performance over its layers. They
observe that the effect of masking the dominant heads of a model trained with scheduled drophead
is limited compared to one of the vanilla transformer model (table 3.3). This means that scheduled
drophead effectively limits the dependence on individual heads and forces more heads to contribute
to the output.

Models Enc-End Enc-Dec Dec-Dec
Transformer -0.47 -1.05 -0.32
+ DropHead -0.31 -0.79 -0.27
+ Scheduled DropHead -0.28 -0.70 -0.25
Transformer (more heads) -0.41 -0.92 -0.29
+ DropHead -0.25 -0.61 -0.24
+ Scheduled Drophead -0.21 -0.54 -0.20

Table 3.3. Awverage drop of the BLEU score after the most important head of a layer has been
removed across layers.
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Chapter 4

Modeling System 2 with Neural Networks

4.1 Introduction

Modern neural networks are able to learn complicated patterns in a matter of days. They
can chat like humans [150], perform certain image recognition tasks better than humans [65], and
have started helping scientists in solving problems that have remained open for decades [151].
Nevertheless, they are not yet capable of performing tasks that the human brain excels at, like
systematically generalizing, i.e. combining pieces of already acquired knowledge to solve tasks they
have never seen before.

Part of the research effort on neural networks now focuses on enabling them to acquire such
capabilities that only the human brain is known to possess. In chapter 2.4 the contribution of
neuroscientific findings in the creation of NNs was highlighted. The study of synapses, neural
activation and of plasticity were crucial in providing insight for the development of the notions of
neural weights, activation functions and learning processes for NNs.

Another re-occurring theme in this thesis is the successful transformation of prior beliefs about
the world into model architectures (chapter 2.5.2. The resulting techniques offer significant com-
putational and expressive advantages over standard NN architectures. Such are the methods of
weight sharing and sub-sampling and the mechanisms of convolution and attention that are used by
modern NNs and were inspired by prior beliefs such as equivariance over space and permutations.

A research team, lead by the computer scientist Yoshua Bengio, is trying to use intuitions from
neuroscience as prior beliefs to create a generation of neural networks that will better mimic the
way the human brain works and will exhibit characteristics that modern NNs don’t, like being able
to systematically generalize.

Their research is heavily influenced by the works of:

e Daniel Kahneman & Amos Tversky: psychologists that studied cognitive biases and decision

making

e Bernard Baars: neuroscientist, mostly known for the Global Workspace Theory regarding

the way cognitive abilities and consciousness function
e Bernhard Scholkopf: computer scientist known for his work on causality and kernel methods

In order to present the vision of Yoshua Bengio and his team, relevant aspects of the works of

the above researchers as well as closely related research areas will first be discussed.

4.2 Thinking In Different Speeds: System 1 And System 2

In his book, Thinking, Fast and Slow [50], Daniel Kahneman adopts a terminology first proposed
by the psychologists Keith Stanovich and Richard West. He uses the terms System 1 and System
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2 as simplifications to talk about the two functioning modes of the human brain.

System 1, he contends, operates involuntarily, quickly and without the human’s control. This is
the system that performs trivial arithmetic operations like 2 x 2, recognizes the emotions of people
by a simple look at their faces and creates an internal image of a spoken object. It is therefore
responsible for creating impressions, and in fact, for maintaining a model of the world as it is
viewed by the brain’s owner. This model entails people, objects, ideas and relations between them
that the person views as normal and usual and thus there is no need for mental effort in order to
represent them.

Impressions system 1 generates may be the result of what Kahneman refers to as heuristics.
For example, humans estimate the probability of an event by relying on the ease with which
relevant events come to mind, e.g. knowing many divorced couples may lead to overestimating the
probability of a marriage leading to divorce. Kahneman, among many psychologists, believes that
the use of heuristics is a reason for predictable biases, i.e. systematic errors that are made by
humans.

Not all impressions generated by System 1 result from intuitive heuristics. Expertise accom-
plished by repetitive practice is distilled as a System 1’s response to a familiar situation. This is
how a basketball player instantaneously reacts to a shot attempted by an opponent or a Scrabble
master in a newly formed word.

Nevertheless all impressions created by System 1 initiate from the recognition of a situation
that is somehow familiar. System 1 also detects situations that are novel to the human and are
not explicitly represented in memory. Such are the cases of nontrivial arithmetic operations, like
57 x 36, the task of playing a new game or the task of writing a thesis. These cases violate the
model maintained by System 1, and demand the human to willingly place effort to handle them.
Such tasks activate System 2, which is much slower than System 1 but, in contrast to it, can devise
and implement a plan consisting of a series of distinct steps.

System 2 is what humans identify themselves with, an existence conscious of itself, with its own
feelings, beliefs and ideas that can manipulate thoughts to reason about problems and situations.
System 2 requires conscious attention and effort to function, the degree of which depends on the
difficulty of the task at hand. This is why it is usually in a low-effort mode and not full on. System
1 continuously provides System 2 with impressions that it ordinarily accepts, turning them into
beliefs. But, when faced with a new situation, System 2 is called to carefully examine System 1’s
impressions and suggestions, decide what is valid and relevant and then synthesize a response to
the novel conditions. In contrast to System 1, System 2 is capable of statistical thinking and is
therefore frequently called upon to reconsider some of System 1’s biased judgements.

System 2 can also guide System 1 into behaving in different ways than it normally does. It can
program its attention to focus on recognizing new sets of patterns, like a specific word in a test,
and the associative memory to retrieve data that are related to a specific theme, like landlocked
countries. Moreover, re-occurring tasks that initially call for System 2’s attention gradually become
easier and require less attention and effort as a significant portion of steps begin being handled
automatically by System 1.

4.3 Modularity In The Human Brain

4.3.1 Introduction

The neurons of the human brain have been found to compose what is known as small-world
networks. The vertices of a small-world network are not all connected to one another, but the

length of the shortest path between the neurons is relatively small (L ~ log N, N the number of
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vertices in the graph) [71]. The boundaries between different areas of the human brain are mostly
not well defined and cognitive functions cannot be localized to specific brain areas. Yet, research
indicated that parts of the brain, called brain nuclei, do exhibit signs of specialization in terms
of their functionality. This specialization of brain nuclei, as clusters of neurons with distinct sets
of functions are called, is a possibly important source of inspiration for the creation of the next
generation of neural networks. It is thus useful to become familiar with the basic areas of the
human brain and with the way they are segmented based each one’s different functionality. During
this discussion the most intriguing brain nuclei, such as the basal ganglia, will also be examined
and key aspects of of the matters of consciousness and attention will be highlighted.

The neurons of each brain area have been found to work together to perform the necessary
functions. Neuroscientists have been able to link each area to a specific set of functions by using
three methods, i.e. by associating damages in a brain area with the impaired function, by following
the neural paths, and by observing brain activity with brain scanning techniques. They have thus
split the brain into three main areas, the forebrain, the midbrain and the hindbrain. Each one is
further divided into specialized nuclei. The midbrain is a relatively small brain area involved in

the sleep-wake cycle, thermoregulation and visual reflexes [71].

4.3.2 Forebrain

The forebrain accounts for 90% of the brain’s mass and is involved in higher cognitive func-
tions and the perception of sensory inputs. It includes the cerebrum, which in turn contains
the cerebral cortex that is related to functions such as consciousness, language and mem-
ory. The cerebral cortex is the layer that surrounds the brain. The segmentation does not

end here since the cerebral cortex consists of 4 lobes, each one with its own specialization:

Frantal Lobe Parietal Lobe

e temporal lobe, specialized in language

and emotion
e occipital lobe, involved in vision

e parietal lobe, responsible for processing
sensory signals related to touch and for

body posture awareness Temporal Lobe

e frontal lobe, associated to short-term

memory ) o
Figure 4.1. A figure indicating the 4 lobes of

the forebrain. Figure from https: //www. nbia.

Each of the lobes contains several areas with ca/ brain- structure- function/

different functionalities. The inferior temporal
gyrus, for example, which is part of the tempo-
ral lobe, is associated to face face recognition, and the orbitofrontal cortex, that belongs to the

frontal lobe, is involved in emotion representation and reward generation in decision making [71]

Language

One can also spot a set of areas that play important roles in language processing, understanding

and generation:

e Auditory cortex: part of the temporal lobe located at the side of the brain that processes

auditory information
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e Angular gyrus: part of the inferior parietal lobe that is responsible for linking words to
images, thoughts and feelings. It is thus an area where information from multiple senses is
gathered and processed jointly to create a thorough representation of even complex notions

and concepts

e Wernicke’s area: part of the temporal lobe that assists the comprehension of language and

the process of choosing words when speaking

e Broca’s area: part of the frontal lobe that has been found to be active when learning a
new language and is also involved in speech generation. In fact, different parts of it are used

when the person speaks different languages

These areas are shown in figure 4.2.

Broca’s area

primary auditory cortex primary visual cortex

angular
gyrus

Wernicke’s area

Figure 4.2. A figure indicating the areas of the brain connected to language understanding,
processing and generation. Figure from https: //www. youtube. com/watch? v=zj0yudiwv7)

Limbic System

At the forebrain’s base, located between the cerebral cortex and the midbrain, is the thalamus.
The thalamus, along with the structures that surround it, assists the transmission of signals between
the forebrain and the brainstem, while also providing a connection to the rest of the body. Such
are signals from every sensory system, except smell. It is also involved in sleep, alertness and
consciousness.

The hypothalamus is located below the thalamus and connects the brain to the endocrine
system. It does that by synthesizing and releasing neurohormones. It controls aspects of growth
and homeostasis and plays key roles in actions such as drinking and eating.

The pituitary gland weights only 0.5 g and is found beneath the hypothalamus. Under the
latter’s control, the pituitary gland produces hormones related to growth, urination, reproduction
etc [71]

These areas are shown in figure 4.3.

Basal Ganglia

The basal ganglia is a set of nuclei located in the cerebrum that have a very interesting role.
Due to the brain’s complexity it is very usual that different areas issue commands that come in

direct conflict with each other. The role of the basal ganglia is to receive the respective signals
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and decide which commands will be followed. In order to achieve this goal they use multiple paths
with feedback loops that allow some signals to pass while inhibiting others. Three basic paths can
be distinguished whose routes depend on the origins of signals each one is meant to meant to block
or allow passage to. For example, the motor loop is responsible for selecting muscle actions and
is thus connected to the centers controlling movement. The other two are the prefrontal loop and

the limbic loop [71]. A few notable components of the basal ganglia are:

e the caudate nucleus that is involved in motor processes, procedular learning, associative

learning and conscious inhibition of actions

e the putamen that is involved in complicated motor behaviours, motor planning, learning

and execution

e the substantia ganglia associated with eye movement, motor planning and reward seeking

4.3.3 Hindbrain

The hindbrain is the oldest part of the brain as its genes were formed around 560 million

years ago. It consists of the cerebellum and the brainstem [71].

Cerebellum

The cerebellum drives signals carry commands related to any type of body movement through
its multilayered neural paths. The role of these paths is to translate high-level commands into
delicate sequences of muscle contractions. The pattern of contractions for each movement is stored
in the way these neural paths are formed. This multilayered setup played a significant role in
inspiring artificial multilayered neural networks.

The cerebellum is indicated in figure 4.3.

Brainstem Cerebrum.

The brainstem, shown in figure 4.3, is di-

rectly connected to the spinal cord. It thus
serves as a hallway for neural signals. It is also Pituitary gland
Cerebellum

HINDBRAIN

home to various nuclei, such as the reticular for- Pans

mation associated to alertness and conscious- Medulla A

ness and the medula that is in charge a variety

of autonomous body functions like modulating

blood pressure. Figure 4.3. A figure indicating several impor-

tant areas of the brain. Figure from https:
// www. youtube. com/ watch? v=2zj0yuddwu74

4.3.4 Consciousness

Consciousness is the awareness of the external world’s aspects that can sensed through the
sensory organs and the internal world’s happenings like thought and emotions. Modern neuro-
science is able to track brain processes that are known to be related to consciousness and some of
them occur in the aforementioned brain areas. But, the source of this phenomenon has not yet
been determined. That is, researchers don’t know if consciousness comes as a result of this activity

or the two are simple connected somehow [71].
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4.3.5 Attention

Attention is the conscious decision to focus on a particular stimuli or internal event. Deciding
to pay attention to a stimuli activates the brain regions that are associated to the related sense.
For example, the parietal lobe that handles spatial data may activate to guide the frontal lobe into
instructing the eyes to look at a particular spot of interest. It is important that each person has a
limited "attention budget" and the brain cannot be ordered to pay attention to more than a few

things simultaneously [71].

This type of system configuration that is involves the specialization of different subsystems in
distinct sets of functions is not only not only found in the human brain, but throughout nature.
This property is so common that it has a name, i.e. modularity, while systems that exhibit this

type of behaviour are called modular and the specialized subsystems are called modules.

4.4 Modularity In Neural Networks

Even though a mechanism that explicitly promotes modularity in NNs has not yet been in-
troduced in this thesis, some of the models that have been presented have been found to acquire
modular properties solely via the training process. The most prominent cases are the ones of CNNs

and of Transformers.

4.4.1 Modularity In CNNs Trained On Scene Classification

Zhou et al. (2015) [14] found that the kernels of a CNN, that is trained on a scene classifica-
tion problem, become specialized in detecting objects that are related to the scene categories the
model has witnessed. For example this occurs in the case of a bedroom scene that leads to the
specialization of some kernels at detecting bedroom-related objects like beds and lamps.

Zhou et al. (2015) [14] used a CNN trained from scratch on 2.4 million images from 205 scene
categories. They then selected images that induced the biggest activations for each several units
across the layers of the CNN. For each image they generate 5000 versions, they obscure in each one
a random part of the image and then record the change in the induced activation of the respective
neural unit. This is done in order to locate the object in the image that is most strongly connected
to the activation of the unit. The resulting objects were shown to human annotators who were
asked to categorize each unit based on the objects that were found to activate it the most. The
units were also categorized based on the semantic level of the concept that activates them, ranging
from low-level concepts such as simple elements and colors to high-level concepts like objects and
scenes. The annotators also were told to record for each unit the number of images that contain
concepts that seem to activate it but deviate from the unit’s concept category. The percent of
images for each unit that contain objects that do belong to the unit’s semantic label and indeed
activate it is named as the unit’s accuracy.

Around 60% of the units at each layer has over 75% accuracy, based on the above metric,
suggesting that kernels are indeed specialized in identifying specific concepts. In addition to that,
units at early layers were found to focus on low-level concepts while units at later layers identify
high-level concepts, as shown in figure 4.4. This is in accordance with Funahashi (1989) [87] and
Chester (1990) [88] 2.4.5) that found that neurons of the first layer of a 2-layer NN extract local
features while the neurons of the second layer use the local features to extract global ones.

Moreover, certain re-occurring objects were found to activate more than one unit. In fact, there
are cases where units are further specialized in the various forms different of a specific object, e.g.

6 units were found to detect lamps and each unit to be responsible for detecting a different lamp
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Figure 4.4. The receptive fields of 3 units of the layers pooll, pool2, convj and pool5 along with
the images areas inside the receptive fields that activate these units the most [15]

type.

4.4.2 Modularity In Transformers Trained On NMT

Voita et al. (2019) [16] studied the specialization of the attention heads in a Transformer model
train on NMT data. They chose English as the source language which helped them to analyze the
behavior of the encoder’s self-attention heads. They chose Russian, German and French as target
languages.

They first used layer-wise relevance propagation (LRP) to locate the most important
heads. LRP estimates the importance of each unit starting from the output units and propa-
gating backwards. It uses the weight ratio between units of consecutive layers as an importance
propagator, while considering the total relevance to be constant across layers.

Voita et al. (2019) [16] attempted locating the most important heads by averaging the impor-
tance of their constituting neurons. They then manually tried to find where the most important
heads pay attention to. To do that they observed where the maximum attention weight of each
head is usually assigned to.

They found some heads that, at 90% of the time pay most attention to their nearby positions
and especially to tokens right before and right after their respective position. These heads were

named positional heads and were ranked as the most important ones by the LRP metric.

Other heads were found to focus on specific syntactic relations. More specifically, Voita et al.
(2019) [16] looked for the following relations: nominal subject, adjectival modifier, direct object and
adverbial modifier. They use the CoreNLP model (Manning et al. (2014) [152]) for syntactically
parsing a set of sentence pairs that the Transformer model had not previously seen. Then, they
calculated the frequency with which each head assigns its maximum attention following one of
the aforementioned dependencies in either direction. If they found that the assignments of a head
consistently follow one of these relations then the considered to be a syntactic one. Indeed, some
of them were able to accurately predict syntactic relations with high accuracy indicating that they
has acquired a specialized syntactic role.

Finally, a head in the first layer of all models was found to pay attention to the rarest token
in 66% of the sentences and to one of the two rarest in 83% of the sentences indicating another
specialization.

By using a loss that balanced attention head pruning and model performance they observed
that heads with specialized roles were the last ones to be pruned. In fact, while decreasing the
number of active heads they discovered that the roles of the specialized heads that were pruned
migrated ones that were still active (figure 4.6). This verifies the importance of specialized heads,
as losing them leads to severe degradation of the model’s accuracy (figure 4.7). Finally, the fact
that the model initially retains its good performance despite the loss of many heads indicates that

the rest of the heads that did not specialize were not as important as the specialized ones.
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Head functions
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Figure 4.5. The head relevance of the self-attention heads of the encoders of two models across
all 6 layers and their corresponding specializations [16]
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Figure 4.6. The head relevance of the self-attention heads of the encoders of two models across
all 6 layers and their corresponding specializations [16]

4.4.3 Modularity In BERT Trained on NLM

Clark et al. (2019) [17] investigate the 144 attention heads maps of the BERTpasg model
to discover patterns of positional or syntactic context. Recall that multi-sentence inputs to the
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Figure 4.7. The head relevance of the self-attention heads of the encoders of two models across
all 6 layers and their corresponding specializations [16]

BERT model are of the form: [CLS] < paragraph 1 > [SEP] < paragraph 2 > [SEP]. Clark et
al. (2019) [17] extract attention maps over 1000 random segments from the 12 heads of each of
the 12 BERT layers and then use them as data for their experiments. They refer to a specific head
using the notation < layer >< head number >.

They find that most heads don’t pay much attention to the current token, but specialize in the
previous or the next token, a behaviour also observed by Voita et al. (2019) (chapter 4.4.2). who
refer to these heads as positional. In fact, they discover 4 attention heads in layers 2, 4, 7 and 8
respectively that on average place over 50% of their attention weight on the previous token and 5
attention heads in layers 1, 2, 2, 3 and 6 respectively that do so on the following token.

They also find that many heads, including more than half of the heads in layers 6-10, pay
attention mostly to the [SEP] tokens (figure 4.8), i.e. devote over 90% of their attention weight
to themselves and the [SEP] token. They hypothesize that heads with specific functions pay
attention to [SEP] in cases where their function is not applicable, e.g. a head that, under a direct
object, pays attention to its verb, points to the [SEP] token when it is found under a non-noun
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Figure 4.8. Each points represents the average attention an attention head of the respective layer
pays to (a) the corresponding token marked with red for the [C'LS] token, blue for the [SEP] token,
purple for commas and periods (b) the [SEP] token marked with green if the head is found under
a [SEP] token and with blue otherwise [17]

They use gradient-based measures of feature importance [153] to confirm this hypothesis. In-
deed, starting from the fifth layer, they observe that, as the attention paid to [SEP] increases,
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the absolute value of the gradients that originate from it decreases, as shown in figure 4.9. This
means that changing the outputs of the corresponding heads has small effects on the network’s
output, indicating that their minimal importance to the rest of the net when they are used that
way. Importantly, it is also evident that when such a head is not applicable its parameters do not
change much as a result of training.

In addition to that, they measure the en-
tropy of head’s attention distribution and show 3.0
All unmasked tokens
20 —— [SEP]

multaneously pay attention to a relatively large
S == .or,
set of positions, i.e. devote at most 10 % of 20 \_/

that attention heads in lower layers tend to si-

dex

L

their attention mass to any single word. They

therefore seem to gather information from mul- 10

Average |

tiple sources to create contextual representa-
tions, whereas heads in higher layers focus on 05

)

few words each. 0.0
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Moreover they study attention heads that Layer
are not deemed positional as to whether they
Figure 4.9. Gradient-based estimation of fea-
ture importance for attention heads focusing on

) ) ~ the [SEP] token, periods or commas and other
erably high accuracy scores specific syntactic tokens [17].

perform syntactic roles. They discover that

some attention heads do predict with consid-

relations while others do not systematically do
S0.

Finally, they compute the Jensen-Shannon Divergence between attention distributions of each
pair of heads to test whether one can group attention heads in terms of their functionality. They
apply multi-dimensional scaling [18] to embed the heads in two dimensions based on their computed

distances and present the results in figure 4.10.
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Figure 4.10. Fach point represents an attention head. The distance between each pair of attention
heads is computed with the Jensen-Shannon Divergence between their attention distributions and
multi-dimensional scaling [18] is used to embed them to a two-dimensional space. In (a) the heads
are coloured based on their functionality and in (b) based on the layer in which they are found [17].
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4.5 Global Workspace Theory

Surprisingly, heads of the same layer seem to perform similar functions as captured by their
attention distributions.

4.5 Global Workspace Theory

Bernard Baars proposed the Global Workspace Theory (GWT) [44, 45] in an attempt
to explain how the distributed specialized brain nuclei synchronize and cooperate to support the
brain’s cognitive functions. He contends that there must exist a memory channel that can be
accessed by all specialized processors or agents, as he calls the brain’s distinct neural areas, to
exchange information with each other and update on the current status. GWT suggests that
it is consciousness that broadcasts data known by a single specialized agent to the rest of the
brain areas. According to GWT, only conscious perception has access to the working memory and
unconscious processes are confined near the respective specialized processors.

Baars [46] explained that, even though multiple events may cause an agent to send information
to the channel, it is a selective attention system that decides whether to draw conscious attention
to data reaching the channel or ignore them. This system, he states, is controlled by the frontal
executive cortex and by areas that can automatically interrupt conscious processes, like pain and
emotional centers. It acts as a bottleneck enabling only some important data to be broadcasted.
Moreover, he highlighted that, after consciousness is informed of an event, it is conscious feedback
that is necessary to control motor functions and some neural areas. Finally, he described the
existence of self-executive interpreters, located in the frontal cortex and accessed by consciousness,
that maintain high-level world information generating a feeling of consistency even when external
situations change.

Baars et al. (2013) [47] and Baars and Geld (2019) [48] updated GWT to account for recent
neuroscientific findings to create Global Workspace Dynamics (GWD). GWD takes into con-
sideration theories that view consciousness as the result of cortico-thalamic (C-T) activity. Baars
et al. (2021) [154] defend the theory by explaining that GWT justifies this activity, that is believed

to correspond to conscious experience.

4.6 Causality

The field of causality is a source of inspiration of the type of neural networks that will be
discussed in this thesis. Before presenting the intuition from causality that is most relevant here,

a few notes on causal models and interventions must first be provided.

4.6.1 Structural Causal Models

First the definition of the structural causal model with two variables will be given as it is

sufficient for the following discussion.

Optopobg 4.1. A structural causal model (SCM) € with two variables C and E and a graph
with a edge emanating from C' and ending in E, symbolized as C' — E, is given by the two assign-

ments:

C = NC (4.1&)

where the random noise terms No and Ng are independent of each other. C is called a cause and
FE is called an effect. The graph C — E is called a causal graph and € entails a joint distribution
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pc,e over C and E.

Opiowodg 4.2. A structural causal model (SCM) € with an arbitrary number of variables D

is defined by a set of D structural assignments:

where N; s a random noise variable that is independent of all other noise variables N;, j €
{1,-+-,D}\i and PA; C {X1,- -, Xp\{Xi} are the parents of X; [19].

4.6.2 Statistical vs Causal Learning

The goals of the models that were presented in chapters 2 and 3 are statistical learning goals, i.e.
given observational data the models are trained to discover statistical quantities of the underlying
mathematical model that generated the data. This problem is ill-posed Vapnik (1998) [155] because
of the lack of information regarding the points (z,y) not contained in the dataset. This is why the
Occam'’s Razor assumption (chapter 2.4.5) was introduced and as a result techniques that control
the bias-variance trade-off, e.g. regularization, etc. A statistical model, as shown in chapter 4.6.1, is
included in a causal model. Causal learning thus inherits the ill-posidness of statistical learning,
but even complete knowledge of the underlying statistical model does not uniquely determine a
SCM. It has been proven that observational data are insufficient to determine the causal graph as

is proven by theorem 4.2.

BOewenpa 4.2. Every joint distribution px y, where X and Y are real-valued random variables
admits SCMs in both directions.

Proof. Tt always admits the SCM defined by the graph X — Y and the assignment
Y = fy (X, Ny), where X is independent of Ny (4.3)

where fy is a measurable function (Peters (2012) [156]). Define the conditional cumulative distri-
bution function:
Fyio(y) == P(Y <y|X =) (4.4)

Then define fy (x,ny) := F;‘lw(ny)7 where F;‘i(ny) =inf{x € R: Fy|; > ny}. Then let Ny
be uniformly distributed on [0, 1] and independent of X. Since this is true independently of the

structure of the model, the proposition has been proven. O

In order to learn a causal model someone must provide observation data generated by the model
before and after a set of known changes in its structure. This matter will not further discussed
here, but the interested reader is referred to Elements of Causal Inference, Peters et al. (2018)
[19].

The power of causal reasoning makes up for the difficulty of causal learning, as the first one
enables the analysis of the effect of interventions that will be discussed in chapter 4.6.3. As
statistical learning is included is included in causal learning so is probabilistic reasoning in causal

reasoning. This is elegantly shown in figure 4.11.

4.6.3 Interventions

An intervention to a variable means changing the corresponding assignment. For example,
an intervention on variable E in equation 4.11 could be to set E to a constant value. This is

symbolized as do(FE := e), where e € R is that value. This also causes the entailed distribution
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Figure 4.11. Relations between the four processes and the resulting outputs [19]

to change to ng(E::C). This type of intervention is called a hard intervention. An intervention

of the type do(E = gg(C) + Ng, where gE is a real-valued function and N is a random noise
variable, is called a soft intervention.

An example of a SCM is given by the following assignments:

C := N¢g, Ne ~N(0,1) (4.5a)
E:=3C + Ng, Ng ~ N(0,1) (4.5b)

that corresponds to the causal graph C — FE. Then p% = N(0,10). If a hard intervention is

perform on C making equal to 2 (do(C := 2)), then p%do(c:=2) = N(6,1), which is also equal to

(U
Ppjc=2

The important thing regarding interventions on causal models is that an intervention on the
effect E does not change the distribution of the cause C. For example, pg;dO(E:O) = N(0,1) =
pgdo(E::w). But this is not equal to pg‘Ezz, because in this case no one has intervened on E and
therefore the original causal model is used. In €, knowledge about the possible values of the effect,
FE, indeed provides information about the value of its cause, C. An intervention can thus break

causal relationships and it can also create new ones.

Interventions are similarly defined in the case of an SCM with multiple variables. Consider the
case of a SCM € = (S, Py), where S is the set of assignments and Py is the joint distribution of
the noise variables. An intervention on € is a change to one or more of the structural assignments.

Intervening on a variable X} can be done by using:
X = f(PAg, Ny) (4.6)

where one or more parameters have been changed. The new distribution is the symbolized as:

pe = p)G(;do(Xk::f(PAk,Nk)) (4.7
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4.6.4 An Example of A Causal Model

The following is an example given by Peters et al. (2018) [19]. Consider model (i) that generates
pairs of images of digits with their corresponding labels as such: a human is given the number Y
and is asked to write it down, creating X. If an intervention is performed on Y the corresponding
label changes as the human sees a different number.

Now consider model (i¢) in which the human is asked to think of a number and write it down.
Now intervening on Y does not affect the drawing X.

Notice that the observational distributions are the same for both models. Yet, as it was shown,
the same is not true about their intervention distributions. This was the point of chapter 4.6.2.
This difference is depicted with the corresponding causal graphs in figures 4.12a and 4.12b [19].

intention
{ 7z \}
X := g(Z,My) N Y := h(Z,My)
D0 0
a “2n a “2”
(a) Causal graph of model (i) (b) Causal graph of model (i3)

Figure 4.12. The causal graphs of the two causal models in the case of a sample with a label
equal to 2. In model (i) the function f symbolizes the process of seeing the label Y and creating
the corresponding image X. In model (ii) the random variable Z symbolizes the intention of the
human to write down a number which then translates into a label through the function h and into
a image of digit through the function g [19].

4.6.5 The Principle of Independent Mechanisms

Consider now the case of the joint distribution function p(l,t) of the latitude L and the cor-
responding temperature 7', that has been calculated using samples from different latitudes taken

across a constant longitude. There are two possible factorizations:
p(l,t) = p(l[t) - p(t) (4.8a)
p(t|l) - p(l) (4.8b)

The first equation corresponds to the causal graph 7" — L and the second to L — T'. To decide
which is the correct causal model, based on the above, one could intervene on a variable and check
if that leads to a change in the distribution of the other. Obviously, changing the distribution of
the latitude variable leads to a change in the distribution of the temperature one. However the
opposite is not true; manually changing the temperature of a place does not change its geographic
location.

Carefully examining the ability to locally intervene on causal model’s variables without inducing
a changing in the distributions of the other variables introduces another aspect of causal models.
The mechanism that produces the distribution of latitudes p(l) is independent of the mechanism

that conditions on latitude values to produce temperature distributions p(¢|l) and thus intervening
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on one does not affect the other. The individual mechanisms of a causal model are therefore
autonomous, modular, or invariant. Daniusis et al. (2010) [157] refer to this principle, in the case
of causal systems with two variables, as an independence of cause and mechanism (ICM).
Note that this principle does not apply to the mechanisms arising from the anti-causal factorization,
p(l[t) - p(t).

At an information-theoretic level, the above can be translated into an independence of the
information contained in the module that samples the cause variable from the information that
characterizes the mechanism that uses it the cause to produce the effect variable. Knowledge about
one of these modules cannot be used to infer knowledge about the other. Even though this is not
a probabilistic argument, under certain assumptions it can also be assumed that the conditional
densities that generate different causal variables are independent of each other.

Note that locally intervening on a mechanism p(x) may affect the output distribution of the
mechanism p(y|x), where X and Y are causal variables connected via the causal graph X — Y.

But the mechanism p(y|x) itself will not change.

4.6.6 Covariate Shift

New tasks that humans may be faced with are almost never entirely new to them. Instead,
they are able to use previously acquired knowledge that they understand is still relevant in the
new task. Only a small part of the knowledge required to perform the new tasks is usually learned
especially for their needs. This radically increases the efficiency both in terms of required time and
memory.

The principle of independence of cause and mechanism (ICM) could thus form the theoretical
foundation for techniques that would allow neural models to acquire similar capabilities. One can
assume that, during the formation of a new task from old ones, only few of the mechanisms that
make up the underlying system are affected, while the rest remain unchanged. In the example of
a causal system with two variables, if pcause changes to pl,,s. this does not means that pegrect|cause

is also different. Yet, even if it is, information about the way in which pcause has changed is not

/

relevant to the case of pPefrect|cause- Lherefore, using pegrect|cause @8 an initialization for Pleftoct|cause

is the best choice. Adapting the new pcause While maintaining the same pefrect|cause 15 known as
covariance shift.
Note that this assumes that the causal graph has been correctly created during the learning
phase of the initial tasks. Otherwise, this is not a safe assumption (Scholkopf et al. (2012) [158]).
In the case of a causal system with many variables the above means that modules that don’t
change when distribution changes don’t have to be learned again. The model can use them as

prior knowledge while learning the modules with new distributions.

4.6.7 Learning Independent Causal Mechanisms

Using relevant, modular and reusable mechanisms saves training time and minimizes the quan-
tity of needed data for learning the changed modules. Modern neural networks are good at learning
patterns from large independent and identically distributed (i.i.d) datasets, but are currently unable
to effectively factorize their knowledge into reusable independent modules. A question naturally
arises: how can one learn a causal model when no changes in the structure of the underlying model
have occurred. Peters et al. (2018) [19] present an argument analogous to the Occam’s Razor
assumption (chapter 2.4.5) in the case of statistical learning. They suggest that if relatively simple
mechanisms that explain the data at hand are found, then one be relatively certain of having dis-

covered the correct causal model, or at least, a big part of it. They argue that the mechanisms that
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result from the anti-causal factorization are usually much more complex than the true independent
modular ones.

The next questions that needs to be addressed is how to learn these mechanisms using NN,
which have the advantage over other techniques of being able to generalize to unseen instances
generated by the same distributions on which they were trained. Parascandolo et al. (2017) [20]
presented a model consisting of competing agents that manage to learn independent causal
mechanisms from purely observational data. During training, a sample may be generated from any
of the independent mechanisms. The experts compete for the sample and only the winner is trained
on inverting the transformation applied to the sample by the mechanism. The intuition behind
employing competition is that the winning expert becomes further specialized in the corresponding
mechanism. Moreover, since the mechanisms are independent, this generally does not improve the
expert’s performance on inverting the transformation generated by any other mechanism.

This is an unsupervised learning task on two levels. First, the original sample, before it is
transformed by the mechanism, is not provided to the experts. Second and most important, the
experts don’t know which mechanism transformed the sample, which is what one would also expect
when trying to train a model to solve a real-life task. The specialized expert is called to learn and

recognize the patterns in the outputs of the associated mechanism.

Data

The training data consists of transformed and original MNIST digits [159]. The MNIST dataset
is a well known computer vision classification dataset with images of hand-written digits along
with the corresponding labels. Parascandolo et al. (2018) [20] apply 10 transformation to the digit
images; 8 translations towards 8 different directions, contrast inversion and noise addition. These
transformations represent 10 independent causal mechanisms. An original (canonical) image digit
as well as transformed example are shown in figure 4.13.

The MNIST dataet is split in half. The transformations are randomly applied to one half. This
ensures that the original and the transformed image will not be available simultaneously.

Models and Training

10 expert CNNs are called to learn the inverse functions of these transformations, each one
with its own parameters, 6; .

During training, a transform image x, is fed to all 10 experts. Each expert 4, i € {1,--- 10}
produces its own proposition for the what the original image, F;(xy,), could look like. The goal
of the expert is to maximize an objective function ¢ : RP» — R that receives high values in the
space of images from the original dataset.

The function c¢ is implemented using another CNN with its own parameters, 8. This CNN D
is called a discriminator and the experts are called generators. Each one of the experts feeds
the discriminator with its own suggestion and the latter decides which one made the most realistic
proposal based on its own corresponding output values.

Only the parameters of the winning expert j are updated to maximize Ej;(x¢.), while the
parameters of the other experts are left unaffected. The discriminator is updated to discern between
the propositions of the winning experts and the original images. Therefore it is trained in identifying
the original MNIST images of the second half of the dataset as such. This process is depicted in
figure 4.13. Thus, by training the specialized experts to become even better at what they do the
researchers attempt to fool the discriminator into thinking that their output images come from the
original MNIST dataset. This type of model configuration, in the case of single generator, is called a
generative adversarial network (GAN) and was introduced by Goodfellow et al. (2014) [160].
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4.6.7 Learning Independent Causal Mechanisms

However, to avoid favouring the other experts,
Parascandolo et al. (2018) [20] train their dis-

criminator network, not only against the win-

transformed
example

ning expert’s output for a certain transformed

image, but also against the propositions of the
rest of the experts for the same image. The 4 E> 4 4
CE loss function of the discriminator therefore Bz > 2 v 1\>
is equal to: T
max(Ex-p log( Do, (x)) | (& |S
T canonical T
+= Y Ex,~qlog(l — Doy (Bi(xyp)))))  MNIST
10
B (4.9) '7 — Discriminator

where P is the distribution of the original im- I
ages and () of the transformed images. 0.0 0.1 0.5 0.2

L
Parascandolo et al. (2018) explain that ran- I
argmax

domly initializing all experts before training

does not work. The expert with the best initial- Figure 4.13. The training process of the winning
ization ends up winning all of the mechanisms. ezpert and the discriminator. The discriminator
18 trained using both the suggestions of the experts
and the original MNIST digits. The winning ex-
pert is trained to improve his suggestions. The
parameters of the experts that have lost are not
formed part of the dataset. This renders them wupdated [20)].

approximately equally capable when the main

Therefore, after the random initialization step,
all experts are pre-trained on identical input-

output pairs randomly selected from the trans-

training stage begins.

Results

The experiment was ran 10 times and the
experts successfully specialized in 7 of them, with each expert learning a unique inverse trans-
formation. The results of the rest 3 experiments were good but not perfect, as an expert might
specialize in 2 distinct mechanisms while another one might not learn anything at all. The evo-
lution of scores assigned to the experts by the discriminator during the training process in one of
the seven successful runs are shown in figure 4.15. After a period of adjustment, the experts seem
to successfully specialize in a distinct transformation each.

To test the quality of the inverse transformations implemented by the experts their results were
fed to a pre-trained MNIST classifier as inputs. This classifier achieves 99% accuracy on the original
dataset. It is shown in figure 4.15 that the experts’ outputs are correctly classified once they are
fully trained. On the other hand, when the transformed images are fed to the classifier, without
having first applied the inverse transformations, it only achieves a 40% accuracy, as indicated by
the starting point of the figure 4.15.

They also tried training a single big model to learn all the transformations. This model has
over twice the combined number of parameters of all the experts but still failed to learn the
transformations. This is an excellent example of how the incorporation of prior knowledge in a
model’s architecture (chapter 2.5.2) can play a crucial role in its success.

Because of the small size and thus the simplicity of these experts, they learn invariant features
related to the corresponding transformations. They are thus able to generalize to a different dataset

of images of written characters from 50 different alphabets, called Omniglot [161] Furthermore,
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ure 4.15. The evolution of the MNIST classifier’s accuracy on the images transformed by a

mechanism and then inversely transformed by an expert during the experts’ training [20].

two

or more experts can be serially combined to implement a complex transformation as shown in

figure 4.16b.

Nu

mber of Mechanisms

An underlying assumption adopted so far is that the number of mechanisms is known. Yet, it

is generally not known a priori. Parascandolo et al. (2018) tested what happens in the case where

the mechanisms are assumed to be more than they truly are. They found that, in that case, some
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Figure 4.16. (a) The 10 experts applied to 10 Omniglot characters transformed in all possible
ways. The propositions for the original images lie across the diagonal (b) Serial use of different
experts on a set of characters [20]

experts do not specialize at all and some inverse transformations are divided between two experts,
with each one focusing on a distinct part of the transformed dataset. The solution they propose
is pruning the ones that are not used and merging the ones that learn to perform versions of the
same transformation.

If, on the other hand, fewer mechanisms are assumed to make up the underlying model than
they truly do, some experts learn more than one inverse transformation and some others are not

learned by any expert.

4.7 Conditional Computation

Before delving into the matter of conditional computation, it is useful to clarify some common
misconceptions regarding the difference between two learning approaches that involve the learning
of more than one tasks, multi-task learning and transfer learning. Transfer learning was also

discussed in chapter 3.9.2, but a more thorough analysis of the matter is needed.

When there more than one tasks that must be dealt with, 1, --- , ¢, one may choose a single-
task learning approach, i.e. to learn each task independently by training T" separate models. But
in doing this, one fails to take advantage of the similarities between these tasks and learn features
that could be used by multiple tasks. This is especially useful in cases where there is a shortage
of data related to one or more tasks, and tasks exhibit structural similarities between each other.
Moreover, single-tasks learning leads to a rapid increase in the number of parameters w.r.t. the
number of tasks and training from scratch is usually much more time consuming than using already

learned features.

Multi-task and transfer learning approaches both attempt to benefit from the commonalities

between the various tasks that are learned by the models.
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Chapter 4. Modeling System 2 with Neural Networks

4.7.1 Multi-task Learning

Multi-task learning is an approach that aims to learn a set of tasks ¢, - - - , t7 simultaneously.
This happens by imposing constraints on the relation of parameters that store knowledge related
to different tasks. These constraints remain active throughout the joint optimization of the loss
functions of the T tasks and thus affect the evolution of the parameter values.

The most common type of constraint is

called hard parameter sharing [162]. Pa-
rameter sharing has already been introduced Task A| |Task B| [Task C| Task-
f f f specific
layers

as a mechanism that implements a belief that

some variables should be processed in similar

ways (chapter 2.5.2). By applying it to solve

multiple tasks, one imposes the constraint that

parts of the models that are used to solve dif-

ferent tasks will be unified into a single neural Shared

structure. For example, one may choose to use ‘ayers

the same first layers for all tasks, which will i

act as feature extractors, and then use task-

specific neural modules on top of them. This is

depicted in figure 4.17. Figure 4.17. Ezample of hard parameter
sharing in a neural model that is trained on
three tasks simultaneously. Figure from https:

// avivnavon. github. 10/ blog/ parameter-
the parameters that are used to handle different sharing-in-deep-learning/.

Similarly, one can use a soft parameter

sharing mechanism that controls how much

tasks are allowed to differ. This option allows

for more flexible models but leads to the increase of the number of parameters and demands that
the rule controlling the way the parameters are linked is properly tuned. One could, for example,
use the euclidean distance as a metric for estimating parameter distance.

Researchers view multi-task learning as a form of inductive bias, guiding the model into se-
lecting some hypotheses and ignoring others. The aforementioned mechanisms reduce the degrees
of freedom of the model and, like the weight sharing prior, effectively mitigate the problem of
overfitting. The features that are learned by the shared parameters are bound to be more general
than they would otherwise be, as they must meet the needs of many tasks. Overfitting is also
related to the noise in the training data, as the model ends up learning the noise and not the
underlying mathematical structure. But datasets belonging to different tasks usually contain in-
dependent noise which means that the shared parameters are likely to average these task-specific

noise components out.

4.7.2 Transfer Learning

Transfer learning (Pratt et al. (1991) pratt1991direct, Pratt (1993) [163]) aims at employing
knowledge acquired from the training a set of tasks ¢1,--- ,t7_1, called source tasks to effectively
learn a new task tr, called a target task. Like in the case of multi-task learning a prerequisite for
successful transfer learning is the existence of similarities between the source and the target tasks
that leads to the learning of features that can be used by all of them. In most transfer learning
applications it is true that T = 2 and one seeks to take advantage of the data abundance of the
source tasks(s) to be able to quickly improve at the target task that is usually accompanied by a
much smaller dataset.

The main difference between multi-task and transfer learning is that, while multi-task learning

seeks to improve the model’s capabilities at performing all T' tasks, transfer learning’s only goal
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4.7.3 Freezing Layers

is to use knowledge gathered from the source tasks to enable the model to improve at the target
task, without necessarily caring if the model’s performance on the source tasks deteriorates as a
result.

In a transfer learning setting, one usually employs a model trained on the source tasks to also
learn how to perform the target task. One may choose to train a new model from scratch on the
source tasks or use an already pre-trained model (chapter 3.9). Then it is possible to further tune
the entire or part of the model to the target task (chapter 3.9.2), or use it as it is to perform the
task. Since it is possible for the source and target tasks to use a different set of labels for their
examples, randomly initialized task-specific neural structures are usually installed on top of the
pre-trained model and trained on the target task.

An example of use of the transfer learning methodology is the pre-training of Transformer-
based language models, followed by their fine-tuning on the downstream tasks, like in the case of
the BERT model, discussed in chapter 3.9.3. The use of embeddings (chapter 3.4), sparse and
pre-trained dense ones, in new tasks is another example. Furthermore, pre-trained CNN features
on large computer-vision datasets are known to be very effective at improving model performance

when data is scarce [164].

An interesting line of research involves a set of methods that selectively train parts of a neural
network faster than others. Significantly, despite their many commonalities, not all of them were

designed to serve the same purpose.

4.7.3 Freezing Layers

Layer freezing is a common approach used in transfer learning (chapter 4.7.2). Fine-tuning a
pre-trained model on a task with a big dataset usually ensures that it improves at it and performs
well on its test set. Yet, a large pre-trained model is fine-tuned on a downstream task with low
data availability, according to chapter 2.4.5, is known to overfit. Then, valuable knowledge store
in its parameters during pre-training might be lost and it the model may not be able to generalize
to the downstream task’s test set.

A method that is usually employed to prevent this is freezing the lower layers of the pre-
trained model while fine-tuning the rest. This means that gradients are not computed for the
frozen parameters, which are then not updated at all during fine-tuning but retain the values the
acquired during pre-training. The parameters of the upper layers are trained according to standard
procedure. The reason of freezing the lower layers only is because these layers are known to learn
basic features which are usually useful during for both the pre-training and the downstream tasks,
and should thus not be altered. Upper layers are known to learn task-specific features and must
therefore be retrained.

Typically, as the number of available training samples for the downstream task increases, one
is able to unfreeze more layers starting from the one closest to the output and continuing by
sequentially unfreezing layers towards the input one. The more layers are trained usually the
better the model performs on the downstream task’s training set. On the other hand, keeping
more layers frozen reduces data requirements and training time, since fewer computations need to

be performed.

4.7.4 Gating

The matter of gating was briefly discussed in chapter 2.6.6, as gates are used by LSTMs to

choose which pieces of knowledge will be granted passage to the next computational stage and

131



Chapter 4. Modeling System 2 with Neural Networks

which will not. Gates in LSTMs are single-layer NNs with sigmoid functions attached to their

outputs that perform the aforementioned decision for every dimension of a vector signal.
Srivastava et al. (2015) [165] for example, also implement gates to balance the use of residual

connections with the signals coming from the intermediate layer. Essentially, layers can be viewed

as a king of memory that is accessed whenever allowed by the corresponding gates.

4.7.5 Conditional Computation

Bengio (2013) [166] proposes conditional computation as a means to meet the computational
requirement of building extremely big models. He identifies the linear scaling of the computations
performed by a NN during inference w.r.t. the number of its parameters as one of the main
problems. By applying computation the NN learns to employ only part of its units when it
propagates forward and deactivates the rest, whose outputs are deemed to be irrelevant. A variant
of condition is employed by a famous machine learning model, decision trees [167], that perform
sequential decisions, depending on the input, concerning the subgroups in which it belongs.

Bengio (2013) [166] proposes combining sparse activations and multiplicative connections to
implement conditional computation. The sparse activation method enables only few units to
activate while the rest are deactivated, and thus are neither considered during computations (for-
ward propagation) nor are they updated (backpropagation) while they remain that way. This can
be implemented, for example, by including a L1 regularization term on the number of active units
in the loss function. Multiplicative connections act as gates; some units gate other units. If
the first set of units is sparsely activated then, through the multiplicative connections, it forces the
same pattern on the second set of units, deactivating all but a few of them.

Decision trees differ in that the choice of following a path automatically excludes the choice
of following other paths starting from the same node as well as their children. On the other
hand, activating a NN unit should not, according to Bengio (2013) [166], exclude any other from
activating too. This preserves the advantage of distributed representations held by NNs, while also
reducing the computational burden.

A problem that similar methods face is that some gating units tend to remain deactivated
during the entire training process, and thus the related resources are never utilized. In order to
produce training signals for the gating units, Bengio (2013) [166] proposes the introduction of
randomness in the activation of gates, as he believes it will force some gates that would otherwise

not be trained to have their parameters updated.

4.8 Meta-Learning

4.8.1 Motivating Meta-Learning

As Vinyals et al. (2016) [168] explains, in a machine learning problem train and test conditions
must match. It is known that the real reason of training a model is not so that it performs well
on the training set, but in order to improve its generalizing skills on the test set. Training data is
only one of the tools required to achieve this.

Therefore, instead of training models on source tasks, hoping that pre-trained models will serve
as good initialization points when one transitions to a target task, one could explicitly train the
models on the source tasks to optimize their ability to generalize to test data. Unavoidably, the
assumption that source and target tasks are sampled from a common task distribution 7 has to
be made. But, if that is the case, then it is very reasonable to expect that the models will able to
generalize to the test data of the target tasks after they are trained to do so to the test data of the

source tasks.
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4.8.2 Probabilistic View

This intuition is implemented by a learning framework called meta-learning, which essentially
means learning how to learn (Schmidhuber (1987) [169], Bengio et al. (1990) [170]). Meta-learning
methods are usually employed in low-data regimes, and the goal is to create a model that is able
to generalizing to test data even when it is given few training instances. In contrast to transfer
learning, meta-learning assumes the existence of many source tasks, each one with its own dataset
D,, = {(x%),yg)), e ,(mg"‘),y,(nTM))},m € {1,---,M}. D,, is split into a training set, Dy, +» =
(@) U)o (™ ™)), and atest set, Doy ge = {20,y he), o (@b yinnt™)).
Each task is seen as a training sample, and, since train and test conditions must match, each source
task usually comes with a training set of size approximately equal to size of the training set of the

target task(s) [21].

4.8.2 Probabilistic View

The goal of the standard supervised learning approach that has been discussed thus far is to

estimate the optimal model parameters:

9 =arg max logp(®|D) = arg max log p(D|9) + log p(9) (4.10)

which essentially is equation 2.6.
In meta-learning, one seeks to employ additional tasks with datasets Dy, = {D1, -+ ,Dpn} to

learn the model’s parameters:

9 =aryg mgxlogp(ﬁ\D,Dmt) (4.11)

What usually happens is that knowledge from D,,; is incorporated into meta-parameters ¢:

I%MWRDm%ﬂ%/pWWwwmeM¢
® (4.12)

~ logp(9|D, §) + log p(@[Dins)

In the first equality it is assumed that O is independent of D,,; given ¢, which is a natural
conclusion since all knowledge from D,,; is transferred to ¢. The second approximate equality
is a common assumption made in similar situations, where it is assumed that the mass of the
probability distribution is gathered around the optimal value, and therefore replacing with this
value results in a good approximation.

Equation 4.12 splits the problem into a meta-learning problem:
¢ = argmaxlogp(¢p|Dme) (4.13)
P

and an adaptation problem:

9 =arg max logp(9|D, ) = fo(D) (4.14)

4.8.3 Meta-Learning Process Overview

When trying to design a meta-learning algorithm, one first has to specify the form of fg. Then
one chooses how to find ¢ by transferring knowledge from D,,;. The phase of estimating ¢ is
called the meta-training phase. Every time a new task T; is presented, fg, along with D, 4., are
used to generate O; = fo(D; ). The model parameterized by 9; then produces predictions for

the features of the respective test set’s samples D; ;. The loss computed on the test set of T; is
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used to train ¢ through its contribution to the choice of ;. This process is shown in figure 4.18a.

After ¢ is estimated, the model is shown the training data of the target task, D, and outputs:

yts rqb* yts
I
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Figure 4.18. (a) Meta-learning training process. First estimate 0;, given D; 4 and @. Then, the
model, parameterized by 0;, makes predictions for the task’s test set D; 1s. The respective gradients
are used to update @. (b) Meta-learning testing process. First estimate ¥, given Dy, and ¢. Then,
the model, parameterized by @, makes predictions for the task’s test set Dy [21].

1

9 =arg max log p(0| Dy, @) = fg,(Der) (4.15)

Then it is shown D;s and uses ¥ to make its predictions. This phase is called the meta-testing
phase and is shown in figure 4.18b.

The problems of hyper-parameter optimization and architecture search are actually examples
of meta-learning problems. The hyper-parameters or the architecture play the role of the meta-
parameters, ¢, and the network weights the role of the adaptation parameters, 9. Another problem
that is considered by many to be a meta-learning problem is few-shot learning, that will be

discussed in chapter 4.8.4.

4.8.4 Few-Shot Learning

If a child is shown a grown up elephant and a baby elephant, then after seeing another animal,
like a giraffe, it is quick to recognize its babies even if it has never seen a baby giraffe before. Humans
are able to perform valid generalizations while utilizing very few examples. Neural network training
unfortunately, and especially deep learning, demands large and expensive datasets.

Few-shot learning is a learning framework that attempts to enable the training of neural
networks with very few examples. The datasets of classification problems of such nature that are
categorized as being N-way k-shot learning problems contain examples from N different classes,
and k examples are available for each class. The special case of 0-shot learning problems consists
of tasks in which the classifier is only provided with a high-level description of each class, without
being shown any training samples.

Many researchers classify few-shot learning as a meta-learning problem. Many of the recently
proposed approaches to few-shot learning make use of a variety of training tasks, handling each
task as a separate sample in the same sense tasks are used by meta-learning algorithms. In that
sense, to ensure uniform train and test conditions, the training datasets of meta-training tasks
must contain a number of examples that is comparable to the one found in the training set of the
meta-testing tasks [171].
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4.8.5 Black-Box Adaptation

But, even though few-shot learning has been described as a meta-learning problem, that does
necessarily mean that one is obliged to follow the meta-learning framework when trying to few-shot
learning. Brown et al. (2020) [22] train that a massive 175 billion parameter Transformer-based
model on a huge language modelling dataset based on [134], named GPT-3. They prove that
it can perform few-shot, one-shot and zero-shot learning without ever being fine-tuned on the
downstream tasks. Training samples are instead placed in the context window of the decoder-like
model and serve as indicators of the tasks that needs to be performed in one-shot and few-shot
problems. Typically 10-100 input/output example pairs fit inside this window. A high-level task
description is used as context in zero-shot problems.

They prove that few-shot performance improves with model size (figure 4.19). In fact, GPT-3
competes with and even outperforms many pre-trained and fine-tuned sota models and strong
baselines in several NLP problems, like QA, common-sense reasoning, reading comprehension and

on the SuperGLUE [172] dataset in the context of zero, one and few-shot learning.

Zero-shot One-shot Few;shot

175B Params

Natural Language

60 Prompt

50

40

30 No Prompt

Accuracy (%)

20

10
1.3B Params

Number of Examples in Context (K)

Figure 4.19. Performance on a simple task requiring the model to remove random symbols from
a word, both with and without a natural language task description. The steeper the curve the better
a model becomes as the number of in-context examples increases. Larger models thus make better
use of examples than smaller models. They report seeing this behaviours in a variety of tasks [22].

4.8.5 Black-Box Adaptation

There are several approaches to meta-learning. Black-box adaptation approaches use neural
networks to produce a deterministic estimate of the task-specific parameters 6; for a task T;,
@ = fo(Ditr). The used NNs must be able to handle a set of feature-label pairs as input, which
belong to D; ;. Architectures like RNNs, 1-dimensional CNNs, or self-attention networks may
thus be used. These models are parameterized by ¢, which is then updated using the error signals

produced by the predictions of a neural model gg, for the test sample of task T;, D; +s:

max) Y logge.(ylz) = max} L(fo(Dir), Diss) (4.16)
T;

Ti (z,y)~Di s

The way different tasks are actually treated as samples by meta-learning algorithms now becomes

obvious. The black-box adaptation algorithm is thus the following:
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Unfortunately, this method, as is described,
ArLcoritaMm 4.1: Black-Box Adaptation does not scale well with increasing dimensions

initialize 9 and ¢ of 9, i.e. for big models. Instead of comput-

repeat ing 9, one can alternatively choose to have f
Sample T; ~ T outputting a low dimensional vector h, that in-
Sample disjoint sets D; 1y, Dj s ~ D; corporates the statistical information present in
9i = f‘P(Di7”) D; 4. Then, O is created by a model parameter-

¢ =@ —aVyL(9y, D)

until convergence ized by the meta-learned parameters ¢ @ which

uses h as input.

4.8.6 Optimization-Based Approach

Another possible approach is to employ an optimization-based procedure for producing
the adaptation parameters ¥;. The meta-learning parameters can play the role of priors in this
process. One of the most successful ways of incorporating priors in deep learning is through the
initialization process. This is the case with pre-training and fine-tuning, for example, where prior
knowledge about natural language is distilled into the pre-trained model’s parameters that serve
as an initialization point for the fine-tuning process.

The idea of Finn et al. (2017) [23] was to to

use the meta-parameters ¢ as an initialization .
— meta-learning

to a model that is trained on the train sets of ---- learning/adaptation

the various tasks with a standard GD process §b

through which 9 is computed. They aim at Vﬁ;{
meta-learning initializations that enable mod- VL
els to generalize well even in a few-shot learn- \V/ ﬁl

ing scenario. They explain that the discovered 2
initializations increase the model’s sensitivity T b
to training so that training, even with the use 17 ¥ 9:

of few training samples provided by any task Figure 4.20. During the meta-learning process

T; ~ T, leads to an area of the parameter space  the model’s initialization which coincides with the
that corresponds to low generalization error for meta-parameters is trained. The goal is for the

that particular task. This is elegantly shown in corresponding parameter vector, @, to reach a

the figure 4.20 provided by Finn et al. (2017) ?OW mn th_e parameter space that, when ysed as an
23] initialization, enables the model to quickly learn

parameter values that ensure good generalization
Mathematically, the training the adapta- [23/.

tion parameters is denoted as:
Vi <= ¢ —aVeL(ep, D) (4.17)

Then the meta-learning problem is formulated as:
rrgn;L(tp —aVoL(®, Dit), Dis) (4.18)

since the error signals on the test set are used to produce gradients for the training of the meta-
parameters ¢. The respective algorithm, 4.2, is the same as alg. 4.1 after changing the fifth line.
This technique is called model-agnostic meta-learning (ML AML) since, because of the use of
GD, it is agnostic to the specific model architecture and thus can utilize any model that can be
trained with GD.
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It also has the useful inductive bias of computing
AvrcoriTHMm 4.2 Optimization-Based Ap- model parameters using the well tested process

proach of GD. Finn and Levine (2018) [21] found that
initialize 9 and ¢ for sufficiently deep networks, MAML can ap-
repeat proximate any function of D; 4, z:s and is there-
Sample T; ~ T fore it is equally powerful to black-box adapta-

Sample disjoint sets D; 4, D; s ~ D;
9; = @ — ainvq}L(cP7 Di,tr)
Q=9 — aoutv¢L(ﬁi7Di,t5)

until convergence

tion methods.

4.8.7 Non-Parametric Methods

All models presented in chapters 2 and 3 are parametric, meaning they have a set of parameters
that are updated during training to fit a training set. Non-parametric methods on the other
hand don’t use parameters to perform inference but rely on the actual samples of the training set.

Non-parametric methods are known to perform well in few-shot learning settings. But, in the
case of meta-learning, it is assumed that a large number of tasks is usually available, even though
the data related to each one of them might be scarce. What is needed is an approach that benefits
from the effectiveness of non-parametric methods in few-shot learning problems while also putting
the abundance of different tasks to good use.

A commonly used method is to employ parametric networks to learn during meta-training an
embedding space, in which non-parametric approaches can be applied. Vinyals et al. (2016) [168],
for example, train a NN, parameterized by 0, to create embeddings of the training data of each
task and, along with the help of an attention mechanism applied on them, use these embeddings
to classify test samples.

Snell et al. (2017) [171] compute the mean of the embeddings of all training samples, Sy,
belonging to the same class k, and use the resulting embedding as the class prototype, C, =
‘Silkl Z(N),y(i))esk fo(z@). To classify a new point they find the class prototype that is closer to
the point’s embedding, as measured by a euclidean distance metric. For 0-shot problems they

embed the high-level description of the class itself instead of samples.

4.8.8 Few-Shot Learning NLP Tasks

Bansal et al. (2020) [173] mix some of the aforementioned notions in an effort to train a model
to few-shot learn NLP tasks. LEOPARD (learning to generate softmax parameters for diverse
classification), the method they develop, is an optimization-based meta-learning approach that
attempts to solve the problem of disjoint sets of disjoint sets of labels among different tasks faced
by MAML, while retaining the ability to benefit from larger training sets.

In the core of the model is the 12-layer BERT model (chapter 3.9.3), parameterized by 9 =
{91, - ,B12}. Tt accepts input sentences as its input and produces D,,odei-dim contextual em-
beddings, X = fg(x). To enable the model to handle tasks with different numbers of classes
they use the contextual embeddings to create task-dependent weight and bias parameters for a
softmax layer. Similarly to Snell et al. (2017) [171], for a task T;, they generate distinct task-
specific parameters for each class based on the sets of available training samples that belong to it,
Cl = {z;ly; = n}, n € [N;]. For the n-th class among |C;| classes, w}" and b} are generated by:

Wb —

i Y |n‘
%

> gy(fo(x))) (4.19)

x; €CT
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where gy is a FFNN, parameterized by ¢, w?" € RP=t and b7 € R. The concatenation of all
task-specific parameters together is symbolized as W; = [w};--- ;wfvi] and b; = [b};--- ;bfvi].

Then, for a new sample x, it is true that:
py[x) = softmax(Wihe (fo (x)) + bi) (4.20)

where h,, is another FFNN parameterized by ¢. The softmax produces an output over the N;
classes of the task.

Since applying MAML to all 110m. BERT parameters may not be possible, they separate
the parameters into task-specific and task-agnostic. Task-agnostic parameters include the
parameters found at the u-th BERT layer and below it, denoted by 9<,,, as well as ¢. They are
symbolized as ¥ = O, U {¢}, where u is a hyper-parameter. These parameters are trained in a
MAML-based optimization process as they must provide a good initialization points for learning
other tasks. Task-specific parameters ©; = 9., U {¢p, W;,b;}. Task-specific parameters are
adapted separately for each task.

To benefit from bigger training sets, they sample G > 1 disjoint training subsets for each task.
The first one is used to create W; and b;. The rest are used to update the task specific parameters:

eV =0\ —a;Ep,, 1, [Ve,Li({¥,0:},D; )| (4.21)

in the inner loop. Task-agnostic parameters are updated in the outer loop. The algorithm is the
following:

ALcoriTuM 4.3: LEOPARD

Input: set of M training tasks and losses (T4, L1), ..., (Tar, Lar), model parameters ¥ = 9, ¢, a,
hyper-parameters u, G, 8 > Meta-Learn a different learning rate for each layer
Initialize 9 with pre-trained BERTY,a6¢
repeat

Sample batch of tasks
for all T; € T: do
Sample D; 4 ~ T;
G = {xjly; = n}
Wi b = e Yx,eon 90 (fo (X))
W, = [wiiswi] by = (b5 56
920) = ﬁ>u U {(97 W;, bi}
for j €{0,--- ,G -1} do
Sample Di,tr ~ Ti
O =0 —a;Ep,, 1 [Ve, Li({¥,©:}, Diy)
end for
Sample Di,val ~ Ti
9i < Ve Li({¥,0;},D; va)
end for
v:=v-5 Zz gi

until convergence

In order to stabilize training, they initialize LEOPARD from the pre-trained BERT.

Results

They evaluate on several NLP tasks, including some from the GLUE dataset. The model’s
parameters are trained on a set of training tasks and fine-tuned with & training examples per label
for a target task, which are not seen during training.

The model generally performed better than a fine-tuned BERT and a BERT trained on various
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multi-task learning tasks. It is also good at few-shot domain adaptation problems performing
better than strong baselines.

The results indicate LEOPARD’s ability to few-shot learn how to perform tasks with varying
numbers of classes. It learns better parameter initializations for few-shot learning than a version
of BERT that uses self-supervised pre-training and another one that employs pre-training followed

by multi-task learning.

4.8.9 Continual Learning

Throughout their lives, humans learn to perform a variety of tasks. These tasks are not all
presented to them simultaneously, like they are in the multi-task setting, but sequentially. To
solve a new task, they apply knowledge acquired from solving previous tasks as has already been
discussed. Yet, this does not lead to them forgetting how to perform familiar tasks. Experiments
on mice have shown that the transformation of the neural areas associated with a learned task
continue even after the learning period is ended, with the number of neurons being connected to
the task decreasing as time goes by. The storage and energy requirements needed to memorize how
to perform the task decrease as a result, but the skill itself is not forgotten. A type of task-related
synaptic consolidation occurs and certain synapses are rendered much less plastic than others,
leading to long-term knowledge storage.

It is thus reasonable to expect from an Al system that attempts to mimic or even to surpass
human-level intelligence not only to reuse old pieces of knowledge to solve new problems, but to do
so without forgetting how to solve past ones. The area of machine learning that deals with these
model attributes is called continual or life-long learning (CL) (Ring (1998) [174]. Continual
learning differs from transfer learning in three main ways. One is the number of tasks and of the
data per task that are usually available. In the case of CL models deal with many more tasks with
a much smaller number of samples per task than in transfer learning. Second, the goal of transfer
learning is to improve the performance of the model on the predetermined set of target tasks. On
the other hand, continual learning’s main goal is to structure knowledge acquired from previous
tasks in a way that it can easily used by any future task regardless of its characteristics. Finally,
in transfer learning settings, the performance of the model on source tasks is not a primary goal
of the process, and one may even not be concerned about it at all. However, when performing CL
one wants to improve at the downstream tasks but also retain good performance on previously
learned tasks.

Unfortunately, NNs’ performance on previously learned tasks is known to degrade when they
are trained on new tasks, as knowledge about previous tasks that is stored in their weights is
corrupted by the new training process. This phenomenon is known as catastrophic forgetting
(CF) (McCloskey and Cohen (1989) [175], Ratcliff (1990) [176]). To make matters even worse, is
is believed that there is a point in the sequential training of NNs on multiple different tasks after
which no more knowledge can be stored in their weights (Aljundi et al. (2019) [177]). One must
then choose between increasing the model’s size to increase its representational capacity or
accept a decline in the model’s performance on either already learned tasks or on new tasks. The
later is connected to a famous matter in the field of continual learning, the stability-plasticity
dilemma, where one has to choose between consolidating previously acquired knowledge and thus
minimizing the capacity to acquire new, or providing the model’s weights with the freedom to learn
new knowledge while accepting the risk of it forgetting what it already knows.

The desired properties of a CL model, as given by Biesialska et al. (2020) [178] are:
e knowledge retention: catastrophic forgetting does not occur when learning a new task

e forward transfer: the model effectively uses previously acquired knowledge to efficiently
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learn a new task

e backward transfer: knowledge acquired by a model when learning a new task is effectively

used to improve its performance on tasks it has already been trained on

e on-line learning: like it happens in real life, data samples should be provided one sample

at a time

e no task boundaries: humans learn how to perform tasks even when no clear definitions of
the tasks have been provided and use a variety of data sources and types to do so; so should

the models

e fixed model capacity: the storage requirements should remain constant regardless of the
number and the difficulty of tasks the model is faced with

Currently, no approach meets all of the aforementioned requirements. Most CL systems focus
on achieving knowledge retention, forward transfer and, usually, fixed model capacity. They usually
use a set of i.i.d. samples for training whose format is predetermined and doesn’t change during

the learning process.

4.8.10 Continual Learning Approaches
Rehearsal Methods

Rehearsal methods store the entire or part of the dataset of each previously seen task and
periodically retrain the model on them. Memory consolidation in the human brain is known to
employ rehearsal methods to stabilize memory acquisition (McClelland et al. (1995) [179]). Yet,
this unfortunately increases memory requirements with the number of tasks.

Pseudo-rehearsal methods don’t use actual training samples of previous tasks, but store
information related to the distribution of past tasks, which are then used to generate new samples.

An slightly different and interesting approach is proposed by Li and Hoiem (2017) [180] that
split their model parameters into parameters that are shared by all tasks, ¢, and task-specific
ones, 9;, that sit on top of the first. Every time the model is trained on a downstream task 7T;,
apart from the task-specific parameters that are related to it, ¥, the target tasks’ samples are
also used to train the task-specific neural structures related to past tasks, 9, j = {1,---,i—1}.
While 9; are trained to improve performance on T;, the other task-specific structures are trained
so that they produce the same outputs to the target task’s samples before and after the model is
trained on 7j, even though the shared parameters ¢ have changed in between. The intuition is
that, if their training is successful, then the function that each task-specific structure models does

not change much, and CF has thus not occurred.

Regularization Methods

Regularization methods introduce regularization terms that affect the plasticity of the
model’s parameters helping to prevent CF. Kirkpatrick et al. (2017) [181], for example, attempt
to benefit from the overparameterization of NNs which means that there are several sets of
model weights that lead to a good performance to a target task B. Among them, they assume,
there exists at least one 9 g, that also ensures good model performance on a source task A. They
develop elastic weight consolidation (EWC), that determines the flexibility allowed to each
parameter during training by estimating how important this parameter is for previous tasks by

using the Fisher information matrix. If a parameter is very important then it is not allowed to
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diverge far from its initial position. If it is not, then it is allowed to be freely trained as to assist
fitting the dataset of task B.

Such methods implement a notion known as selective plasticity. An extreme version of this
notion is keeping all previously learned weights frozen to avoid CF.

Instead of using a regularizer one can alternatively adjust the learning rates of parameters to

control how fast each parameter is allowed to change.

Knowledge Distillation Methods

Knowledge-distillation methods [182] attempt to reduce memory requirements by trans-
ferring the skills of a large model (teacher) to a smaller one (student).

Architectural Methods

Architectural methods are a family of techniques that attempt to prevent CF and achieve
forward transfer by employing architectural changes to the models. A common approach is trying
to explicitly or implicitly split the model into modular structures, that specialize in a subset of
tasks and are not affected when irrelevant tasks are learned. This approach will be discussed in
more detail later.

Other works, motivated by the representational capacity argument and the fact that neural
structures in the human brain are also explicitly formed to store new knowledge, attempt to
dynamically introduce new neural structures to models that have already been trained in order to
increase their capacity. Rusu et al. (2016) [183], for example, instantiate a new neural structure,
which they refer to as column, whenever a new task is presented, and freeze all previously learned
columns to avoid CF. Forward transfer is achieved by the use of lateral connections from the layers
of the frozen columns to the layers of the new one. These connections are trained along with the
new column. Even though the number of parameters increases quadratically with the number of
tasks, they show that the features that new columns learn become increasingly unimportant for
the next tasks, as the most relevant features have already been learned by the first columns. Later

works attempt to fix this problem and expand the model to new domains [184, 185].

4.8.11 Learning to Continually Learn

Beaulieu et al. (2020) [24] chose a meta-learning approach to tackle the issue of few-shot
continual learning. They note that methods that simply rely on heuristics which are hoped to
eliminate CF such as, layer and module freezing [183], optimizing Fisher criteria approximations
[181], or promoting sparse representations are inconsistent with a fundamental principle of ML, i.e.
that one should optimize for what must be achieved, and not trying to accomplish it as a byproduct
of another method. Importantly, this is an intuition that significantly contributed to the birth of
meta-learning. The objective of their meta-learning algorithm is thus to simultaneously learn new
tasks and remember previously seen ones.

Beaulieu et al. (2020) [24] are also inspired by findings of neuroscience that some neural signals
play the role of neuromodulators, enabling or disabling synaptic plasticity. This mechanism is
important for storing long-term knowledge. They hope that the use of of such a mechanism
will prevent CF in a network used to make predictions. This essentially is an application of the
conditional computation method (chapter 4.7.5) in transfer settings.

They build on another approach that employs meta-learning to avoid CF, Online Aware
Meta-Learning (OML) [186]. OML trains a CNN with a MAML-based algorithm and then
applies it to sequentially learn different classes of objects, while keeping the convolutional layers
frozen to avoid CF. Beaulieu et al. (2020) [24] propose A Neuromodulated Meta-Learning
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algorithm (ANML) that trains two models, the prediction network, parameterized by 9p,
responsible for making predictions, and a neuromodulatory (NM) NN, parameterized by © nas,
that gates the first.

They use the same input for both networks. Each one is a CNN with 3 convolutional layers,
followed by a fully-connected one. The final layer of the NM net is of the same size as the fully-
connected layer of the prediction net and gates it via element-wise multiplication. This form of
gating similar to the way sigmoid functions are used to selectively inhibit signals, chapter 2.6.6.
The model is shown in figure 4.21.

They note that their method
achieves two things simultane- Neuromodulatory network (6"™)
ously, one during backpropaga-
tion and another during the for-
ward propagation. First, by in-

hibiting irrelevant signals they ! element-wise

| multiplication

I Class=3

avoid computing gradients for

the respective neurons, and thus g.l

the respective parameters don’t

change. This effectively imple- Prediction network ( 67 )

ments a notion called selective

Figure 4.21. The prediction network is shown in red and the
neuromodulatory (NM) net in blue. Both use the image as an
input. The final layer of the NM net has the same dimensionality
with the fully-connected net of the prediction network, and each
ize in different tasks, which may of its neurons uses a sigmoid activation function responsible for
be completely different, such as gating the corresponding unit of the fully-connected layer of the
prediction net [24].

plasticity and mitigates CF.
Moreover, in a CL setting, dif-

ferent parts of the model special-

the tasks of classifying flower
specimens vs classifying human
sentiment. Having areas with different functionalities activate simultaneously leads to signal in-
terference, leading to drop in model performance on the the new task. By inhibiting signals from
irrelevant areas this is avoided. But, if some neural areas trained on past tasks are relevant their

signals may be allowed passage enabling forward transfer.

Algorithm

The tasks that are learned are character classes coming from the Omniglot dataset [161], each
with its own unique training and test set. One task is equivalent to learning one character class.

To facilitate the following discussion the inner-loop of the meta-training process, during which
the model parameters 3 are trained on a single task’s samples, will be referred to as meta-training
training. The outer loop, during which the meta-parameters ¢ are trained will be referred to as
meta-training testing. Similarly meta-testing will be divided into meta-testing training and
meta-testing-testing, during which no updates are performed.

A meta-learning algorithm that is designed to train a model in CL should, in principle, se-
quentially present to the model in every iteration training data from different tasks and perform
meta-training training. After T tasks are shown it should use test samples drawn from these tasks
to perform meta-training testing, propagating the gradients back through all of the inner loops.
Since this is computationally and storage-wise challenging Javed and White (2019) [186] proposed
an alternative which is adopted by Beaulieu et al. (2020) [24]. After the model is trained on
the training data of any character class, T;, adapting its parameters 9, it is shown samples from
the same class T; along with test samples from classes T}, which it has already been trained on

je{l,---,i—1}. These are used to update its meta-parameters ¢ on remembering them. The
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set of samples from past tasks is called a remember set and it used only for these purpose. The
resulting meta-loss is an approximation of the true one.

Beaulieu et al. (2020) [24] trains the model on 20 training examples of each classes during
meta-training training performing 20 SGD updates respectively, (chapter 2.4.4), to allow for online
learning. During meta-training testing they train the meta-parameters with the same 20 samples
of the class that was just learned along with 64 character instances randomly sampled from the
remember set.

In the inner loop, the weights pf the prediction network are adjusted to fit the most recent
class. The NM net is not trained during meta-training training, but continues to modulate the
activations of the neurons of the fully-connected layer while this is trained. On the contrary, all
weights are meta-learned during during meta-training testing in a MAML-style (chapter 4.8.6)
training process. These weights are used to initialize the model in the next loop. In total, 20,000

outer loops were used to train the model. The process is shown in algorithm 4.4.

AvcoritaMm 4.4: A Neuromodulated Meta-Learning algorithm (ANML)

Input: 7 < trajectory of T' sequential meta-training tasks
Input: Oy < weights of the NM network
Input: 9p < weights of the prediction network
Input: «, § < learning-rate hyper-parameters
Initialize Onpr, Op

for i ={1,2,---} do > meta-learning outer-loop
Straj = Tj > trajectory for inner-loop training
Srem ~ T > create remember set
for j ={1,2,--- Jk} do > meta-learning inner-loop
Gg) = ﬁgfl) — BvﬂgfnL(ﬁNM,ﬂgfl), Strag) > SGD on 9p

end for
’8}97]\7]\/[ = ’l()p)NM — avﬂp,NML('BNMy 'ﬁgf), Straja Srem) > meta—update on ﬂp)N]\/[ w.r.t.

final inner-loop model weights ﬁgf)
end for

ALcorITHM 4.5: Meta-Testing Process

Input: 7 < trajectory of T sequential meta-testing tasks
Input: Oy + meta-learned weights of the NM net
Input: Op < meta-learned weights of the prediction net
Input: [ < learning-rate hyper-parameter

Strain = H

for i ={1,2,---} do > meta-learning outer-loop
Straj ~ Tj > next meta-testing task
Strain = Strain + Straj > add to meta-testing task set
for j ={1,2,--- ,k} do > meta-learning inner-loop

Op =O9p — BV, L(ONr,Op, Straj) > SGD on 9p

end for

end for

record L(®nar, O p, Straj) > evaluate final O p on meta-test train set

Stest ~ T — Strain > get meta-testing test set

record L(Onar, O p, Stest) > evaluate final O p on meta-test test set

During meta-testing, the model’s convolutional layer and the NM network are kept frozen. The
parameters in the final of the prediction model that correspond to the meta-testing classes which

are randomly initialized. The model is sequentially trained on Omniglot character classes, i.e. the
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model is trained on 15 training samples of a class it is immediately trained on 15 examples of the
new class without re-initializing the recently trained weights. Beaulieu et al. (2020) meta-test
the model on up to 600 classes in the aforementioned manner. Therefore, after 15 x 600 = 9000
gradient updates the net’s weights are 9y and 8 p,9900-

The model is evaluated on two-tasks, i.e. on whether it remembers the meta-testing training
set of 9000 samples, and on whether it can generalize to an unobserved test set consisting of 5
new examples examples for each of the meta-testing classes. The meta-testing process is shown in

algorithm 4.5.
Results

The model’s performance is shown in the figure 4.22. The comparing baselines are:

e a randomly initialized net that is then trained on the meta-testing training set data alone,

which are presented in an i.i.d. fashion

e a NN pre-trained on the meta-training dataset (includes both meta-training training and
meta-training testing image sets shown in an ii.d. fashion) and then fine-tuned on the

meta-testing training set (i.i.d. training)

e OML, that has two fully-connected layers on top, which are fine-tuned during meta-testing

while its convolutional layers are kept frozen
e OML-OLFT where only the last of the fully-connected layers is trained during meta-testing

e an interleaved training technique that meta-trains the model the same way as ANML is meta-
trained but provides the meta-testing data in a i.i.d. manner, sampling from all meta-testing
classes simultaneously. Therefore CF is avoided and the corresponding model is considered
to be an upper bound for the ANML method

—-______—___________1______ 10

Treatment Treatment

—— ANML L 96— anmL
oML @ oML
— OML-OLFT o —— OML-OLFT
— Scratch £ o I Scratch
—— Pretrained : —— Pretrained
0.2
0.0 ¥
] 100 200 300 400 500 600 0 100 200 300 400 500

Number of Classes Seen Number of Classes Seen

(a) Meta-Training (b) Meta-Testing

Figure 4.22. (a) Accuracy in the task of classification of the meta-testing training images, on
which the models have already been trained, for a various number of classes (b) Accuracy in the
task of classification of the meta-testing testing images, on which the models have not been trained,
for a various number of classes [24].

ANML clearly outperforms all other techniques both in terms of remembering the training
set and in terms of generalizing to unseen instances of its classes. Specifically it only performs

10% worse than the interleaved training technique (not shown in the figures). This difference
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is attributed to effect of CF alone and thus the model seems to successfully deal with this issue.
Interestingly, the curves corresponding to the ANML and OML-OLFT models have the same slopes
along the x-axis, indicating that weight-freezing is significantly contributing in avoiding CF.
ANML and the baselines are only trained once on every sample to preserve the online character
of the task. By increasing the number of times the model is trained on every meta-testing training
sample and using i.i.d. data for meta-testing training the ANML technique reaches an accuracy
level of 75.37%, higher than all other models. Moreover, even though 53% of the neurons of the
final layer of the prediction model are on average active before neuromodulation is applied, only
5.9% remain active after the multiplication is performed, as shown in figure 4.23. They contend
that this means that sparseness naturally arises without explicitly optimizing for it. Nevertheless,
all neurons are used at least once during meta-test training indicating that the available resources

are put to good use.

Image 1 Mean Activation

Pre-NM
Activation |8

NM -
Gating [
Signal gk

Post-NM
Activation

Figure 4.23. Activations of the final layer of the prediction met shown for three random images
of the meta-testing test set before (upper row) and after (bottom row) neuromodulation is applied.
The gating signal that is applied in each case is shown in the middle row [24].

Using the NM net’s activations Beaulieu et al. (2020) trained a classifier that scored an accuracy
score of 70.9% on the meta-testing test set.

Importantly, as shown in figure 4.24, performance drops as parts of the net that were frozen are
trained during meta-test training. Similarly OML-OLFT performs better than OML in the case
of many meta-testing classes (figure 4.22). These results are crucial because, if the model is called
to learned transfer distributions that are much different from the ones it was trained on, some of
the learned features will unavoidably become useless. A larger part of the network will then have
to be fine-tuned.

4.9 Inductive Biases for Deep Learning of Higher-Level Cog-

nition
4.9.1 Inspirations From Cognitive Science

Goyal and Bengio (2020) [51] seek to bridge gap between the capabilities of modern neural
networks and human intelligence. Their proposals are based on findings of cognitive neuroscience,
and especially on research performed on the ability of humans to use, mostly verbalizable, high-level
variables and to generalize in few-shot, out-of-distribution settings by combining existing pieces of
knowledge.
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A source of inspiration is the mental
separation of cognitive processes into Sys-
tem 1 and System 2, which is employed
by Kahneman in Thinking Fast and Slow
[50], as was discussed in chapter 4.2. They
associate System 2 with the conscious ma-
nipulation of high-level concepts and Sys-
tem 1 with automatic handling of low-level
The slow and deliberate

functioning of System 2 is believed to be in

sensory input.

charge of handling problem distributions
that a human might have never observed
before, i.e. out-of-distribution (OOD)
generalization. Pieces of knowledge that
are deemed to be relevant to a certain sit-
uation are brought to memory as a result
of System 1 processes and System 2 is re-
sponsible for combining them, possibly in
novel ways, while quickly learning pieces

of knowledge that are missing.

Treatment
= ANML
OML
—— ANML-FT:PLN
—— ANML-FT:PLN+NM_out
ANML-Unlimited
OML-FT:PLN+RLN_final
OML-Unlimited

0.8

Accuracy
o
o

o
B

0.2
0.0
o 100 200 300 400 500 600

Number of Classes Seen

Figure 4.24. Accuracy on the meta-testing test set
for a wvariety of different versions of the ANML and
OML models. Unlimited means that the entire net is
trained during meta-testing training. ANML-FT:PLN
is the result of training the prediction network, while
keeping the parameters of the NM net frozen. ANML-
FT:PLN+NM _out additional trains the final layer of
the NM net. OML-FT:PLN+RLN _final trains the 2
fully connects layers of the OML model and the first
convolutional one [24].

In addition to that, according to the
Global Workspace Theory (GWT [44, 45], chapter 4.5), the brain consists of specialized agents that
communicate through a single channel. Each agent can access the channel to transmit information
signals to the rest but, only if a criterion judging the information’s relevance and importance is
met, does the channel broadcast the signals. Baars (1993) [44] supports the idea that after the
channel’s decision to broadcast the signal humans become conscious of this piece of information
and System’s 2 processes are applicable. The channel thus plays the role of a bottleneck, i.e. only
allows a few agents to simultaneously broadcast signals through the channel. Goyal and Bengio
(2020) [51] note that there is a connection between this property of the GWT model and the
threshold in the number of concepts a human is able to simultaneously manipulate. This shows
the importance of the human ability to create and manipulate high-level concepts to the OOD
generalization process, as it enables humans to compress big pieces of information into abstract
notions that are represented by only a few variables.

Goyal and Bengio (2020) [51] connect the ability of modern neural nets to automatically (in-
stinctively) recognize and come into conclusions about familiar patterns to the automatic way in
which System 1 functions. Therefore, they suggest that machine learning models must improve in
performing System’s 2 functions in order to achieve human-level intelligence. More specifically, a
fundamental capability that neural methods do not yet possess, they note, is the ability to gener-
alize in OOD settings, in cases where no strong supervision is provided, i.e. few samples are given
and not all of them may be labeled. They are also unable to create hierarchies of representations,

with abstract high-level features, usually related to language, sitting on top.

4.9.2 Current Use of Inductive Biases

Goyal and Bengio (2022) [51] suggest that deep learning has succeeded in part thanks to a set
of preferences or priors, which they call inductive biases, and have been incorporated into the
training processes and the architecture of NNs. This is directly connected to the recurring matter
of priors in this thesis (chapter 2.5.2). Convolutional networks have been suggested to implement

the prior belief of group equivariance, mainly over space (chapter 2.5.2). The soft-attention mech-
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anism has also been explained to implement the notion of equivariance over permutations (chapter
3.7). Finally, weight sharing in RNNs, stems from the assumption of equivariance over time (chap-
ter 2.6). Goyal and Bengio (2020) consider the even more fundamental subjects of distributed
representations and deep architectures to implement the beliefs that inputs should be mapped to
patterns of features and that complicated functions should result from a composition of simpler
ones respectively. All of the above are example of translating preferences into neural architectures.

One can also think of inductive biases as implicit data injections, since they guide the model
into preferring some hypotheses over others, essentially playing the role of additional data. This
is proven by the fact that biases play an increasingly significant role in scarce data regimes, and
become less important when data is abundant. MAP, presented in chapter 2.3.4, is such an
example, where the importance of the prior belief over parameters, p(9), decreases as the number
of available examples, NV, becomes larger. In fact, not all biases are equivalently strong, and some
even correspond to exponentially bigger amounts of data injections than others.

Goyal and Bengio (2020) [51] suggest that more biases must be incorporated into deep learning
techniques for them to reach human-level intelligence, and that simply increasing model sizes and
the quantity of the training data will not suffice.

4.9.3 Requirement for New Training Settings

A way to introduce inductive biases is through the training process. Goyal and Bengio (2022)
[51] contend that modern training methods only promote in-distribution generalization, i.e.
generalization to unseen samples coming from the same distribution with the ones used for training,
and that presenting samples in an i.i.d. fashion is not representative of real-world scenarios, where
there might exist temporal dependencies between the different training samples.

They thus propose the use of new training and testing settings, where distributions will be non-
stationary and statistical dependencies between training data will exist. Under such conditions one
is forced to find the relation relation between distributions of tasks used to train the model and
also of tasks the model might encounter later in its lifetime, i.e. separate the stationary properties
of the training environment that don’t vary as new tasks are introduced from the non-stationary
ones that do change.

In fact, in order to achieve the above, they promote the use of transfer learning (chapter 4.7.2),
meta-learning (chapter 4.8) and continual learning (chapter 4.8.9) settings that study sequential

training on more than one different tasks under different scenarios.

4.9.4 Creating A Framework to Study System 2

Goyal and Bengio (2022) [51] adopt ideas from studies on compositionality in order to address
the problem of explaining how humans combine reusable pieces of knowledge. Compositionality
is a notion well known in the field of linguistics (Lake and Baroni (2017) [187], Bahdanau et
al. (2018) [188]) as it is an inherent characteristic of language, i.e. the meaning of a new term
can be derived from a composition of the meaning of the its comprising terms. Taken to the
field of cognitive science, it is related to the process of mentally combining knowledge pieces to
address a new task. This process is also called systematic generalization, and is enables humans
to successfully conduct inference in tasks that could never have come up during training, such as
feeling empathetic towards a protagonist of a science-fiction novel the reader has never read before.

In their effort to come up with a mathematical framework that can be used to study the distinct
pieces of knowledge individually as well as the various ways in which they can be combined by
the human mind to handle novel conditions, Goyal and Bengio (2022) [51] turn to the field of

causality (chapter 4.6). They contend that humans maintain a causal model of the world in their
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heads. In causal terminology, this assumption means that the pieces of knowledge stored in the
human brain can be represented by mechanisms, and the high-level concepts by causal variables.
Non-stationarity caused by the appearance of new tasks are modelled by interventions. Note that
this is different from the argument that real-world mechanisms can be modeled by SCMs, discussed
in chapter 4.6.1. The assumption presented here is that humans model the world using a causal

framework in order to successfully perform the various tasks they have to.

4.9.5 Proposing Biases

Taking into consideration the thoughts presented above, e.g. the two thinking modes, GWT,
systematic generalization through compositionality and causality etc, Goyal and Bengio (2022) [51]

propose a set of inductive biases, some of which are listed below.

High-Level Variables are Verbalizable and can be Linked to Low-Level Ones

The high-level variables that are used in conscious processing are largely verbalizable, or, to be
more precise, there is a lossy summary map from these variables to natural language expressions.
This assumption effectively constrains the search space for these high-level variables. Variables
found lower in the hierarchy as well as the respective neural structures can be represented by
modern deep learning models that successfully perform functions similar to System 1’s, as discussed
in chapter 4.9.1.

To link different levels of the hierarchy, Goyal and Bengio (2022) [51] propose an encoder-
decoder-type system (chapter 2.6.5), that may for example read low-level input instances and out
higher-level ones. Data for the training of such a system can be obtained by recording the relation

between low and high-level variables, as well as its evolution as time progresses.

High-Level Variables are Causal

High-level variables and the relations between them can admit causal factorization, i.e. the
variables and the mechanisms connecting them are causal, and changes in these relations are
results of interventions.

Based on the work of Daniusis et al. (2010) [157], Peters et al. (2018) [19], these mechanisms
are independent and knowledge about them is modular. This means that knowledge about one of

them is not informative about any other.

Changes in Distributions are Sparse

Changes in the distribution that result from interventions can be described with a few words.
The above, along with the argument that high-level variables are verbalizable, mean that only a few
mechanisms need to adapt to account for a change. The parameters of the rest of the mechanisms

can be initialized with their old values, as discussed in chapter 4.6.6.

Learning Fast and Slow

Since some properties of the distributions of the various tasks are stationary while others may
vary from task to task, the mental system people use to model the world must exhibit similar
characteristics. It is true that, as one practices a skill, it progressively migrates from System 2 to
System 1, where it consolidates and gains permanent traits.

When trying to build an agent, one should then aspire to have parameters adapting with various
learning speeds to the perceived changes. Goyal and Bengio (2022) [51] contend that most weights

must be slow to change, enabling the fewer fast weights to be trained fast and efficiently. In
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fact, they suggest that models describing relationships between low and high-level variables should
change as little as possible, because they mostly correspond to to concepts that do not consist
of familiar simpler ones. Humans are known to take longer to learn such concepts. Mechanisms
linking high-level causal variables, on the other hand, should be faster to train, since they represent
non-stationary attributes of the world that are handled by humans by systematically composing

reusable pieces of knowledge.

Representing High-Level Relationships With A Sparse Factor Graph

One then needs an architecture consisting of components that can be easily manipulated and
compositionally arranged. Goyal and Bengio (2022) [51] take into consideration the limited capa-
bility of the consciousness to broadcast signals simultaneously, according to GWT. They therefore
propose to represent the joint distribution of high-level concepts by a sparse factor graph. The
causal concepts are represented by nodes, and the mechanisms describing the relationships be-
tween them are represented by directed edges, emanating from the nodes representing causes.

But, importantly, each the causes used as inputs to a mechanism should not be many.

Use of Generic Rules as Mechanisms

They also propose the use of "generic factors" or "schemas", that interact with causal variables
in a way similar to the relation between logic rules and quantifiers, e.g. X may represent a
human being and can be bound to a human name such as "Nick". Providing the model with
such flexibility allows the organization of knowledge in a way that enables each mechanism to be
completely independent of the others, with its own set of parameters. Every time a mechanism is
instantiated, the properties of the objects that can be used as its inputs and outputs are defined,
and every time it is used, the values of these abstract variables are specified according to the
demands of the task at hand.

4.10 A Meta-Transfer Objective for Learning to Disentangle

Causal Mechanisms

Bengio et al. (2020) [25] focus on the problem of learning causal models from unknown inter-

ventions.

4.10.1 Correct Causal Models are Faster to Adapt

They use the key assumption that changes in distributions are sparse, i.e. interventions resulting
to changes in distributions only affect a few of the underlying mechanisms (chapter 4.9.5). They
then contend that a correctly trained causal model is faster to adapt to the changes because fewer
mechanisms will have to be retrained. In fact, they prove that expected gradient over the transfer
distribution of the related log-likelihood w.r.t. to the parameters of the mechanisms/modules that
have not changed because of interventions and have been correctly learned during training is zero.
Therefore, only the parameters of the modules modelling changed mechanisms will have to be
adapted to the transfer distribution, leading to a faster adaptation for the correct causal model.

They show this experimentally by assuming a simple model of two causal variables A and B,

whose distributions and relation are unknown. A and B are only known to receive K discrete
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values each. The possible factorizations are:

Puy5(A, B) = Pay5(A)Pa,5(B|A) (4.22a)
Pp_y (A, B) = Pg_,A(B)Pp_4(A|B) (4.22b)

each one corresponding to a different causal model (chapter 4.6.5). They set the correct causal
model to be A — B.

They use four FFNNs to model the four distributions, with parameters 9 45, 94,9p/4,95,
where 9 4 p and 9|4 model the K 2 possible value combinations of A and B. As suggested by
chapter 4.6.2, there models are indistinguishable when only observational data are available.

After learning the four modules they change the distribution of P(A), keeping P(BJ|A) fixed.
This induces a change in both Pg_, 4(B) and in Pg_, 4(A|B), but not in Ps_,5(B|A). According
to the aforementioned proposition, when the correct causal model A — B is used, only O(K)
parameters of the FENN modeling P4, 5(A) have to be relearned, whereas, when the anti-causal
model B — A is used the computational complexity of the training is increased to O(K?), which
essentially corresponds to the entire model being retrained. This is shown in figure 4.25, where the

causal model requires much fewer samples to adapt to the change.
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Figure 4.25. Log-likelihood of the transfer data computing using the causal A — B and the anti-
causal B — A models w.r.t. the number of examples from the transfer distribution shown to them.
The causal models is shown to adapt much faster than the anti-causal one [25].

4.10.2 Using Adaptation Speed as a Meta-Learning Objective

They then attempt to use this difference in adaptation speeds to learn the causal graph from
interventional data. More specifically, they propose using adaptation speed as a meta-learning
signal to train meta-parameters, with each meta-parameter corresponding to an edge between two
causal variables. Each meta-parameter expressed the belief about the direction of the respective
edge, i.e. indicating which variable is a cause and which is the effect.

They experiment with the two variable case, they define a structural meta-parameter v and set
P(A — B) = o(v). Therefore P(B — A) =1 — o(v). They then define the meta-loss (regret) as:

R = —log(o(v)Lasp+(1—0(v))Lp-a) (4.23)
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where L4, Lp_, 4 the online likelihoods of both models respectively on the transfer data Ds:

Np,
La,p= H Pa_,p(ag,b;0:) (4.24a)

t=1
]\ZD2

Lpa= [ Po-alar,b;0;) (4.24b)

t=1

and {(a¢, bt)} vy, the set of transfer examples for a given training episode. 0; represents the model’s
parameters at t and Py, oqe1(a, b; 0) is the likelihood of the sample (a,b) under the respective model.

The meta-training signal is R \ 9y and it is used to update v with an SGD update every time
an episode (inner-loop) of Np, transfer examples is completed. The intuition is that during the
inner loop the correct model will have adapted to the transfer data better than the incorrect one.
As a result the corresponding loss function L,,,qe; Will be larger and v will take a step towards
the respective direction during the outer loop. They prove that SGD indeed converges to the true
causal model, i.e. o(y) = 11if Ep,[logs_,5] > Ep,[logz_, 4] and o(y) = 0 otherwise. They also

prove it experimentally as shown in figure 4.26. The same is shown for continuous multi-modal

variables.
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Figure 4.26. The evolution of o(vy) during meta-learning, where A — B is the correct causal
model [25].

Interestingly, the smaller the adaptation task in terms of training data, the stronger meta-
learning signal since, given enough data, both models converge to an acceptable solution, and
thus distinguishing them becomes difficult. This advocates the use of meta-learning as a training

framework to discover causal structures.

4.10.3 Disentangling Causal Variables

Bengio et al. (2020) [25] then turn to the important problem of discovering causal variables
from sensory input. Their assumption regarding a sparseness of interventions is only applicable in
causal structures but, usually, data is provided in the form of low-level sensory input. The problem
of discovering causal variables is closely connected to the one of disentangling factors of variation
(Bengio et al. (2012) [189], Mathieu et al. (2016) [190]).

They consider the simple case of an input consisting of two variables, X and Y, which are

related to two causal variables A and B via a decoder. The decoder is known to implement a
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rotation with parameter\angle of rotation 6p, whose value is unknown:

X
Y

A

= R(0p) B

(4.25)

They use an encoder to translate from the input space of "low-level variables" to the space of
"higher-level" ones:

U
\%4

X

= R(0p) v

(4.26)

They treat g as an additional meta-parameter and meta-learn it alongside -y, i.e. during the
outer-loop both v and 0 are updates with SGD. They verify experimentally that the correct
causal variables and structure are learned (figure 4.27).

The intuition here is that the correct causal model ensures the fastest adaptation. Thus, by

optimizing for adaptation speed the causal model naturally comes up.
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Figure 4.27. Both the blue and the orange line indicate valid solutions. After a short period of
adaptation the first solution is found [25].

4.11 Recurrent Independent Mechanisms

Goyal et al. (2019) [2], inspired by the notion of independent causal mechanisms describing
relations between real-world causal variables, extend the independence assumption to dynamic
systems, which they believe to consist from simpler and independent dynamic processes. Even
though they are independent, these processes are assumed to sparsely interact with each other.
Goyal et al. (2019) [2] view these interactions as the source of the complexity of dynamic systems.

Humans are only able to focus on a limited number of tasks simultaneously. Goyal et al. (2019)
[2] therefore make the additional assumption that, at a given moment, humans monitor a subset
of the ongoing dynamic processes, which seem to be most interesting at that particular moment.
Therefore, an agent trying to mimic a human must exhibit similar behaviour. They contend
that implementing this bias will result to faster adaptation to non-stationarities, as only actively
observed processes will have their parameters updated. This is similar to the argument presented in
Bengio et al. (2020) [25] (chapter 4.10.1). They also suggest that it will reduce interference among

processes during forward propagation, as only active and thus informative processes will be able
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to communicate their pieces of knowledge along the "bottleneck". A similar idea was presented by
Beaulieu et al. (2020) [24] (chapter 4.8.11). They test their model in OOD generalization using

various tasks to prove the validity of their assumptions and the effectiveness of their model.

4.11.1 The Model

Goyal et al. (2019) [2] propose Recurrent Independent Mechanisms (RIMs), a recurrent
model that implements the inductive biases of independent processes, sparse activations and sparse
interactions in an attempt to discover these processes during training and achieve faster and better
adaptation in OOD settings. A RIMs model consist of K recurrent modules, each one with its own

parameters to allow for module independence (figure 4.28).

Selective Activation with Competition

In order to implement the inductive bias of sparse activations, they try to establish a form of
competition among the RIMs, similarly to the work of Parascandolo et al. (2017) [20] (chapter
4.6.7). According to the Biased Competition Theory (Desimone and Duncan (1995) [191]),
brain systems related to vision compete for brain resources. Basal ganglia (chapter 4.3.2) have
been also found to be responsible for choosing which neural signals to inhibit and which to grant
access to the next computational stage. Parascandolo et al. (2017) [20] notes that competition
leads to specialization of the competing modules, which is in accordance with the effort of Goyal
et al. (2019) [2] to discover individual dynamic processes through a competition process.

Nevertheless, in contrast to Parascandolo et al. (2017) [20], Goyal et al. (2019) [2] use attention
mechanisms to create competition among the RIMs. The input at time step t, I;, is considered
to be a matrix consisting of row vectors representing a set of objects. A row vector of zeros
is concatenated to the matrix creating X; = () ® I;. For each one of the objects a key vector,
K = XW¥*, encoding it properties, and a value vector, V = XW?", encoding the contained
information, are computed. For each RIM k, a query vector (or many, in the case of multi-head
attention), Q; = hy ;W{, is generated, where hy j is its hidden state at time ¢. Soft-attention is
used to compute the input for each RIM:

A ) = softmax( )XW, ke {l,---  kr} (4.27)

Each RIM k is thus given the freedom to select its own input, depending on its interests at the
time, as these are defined by hy ; and W}. Competition is then established by deciding to activate
only k4 of the kp available RIMs, based on the attention weight each one’s input mechanism
has assigned to the zero vector, ). The intuition behind this metric is that RIMs that are most
interested to the input are hypothesized to assign a larger attention weight to its elements and
thus a smaller one on @, and these RIMs are the ones one must activate. In the case of multi-head
attention, the average of the attention weights assigned to () by each attention head of the input
mechanism of a certain RIM is used to rank the corresponding RIM. The set of active RIMs is
denoted as S;.

Goyal et al. (2019) [2] also employ competition among the RIMs when the various spatial
positions of a spatially structured input. Again, ks out of kr RIMs are activated for each spatial
position depending on the attention each RIM has paid to it.

The hidden states of the inactive RIMs are not updated:

hep1 =hyy, VE € S, (4.28)
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Yet gradients do flow through them. The hidden states of the active RIMs are updated according
to the equations of the respective recurrent model:

flt’k = Dk(ht,kyAin,kfﬁk), Vk € St (4.29)

Sparse Interactions

The active RIMs are also able to interact with other RIMs, by reading information from their
hidden states. This inductive bias is implemented by another attention mechanism:

Qt,ng:: "
ht+1,k = softmax(—)Vt,: + ht7k, Vk € St (430)

key
where a residual connection is used to assuage the vanishing gradients problem. The queries, keys
and values for each RIM are computed using its hidden state along with weight matrices defined
for this purpose:

Qi = Wzﬁt,k, vk € Sy (4.31a)
K, = Wihy s, Vk (4.31D)
Vik = Wyhyy, Vk (4.31c)

Sparsity of interactions is imposed by allowing each RIM k&, k € S;, to consider information coming
from a subset of RIMs to which most attention has been paid by k.
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Figure 4.28. Overview of a model with 4 RIMs. The mechanisms attend to the input elements
and the ones that pay most attention to them are activated (right). The active mechanisms (with
blue) follow their default dynamics and sparsely (continuous vs dashed lines) interact with the other

ones (left) [2].

4.11.2 Experiments

Goyal et al. (2019) conduct several experiments to test whether RIMs are able to generalize
successfully under OOD conditions.
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Temporal Patterns

They first test their ability to gen-

eralize over varying temporal patterns. Copying Train(50) | Test(200)

. . kr  ka  Psize CE CE

They employ a copying task that in-
. 6 4 600 0.00 0.00

volves showing the model a short se-
6 3 600 0.00 0.00
quence of characters, followed by a 50 RIMs 6 9 600 0.00 0.00
consecutive blank inputs. The model 5 2 500 0.00 0.00
is then asked to output the sequence it LSTM - - 300 0.00 4.32
read in the beginning. A RIMs model S - 600 0.00 3.56
with 6 RIMs and 100 neural units per NTM - - - 0.00 2.54
RIM is compared to an LSTM model RMC - - - 0.00 0.13
with 600 units. The results are sum- Transformers - - - 0.00 0.54

marized in table 4.1. While all mod-

els succeed in in-distribution general- Table 4.1. Cross-entropy loss of various versions of the

RIMs model on training and test sets of the copying task.
The performance of two LSTMs, a neural Turing machine
[84], a relational memory core [26] and a transformer
model are also recorded.

ization, only RIMs are able to general-
ize to the case in which the number of
blank inputs is increased to 200 time
steps.

They also train the same models on a sequential MNIST resolution task, where the goal
is to classify MNIST digits that are provided as sequences of pixels to the model. The models are
then asked to generalize to images of different resolutions (16 x 16,19 x 19,24 x 24) than those
observed during training (14 x 14). It is expected from the RIMs model to have a subset of RIMs
specializing in pixels that are not part of the digit and a different subset specializing in pixels that
are part of them. RIMs are shown in generalize better to images of higher resolutions (table 4.1)
as they keep RIMs that store pixel-related information inactive while pixels that not contain digits

are being processed.

Sequential MNIST 16 x 16 | 19 x 19 | 24 x 24
kr  ka hgize | Accuracy | Accuracy | Accuracy
6 6 600 85.5 56.2 30.9
RIMs 6 5 600 88.3 43.1 22.1
6 4 600 90.0 73.4 38.1
- - 300 86.8 42.3 25.2
LSTMs - 600 84.5 52.2 21.9
EntNet - - - 89.2 52.4 23.5
RMC - - - 89.58 54.23 27.75
DNC - - - 87.2 44.1 19.8
Transformers - - - 91.2 51.6 22.9

Table 4.1. Cross-entropy loss of various versions of the RIMs model on training and test sets of
the sequential MNIST task. The performance of two LSTMs, a recurrent entity network [35], a
relational memory core [26], a NN with a dynamic external memory [36] and a transformer model
are also recorded.

The ablation studies reveal the important contribution of the selective activation and sparse
interaction biases to the OOD generalization abilities of RIMs.
Bouncing Balls

The model is also tested OOD generalization in the object detection task called Bouncing

Balls Experiment (BBE). BBE simulates the movement and interaction of balls of various sizes
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and weights that follow Newtonian physics.
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Figure 4.29. Predictions for two different trajectories (up and down) of three balls in an envi-
ronment where a curtain is applied. On the left the side of the figure the predictions of the model
when the true frames are used as input are shown. On the right side (rollout) the model uses its
previous output as input [2].

Trained on 4 Objects Trained on 6-8 Objects

4 Objects Tested on 6-8 Objects Tested on 4 Objects Curtain

LSTM 512
LSTM 250

RIM

Ground truth

== = =—TRollout

Figure 4.30. The first 15 frames of the actual ball movements are used as input to the models.
Then the models enter an auto-regressive mode, using their past outputs as inputs (rollout). The
RIMs model’s cross entropy error on the balls’ positions is much lower than the LSTMs’ one,
indicating the model’s ability to generalize both under in-distribution and OOD settings [2].

The models are trained in a teacher-

forcing manner (chapter 2.6.2) to predict

the next ball position for each ball, and Ho

are then tested on OOD generalization on 0.95

ball environments with different numbers a90

of interacting balls than those that were £

used during training (6-8 vs 4, 4 vs 6-8) f 08

and on predicting the movement of balls “ pgo Training Distr

in cases where part of the input image is 075 x :;I:?:

not available to the model (curtain), e.g. e ISTM

the model may not be visible for a while 0.70 RIMS

and appear again after a number of steps, 1 2 3 4 5
as depicted in figure 4.29. As shown in Number of Bouncing Balls

figures 4.30 and 4.31 the model general-
Figure 4.31. OOD generalization capability as indi-

cated by the F1 score, compared to LSTM and RMC

[26] on another partial observation video prediction

task. All models were trained on a three-ball setting.

156 TTO is the time travelling oracle that has access to
the real dynamics and does not simulate them like the
other models (upper bound) [2].

izes much better than the other baselines

under such circumstances.



Normalized Improvement

4.12 Neural Interpreters

Reinforcement Learning Problems: Atari

Goyal et al. (2019) [2] test RIMs on RL problems, which they consider a natural fit to RIMs,
since, as the agent learns it naturally finds itself in states it has never seen before. They train an
RL agent implemented by a model consisting of 6 RIMs (k4 = 4 — 5) on Atari games and record
its scores. They report improved results over an LSTM baseline (figure 4.32). They also attempt
to pre-train their model on 3 source tasks and transfer learn the knowledge to 12 random tasks,
hitting a record of 9/12 positive transfer examples using RIMs. The use of LSTMs on the other

hand only leads to positive transfer in 3 out of the 12 games.
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Figure 4.32. Relative score improvement over an LSTM based model across all Atari games
averaged over 3 trials per game [2].

4.12 Neural Interpreters

Rahaman et al. (2021) [27] focus on the problem of enabling NNs to reuse modules wherever
and whenever they deem necessary. They note that modern NNs lack flexibility when it comes to
reusing knowledge in different computational stages. For example, convolutional kernels in CNNs
and weights of RNNs are only reused laterally and vertically respectively. They thus propose
a new architecture, Neural Interpreters (NIs), which, they contend, can flexibly reuse and
combine individual pieces of knowledge. Both the computational units and the neural structures
responsible for routing information through the computational units are learned from standard

supervised learning.

4.12.1 The Model

Neural Interpreters accept as inputs sets of vectors {x;};, x; € RPin  and output sets of vectors
{y.}i, y; € RPout of the same cardinality, just like BERT (chapter 3.9.3). Their composing layers
are called scripts (figure 4.33):

{yj}j = NI({x;}:) = [Scripty,_o---o (Ls times) o --- o Script,|({x;}) (4.32)

The parameters of two different scripts are distinct. Next, the composing parts of each script

will be discussed:
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Figure 4.33. The overview of the a neural interpreter along with its inputs and outputs are
shown in the leftmost figure. The CLS tokens are indicated in blue and a linear classification head
is attached on top of the output corresponding to each one. In the center left the constituting scripts
are shown. Fach one of the three scripts uses a separate set of parameters. In the center-right the
inner workings of a script are shown. It entails two function iterations and three functions. All
parameters are shared between function iterations, but rerouting is performed before each one. In
the the rightmost figure the consisting LOCs are shown, conditioned on the third function’s code
vector (pink). The two other computational streams, for the green and blow function, run in parallel
with the first one and are shown on the back. The routing of the input elements is common for all
LOCs of the same function iteration that are conditioned on the same vector. The three rightmost
input elements are the only ones that are allowed access to the pink function as shown in the figure.
Residual connections do exists but are not shown [27].

Functions

Functions are the computational units of each script, consisting of two vectors, s, and c,,, i.e.
fu = (su,cy), w € {1,--- ,Ns}. s, is the signature of the function, meaning that it encodes its
properties and acts as an interface. c, is the code vector, it encodes its instructions regarding

the computations that it performs.

Type Matching and Inference

The type matching mechanism controls the routing of each input vector through the functions
of the corresponding script. It first uses an FFNN to map an input vector x; to another vector t;,
t; = TypeMatching(x;), which encodes its properties \ type. Using the cosine similarity between t;
and each of the functions’ signatures s,,, u € {1,---, Ny}, it determines the compatibility between

X; and each one of the functions:

dr(su,ti) =1 —suty, sy, ts €T (4.33)

A hyper-parameter 7, which is called a truncation parameter, is compared to dr and allows
access to f,, only to elements for which dr(s,,t;) < 7. A compatibility matrix is computed for the

ones that are granted access to f, as follows:

Cui ~ dr(su,ti)
g

Cuvi=—== Cui = exp|—
€+Zu Cm p[

|, if dp(sy,ts), else O (4.34)

where € is a small positive number that is added for numerical stability purposes, and o is a learnable
parameter. Cy; is used in the routing process performed by the soft-attention mechanism that will
be discussed later.
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ModLin and ModMLP

Rahaman et al. (2021) [27] refer to the modulated linear layers (ModLin) as programmable
neural modules. Essentially the consist of 3 learnable weight matrices: W € RPoutxDin b ¢ RPout
and W, € RPinxDeond that are shared among functions of the same layer. Each function f, can

program a ModLin via its code vector:
Yui = ModLin(x;, ¢,) = W(x; ® LayerNorm(W.c,)) + b (4.35)

where ® symbolizes the element-wise product.

Modulated MLPs (ModMLPs) are then defined as:

Yui = ModMLP(x;,¢,) = [ModLing,, (-, ¢,) o Activation o - - - o Activation o ModLin (-, ¢,,)](x;)
(4.36)
where Lj; ModLin layers that use the same code vectors are stacked one on top of the other with

activation functions between them.

ModAttn

Modulated attention (ModAttn) layers perform self-attention on the each elements of each
function separately. The code vector of the corresponding function, along with ModLin layers that

are different for every head, are used to compute query, key and value vectors:

Quhi = MOdLinZuery (Xia cu) (437&)
Kyni = ModLing,, (x;, c,) (4.37b)
Vuni = ModLinj ;. (x;, ¢,) (4.37¢)

Self-attention weights for each pair of elements x;, x; that have been accepted by a function f,
are then computed at head h:

Wu % X ku J
#, Wuhij = CMCujsoftmaxj(M) (438)

Wuhi j =
j ~
€+ Waynij Diey

where softmax; normalizes across j. Notice that weights are also multiplied by the compatibility

values between the elements under consideration and the corresponding function.

The computation of the attention values then proceeds as usual with the computation of the
appropriate outputs:

Yuni = Zwuhijvuhj (4.39)
J

and ends with a linear projection to the concatenated outputs of the various heads per function

and per element:

Yui = ModLin(y, .55 €u), where H the total number of heads (4.40)

Lines of Code

A Line of code (LOC) consists of a ModAttn layer followed by a ModMLP layer, both

conditioned on the same code vector and with residual layers around each one, similarly to the
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transformer architecture:

a,; = ModAttn({LayerNorm(x,;)};; cu, {Cuj};) (4.41a)
ay; = Xy; + Cuiui (4.41Db)
b,i = ModMLP (LayerNorm(a;; c,) (4.41c)
Yui = 8ui + Cuibui (4.41d)

which means that y,;, = x,; if Cy; = 0, so an input vector is not affected by a function it has
not been granted access to. Each LOC corresponds to a separate transformer-like computational

stream, modulated by a specific function code.

Interpreter

An interpreter layer is a stack of L; LOCs, which share the same functions and compatibility
matrices. The output of the final LOC consists of Ny copies of each input element, each one
processed by one of the Ny functions. The final representation of each input vector is the weighted

sum of these processed copies, using the corresponding compatibility values as weights:

Vv, =%+ Z Cui(LOCyp, oo (Ly times) o --- o LOCy)({x;};; cu, {Cuj};) (4.42)

The use of the same computational module, i.e. code vectors, by multiple LOCs implements

the notion of knowledge reuse addressed in the introduction.

Function Iteration

To allow for a reuse of the computational modules one can stack copies of an interpreter and
the type matching mechanism on top of one another. A function iteration is defined as follows:

{y;}i = Fnlter(x;};) = Interpreter(x;};; cu, {Cuj }u,j), Cui = TypeMatching(s,,x;) (4.43)

Multiple function iterations constitute a script, which is, as stated in the beginning, the building
block of the NI model:

{y;}: = (Fnltero--- o (L; times) o - - - o Fnlter)({x,},) (4.44)

4.12.2 Module Collapse

A common problem that deep learning algorithms trying to organize neural architectures into
modular structures is module collapse. Module collapse may occur when the model ends some
using only a few of the existing modules and thus fails to benefit from the available expressive
power (Kirsch et al. (2018) [192]). Similarly, Parascandolo et al. (2017) [20] noticed that during
some runs, a subset of the mechanisms did not specialize to any transformation and remained idle.

Another type of module collapse involves multiple modules converging to a single prototype,
and essentially start functioning in the same manner. Rahaman et al. (2021) [27] seek to prevent
this form of module collapse from occurring by freezing the function signatures at initialization
to keep them separate. They believe that this may force distinct modules into learning different

input types and thus developing different specializations.

4.12.3 Experiments

They train their model in three different tasks, chosen to evaluate various model aspects.
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4.12.3 Experiments

A Regression Task with Known Primitives

In order to test whether the learned functions are reusable they train a NI model on a task whose
data are by definition created from compositions of known primitives. The task is the regression
problem of learning Fuzzy Boolean Expressions. They use 5 variables and 3 primitives whose

definitions follow:

and(z;, z;) = ;@ (4.45a)
not(xi) =T; = —; (445b)
OI"(LIJZ'7 .’L‘j) =X;T; (4450)

and consider 30 random Boolean functions {f;}32,, f; : [0,1]> — [0,1]. 20 of them are learned
during a pre-training phase and 10 during an adaptation phase.

During pre-training, they use input sets of 25 vectors, 5 for the 5 variables and 20 learnable
CLS vectors, each one corresponding to a training function. A sample consists of a combination
of values for the 5 variables and of the 20 outputs of the training functions when these values are
used as inputs. A regression head that is shared among functions uses as input the output of the
NI corresponding to each of the CLS tokens and outputs a prediction.

To test the learning of reusable modules, they fine-tune 3 versions of the model:

i) freezing all weights and only fine-tune the 10 CLS tokens corresponding to 10 new functions

ii) freezing all weights except the 10 CLS tokens and the parameters of the type matching
mechanism (function signatures and them parameters of the type inference mechanism)

iii) fine-tuning the entire model

The idea is that if the function codes

have encoded useful and recomposable

Parameter Set R?

All Parameters (Pre-training) 0.9983 4 0.0005
. L . . Fine-tuning CLS Tokens 0.9202 £ 0.0198
then a simple rewiring during fine-tuning, + Inference parameters 0.9857 £ 0.0034
that is performed in the second case + Remaining parameters 0.9953 £ 0.0013
(ii), will suffice to learn the new func-

primitives during the pre-training phase

tions. This exactly is shown in ta- Table 4.2. Mean Coefficient of Determination (R?) and
ble 4.5, where the second model scores StdDev over 10 tasks after training various sets of param-

much higher than the first one and only /"™

slightly worse than the third one.

Multi-Task Image Classification

They then consider four image datasets with the same sets of labels: SVHN [193], MNISTM
[194], MNIST [159] and KMNIST [195]. They pre-train a NI model on the first three. They
use as input 64 embedding vectors of image patches and 3 CLS vectors, each one representing a
dataset. A classification head is attached to the output corresponding to each CLS vector and is
used to predict the class of input image, when that image comes from the respective dataset.

After pre-training, they fine-tune on unaugmented KMNIST samples and compare the model’s
performance to the Vision Transformer’s [40], which is a transformer model trained on image
data. They first test whether the inductive biases implemented in NIs indeed offer an advantage
when it comes to OOD generalization. As shown in figure 4.34a, the two models achieve the
same performance on KNIST, given enough data, but NIs are faster to improve, suggesting that

knowledge is stored in a way that decreases the number of updates that are needed to train the
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Chapter 4. Modeling System 2 with Neural Networks

model on a new distribution. They are also interested in the way knowledge is stored in the
model, i.e. if invariant features are indeed stored in the functions’ parameters. They therefore
try re-initializing the parameters of the functions (signatures and codes) after pre-training and
fine-tuning the resulting model. They observe that the model’s performance when the pre-trained

functions are used is much better revealing the importance of the information stored in them (figure
4.34D).

Validation Accuracy on K-MNIST
o
[N]

MEE (| 06  Pretrained Functions
s . False
NI = B True
=
z _—
5 04
>
v
E
2 03
(¥}
<
0.2 N
150 200 250 300 350 400 450 500 1 2 3
Number of Training Samples Number of Extra Functions
(a) Fast Adaptation (b) Function Re-initialization

Figure 4.34. Figure (a) records the adaptation speed of a neural interpreter (orange) and a
vision transformer (blue). Figure (b) presents the adaptation performance of the model for various
numbers of re-initialized functions in the case where the pre-trained function vectors are used
(brown) and in the case where they re-initialized (blue) [27].

Moreover they are concerned with the ques-
tion of whether new functions can be addi-

o
~
N

tionally installed and fine-tuned along with the
pre-trained model. Results show that adding

o o
()] ~
(<-] o

new functions does improve the model’s per-
formance, which means that the model has not

overfitted to the existing functions.

o
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Progressively generated matrices

(PGMs) is a task that aims to test whether Figure 4.85. Validation performance of NI mod-
a model can generalize to OOD settings. A els pre-trained with five functions and fine-tuned
sample consists of 8 context and panels and 8  after the installation of additional ones, randomly
candidate answers as shown in figure 4.36. The initialized [27].

model has to discover the pattern in the 8 given panels and choose among the 8 candidates for the
9-th piece.

Patterns involve logical relations and other linked to image attributes, e.g. shape, size, color,
etc. 7 of the 8 datasets test the model’s ability to systematically generalize, e.g. to relations not
encountered during training. Rahaman et al. (2021) [27] hypothesize that the modular storage
of knowledge will enable NIs to generalize better than models using a more rigid structure, like
Vision Transformers [40].

They use a shallow CNN to create embeddings for each panel and use as input for the model
sets of 10 vectors, 8 for the context panels, 1 for a candidate panel and 1 for a CLS token. The

output corresponding to this token is used to produce a score for the respective candidate. The
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4.13 Transformers with Competitive Ensembles of Independent Mechanisms

scores for all candidates pass through a softmax layer and the model is optimized for the correct

answers.

As indicated in table 4.2, NIs perform better than four out of six

1 : models in OOD generalization (test set) and are very competitive
QO | X0 a8 e - -
pomie+m in in-distribution generalization (validation set).

0@ | solm ¥

00® | 2le | o & i iti -
oo Sen o | 413 Transformers with Competitive En

son | ofle | axe

sembles of Independent Mechanisms

ge < | B.®
3 ’? Similarly to Rahaman et al. (2021) [27], Lamb et al. (2021) [28§]
o - support the idea that modern NN architectures should be granted
@ |30 the freedom to decide how various subsets of their parameters are
3 80 o‘:’ 3?38 used. They contend that only parameter subsets that are deemed
T by the model to be relevant in a certain situation should be used,
%H O'HO \5;[’ ’% %Q% and others are considered irrelevant should not interfere and thus

avoid being updated.
Figure 4.36. A sample of Specifically, they focus on the transformer model. Transformer
the PGMs task. On top the 8 models essentially apply the entirety of their parameter set to ev-
context panels are shown and ery position. According to Lamb et al. (2021) [28], providing the
below them are the 8 candi- transformer architecture with the flexibility to decide when to use
dates [27]. and when not to use the available neural modules would offer signif-
icant computational benefits and improve the ability of the model

to generalize in OOD settings.

Regime Neutral Interpolation  Attribute P. Triple P. Triples Extra.
Model Val. Test | Val. Test | Val. Test | Val. Test | Val. Test | Val. Test
WReN 63.0 62.6 | 79.0 64.4 | 46.7 27.2 | 63.9 419 | 634 19.0 | 693 17.2
VAE-WReN | 64.8 64.2 - - 70.1 36.8 | 64.6 43.6 | 59.5 24.6 - -
MXGNet 67.1 66.7 | 742 654 | 683 33.6 | 67.1 433 | 63.7 199 | 69.1 18.9
ViT 73.3 72.7 | 89.9 67.7 | 694 34.1 | 67.6 44.1 | 73.8 159 | 92.2 164
NI 77.3 770 | 879 70.5 | 69.5 36.6 | 68.6 45.2 | 79.9 20.0 | 91.8 19.4

Table 4.2. Accuracy of predictions of various models on several generalization tasks. The neural
interpreter is compared to the wild relation network (WReN) [37], the variational autoencoder-
WReN (VAE-WReN) [38], the multi-layer multiplex graph neural net (MXGNet) [39] and the
vision transformer (ViT) [40]. The models are evaluated both on in-generalization performance
(val.) and OOD generalization (test).

They note that such structures cannot emerge through a standard training process alone, since
fitting the training set usually does not require that this happens. Beaulieu et al. (2020) [24]
(chapter 4.8.11) employ meta-learning to train their model. This results in their model learning to
sparsely activate different parameter subsets depending on the input image, while avoiding having
dead neurons. Training settings are indeed a way to introduce inductive biases (chapter 4.9.3).
Another way is to implement an inductive bias by incorporating it into the model’s architecture.

A common way of creating specialized modules in neural architectures is by establishing some
form of competition between them (Parascandolo et al. (2017) [20], chapter 4.6.7; Goyal et al.
(2019) [2], chapter 4.11). Lamb et al. (2021) [28] thus propose transformers with competitive
ensembles of independent mechanisms (TIMs), a transformer-based architecture that main-

tains distinct, parallel streams of computation that sparsely interact with each other, similarly to
the RIMs model (chapter 4.11).
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4.13.1 The Model

Group Linear Layers

In order to isolate the modules from each other they use group linear layers (GLLs). GLLs

inXDout wwhich can be viewed as N different

use three-dimensional weight matrices W € RNs+xD
two-dimensional weight matrices W, j € {1,---, Ny}, that implement N linear layers. Each
linear layer accepts as input a vector of dimension D;,, and outputs a vector of dimension D,,;.
y — Ne Ns X Din
GroupLinear(h, W, N,) = [h;W}] heR (4.46)

j:lla
Independent Mechanisms

Each mechanism uses the same weight sharing technique across positions used in the vanilla
transformer architecture but no two mechanisms share weights with each other. Therefore, mech-
anisms can be viewed as parallel computational streams, each one implementing a smaller Trans-
former on its own. This means that, at every computational stage, there are N, distinct rep-
resentations for each element of the input sequence, each one belonging to a mechanism. Each
mechanism performs its own self-attention over its representations and applies position-wise layer

normalization, linear projections and FFN layers.

Competition for the Input

Each mechanism g,,,, m = {1,--- , Ns}, uses a linear layer to compute a scalar for each input
position x;, ¢ € {1,--- ,T}. The scalars C,,; computed by each mechanism g,,, for each position x;,
are used as inputs to a softmax layer that distributes x; among the Ng mechanisms. The intuition
and the method here resemble the distribution of inputs among functions in Neural Interpreters
discussed in chapter 4.12. The scalars apart from routing the input vectors through the mechanisms
also control how much each one will be updated as a result of its final contribution. This is a soft
analogue of the competition method employed in RIMs (chapter 4.11), that completely deactivate
irrelevant mechanisms.

Sparse Interactions

Lamb et al. (2021) [28] note that mechanisms in the real world may not be entirely independent
and therefore, the neural structures modelling them should be allowed to sparsely exchange high-
level information. They utilize an attention mechanism to allow for position-wise interaction
between mechanisms. The attention module consists of 2 heads, each one with 32 units in order

to constrain the flow of information and retain the independent character of the mechanisms.
An overview of the model is shown in figure 4.37.

Use of a TIM layer

A TIM layer can function as a drop-in replacement for a standard Transformer layer. Lamb
et al. (2021) [28] state that they observed that keeping the first two and the last Transformer
layers and replacing the intermediate ones with TIM layers lead to maximum improvements in

performance for some tasks.
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Updated hidden state
resulting from TIM Layer

Updated hidden state after
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Input to TIM Layer
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A single position with two
mechanisms

Position-wise, mechanism-
wise Feedforward Layer

Attention between
mechanisms

NI e

000 000
Figure 4.37. Overview of a TIM model with three
mechanisms and a two element input. Fach mecha-
nism maintains its own representation of each input
element. First each mechanism performs self-attention
using its representations of the input. Then, the mech-
anisms attend to each other’s representations for each
input element separately in order to exchange informa-
tion. Finally a FFN layer is applied position-wise by
each mechanism separately. Layer normalization and
residual connections are also applied position-wise and
mechanism-wise [28].

Attention between positions

The use of GLLs instead of linear ones reduces
the number of parameters, but TIMs also introduce
new ones. The replacement of a Transformer layer
with a TIM layer typically reduces the total number
of parameters by 30 to 40%.

4.13.2 Experiments

Image Generation

Lamb et al. (2021) [28] first test whether mech-
They
therefore replace layers of the image transformer
[196] with TIM ones. The image transformer [196] is
an image generating model based on the GPT-2 ar-
chitecture. The training data Lamb et al. (2021)
[28] synthesize consist of two images per sample,
one coming from the MNIST [159] number dataset
and the other from the CIFAR image dataset [197],

whose samples vary from animals to vehicles. Since

anisms specialize in a meaningful manner.

the two images, which are randomly sampled from
the respective datasets, are clearly independent one
expects, in the case of a TIM layers with 2 mecha-
nisms (N = 2), to observe one mechanism focusing
on image coming from one datasets and the other

focusing on images coming from the other dataset.

AvcoriTHM 4.6: Fquations of a Single TIM En-
coder Layer

Hyper-parameters: Number of mechanisms
Ny, dimensionality of the keys, Dy, and val-
ues, D,,, number of heads for self-attention H,
number of heads for inter-mechanism attention
H..

Dech < Dmodel/Ns

Drpnm < Drrpnn/Ns

Input: A vector x; corresponding to the i-th
input position

Perform Competition for Position i
W€ c RDmechXNsX1
C..; = softmax(GroupLinear(x;, W¢, Ny)

Mechanism-wise and Position-wise Self-
Attention

Wg, WE ¢ RNsXDmecn xHDy

WY € RNeXDmeen X HDy

Wé € RNsXHDyXDmecn

Compute query, key, and value for each mech-
anism and position

Qs,; = GroupLinear(x;, Wg, Ny)

K ; = GroupLinear(x;, ng(, Ny)

Vs,i = GroupLinear(x;, Wg, Ny)

Perform Mechanism-wise Self-Attention

h; := PositionAttention(Qs.., K., Vs,., Ny H)[i]
> result is shown for element in position ¢

h; := GroupLinear(h;, Wg, Ny) > Apply
linear layer to each attention output separately
h; :=norm(x; + C.,; O h;, Ny)

Information Exchange Between Mecha-
nisms

W%, W{E{ € RNV« XDimecn X He Dy,

W% c RNsXDmech X He Dy

Wg € RNexHeDyXDmech

Compute query, key, and value for each mech-
anism and position

Q..; = GroupLinear(x;, Wg, Ny)

K. ; = GroupLinear(x;, Wg, Ny)

Ve,; = GroupLinear(x;, Wg, Ny)

Perform Mechanism-wise Self-Attention

h; := MechanismAttention(Qe,;, Ke,i, Ve,i, NsHe)
h; := GroupLinear(fli, Wg, Ny) > Apply
linear layer to each attention output separately
h; := norm(h; + h;, N;)

Mechanism-wise, Position-Wise FFN
Layer Application
Wrpn1 € RNeXDmeenXDren.m

Wirpng € RNsXDrrNmXDmech
l~1¢ = GroupLinear(o(GroupLinear(h;, Mbrrn1)), Wrrn 2)
h; := norm(h; 4+ h;, N;)
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This is indeed depicted in figure 4.38 (right).

Moreover, the same model is given CIFAR-10 images, i.e. 32 x 32 coloured images in 10 classes,
with 6000 images per class. One mechanism is found to specialize in the foreground and the other
in the background of the image as shown in the left side of figure 4.38

LB e A 00 GO R E
=i ] kv [I]]]]:l[l:l

Figure 4.38. A TIM model with 2 mechanisms is trained on CIFAR-10 images (upper left).
One mechanism specializes in the foreground (shown here in bottom left) and the other in the
background. Another TIM model with two mechanisms is trained on pairs of (MNIST and CIFAR)
images (top right). The attention paid by the first mechanism to MNIST images is shown in the
bottom right corner. This mechanism obviously specializes in MNIST digits [28].

Speech Enhancement

Real-world speech signal are often accompanied by noise that is generated in the background.
Traditional speech enhancement methods seek to improve the signal’s quality by estimating the
noisy part of it and then subtracting it from the signal.

Because of that, Lamb et al. (2021) [28] consider this task to be a good fit for TIMs, as a
2-mechanism TIMs model can naturally separate the two uncorrelated signals from each other.
They train a Transformer with all of its layers, except the first two ones and the last one, replaced
by TIM layers on the deep noise suppression (DNS) dataset. DNS is a corpus of 44 hours of
clean and noisy speech signals, that are created by artificially injecting noise into clean ones.

They use the Perceptual Evaluation of Speech Quality (PESQ) score [197] for evaluating the
quality of the output signal. They also test the model’s ability to generalize to different noise
distributions by evaluating it on the Voicebank test set [198].

As shown in table 4.3, TIM achieves state-of-the-art performance on the DNS dataset. It is
shown by Lamb et al. (2020) that the signal is indeed separated on its speech and noise components.
Moreover, TIM performs better than the transformer in OOD generalization, verifying their main
hypothesis.

Correlation Between Layers

0.7-

0.6

Entropy

0.4

0.3-

0 1 2 3 4
Layer

Layer

Figure 4.39. A speech signal is shown on top of the left figure. The competition pattern is
then shown for five successive TIM layers. The signal becomes clearer as one moves to from the
input to the output layer. This increasing certainty about the competition winner is verified by the
correlation matriz of competition over layers shown in the middle figure and by the progression of
the competition’s entropy from lower to higher, layers depicted in the right figure [28].
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Models Params DNS VoiceBank
Trained on DNS (M) (PESQ) (PESQ)
Noisy - no reverb n/a 1.582 1.970
U-Net-MultiScale+ 3.5 2.710 -
Conv-TasNet 5.1 2.730 -
PoCoNet 50.0 2.722 -
PoCoNet-SSL* 50.0 2.748 -
Transformer Baseline 6.1 2.727 2.517
TIM-NoComp (N = 2) 6.0 2.754 2.503
TIM-Comp (Ns = 2) 6.0 2.742 2.575
TIM-Comp (N, = 4) 6.0 2.730 2.540

Table 4.3. Models trained and evaluated on the DNS dataset. PoCoNet-SSL was trained on
additional data. The TIM model is trained for Ny = 2 and Ny = 4. It is also trained without the
use of the competition module for Ny = 2. It is compared to the original signal (Noisy - no reverb),
the U-Net with a MultiScale+ cosine loss function (U-Net-MultiScale+) [41], the fully convolutional
version of the time-domain audio separation network (Conv-TasNet) [42], the convolutional neural
network with frequency-positional embeddings (PoCoNet) [43] and a transformer baseline. The
TIM and the transformer models are also tested on OOD generalization to the VoiceBank test set.

Language Modeling and GLUE Benchmark

TIMs are also tested on NLP tasks. Lamb et al. (2021) [28] replace all layers of a BERT
model except the first two and the last one with TIM layers with two mechanisms. The model is
pre-trained with a LM task on BookCorpus [137] and the Wikipedia corpus as is BERT. It is then
fine-tuned on the GLUE dataset.

TIM is found to perform better than BERT, both in terms of performance (table ) and in
terms of stability of training, as they report observing the variability of the scores for different
initializations of the model, i.e. different seeds, to be smaller than BERT’s.

Result BERT BERT-130M TIM-All-Layers TIM-NoComp TIM-Comp
TIM Layers 0/12 0/12 12/12 9/12 9/12
Parameters 110M 130M 110M 130M 130M
Competition No No No No Yes

Valid-NLL 2.096 2.040 2.112 2.033 2.027
MNLI-M 84.93 + 0.15  85.37 + 0.29 84.19 + 0.34 85.89 + 0.17 85.28 + 0.22
MNLI-MM 8491 + 0.18  85.28 + 0.27 84.55 + 0.15 85.80 + 0.07 85.17 £ 0.18

QNLI 91.34 +£ 0.21  91.84 4+ 0.32 91.37 + 0.59 91.78 £ 0.14 91.97 + 0.20

SST-2 92.88 +£ 0.33  92.75 + 0.26 92.52 + 0.56 92.75 £ 0.13 92.97 + 0.25

STS-B 89.43 £ 0.25  89.34 + 0.15 88.20 £+ 0.32 88.52 £+ 0.28 89.63 + 0.05

Table 4.4. Compare the perplexity on the validation set (Valid-NLL) and the performance one
various GLUE tasks of two BERT models with different sizes, and three TIM models of various

configurations.

CATER Occluded Object Tracking

The diagnostic dataset for compositional actions and temporal reasoning (CATER)
[199] is a spatio-temporal reasoning video task that involves using the frames of a video as input
to predict an object’s final location in the scene. The object might be occluded during part of the
video, so the model must take into consideration the interactions between objects in the scene, i.e.

a ball might be places under a cup and then the cup might be moved.

167



Chapter 4. Modeling System 2 with Neural Networks

The task is turned into a classifica- Model Top1% Top 5 %
tion task, as the image areas are sep- LSTM 67.4 85.8
arated by 6 x 6 grid, and the model Transformer 68.7 81.7
is asked to choose the rectangle where TIM-COMP N, =2 68.4 85.7

& TIM-COMP N, =4  71.0 87.3
it believes the object is found. The TIM-COMP N, = 8 71.1 87.2

features used by the neural models are
created after using the frames as in- Table 4.5. Comparison on CATER Object Tracking of
put to a ResNet block. TIMs perform the Top-1 and Top-5 accuracy of Transformers with TIM.
between than transformer model and
their performance improves as the num-

ber of mechanism increases.
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Chapter 5}

Transformers with Competitive Attention Heads and

FFNNs

5.1 An Alternative Idea on the Dimensionality of Represen-

tations

5.1.1 Advantages of High-Dimensional Representations

Most of the works that were presented in chapter 4 seek to implement the inductive biases of
modularity and independent mechanisms, and high-level variables (chapters 4.3, 4.6.5 and 4.9.5)
by structurally segmenting the network into individual neural modules and reducing the dimen-
sionality of the respective representations (chapters 4.6.7, 4.11, 4.12 and 4.13). In fact, Goyal et al.
(2019) [2] and Rahaman et al. (2021) [27] explicitly refer to the process of dimensionality reduction
as a means to promote the use of high-level variables by their models.

Nevertheless, there is neuroscientific evidence suggesting that the neural representations of
visual objects are stored in high-dimensional distributed forms across various regions within the
human brain [200], and that the connections between neural areas resemble small-world type
graphs, which makes the boundaries between them rather indistinguishable [71]. Karneva (2009)
[201] contends that the enormous quantity of neurons and synapses in the human brain suggests
that employing high-dimensional representations for information storage and processing might
be necessary in order to perform brain-like functions. He believes that the incredible robustness of
neural representations to various transformations and noise additions stems from redundancies
in the way knowledge is stored in the human brain, just like the way redundancy is employed to
ensure the integrity of transmissions in telecommunications. He notes that the proportion of errors
that is acceptable, in the sense that it allows the signal to be successfully retrieved afterwards,
increases with the dimensionality of the signal, further strengthening the argument in favour of
high-dimensional representations.

Karneva (2009) [201] also discusses the matter of how information may be distributed in each
of these high dimensional representations to ensure such robustness. As mental happenings cause
various neural areas to simultaneously activate, Karneva (2009) [201] suggests that information
must be distributed evenly among each vector’s positions. In a setup like the one described
above, the representations become robust to events of localized destruction of information.

Finally he considers the use of randomness by the human brain to be necessary, when con-
structing a new object, and is, as he claims, imposed by the unique initialization of every human
brain. He therefore notes that compatibility between human heads is not found in the repre-
sentations themselves, which may differ from brain to brain, but in the relationships between

representations used by each single brain and in the way these are manipulated, consciously or un-
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consciously. He calls these protocols a cognitive code, and thinks that a significant step towards

human-like intelligence would be the discovery of the rules that make up this code.

5.1.2 A 10000-Dimensional Example

He then provides a concrete example of his argument, by discussing the properties of a 10,000-
dimensional binary vector. The choice of a binary vector is made to simplify the argument and
to show that the advantages of using high-dimensional representations originate exclusively from
their dimensionality.

In a 10,000-bit vector space, two points, A and B, are deemed similar if their Hamming
distance, i.e. the number of digits of A one must flip to obtain B, is somewhat closer than 5,000
bits, which is the mean distance between two random vectors of the vector space. Two vectors
that have an approximate distance of 5,000 are considered to be unrelated. More specifically,
only a millionth of the space is closer than 0.476, i.e. 4,760 bits, and only a thousand millionth
closer than 0.47. Similarly for two vectors being further than 0.524 and 0.53 from one another
accordingly. Therefore it is practically impossible for two vectors that are randomly instantiated to
represent two distinct entities to end up being similar. This is indicative of the high robustness of
the retrieval system to random noise, i.e. when provided with a noisy version of a vector it is very
likely that the system will be able to retrieve the original vector, as it will most likely be the closest
instantiated vector to the given sample. In fact, each vector has a large "private" neighborhood
as the portion of vectors that are found at a distance smaller than 0.33 from it is minuscule when
compared to the entire vector space. This neighborhood can be used to instantiate vectors that
are similar to one or more representations. These representations, on the other hand, don’t have
to be similar to each other, e.g. the distance between two vectors, A and C, that are similar to a

vector B, that is 2,500 bits away from each one of them can very well be 5,000 bits.

5.1.3 Computing with High-dimensional Vectors

He further discusses the matters of hyper-dimensional memory and arithmetic. He proposes the
use of an auto-associative memory, i.e. one that stores each item in a position whose address
is equal to the value of this item. One can then retrieve an item X even when probing the address
with a noisy version of X, X’.

Hyper-dimensional arithmetic uses the same set of basic operations used in standard vector
arithmetic. But Karneva (2009) [201], also introduces a few modifications, e.g. the representation
of sets of vectors by their sums, of pairs of vectors by vector multiplications, of sequences by

permuting sums, etc.

5.2 Modeling High-Level Variables with Standard Neural Net-

works

The idea of independent mechanisms is indeed promising, but the research community still
struggles to successfully implement the related notions and integrate them into neural models.
There are various questions that remain unanswered. The most important one is the issue of dis-
covering the underlying causal variables from raw, low-level data. Bengio et al. (2020) [25] (chapter
4.10), discover the two causal variables that have been transformed by a rotation matrix, using a
meta-learning objective that is based on the high adaptation speed of valid causal models. But
it is yet unclear how to solve this problem in real-world settings, where the number of underlying

variables and the complexity of each one are unknown.
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5.3 Proposed Methods

As noted in chapter 4.9, Goyal and Bengio (2022) [51] contend that NNs excel at performing
System 1 - type tasks, and they seek to model System 2 - type functions by introducing a set of
inductive biases. They propose several architectures (chapters 4.11, 4.12, 4.13) as well as training
processes (chapter 4.10) in an effort to implement the notions of independent causal mechanisms,
modularity, high-level variables and specialization. Yet, it is currently uncertain whether systems
modeling high-level variables and interactions between them, as those that occur during conscious
processing, can be implemented using the same architectures and training protocols as the ones
used for processing low-level variables. Entirely new architectures with the ability to manipulate
object-level variables may have to be engineered, as well as interfaces between them and the neural
software dedicated to the modeling of low-level variables and processes.

It must be noted that the use of the ideas of independent causal mechanisms and modularity
as starting points in the process of designing systems that are able to perform System 2 - type
functions is certainly considered promising and worthy of further investigation. What is questioned
is whether one can rely solely on the standard neural network framework to play the role of
the building block for these kinds of systems. As discussed in chapter 5.1, implementing these
ideas with neural network architectures often results in the reduction of the dimensionality of the
internal representations which contradicts the intuition related to high-dimensional representations
suggested by Karneva (2009) [201]. Moreover, findings that brain neurons are organized in small-
world networks indicate that neural modules are interconnected in complex ways and therefore
modeling them by structurally segmenting the network might not be ideal.

5.3 Proposed Methods

We thus take a step back and stick to the inter-connectivity allowed by standard transformer-
based architectures while, at the same time, providing the model with the flexibility to update sets

of parameters that perform different functions independently from one another.

5.3.1 Competitive FFNNs

First, we propose the replacement of the FFNNs that follow the attention mechanisms in
transformer-based architectures with series of Ny parallel FFNNs. In order to promote the spe-
cialization of each FFNN of each model layer we propose to distribute the input elements among
the FFNNs via an attention mechanism. Attention essentially implements a form of competition
among the FFNNs, is inspired by Parascandolo et al. (2017) [20] (chapter 4.6.7) and applied in a
fashion similar to Lamb et al. (2021) [28] (chapter 4.13).

Specifically, adopting the terms used by Rahaman et al. (2021) [27] (chapter 4.12), each FFNN
of alayer [, l € {1,--- ,L}, Fj;, i € {1,---, Ny}, is assigned a signature vector f;; € RP7. A new
FFNN, called inference FENN, InfF;, uses the output of the attention mechanism of the same layer
[ at each position j, h;; to produce a corresponding key vector: k;; = InfF;(h;;) € RPs. The key
and the signature vectors belong to the same semantic space S. Compatibility values between each
element hy;, that has already been processed by the previous attention layer, and the FFNNs of

the corresponding layer [, {Fli}f\]:f17 are computed as follows:

fiiki;

/Dy

where the softmax is computed along the axis symbolized with i, which corresponds to the FFNNs
of the [-th layer.
After the FFNNSs of the [-th layer have been applied to hy;, the weighted sum of their outputs

C fii; = softmax; (

) (5.1)
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is computed to create the module’s final output:

Ny
o = ZCflijFli(hlj) (5.2)

i=1

5.3.2 Competitive Attention Heads

Similarly to the case of competitive FFNNSs, it is also reasonable to seek to establish some
form of competition between the attention heads of each model’s layer. As shown by Voita et al.
(2019) [16] (chapter 4.4.2) and Clark et al. (2019) [17] (chapter 4.4.3), different attention heads
tend to specialize in different positional, semantic or syntactic relations. Nevertheless, as proved
by Cordonnier et al. (2021) [13] (chapter 3.10), attention heads are severely underutilized. We
hypothesize that, by forcing them to compete for the input sequence’s positions, they will begin
capturing sufficiently distinct aspects of natural language, leading to improvements in both in-
distribution and OOD generalization abilities of the model, as shown by Lamb et al. (2021) [2§]
in the case of BERT.

Again, one can employ an attention-based mechanism to implement the aforementioned com-
petition. For each head Hy;, | € {1,---,L}, i € {1,---,H}, a signature vector a;; € RP« is
instantiated to play the role of the query vector. For the representation of each output of the pre-
vious module, which is also the input to the current attention layer, and is found in the j-th position
of the input sequence, hy;, a key is computed by a separate FFNN, InfA;: k;; = InfA;(h;;) € RP-.
The key and the signature vectors belong to the same semantic space A. Compatibility values

between each input element h;;, and each attention head Hj;, {le‘}fip are computed as follows:

ayk;
Chy;; = softmax; (——= 5.3
lij Z( \/E ) ( )
where the softmax is taken along the axis symbolized with i, that corresponds to the heads of the
attention mechanism of the [-th layer.
The output of a head Hy; for the j-th position is given by oy;; = C’h“jfllj, which essentially is
a scalar-vector multiplication, and where fllj would be the output of the attention head had there

not the competitive attention heads mechanism been used.

Similarity to the DropHead Algorithm

The competitive attention heads method resembles drophead proposed by Zhou et al. (2020)
[14] and discussed in chapter 3.11 in that a scalar is used to modulate the outputs of entire attention
heads, but differs in two ways. First, the scalars in the case of the drophead method are binary,
and thus only activate or deactivate heads whereas, in the case of the competitive heads algorithm,
the scalars are real numbers that receive their values anywhere inside the interval (0, 1). One
could thus say that the latter is a soft analogue of the first. Second, and most important, the
drophead method randomly drops heads, while the competitive attention heads method does so in

a deterministic manner, based on the input of the corresponding attention mechanism.

5.4 Experiments

We apply the competitive attention heads technique (CAH), discussed in chapter 5.3.2, to
the Transformer model and to a BERT-based model. In this thesis we only experiment with in-
distribution generalization, i.e. the samples of the test set and the ones of the training set originate
from the same distribution, leaving OOD generalization for future work. Lamb et al. (2021) [2§]
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Figure 5.1. Overview of the proposed methods

showed that the implementation of the associated inductive biases leads to improvements in both

the in-distribution and OOD generalization capabilities of the model.

5.4.1 FAIRSEQ

The methods are written with pytorch [202] and are integrated into existing model implemen-
tations available in the FAIRSEQ library [53]. FAIRSEQ is a library that maintains code for a
variety of models that perform text generation in the contexts of NMT, summarization, NLM, etc.
Each neural structure in the hierarchical pipeline, e.g. the attention mechanism, has its source
code placed in a separate file and interacts with the structures that are lower in the hierarchy by
considering them as black boxes. This enables us to modify an architectural component without

affecting the rest of the neural structures.

5.4.2 Application to the Transformer Model

We first apply the CAH method to the attention mechanisms of the transformer architecture
[1], i.e. the encoder self-attention, the decoder self-attention and the encoder-decoder attention.
The model has L = 6 layers, the dimension of its internal representations is equal to D,poqe; = 512,
the dimension of the hidden layers of the FFNNs is Dy, = 1024 and InfA;, [ € {1,---, L}, are
FFNNs, each with one hidden layer of dimension Dyyf4.

The transformer is trained on a NMT task, and specifically on WSLT 14 [30], which is a
collection of datasets that was used in tasks of the Ninth Workshop on Statistical ML. It involves
four tasks: a news translation task, a quality estimation task, a metrics task and a medical text
translation task. The variant used here is the English to German one (en-de).

We train a model for every possible combination of use (marked with cross) or no use (blank)
of the method in each of the three types of attention of a transformer model. Though the number

of parameters varies between models because of the number of attention types the CAH method
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is applied to, CAH only introduces a few new parameters and all models have roughly 41 million
parameters. Zhou et al. (2020) [14] contend that drophead enabled them to increase the number
of heads leading to improved results. We thus report results for both a 4-headed and an 8-headed
model, which are presented in table 5.1. We report the perplexity metric (PPL) (chapter 3.3.2)
for the training and test set and the BLEU metric [203] (chapter 3.6) for the test set.

Enc. SA | Dec. SA | Enc.-Dec. Attn | # of Heads | PPL Training | PPL Test | BLEU Test
4 5.22 5.45 33.25
+ 4 4.82 5.41 33.61
+ 4 5.14 5.46 33.28
+ + 4 4.66 5.42 33.54
+ 4 5.30 5.52 33.32
+ + 4 4.95 5.46 33.20
+ + 4 5.13 5.44 33.46
+ + + 4 4.82 5.43 33.47
8 5.24 5.48 33.16
+ 8 4.78 5.53 32.83
+ 8 5.49 5.63 32.41
+ + 8 4.64 5.55 32.89
+ 8 5.33 5.59 33.19
+ + 8 5.15 5.69 32.68
+ + 8 5.14 5.52 33.18
+ + + 8 4.48 5.51 33.28

Table 5.1. Application of the CAH method to the three attention mechanisms of a transformer
model with L = 6, Duyoder = 512, Dyppn = 1024, Dy = 24, Dipypa = 128. Enc. SA stands for
the encoder self-attention mechanisms, Dec. SA for the decoder self-attention mechanisms and
Enc.-Dec. Attn for the encoder-decoder attention mechanisms. A cross (+) is used to symbolize
the use of the CAH method at the respective mechanism and a blank to symbolize its absence. The
perplexity on the training set (PPL Training) and the test set (PPL Test) and the BLEU metric
on the test set are reported. The model was trained for 15 epochs.

Apart from a slight increase in the BLEU metric in the cases of application of the method to
the encoder self-attention alone and to the self-attention mechanisms of both the encoder and the

decoder for a 4-headed model, no other significant improvement is evident.

Ablation Study On The Dimensionality

An ablation study is performed on the effects of the signature vector dimension, D,, and the
hidden dimension of the inference FFNN, Dy, ¢4, on the model’s performance. No clear correlation
between the quantitative results and the dimensionality of the matching and inference system seems
to exist (table 5.2).

Deactivating The Least Compatible Head

We then attempt fully deactivating the head that receives less attention at each position, i.e.
the inner product of its signature vector with the corresponding element of the input sequence is
the smallest among heads of the same layer, and apply softmax to calculate compatibility values
for the rest. This is a combination of ideas from Goyal et al. (2019) [2] and Rahaman et al.
(2021) [27]. The experiment is performed on a 4-headed transformer model. Again no clear signs

of improvement are shown (table 5.3).
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D, | Dma | PPL Training | PPL Test | BLEU Test
12 64 4.83 5.46 33.27
12 128 4.81 5.44 33.38
12 256 4.75 5.37 33.71
24 64 4.76 5.37 33.46
24 128 4.82 5.43 33.61
24 256 4.78 5.43 33.55
48 64 4.85 5.44 33.46
48 128 4.84 5.45 33.38
48 256 4.76 5.41 33.53

Table 5.2. Ablation study on the dimension of the signature vectors of the attention heads, D,
and the dimension of the hidden layer of the inference FFNN, Drnra. The model is a transformer
with L = 6, Dyodet = 512, Dyfnn = 1024, H = 4 and the CAH method is only applied to the
encoder’s self-attention mechanism.

Enc. SA | Dec. SA | Enc.-Dec. Attn | PPL Training | PPL Test | BLEU Test
5.22 5.43 33.25
+ 4.85 5.45 33.51
+ 5.16 5.45 33.41
+ + 4.73 5.49 33.23
+ 5.33 5.54 33.19
+ + 5.02 5.52 33.25
+ + 5.19 5.51 33.33
+ + + 4.83 5.45 33.42

Table 5.3. Application of the CAH method to the three attention mechanisms of a transformer
model with L = 6, Dyoder = 512, Dyppn = 1024, Dy = 24, Drppa = 128, H = 4. After the
inner product inside the softmax of the equation 5.8 is computed for the signature functions of all
attention heads and the key corresponding to an element located in a certain position i, the head
with the smaller respective product is deactivated for the position i and the rest of the inner products
are used to compute compatibility values for the remaining heads. The perplexity on the training
set (PPL Training) and the test set (PPL Test) and the BLEU metric on the test set are reported.
The model was trained for 15 epochs.

Training Inference Modules and Rest of The Model Separately

It is possible that training the matching and inference modules and the rest of the model
parameters simultaneously leads to the model overfitting the modules. We therefore try training
the modules, that are made of the inference FFNNs and the head signatures, separately from
the rest of the model. For this purpose we split the training dataset into two parts, a large one
consisting of 149 thousand examples and a smaller one with 11.2 thousand examples. In order to
choose the sizes of the two datasets we initially split the dataset following equation 2.55 (ratio of
parameter numbers is approximately 1:40) and then started gradually increasing the number of
examples contained in the smaller part until performance on the validation set began to drop. We

employ two modes of training:

e Sequential training: we keep the inference modules’ parameters frozen in the first 15 epochs
of training and train the rest of the model using the big part of the dataset. Then we train

only them on the small part dataset for 5 more epochs, while freezing the rest of the net.

e Iterative training: we keep the parameters of the inference modules frozen for one epoch
while training the rest of the network on the big part of the dataset. In the next epoch we
train them only on the small part. We repeat this process performing 30 training epochs in
total.
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Notice that when a model is trained in an iterative fashion, it is a trained on each single
sample 15 times in total, which is equal to the number of epochs that was used in the previous
experiments. The reason why we don’t show results for 15+15 epochs of sequential training, but
only for 1545, is because we noticed that using 30 epochs in total did not lead to considerable
performance improvements.

We tried applying the method to each one of the self-attention mechanisms separately and on
both of them at the same time. The results are reported in table 5.4. The experiments showed

no sign of improvement. On the contrary, a slight drop in performance is observed in most of the

cases.
Enc. SA | Dec. SA | Training Mode | PPL Training | PPL Test | BLEU Test

+ Jointly 4.82 5.41 33.61

+ Jointly 5.14 5.46 33.28

+ + Jointly 4.66 5.42 33.54

+ Sequential 5.35 5.77 32.10

+ Sequential 5.39 5.71 32.41

+ + Sequential 5.33 5.81 32.52

+ Tterative 5.29 5.76 32.24

+ Iterative 5.53 5.76 32.27

+ + Iterative 5.27 5.79 32.22

Table 5.4. The transformer model is trained in three distinct manners: jointly, sequential and
iterative. The CAH method is applied each one of the self-attention mechanisms separately and
on both of them at the same time. The perplexity on the entire training set (all 160.2 thousand
examples) (PPL Training) and the test set (PPL Test) and the BLEU metric on the test set are
reported. The model was trained for 15 epochs.

We also include a few plots which offer valuable insights into the training process of the Trans-
former model that has the CAH method applied to its encoder’s self attention mechanism. We
plot the respective learning curves in figure 5.2, as well as the evolution of the BLEU metric on

the validation set as training proceeds in figure 5.3.

— val

(a) Trained Jointly (b) Iterative Training (c) Sequential Training

Figure 5.2. Learning curves for the three modes of training. The loss is computed on the dataset
used in the last epoch. This is the reason for the scissor-like effect observed in (b) and the sudden
increase observed at epoch 15 in (¢) [5].

During iterative training, epochs that are used to train the matching modules don’t seem to
contribute much to the increase in the BLEU metric as the corresponding curves are near to being
horizontal. This of course might seem reasonable, given that only a small subset of the data is
used in those epochs. The BLEU metric observed during the sequential training process also seems
stagnant after the fifteenth epoch, when the inference modules alone are trained.

The learning rates and the gradient norms are also plotted in figure 5.4. Moreover, in order to

gain a better understanding of how our modification affects the internal workings of the model, we
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(a) Trained Jointly (b) Iterative Training (c) Sequential Training

Figure 5.3. Fwvolution of perplexity on the training and validation sets and of the BLEU metric
on the validation set for the three modes of training. They are computed on the dataset used in
the last epoch. This is the reason for the scissor-like effect observed in figure (b) and the sudden
increase observed at epoch 15 in figure (c) [5].

also plot the evolution of the norms of the attention heads’ signatures during training.
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(a) Trained Jointly (b) Iterative Training (c) Sequential Training

Figure 5.4. Ewvolution of gradient norm (red) and the learning rate (blue) during training for
the three training modes. The gradient norm decreases in epochs where the small subset of the
dataset is used because of the smaller number of parameters that are trained in these epochs. This
is the reason for the scissor-like effect observed in figure (b) and the sudden fall observed after the
fifteenth epoch in figure (c). The linear increase in the learning rate in the beginning is due to a
warm-up period that is usually employed to stabilize training [5, 29].

To obtain a clearer image of the dynamics within the model we train it for 100 epochs, at which
point all model variations have started to overfit, and then plot the norms of the heads’ signatures
for all heads of the model. When all the model’s components are trained jointly, the norms of the
signatures slowly decrease in the first two to three epochs of training, a behaviour that is followed
by a sharp fall and then a return to a smaller rate of decrease (figure 5.5a). A slower decrease of
the norms of the signatures occurs when the model is trained in an iterative manner (figure 5.5b),
which is expected given the use of a smaller dataset for this purpose. A slightly sharper fall is
observed during the second part of the sequential training process (figure 5.6). Therefore, in all
cases the inference modules are indeed trained and continue changing after the respective models

have begun to overfit.

Testing For Head Specialization

If the heads do indeed specialize, then it is reasonable to expect from different heads to focus
on different word categories. For example, a head could focus on words that belong to a particular
part of speech. It is also possible for a head to specialize in words that are semantically connected,

e.g. small real-world objects constitute, for example, a semantic category.
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Figure 5.5. FEwvolution of the norms of the head signatures for all heads of the model, presented
separately for each layer, for the cases where all model components are trained jointly (a) and in

an iterative manner (b) [5].

An easy way to test whether heads do in-
deed specialize is to plot the mean of each one’s
compatibility values for each position of the in-
put sentence separately. The distribution of
word appearance differs from sentence position
to sentence position. For example, pronouns
and prepositions are known to be found in the
first position of a sentence more often than in
the second one. We thus plot the evolution of
the average compatibility value over the exam-
ples of each training batch (batch size=128)
throughout the training process for each one of
the first five sentence positions separately, ex-
cluding the < start > token.

For the first mode of training, where the
entire model is trained in every epoch, we plot
the average compatibility values for the third,
the fourth ad the fifth layer of the encoder,
which we consider to be representative (figures
5.7 and 5.8). We observe that the distributions
of the compatibility values do not change much
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Figure 5.6. FEvolution of the norms of the head
signatures for all heads of the model, presented
separately for each layer, for the cases where
all model components are trained in a sequential
manner [5].

from position to position, regardless of the head being considered. Obviously, the heads do not

specialize as they are expected to. In fact, a single head is shown to dominate all positions in the

third layer.

A possible explanation for this observation is that the norms of the signals exiting the attention

mechanism may cancel out the differences between the contribution values assigned to the heads.

We thus plot the evolution of their norms alongside the resulting norms after the signals have been
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Figure 5.7. FEwvolution of the mean compatibility values assigned to each head across a batch of
samples for each of the first five positions of the input sentence during training. The values for the
heads of the third (a) and the fourth (b) layer are shown [5].

multiplied with the respective scalar contributions. We observe that this is indeed the case for the
third (figure 5.9) and the fifth layer (figure 5.11).

What is very interesting in the case of the
third layer, for example, is that the norm of the
input signal to the head that corresponds to the
yellow colour is much smaller than the norms
of the others but, when the signal is multiplied
with the respective scalar contribution, it ends
up having a norm comparable to the rest of
the outputs. The transformer mechanism thus
seems to partly cancel the competitive heads
modification.

In order to discover the actual impact of
our method to the model we plot the norms
of the outputs of the attention heads of the
vanilla transformer architecture. The plots for
its third, fourth and sixth layers are shown in
figures 5.12 and 5.13. The norms differ from
each other as do the norms of the weights of
the projection layers that process each of these

outputs.

Using Attention to Promote Competi-

tion
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Figure 5.8. Fuvolution of the mean compatibil-
ity values assigned to each head across a batch of
samples for each of the first five positions of the
input sentence during training. The values for the
heads of the fifth layer are shown [5].

Evidently, not all signals inside the Transformer model have norms close to each other. But,

as they are modulated through their interaction with successive transformer layers, operations

between them become feasible.
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Figure 5.9. Fvolution of the mean norms of the heads’ outputs before and after they are multiplied
with the corresponding compatibility values across a batch of samples for each of the first five
positions of the input sentence during training. The norms for the heads of the third layer are
shown [5].
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Figure 5.10. Evolution of the mean norms of the heads’ outputs before and after they are multiplied
with the corresponding compatibility values across a batch of samples for each of the first five

positions of the input sentence during training. The norms for the heads of the fourth layer are
shown [5].

This internal mechanism may provide the signals with a way to bypass the modulation applied
by the attention mechanism implementing the notion of competition. If this is indeed the case, the
model is able to adjust the norms of its signals according to the respective softmax scores, essentially
cancelling our modification. A solution to this problem could be setting an attention threshold
that would determine whether a head should be active or not, allowing only active attention heads
to propagate their processing signals forward. This resembles the method employed by Goyal et al.
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Figure 5.11. Evolution of the mean norms of the heads’ outputs before and after they are multiplied
with the corresponding compatibility values across a batch of samples for each of the first five
positions of the input sentence during training. The norms for the heads of the fifth layer are

shown [5].
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Figure 5.12. Fvolution of the mean norm values of the heads’ outputs of the encoder’s self-
attention mechanism for a vanilla transformer model during its training. The values for the heads
of the third and fourth layer of the model are shown [5].

(2019) [2] to choose which RIMs should be active at each step. We could then choose to either set

the output of the inactive attention heads to be the null vector, denoting lack of information, or

the value vector of the corresponding input element, which is closer to the choice made by Goyal
et al. (2019) for the inactive RIMs.

It must be noted that we implemented the method described above, setting the output of

the inactive heads to be the null vector, but it actually lead to a deterioration of the model’s
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performance (table 5.3).
In any case, we claim that competition can prove to be a useful inductive bias but, as is true with
many other inductive biases presented in this thesis, successfully implementing it is challenging and

might require a less obvious modification than simply modulating the activation of neural experts.

But if we can get that...

We also plot the contribution metrics for the cases of six handpicked words, i.e. “but”, “if”,
"we", “can”, “get” and “that” for the first and fourth layer (figures 5.14, 5.15, 5.16).
Again, the contribution of each head, as com-
puted by the matching mechanism, appears to Position0 Positionl Pesition 2
be in general independent of the actual word

being considered.
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Liu et al. (2019) [52] perform modifications
to the BERT’s hyper-parameters and training
process. They prove that a carefully tuned and
trained BERT performs better than most of the
BERT-based models that were publish in be-
tween. Specifically, they train the model for
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a longer period of time, with bigger batches, 0 20 o 20 i

and using a bigger dataset, which they gath- Figure 5.13. FEvolution of the mean norm val-

ered, and on longer sentences. They also avoid ¢ of the heads’ outputs of the encoder’s self-

using the next sentence prediction (NSP) ob- attention mechanism for a wanilla transformer

jective and perform dynamic, instead of static, model during its training. The values for the
heads of the sixzth layer of the model are shown

/5],

masking during training. After integrating all
changes to the model and the training method,
they train RoBERTa, a robustly optimized
BERT approach. Their model outperforms sota models that were published in the meantime,
after the publication of the BERT model and before theirs, on the GLUE dataset.

CAH in RoBERTa

They implement their model with FAIRSEQ, and we thus apply our method to it. We train
the model on a masked language modeling (MLM) task using the English Wikipedia corpus. Due
to time constraints we train the vanilla ROBERTa model for seven epochs and the RoBERTa with
the CAH method applied to all of its attention mechanisms for eight epochs. After the seventh
epoch of training for both models we report the PPL metric on the training set, which is equal to
12.55 for the vanilla model and 12.76 for the CAH version. We also report PPL on the validation
set after the seventh epoch of training of the two models, which is equal to 10.04 for the standard
RoBERTa model and 10.15 for the CAH version.

Training it in an iterative manner, the same way we did for the transformer model, also resulted
in inferior performance compared to the vanilla model.

Like we did in the case of the transformer model, we include figures showing the evolution of the

norms of the heads’ outputs before and after the scalar-vector multiplication with the contribution
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Figure 5.14. FEvolution of the mean compatibility values assigned to each head across all positions
where the corresponding word is used as input during training. The values for the heads of the first
and the fourth layers are shown [5].
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Figure 5.15. Evolution of the mean norm values of the heads’ outputs across all positions where
the corresponding word is used as input during training before multiplication with the compatibility
values is applied. The values for the heads of the first and fourth layer of the model are shown [5].

values, as well as the contribution values themselves during training per position for the first five
positions (figures 5.17, 5.18, 5.19, 5.20, 5.21). Again, no big differences between positions are
evident. Moreover, we observe the same cancelling effect between the norms of the outputs and

the respective compatibility values.
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Figure 5.16. FEvolution of the mean norm values of the heads’ outputs across all positions where
the corresponding word is used as input during training after multiplication with the compatibility
values is applied. The values for the heads of the first and fourth layer of the model are shown [5].
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Figure 5.17. FEvolution of the mean norms of the heads’ outputs before and after they are multiplied
with the corresponding compatibility values across a batch of samples for each of the first five
positions of the input sentence during training. The norms for the heads of the first layer are
shown [5].

5.5 Discussion

The CAH mechanism did not overall improve the performance of the models it was applied
to. We suspect that the model overfitted the mechanism. Out effort to train the mechanism and
the model separately actually lead to a slight degradation in performance. We discussed how the

solution may be found in a RIM-like activation of the relevant modules and a complete deactivation
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Figure 5.18. Ewvolution of the mean compatibility values assigned to each head across a batch of
samples for each of the first five positions of the input sentence during training. The values for the
heads of the first (a) and the fourth (b) layer are shown [5].
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Figure 5.19. Evolution of the mean norms of the heads’ outputs before and after they are multiplied
with the corresponding compatibility values across a batch of samples for each of the first five

positions of the input sentence during training. The norms for the heads of the fourth layer are
shown [5].

of the irrelevant ones. Nevertheless, our preliminary experiments in that direction resulted in a
drop in performance.

‘We still think that the use of a module that treats attention heads as mechanisms and promotes
their specialization can improve the capabilities of attention-based models, and claim that even
small changes in the way this module is implemented could unlock its potential. One could, for
example, experiment with a variety of different decision metrics based on which head selection is

performed, instead of using the signature vector approach. One could also opt for a more drastic
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Figure 5.20. Fvolution of the mean norms of the heads’ outputs before and after they are multiplied
with the corresponding compatibility values across a batch of samples for each of the first five
positions of the input sentence during training. The norms for the heads of the eighth layer are
shown [5].
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Figure 5.21. FEvolution of the mean compatibility values assigned to each head across a batch of
samples for each of the first five positions of the input sentence during training. The values for the
heads of the eighth layer are shown [5].

modification to the module and even forgo the competitive character of the process altogether and
employ a different method of promoting the specialization of heads, like an appropriate regularizer.
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Chapter §)

Conclusions

6.1 Discussion

Concluding this thesis we believe that we have conducted a thorough review of the recent
advances in efforts that aim to develop a generation of neural networks capable of performing
higher cognitive functions. We explained how studies in the fields of cognitive science, neuroscience
and causality support the intuition of designing neural architectures and training algorithms based
on the set of inductive biases presented by Goyal and Bengio (2022) [51] (chapter 4.9). Given the
important contribution of inductive biases that have already been implemented to the recent success
of ML models we think that this is a direction which is certainly worthy of further investigation.

The models presented in the last sections of chapter 4 (4.10, 4.11, 4.12, 4.13) are inspired by
the biases of independent mechanisms (chapter 4.6.5), specialization (chapter 4.3) and competition
(chapter 4.6.7). Even though the reported results do not greatly surpass those of currently used
methods and models, they pave the way for alternative implementations which may succeed in
achieving the generalization abilities promised.

The CAH modification we proposed and applied to the transformer and BERT architectures
did not improve their performance in general. Successfully implementing inductive biases has been
proven to be a very hard task, as the research efforts we presented show. Yet, we certainly think
that the notions of specialization and independent mechanisms will play important roles in the

creation of the next generation of machine learning methods and models.

6.2 Future Work

There are many possible next steps one can take from here. An indicative list of such steps is

provided below:

e OOD-generalization: As the biggest goal of the presented research efforts is to achieve good
OOD generalization performance we consider testing our model under such conditions a

natural next step.

e Meta-Learning: We tried training the inference mechanisms separately from the rest of the
model, but our results were not satisfactory. Separating the model’s parameters and training

them in a meta-learning fashion (chapter 4.8) could prove to be useful.

e In the same spirit we consider notions that modify the training process, such as curriculum

learning, a promising way to train our module.

e As we reported, we tried fully activating attention heads that are considered to be relevant

in a given situation and fully deactivating irrelevant ones, but preliminary tests showed no
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improvement. Nonetheless, we think that a more careful tuning of the hyper-parameters,
such as the number of active heads could perhaps unlock the potential of the CAH method.

e Testing different metrics of relatedness, apart from the key - signature vector inner product,

such as the attention weight statistics, is another promising direction.
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