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Amoyopedetal n avtiypoupy], aobnxevon xow SLovopn NG TooVooS EQYOOLOG,
€€ OAOXANPOL 1] TUNUOTOG QVTYG, YLO. ELTTOPLXO 0XOoTd. Emitpémetal N avatdTtwoy,
amobnxevoy xol dtoavout] YLow GXOTTO U1 XEPOOGAOTILXO, EXTTOLOEVTLXYG V] EQELVYTLYNG
@VOoMNG, LTTO TNV TPODTTOHESTT Vo AVOLPEPETOL 1] TTNYT TTPOEAELAYG KO VO SLATNPELTOL TO
ToEOY unvope. Epwtiuato mov aopody 1 xeNom g EpYootag Yo x€pd00XOTLXO
O%OTtO TPETEL VO aTteLOVYOVTOL TTPOG TO CLYYPOUPED.

Ov amédelg %ol T CLUTEPACUOTO. TOL TEPLEYOVTOL OE OLTO TO EYYQEOPO
EXQPEALOLY TO GLYYPAYEN ol ey TPETEL va epunvevdel dTL avtimpoowTedoLvy TG
emionueg Béoeig Tov Ebfvixod MetodBiov IloAvteyveiov.



Abstract

This thesis deals with two different topics, both of which relate to the broader aspect
of the linear behavior of circuits. The first part of the thesis presents methodologies
for the estimation of harmonic distortion and intermodulation distortion that are
applicable to linear CMOS circuits, while the second part presents a power stage
architecture characterized by high linearity and efficiency.

Harmonic and intermodulation distortion are two of the most important quan-
tities that characterize the behavior of electronic circuits, and their estimation often
proves to be a challenging task. Towards this direction, in the first thematic axis
of the thesis, two systematic methods for the estimation of the aforementioned dis-
tortion types are presented. The proposed methods can be easily implemented in
numerical computing environments and programming languages, are applicable to
a wide variety of CMOS circuit topologies that exhibit weak nonlinear behavior, and
offer high accuracy alongside with a fast computational profile. The methods rely
on modeling a circuit as a structure of interconnected G,—stages, where each one
accurately captures the behavior of its corresponding circuit stage by means of an
output current function dependent on its input, output voltages and cross—products
of them. The distortion estimation is performed in the time—domain through two
approximation steps, reducing the computational complexity and requiring only the
solution of two systems of linear equations. The proposed methods are applied to
various CMOS integrated circuit implementations in simulation environment, where
their estimation accuracy and fast computational profile are validated.

In the second thematic axis of the thesis, a power stage architecture characterized
by high linearity and high efficiency is presented. The proposed architecture com-
bines the excellent linearity of Class—A power stages with two continuously tracking
supply rails that reduce power losses on the output devices while further improv-
ing the stage’s linearity. The dynamic supply rails are generated by two DC-DC
converters capable of producing tracking supply voltages of frequencies up to a few
tens of kHz, making the topology suitable for audio applications or low—frequency
signal measurements. The theoretical analysis of the proposed power stage archi-
tecture is accompanied by a proof—of—concept integrated CMOS implementation in
simulation environment, where the characteristics and advantages of the architecture
are illustrated.
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ITepiAndn

H ev Adyw OSratplfn xoatoamiavetar pe 000 Oiapopetixd Oépato, To omolo
oxetilovtol OUEOTEQO WUE TNV EVLEVTEPY] TTUYN NG YOOUWULXNG OUUTEQLPOPAS
XOXALPOTXWY OLotdEewy. To TEWTO YEPOg TNg SLaTtELBNg opopd GTNY aVATTTUEY
%ot LAOTTOLNOY LEBOSWY eXTIUNONG APUOVIXNG TTHEOULOPPWOYG KAL TLOEOAUOPPWONG
eV3OOLaUOPPWONS ot Yoouutxd xvxAopoatoa CMOS, eve) to SedTtEPO XOPUATL
OPOPAL OTYY OVATITUEYN %L LAOTTOINOY RIOG aEYLTEXTOVLXNG OTOdLOL LoXDOG LYNANG
YOOLULXOTNTOG KOl OTTOS00G.

H oppovinyy mopapdppworn (harmonic distortion) xot v Topapép@mon
evdodiapdppwornc  (intermodulation  distortion) amotedody Vo oand  Ta
onuovtxdtepa  UEYEDN Tov  YopaxTNEILOLY TNV GUUTEPLPOPE  NAEXTOOVLUWY
OLOTAEEWY, ME TNV EXTIUNOY TOUG TOAAEG QOPES VO OTTOSELXVVOETOL TTOAOTTAOXO
eyyetonua. Ilpog avtn Ty xatevbuvor, otov TpwTo Bepoatind dEova g StoTELPrg
Topovotalovial dVo ovoTnuaTixés UéBodol extiunong Twv TEoovaephEvTLwY
ey Topapdpewons.  Ov mpotewvdpeveg pébodor pumopody vo vAoToLnHody
eOxoAa og apLiuNTIXd LTOAOYLGTIXA TTEQLRAAANOYTO KoL YAWOGOES TTROYPAULATLGLOD,
epoppolovtor oe TANOwpor CMOS XUXAWUATIXWY TOTTOAOYLWY TTOL TOPOVLGLALOVLY
oobevn UN—YPOUULXY] CLUTIEQLPOPA XOL TPOCPEPOLY WEYAAN oxpifsior extiunong
TOEGAANA.  UE LYMAN  ToXVOTNTAL  EXTEAEDYG. Ov pébodor Boaoilovtar otny
LOVTEAOTTIOINOY] TOL XVUXAWUATOS EVOLOPEPOVTOS G Wiog SOUNG SLOGLYSESEUEVW®Y
otodiwy Saywyipotrog (G,-stages), ta omoior omwodidovy pe oxpifeto TNy
OLUTIEPLPOPE TWY AVTLOTOLYWY TUNLATWY TOL LOVTEAOTIOLOVY LETWL ULog GLYEPTNOMG
PEVUOTOG EEQPTWUEVNG OO TLG TAOELS €L0GO0L, €EGSOL %ot YLvouévwy tovs. H
oLodxoolor EXTIUNONG TNG TOEOUOPPWONG YIVETOL 0TO TESLO TOL YEPOVOL WETH
000 TPOOEYYLOTIXWY PNUATWY, OTOL UELOVETOL 71 VTOAOYLOTIXY] TTOAVTTAOXOTNTO
xol omoLTelTol amAd N emiAvon dV0 CLOTNUATWY YEOUULXWY gElowoewy. Ot
mpotevopeveg EbodoL epapudlovial oc OLAYOopes OLATAEELS OAOXANPWMUEVLY
xUXALU&TWY CMOS oc teptffaAioy Tpooopolwaorng, dmov emiPBePotwvetol 1 axpiBeto
%o ToyOTNTA TOUG.

Ytov devbTepo Depotind dEova tng SLoTELPg TAPOLOLALETOL Uiot OLEYLTEXTOVLXN
otadlov Loybog M omolo YaEoxTNELLETOL OTtd LPYNAN YOAUULXOTNTO XOL TAVTOYPOVOL
vPNAY amddooy. H mpotetvopevn opyttextoviny GUYSLALEL TNV QELOTN YOOLULXOTYTO
Twy otadiwy toybog taENnc—A (Class—A power stages) pe évor oUOTNULOL GUVEYOLS
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SLYaULXNG TEOPOSOCLAG YLt HELWOY] TWY ATWAELWY LoYDog ata Tpavliotop €E6S0L
xou emimpoobetn BeAtiwon g cLYOALXNG YoouuxoTTas. To cboTNUor SLYOULYNG
Tpopodoaiog amoteieitor amd dvo DC-DC petoatporneic (DC-DC converters) txovoy
VO TTOPAEOVY TATELG TPOPOSOOLAG CLYVOTNTWY Ewg HePLxés dexddeg kHz, ue otdyo
™V XENOY TNG TOTOAOYIOG OE EQOEUOYES avamapaywYhc fyov (audio) ¥ petpocwy
XOUNAOGLYVWY onuatwy. H Bewontinn avdAvoy tng TEOTELVOUEVNG OLOYLTEXTOVIXNG
otadiov toyvog oxoAlovbeitar amd pla proof-of-concept vAomoinoy tng oe
TEYVOAOYLO OAOXANPWUEVLY XUXAWULETWY CMOS ot TtepLBdArov Tpooopolwaong, GTTov
OVOGELXVOOVTOL TO YOPOXTYOLOTLXA XOL TTAEOVEXTNLOTO TNG CLOYLTEXTOVLXNG.

AéEeic—KAeoLa

Amplifier, buck—converter, Class—A, Class—CTA, Class—H, CMOS, efficiency, estimation,
G,,—stage, harmonic distortion, intermodulation distortion, linear circuits, linearity,
power stage, push—pull, weak nonlinearities.



Extetopevn Ilepiindn

H ev Aoyw Sotppn] xotamidvetar pe Obo Stopopetixd Oépota, Tow omolo
oyetiCovtor opEOTEQO. PE TNY ELEVTEEYN TILYN TNG YOOUULXNG OCUUTEQPLPOPLS
XOXAOPOTIXOY OLaTaEewy. To TpwTo péPog g SLatELPNg apopd GTNY OVATTTUEY
%o VAOTOLNoN PeBOdwY eXTIUNONG HOUOVLXNG TTOPAUOPPWONG XL TTHPAULOPPWONG
eViOOLaLOPPWONG ot Ypoupxd xuxAwpotoe CMOS mouv yopaxtnpilovtal amd
oo0evn UN—YOAUULXT] CUUTIEQLPOPE, EVE) TO OEVTEPO XOUUATL OLPOPE GTNY OVATTTUEY
%ol LAOTOINOM KLOG OEYLTEXTOVLXYG OTAOLOL LoYVOS LYMAYG YOOUULXOTNTOS %O
amtH3007G.

Mépog I: MeOodoroyisg Extipnong Appovixng loapoapdpeworng »xot
Mapopdpewong Evéodiapdéppworg yia 'poppitxd KuxAopatoa CMOS

H oppoviny] mopapiép@won (harmonic distortion) xot v  Toap6p@®on
evdodtopdpeworng  (intermodulation  distortion)  amotedody  dvo  oamd T
onuovTixotepa  REYEDN Touv  YopoxTNEIloLY TNV  CUUTEPLPOPA  NAEXTOOVLXWY
OLoTdEewY, HE TNY eXTIUNON TOUG TOAAEG QOPES VA OTTOJELXVOETAL TOAVTAOXO
eyyelonuo. Xovnbwe, N extiunom g TaEoULOPPWOTG YIVETHL LEGEW TTPOCOUOLWOYS,
omov ypnotpomorobvtor uébodor Omwg 7n harmonic balance xot to shooting.
H Siadweaoio pmopel vo eivol apxetd ypovofdpo plog xou tétoteg LéEbodoL elvor
ETLOVAANTITLXEG, ELOLXA YLOL TTUXVO EVPOG GUYVOTNTWY, EVE O XEPNOTNG dev eival BEPRono
ott amoxopilet Bobvtepn YvoIon Twy ontiewy TNG GLUTEPLPOPES TOL XUXAWUATOG.

Mo tov Adyo owtd, €yt vmépEel dpaoTnELdTNTO. TPOG TNy  dNULOLEYLX
0POOLWUEVWY HEBOSWY extiunong twv edwv Topopdpwons. H mo dnpoeting
emAoyn elvol n xpnom oelpwy Volterra, 6Tov Tor ATOTEAETULATO YOPOXTNELLOVTOL
omtd TOAD LYMAN axpifeta. To pelovéxTrua Tov Topovatalovy oL oeLpég Volterra
elvor 1 avENuévn moAvTAoxOTTO:  xobwg avEdvetal o oplbBudg Twv oTolyelwy
TOU XUXADUATOS TPOG OLEPELYNOY, 0 CPLOUOG TWY ATTALTOOUEYWY OPWY YLO TOY
vTTOAOYLOWUO YiveTarl un dtoyelpiotpog. Extdc twy ostpwyv Volterra €xovv avamrtuydel
OL&Popeg AAAeg LéBodoL exTipunong ToEaLdEE®aong, e Baatxd aTdYo TNV LEYUADTEEY
OTTAOTYTOL X0l ELXOALO YPNOMG TOVS. QOTOCO, TLC TTEPLOGATEPES (POPES UTTOPOVY VO
EQPOPILOCTOVY [LOVO OE OLYXEXPLUEVES (%o dMUOPLAElC) TOTTOAOYIES, EVK TTORAAATAC
UTTOPEL YO TTOLPOLOLAGOLY ONULOVTIXES ATTOXALOELS ATTO TNV TTEOYUATLXOTNTO.
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Ov  mpotetvdpeveg  pébodol  exTiunong  apUOVLXYG  ToEOULOPPWONS %ol
TOPOLOPPWONS EVEOJLOUOPPWOYG TNG OLOTELPNG €YOLY YEVLXO YOOOAXTNOO %O
OLOTNUATLXY, XAELOTY] LOP®Y. Mmopoby va €@opuootody oe PeEYOAN TTANOWEo
XOXAWUATWY TTOL TTOPOLOLALOLY KCOEVY] UT—YPOXUULXY] CLUTIEQLPOPA, WE AOPLOTO
optud otadiwy, xor yopoxtneillovtor amd vYMAN oxpifelo exTiUNONG oL KLXEO
XPOVo extéAeams. Qg ex TovTOL, Hor LTOPOVOAY VO EVOWUATWOOVY 0 TEOYPAULOTO
TPOCOUOLWOYG XUXAWUATWY WG POVTLVES EXTIUNONG TWY SV0 ELBWY TOEAUOPPWONG
YL VO ETILTAXOYOLY TNV POV OXESLOOMG.

Ov pébodol Baotlovtol TNy LOVIEAOTTOLNOY KoL OVATIOPATTOOY] TOL XUXAWLOTOS
EVILAPEPOYTOG OE €val LoOBVYAUO OTTOTEAOVIEVD aTtd otadia Stoywytpotrrog (G,—
stages), UE YOEOXTNELOTLXY, €ElOWOYN PEVUATOS €EGS0L. AV %o N CLYXEXQLUEWY
Toxtixn vrobeteitar amd Sbpopeg dAAeg pebddovg extipnong TapopLOPPWoNsg, M
OLYAPTNOY TIOL YPVOLULOTIOLOVY YLOL TO PEVUA EEGCOL TWY OTUILWY SLOYWYLUOTNTOG
ouynbwg amoteAeitonr amd pila Suvopooelpd 3" TaENg, cEoPTWREYNn LOVO oo TNV
Téom €Lo630v Tov oTadiov, N amd To abpolopa dbo Suvopooelpwy 3 TaEng, uiog
eEoPTOUEYNG amd TNV TAoY €L6G30L TOL oTadloL oL piog eEPTWUEYNS aATd TNV
Téomn €EGdov. Kat oL 300 emtAoyég SHvaToL o Uny UTTOPEGOLY VO TTOTLUTTWCOVY [LE
TNV OTTALTOVUEVY] oxPIBELOL TNV CLUUTIEPLPOPA PEVUATOS TOU XUXAWUOTIXOD OTOGLOV
TTOL LOVTEAOTTOLOVY.  EdW, TO pOVTEAD TwY OTOd(WY SLOYWYLLOTNTOS TEQOY TWY
aveEdPTNTLWY 0pwY AauPdvel LTTOPLY Xl GPOVLS YLVOUEVOL TWY TACEWY €LGOSOV—
eE£6d0v (cross—product terms). "Etot, emttuyydvetal TOA TLOTH AVOTapEoTaoY] TNG
OLUTIEPLPOPES PEVUOTOG TOL TEOYUOTLXOD oTtadiov. H péytotyn ddvauyn emAéystol
ton pe ™y 3", ToL amoTEAEL Uit ETLAOYT XOAYG LOOPPOTLOG LETAED axpifBelog otny
EXTLUNON XL ELXOALOG VTTOAOYLGLOV.

O peTooYNULOTIOUOG TOU XUXADUATOG GE EVAL LGOOVVOLO LOVTEAO—OIXTLO GTODLWY
SLOYWYLULOTNTOG ETULTUYYAVETOL OTTO TOV OLOYWPELOUO TOU XUXAWUOTOS OE SLOXPLTES
Bobuideg otadiwy. Ilpoxtind, OAeg Ol HUAXAWUOTIXEG OLUTAEELS elvar aALOLOES
YVOOTOY ULXPOTEQWY TOTTOAOYLWY, OTTOTE 1 CVOYVWOPLOY] TWY ETULUEPOVS TUNUATWY
elvor ploe Stadixooior opxetd €OXOAN xoL YVOELLY ot évay oyedtootd.  To
OTAOL0  JLOYWYLLOTNTOS TOL  YENOULOTOLELTOL OTTOTEAEL €Vl aPXETA EVEALXTO
oToLXELD pOVTEAOTTOLMOYG. H povteromoinon twy mepLoodtepwy OepeAlonwy
otadiwy oyediaorng, dmwe Tor oTddior xowvc—TeyYg (common-—source), xOLVAc—TtOAYG
(common-gate), axorobBov—mtnyng (source—follower), eivar dueon, 6mwg eivor xow
N owomopdoToon TAjpwc-dtapoptxwy (fully—diferential) Ttunuétwy.  Avodvtixd
TOPAOELYUATO LETATYNUATLOROD SlvovTol o SLAPOPO TUNULOTO TOU XELUEVOL.

MéALg oAoxAnpwbel T0 LEOSHYVAUO LOVTEAD TOU HUXAWDUATOG, TTOOYLOTOTTOLELTOL 7]
eEQYWYN TWY GLYTEAEGTWY TNG CLYAPTNONG PEVROTOS XA be GTASIOL SLoYWYLLOTNTOG.
H eEoywyn yivetol péow piog Stadixaatiog Totoy Prudtwy. Apyixd, Stevepyeitol pio
avdAvom pLxpod ofpoatog (ac—analysis) Tavw 0T0 xOXAWPO, 1 OTTOL0L ONULATOSOTEL TO
UEYLOTO TTAATOG OUOTOG TTOV UTTOPEL VO AVTLLETWTILOEL XAbE TUNOL TNG TOTTOAOYLOG.



Yty ovvéyetor axohovbel piow dtodidotatn (2—dimensional) DC mpoocopoiwon oc
xG&0he SLoxpLtd OTASLO PE TOPOUETPOLS TLE TAOELS €LGO00L XL €EGd0L TOL, WG
TG pEYLoTeg TLUéG Tov Ppeébnxav oto mponyodpevo Bruo, xor amobnxedeton v
OLUTIEPLPOPE TOL PEVUOTOG EEGSOL. Me TNy 0AOXANPWON TwY dV0 aWTWY Brudtwy,
oxohovbel 1 emeEegpyaoia TwY dedOUEVWLY OAWY TWY PEVUATWY EEGSOL TWVY ETLUEPOVS
otodlwy, amd TNV oTolo xot EEAYOVTOL Ol CUVTEAECTES TNG CLVAPTNOYG TWV LOVTEAWY
StoywypnotTrog Unéow curve—fitting xot emiAvong evég yoouuixod TEOBANUOTOG
ehoylotwy TETPaAYWYWY. TlopdAAnAo, eAéyyetor TO Xatd TOCOV OAXL T OTASLO
OLUTEPLPEPOVTOL TOEVOC UN-YPAUULXE, TO OTIOLo amtoTeAEl Baotxn TpoLToHeon Yo
TNV ETTLTUYN EQAPUOYN TWY TTPOTELVOUEVWY PEOOSWY, UEaw VO %PLTNELWLY.

Aedopévng NG WOVTEAOTOINONG TOL XUXADUATOS LTO OLEPEVYNOY] UE OTASL
SLOYWYLLOTNTOG XL TG €EQYWYNG TWY OULUYTEAECTWY TOLG, M EXTLUNOM NG
TOEOULOPPWONG TTEOYUATOTIOLELTOL 0TO TTESLO TOL Y POVOL, OTTOL TEALXA TIOAELPETOL
N XEOVLXY] EEAOTNOY XKoL TOPOUEVOLY WG AYVWOTOL aTtabepol ouvteAeatég oe xabe
x6pfo Tov toodvvopov povtédov. H Stadixaocion xow Tor BApoto exTiUNoNG ™G
TOPALOPPWONS Ttopovatalovial Bewpwvtog piar YeVLxy] TOTOAOYIOL OTTOTEAOVLEYY]
oamd n to mANbog oTddio StaywyltudTNToG, OTOTE N £QAOUOYY Twy UeHOSwWY
xoblototar oapxetd @LALxn otov Thoavd yonot.

[No v TEPITTWoN ™G OPUOVLXYG TOQOULOPP®OYS, YIVETOL EXTIUNOTN TNG
DepeAdoVg CLYVOTNTOG KL TWY APLOVLXWY TOVWY 2 xal 3 TdEng os dvo Puato.
Apynd, AapPévetor vTOPLY pOVo M TSPy TOL €L M OgUEALWONG CLYVOTT
%o HEOW TNG ETMIALOYNG €VOG CLUOTNUOTOS YOOUULXWY EELCWOEWY EXTLULOVYTOL OL
OLYTEAEOTEG TG o€ xabe x6uPo Tov LoodVvopov pLovtéAov. To GVOTNUA YOAULLYWDY
eELOOEWY TOL OTTOLTEITOL YLt OVTO TO PApor €YEL CLOTNUOTLXY] LOPEOY XOL
OMULLOVOYEITOL UECW TNG XATUOXELYG OTAHEQWY TLVAXWY. XTNY CLVEXELX, YLO. TOY
UTTOAOYLOUO TWY CUVTEAECTWY TWY CPQUOVIXWY TOVWY Yivetor plor extipnon Ttwv
TEOLOYTWY TTOL GUYELGYEPOLY GTNY TTOPOYWY T TOVS UECWL TNG EELTWONG TOL PEVULATOG
eEOd0L TWY oTadlwY, xoL ETMLAEYOVTOL Ta xVELOTEPO. avuT®Y. H un yenon 6Awv
TWY TPEOLOVTIWY TTOL YEVWOUVTOL OO TNV CLVAPTNOYN TWV PELUATWY €EOGS0L TWY
OTaO{WY—LOVTEAWY YLVETOL TTOOXOTIWOYTOS GTNY ETLAVGY TOL ATTAOVGTEPOL dLYVATOV
TEOPBANUATOG YWELE TTEAXTLXY] OTTOXALON OTNY OXPIPELA TWY OTTOTEASOUATWY TNG
nebodov.

Aedopévng ™G YVWOTG TWY GLVTEAECTWY TG OepeAtddovg ouyvdTTog amd To
TEWTO PAua xar UE ulor AOyLxn TPOCEYYLOY], TEOXVTTEL TO OTL OL CUVTEAECTEQ
LoYV0S TWY OPUOVIXWY TOVWY UToPoVY vor extiunfoldy péow tng emiAvong evog
O0cUTEPOV OLOTNUATOS YEOUULXWY €Elowoewy. Etol, peldvetar dpapotixd 1
OTTOLTOVUEVY] DTTOAOYLOTLXY] TTOALTTAOXOTTO. ot M UEBodog yopaxtnpiletor amd
Tox® TEOQIA extéAeons. To oboTNUOL YOOUWULXWY EELOWOEWY YLl TNV EXTIUNOY
TWY CPUOVLXDY TOVWY YOEOXTNELLETAL X0l AUTO OO CGLOTNUOTLXY] LOPYY, OTEVA
oLYOESEUEYN UE TNV OOWY] TOL CLOTNUATOS TG BepeAwdoug, 1 omolor TepLAoBavet
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XOL TNV XoTAoxeLY] TPOahetwy Tvaxwy. H emiAvon tov dedtepov CLOTAUOTOG
YOOUULKWY EELOWOEWY OAOXANPWVEL TN SLOSIXOCIO. VTTOAOYLOULOD TWY CLUVTEAEGTWY
Ty {Mrovpevwy onuatwy, xol xobiototal dueoa duvotn N EXTIUNON TNG LEULOVIXNG
TOEOUOPPWONG UETW TwY AGYwY HDy xow HD3 og xdfe x6uPo touv xuxAdpotos.

[MopdAAnAa, mopovotaletal pior Stadxaoior exTIENONG TOL CEAAULOTOS TOU
TPOXVTTEL AT TNV EERLPEDN TTPOLOVTWY TTOV GUYELGPEPOLY GTYY TOPAYWYY] TNG 2™
xow 3™ appovixng. H eEaipeon avt) xatéotnoe duvaty Ty eXTIUNON TNG CEULOVLXNG
TOPALOPPWONG LETW ULOL TTEOXTIXA OLTTANG YOOUULLXOTIOINOYG, WOTOCO TTPETEL VO
emtBefotwbel To OTL eV ETLPEPEL OLOLOGTIXO COAAUO KL TO. OTTOTEAECLLOTOL TG
unebodov eivor €yxvpo. H pébodog epapudletor avohutixd os opxetd Tapodelypoto
OLOTEEEWY OAOXANPWUEVWY xXUXAWUETWY CMOS og tepLfBédAAoy Tpooop.olworng, 6oL
%Ol SLOTILOTWVETOL 1] OxXPIBELA TNG OLYXPLVOUEVY] UE XTTOTEAECUOTOL TLOLOOUETOLRWY
PSS (periodic steady—state) avoAboewy.

2y ovvéyela, 0 TLENVOS NG peBAdoL YL TNV opUOoVLXY) TTOPAUOPPWOY
yonolpomoteltar  yi Ty LAomoinon g pebBdédov  extiunomg ToEALOPEWONG
evdooLaop@wons.  To oLYXEXPLUEVO EYYELPNUOL OTTOTEAEL €var TTOALTTAOXHTEQO
TEOPBANUA 0Tt OVTO TNG TEPITTWONG TNG KPUOVIXNG TOPAUOPPwons. Eve otny
TEPITTTWON TNG APUOVLXNG TTAPOULOPPWOTNS 1 BN LOVO TwY TOVWY EVILOPEPOVTOG
(DepeAtddng, 27 xar 3" oEROVLXY) ATOV GEXETY YLOL TNV OXELPT EXTIUNOT TOVG, GTNY
TOPALOPPWOY EVSOOLOUOPPWONG elval avayxolo 1 BedEnon EMLTAEOY CLYVOTTWY
Yo oxpLPn amoteAéopoata. Me Tty TPooHNxY TV amopaiTNTewy cLYVOTNTWY, 1
extiunon tov Adyov IM; mpoypatomoteitol avtioTolyo, U€ow TNG emiAvomg SVO
CUOTNUATWY YOOAUULXWY EELOWOEWY, TPOGOLOOVTOS UEYOAN ToOTNTO EXTEAEOMG
oty TEoTeLYOuEVY] nébodo. To mANbog twy eumAexdpevwy dpwy eival peyoaAdtepo
oc oyéon pe TV EPEDHOSO NG CPUOVLXYG TOROUOPPWONG, TOPAUEVEL WOTOCO
oe TAMpwg JOrayerpiotun popey. H emPefoiwon tng oaxpifero g pebdédov
EXTIUNONG TOPOUOPPWOYNG EVIOSLOLOPPWONG YIVETOL %Ol QLTY] OE CUYXQLOM UE
TOL OTTOTEAECULOTO. TTOPOUETOLXWY PSS avoadboewy o TomoAOYiEG OAOXANPWUEVWY
xuxALU&TwY CMOS.

Meépog II: Apyrtextovinn Xtadiov EE6dov YPnAng INooppixotnrog ot
Ambd007g

Or evioyuTEQ LoYVOG ATTOTEAODY EVOL OLTTO TOL TTLO GUYYE O OLLOTIOLODLEVO XUXADUOTAL,
KE TO 0TAdL0 €EHS0L Tovg vor SLodPaUOTIlEL Xalplo POAO OTNY YOOLULXOTYTO
X0l XOTOVOAWOY LoYVOS TNG OLATAENG TNg Omolog omoTeAoVY peépoc. Ta dvo
XAQOKTNELOTLXE, YOUUULXOTNTA XL aTtOS00Y, oLVNIWS €PYOVTaL OE OYTLOLAGTOAY
(trade—off), evd Tawtéypova eivar emtbountd otov péytoto duvatd Bobud xotd ™
dtapxeto oyediaong evog otadiov eEddov.

[Tpog avtn v xotedbovoy, SLéopes TaEelg otadiwy eEddov Tpoomaholdy vo
TOPOVOLACOVY Ulor BEATLOTN CLUTEPLPOPA ot éva amd To dV0 ovTa PeYEDY, 7



1

L3OVLXA X0l OTOL OVO. ZTNY YOOLULKY] OLXOYEVELX OTAS(WY EEHS0V, LTA TG TAENC—A
¥opoxTNEilovtor amd TOAD LYNAN YOOUULXOTNTO OAAG XOUNAT aetddoao, 1 T&En-B
BeAtiver Ty amtd3007 0AAG TToPoLOLELEL TToPOOPPWo crossover (crossover distor-
tion), eve) otddia T6ENc—AB PBpioxovtol avaypeoa otig Tpoavapepbeiosg xotnyopicg
00wV 0POPE oTNY aTTOS00Y. XTOV aYTITTOdN, OL TOTTOAOYLES SLOUXOTTTOUEVWY OTUSLWY
eEb6dov, Omwg N TAEN-D, yopoxtnpilovton amd vdPnAd vobduepo amddoonsg, aAAG
VOTEPOVY OTO XOUUATL TNG YOAUULXOTNTAG.

Mio mpoomabelor SLaTNENOMG TWY KOUAWDY YOEOKTNOLOTIXWY YOOULULXOTNTOS TNG
TEWTNG OLXOYEVELOG OTODLWY €EHGS0VL xoL BeATiwong g amdd3007g TOVE ATTAVTATOL
o7TLg TomoAoyieg TaEnc—G xaw taEns—H. Ov ouyxexpLéveg TAEELS ASLTOLEYOVY XATA
xoVOVo. o€ TOAWOT TAENG—AB, AN Y ONOLLOTIOLOVY £{TE TTOAAATIAA SLOXELTA ETTLTTES O
Thoewy Tpoodootioc (TaEN-G), eite Tpopodooio oL yopoxTNEileTor amd SuvoLxy
OLUTEPLPOPEG %ATToLag LopPPg (TaEN—H).

H mpotewvduevy apyttextovixn otoadiov eEddov ypnotpomorel éva push—pull
oTédL0 €EHS0L TOAWWKEVO O TAEN-A xo €va oOOTNUOL GUYEYOVS SUVOULLYNG
TpoPodoaciog To omoio axohovbei (tracks) wg avopopd Tty €080 pe éva TteptBwpLo
TAONG XATEAANAOL TTEOONULOV, ONULOVEYWYTOG OV0 UETATOTLOUEVO aVTIYQXPE TNG
WG Yoouués Tpoodooiog. Me auTd TOV TEOTO UELDVETOL 1 OTTWOAELX LoYVOS
oto TPavlioTop €EOJ0L xoL OEAVETOL ONUOVTLXA 1 oTtOS00M TNG OLATOENG, EVO
TOPAAANAO. BEATLOVETOL OXOUA TEPLOGOTEPO 1 YPOUULXOTNTA TOL OTUSLOL OTLG
oLYVOTNTESG YLow TLG omoleg Tpoopiletor 1 xpnon Ttov. To cboTnuor SLYOULXNG
Tpoodooiag omotedeitar arndé dbo DC-DC buck petatporneic (DC-DC buck—
converters) txavolc vor ToPEEOLY TEOELS TPOPOBOOIOG GUYVOTATWY EWC UEQPLXEC
oexadec kHz, pe atéxo v YeNON NS TOTOAOYIOG O EQOUOUOYES OVOTIOROYWYNG
Aiyov (audio) ¥ PeETPHOEWY YOPNAGOLYYWY CTUETWY.

Apywxd, ylvetor avdAvoyn xor eEaywyn Ttwy ouvbnrwy méAwong tov push—pull
TUPYVOL TNG OLEYLTEXTOVLXNG, WOTE Vo AELTovPYEL o xabopn TEEN-A xdtw amd
OAeg TLg ovVOMxEG ONUOTOG ELGOSOL YLl TLG OTtoleg TTpodtaypdpetol. H tomoloyio
eketaletor oay pioe CMOS vAomoinom, ywpeic QLOWA Vo oTOXAEleETAL N YENON
dtmoAxtdy tpowliotop (BJT) % o cLYSLOGUOS TOVG. XTYY CUVEYELDL, LE TOL GTOLYELDL
TOAWOYNG XOL TG EXPEATELS TWY PELUATWY TOL oTadiov €EGSOL YVWOTE, YiveToL
ov&Avom Tov cvaTHUaTog Twy dVo DC-DC buck petatpoméwy os YWEPO—xATATTAONS
(state—space). H @uAooo@io TG TEOTELYOUEVNG OLOYLTEXTOVIXNG ETLTOETEL TNV YONON
time—averaging ota oLGTAUATO €ELOWOEWY TOL AYTLOTOLXOVY OTLG OV0 SLaxpLTég
LOPPES OLVOECUOAOYLOG TWY WUETATPOTEWY, OTTAOTIOLWYTOS TNV ovoAvor.  To
TEOXVTTOVTO. oLOTAROTO EELowoewy elvor Stypapuixd (bilinear). Qotdoo, pio
AOYLXY OYESLAOTLXY ETULAOYY] YLOL TO. SLOXOTTTLXA OTOLYELO TWY UETATPOTIEWY XoOLGTA
TPOCEYYLOTLXA SVVATN TNV EEGAELDY TWY SLYQOUULXWY OPWY, ETLTPETOVTOS ETOL TNV
YONOT YOOULXGDY, Y eoVixd—opeTtdBAntwy (LTI) cvotnuétmy.
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Aedopévwy TV OLOTNUATWY EELOWOEWY TWV UETATPOTEWY,  axOAOLOE]
dtaotootoAdynon tov mviov (L) xar touv muoxvwt (C) toug Bdoet péylotwy
ETUTPETTOY TLUWY OTNY OLOXOUOVOY TOU PEVUOTOS XOL TNG TAONG €EOSOL TOUC.
MopdAnia, divetor plar extipnon dvw @Edypotog tov ywopévov LC wote To
tracking ng Tdong avopopds Yo TNV dNuLovLEYIOL TWV YOOUUWY TEOQPOSOCLOG
VO TOPOUEVEL OE LXOVOTOLNTIXG ETImEdo. XTIV OULVEYELN, TIPOTELVETOL EVval
oo EAEYYX0L owartpooditnorg (feedback control scheme) yior TV clpyLTEXTOVLXY,
XOVOVTOG YONOY TWY YOOLULXWY, YEOVIXA—OUETAPANTWY cuoTnuatwy. Kieivovtog
TO XOPUATL TNG DEWENTIXNG AVEALOYG, TO CUYXEXPLUEVO OYNULoL EAEYYOL eEeTaleTol
¢ TTPOG TNV evPwoTia (robustness) Tov TNV TEPITTWOY TOL JeY LOYVEL 1 GLVOT XY
YLt TOL SLOXOTITLXA OTOLYELOL TWVY UETATPOTEWY XOL TO CLOTNULATO EELODTEWY €XOVY
TNV OEYLXY], OLYQOLULXY] TOUS LOPPY).

Axohovbet pio proof—-of—concept vAomolnom TNG TEOTELVOUEVNS QOYLTEXTOVLXNG
otadiov €EBdov, UE aVOALTIXY] TOPEOLOLHGY OAWY TWY TUNUATWY TNG, OFE
TEXVOAOYLOL OAOXANPWUEVWLY XUXAWUATWY CMOS oe TeELBAANOY TEOCOROLWOTS.
To amoTeAéopaTor OXLOYPOQPOVY TNV OCULUTIEQLPOPA 0L TO YOEAXTNELOTIXA TNG
OPYLTEXTOVLXYG, VW Wiot oOYxELoY KE évar oTadlo EGdoL TAENG—A avadelxviel To
TIASOVEXTNUOTA TNG, OAOXANPWYOVTOS TNV SLoTELPY.
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Thesis Outline

The thesis is divided in two parts. In the first part, the developed methodologies for
the estimation of harmonic and intermodulation distortion are presented, while the
second part demonstrates the proposed power stage architecture.

More specifically, Chapter 1 illustrates the harmonic distortion estimation method.
A thorough modeling of CMOS stages is initially given, and is followed by the deriva-
tion of the required G,—stage model coefficients, while some criteria on whether a
circuit is exhibiting weak nonlinear behavior (and thus, whether the proposed distor-
tion estimation is meaningful) are also introduced. With these at hand, the general
harmonic distortion estimation method is presented alongside with examples and
additional remarks on its application. Simulation results validate the method’s accu-
racy.

Chapter 2 adopts the principles introduced in Chapter 1 for the estimation of
harmonic distortion, and presents the intermodulation distortion estimation method
as a standalone part. A shorter outline of the G,—stage modeling of CMOS stages
and the acquisition of its coefficients is firstly described, with the estimation of the
intermodulation distortion coming afterwards. Finally, the method is evaluated on
circuit examples by comparison with simulation.

Closing the thesis, Chapter 3 demonstrates the proposed high-linearity and high—
efficiency power stage architecture. A complete theoretical analysis of the topology
and a feedback control scheme are presented, able to serve as a design guide, while
an investigation on the control scheme robustness is also given. The behavior and
advantages of the architecture are illustrated through a proof—of—concept CMOS tech-
nology implementation in simulation environment.
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Part 1

Harmonic & Intermodulation Distortion
Estimation Methodologies for Linear CMOS Circuits






. _Harmonic Distortion
Estimation in CMOS Circuits

This chapter presents a general, time—domain harmonic distortion estimation
method, applicable to linear CMOS circuits characterized by weakly nonlinear be-
havior, ranging from amplifiers and transconductors to filters, with any number of
stages. It offers a compact, fast and systematic way to model circuits as a structure
of interconnected G,—stages, and estimates the harmonic distortion at every circuit
node, providing insight into the distortion contribution of every stage. The method
uses a more involved model for each G,—stage that also accounts for the dependence
of its output current on cross—products of its input and output voltages, improv-
ing significantly the distortion estimation accuracy. The proposed method is easily
implemented in MATLAB, and intends to be integrated as a tool in EDA suites to
speed—up distortion estimation. A number of examples are presented, illustrating the
application of the method and validating its accuracy via comparison with Cadence
Spectre simulation.

1.1 Introduction

Harmonic distortion is an important aspect in characterizing a circuit’s performance.
Harmonic distortion and noise determine its dynamic range [!], whereas alongside
with intermodulation distortion they dictate the circuit’s overall linearity. As such,
it is a quantity of major impact and interest in a plethora of applications, like audio
and power amplifiers [7], radio—frequency amplifiers [3], low—noise amplifiers, filters
and more.

Supposing that a circuit is being driven by a sinusoidal signal of fundamental
frequency w, the total harmonic distortion (THD) at its output is defined as the ratio

Copyright © 2020 IEEE. Chapter 1 is reprinted, with permission, from: D. Baxevanakis and P. P.
Sotiriadis, ”A General Time—Domain Method for Harmonic Distortion Estimation in CMOS Circuits,”
IEEE Transactions on Computer—Aided Design of Integrated Circuits and Systems, vol. 40, no. 1, pp.
157-170, Jan. 2021.
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of the combined power of all generated harmonics to the power of the fundamental

1.1)

Vj, is the (voltage) amplitude of the k—th harmonic, at frequency kw, and V; is the
amplitude of the fundamental tone.

Realistically, under weakly nonlinear circuit behavior, the harmonic amplitudes
decrease rapidly as their order increases, which in turn significantly decreases the
number of harmonics needed to have a good estimation of THD. Depending on the
specific circuit topology, the dominant harmonic tones are the second and the third
harmonic. This raises interest in determining the HD9 and HD3 distortion factors

HDs = |V

v, (1.2)

Vi
HD, = |2
a7

that are the estimation subjects of this work.

Accurate prediction of distortion is in general a complicated task. A possible way
of estimating the distortion in a circuit is by simulation. A sinusoidal input results in
sinusoidal currents and voltages of the same frequency (assuming no chaotic behavior
or subharmonic generation), and so simulation methods like harmonic balance or
shooting [4, 5], are most appropriate. Unfortunately, the estimation of distortion by
such methods is usually time—consuming and computationally expensive [G], does
not provide any insight [7], and does not aid with optimization or parameterization
of the design.

Dedicated methods that predict the distortion behavior and are easy to use, while
being open to parameterization and provide insight are sought after. A popular
approach is by means of the Volterra series [3], where the circuit is decomposed
into various order operators, each one characterized by a time— or frequency—domain
Volterra kernel. Even though the use of Volterra series can yield quite accurate
results, there are shortcomings; the operators’ expression and manipulation becomes
cumbersome when the number of circuit elements (and thus, distortion contributions)
rises, which is almost always the case for practical circuits.

Recently, a methodology utilizing linear—centric circuit models to account for indi-
vidual distortion contributions in a circuit was reported [Y]. Systematic, time—domain
state—space harmonic distortion estimation approaches for weakly nonlinear G,—C fil-
ters of any order [10, 11, 12], and a distortion contribution analysis that uses the best
linear approximation [13] were also proposed; the latter methodology deviates from
the classical distortion point of view and adopts a noise-like analysis, being also
capable of handling strong nonlinearities.

Several other methods describe the dominant distortion terms in the frequency—
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domain [1%4, 15], where many use algebraic manipulation of simplified amplifier mod-
els [16, 17, 18, 19, 20, 21, 22, 23, 24]. The analysis is mainly focused on the most
frequently used amplifier topologies, with one, two, or three stages, employing nega-
tive feedback and Miller compensation. Even though some share similarities with the
Volterra series approach [25], or adopt them [3, 15], they provide a set of equations
ready to be used. However, most works are usually tailored for specific topologies,
and may require extensive algebraic manipulation to be applied to more general
cases. Additionally, the models used in many of these approaches could fail to cap-
ture faithfully the current-characteristic of a CMOS stage, as will be demonstrated in
the sections to follow.

This chapter extends [26] and proposes a general, time—domain harmonic distor-
tion estimation method for CMOS circuits that exhibit weak nonlinearities. It offers
a compact and systematic approach that can be applied to circuit structures rang-
ing from simple transconductors to cascaded amplifiers and filter designs, with any
number of stages. It provides a fast and highly accurate estimation of distortion fac-
tors HDy and HD3 by manipulating the circuit under consideration as a structure of
interconnected G,—stages. Each G,—stage is characterized by a more involved model
of its current-characteristic, whose parameters are extracted via curve—fitting. The
method is easily implemented in numerical computing environments like MATLAB,
and intends to serve as an integrated tool in dedicated EDA software (like Cadence
Spectre) to speed—up distortion estimation.

This chapter is organized as follows. Section 1.2 presents the modeling of CMOS
stages, and Section 1.3 outlines the derivation of the G,,—stage model coefficients. Sec-
tion 1.4 introduces the proposed method alongside with examples of its application,
while the method’s accuracy is validated through simulation results in Section 1.5.
Finally, a summary is given in Section 1.6.

1.2 G,—Stage Modeling

A MOS transistor eventually constitutes a voltage—controlled current source. In the
same vein, a CMOS gain stage producing an output current in response to an input
voltage can be thought of as a G,—stage, a representation of which is depicted in
Figure 1.1.

Throughout this work, the following notation is used; G?ft’j is the G,—stage with
positive input, u;, at node i; negative input, k;;u;, from node t, with k;; a real feedback
factor'; and output current, iy, at node j. The stage’s differential input voltage is
then

Ugj = i — Kigjiy. (1.3)

This particular notation is adopted to capture a range of popular topologies.
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Figure 1.1: G,—stage representation.

The itj—triplet” is included in all of the characteristics of a G,—stage. The ac—ground
is marked as r (reference potential).

For keeping the expressions and notation as simple as possible, single—ended
output G,—stages were preferred. This however does not limit the application of the
proposed method, as fully—differential circuits can be easily modeled by single—ended
output G,—stages, as described later in Section 1.2.4.

A stage’s output current is in general a nonlinear function of its input and output
voltages

; ~ 2
Litj :fi,t,j (Mit]', u]-) , fi,t,j :R* — R. (14)
This nonlinearity is the cause of distortion generation.

Parasitic capacitors in MOS transistors are reported to don’t have significant non-
linearity contribution; they reduce the magnitude of the output impedance at high
frequencies [27, 28]. This enables the formation of an equivalent model based only
on the DC—characteristics of a CMOS stage. Such a model can be obtained by ap-
proximating the stage’s output current with a power—series expansion around its
DC—operating point.

1.2.1 Simple Model

The simplest case results by neglecting the output voltage dependence and modeling
the whole stage as a single current source that is governed by power terms of its
input voltage

- ~k

Lifj = Zgitj,kuit]‘ (1.5)

k>1

where g« is the corresponding coefficient for each power, k, of 'ﬁﬁ]-. This approach,
however, will result in poor accuracy since it even fails to account for the finite output

impedance of the stage. As such, a better approximation has to be made.

2Commas between i, t, and j are omitted in coefficients, voltages and currents for simplicity.
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1.2.2 More Accurate Model

The most frequently adopted approach [17, 18, 20, 21, 23] is to take into account
both the input and output voltages and have a power—series approximation of the
form
bitj = Z (giff»kﬁi‘{tj _'_gitj,ku;{) . (1.6)
k>1

Since HDy and HD3 are the dominant distortion factors, one can restrict k = 1,2, 3
to end up with an easy to manipulate and fairly accurate expression®. An additional
advantage of this approximation is that the input— and output-related terms are
independent of one another; nonetheless, this can lead to significant deviations in the
expected behavior of a G,,—stage.

To illustrate such a case, consider the common-source (CS) amplifier of Figure
1.2. Its load, Ry, || CL, has a reference voltage of (fUT, the DC—operating point of the

unloaded output.

MQ Vout

Figure 1.2: CS amplifier.

Should the input and output voltages be independent, the circuit of Figure 1.3
must produce the same distortion. The original CS stage is mirrored, isolating the
interference between the input and output voltages; V;, acts under a fixed V¢, and
produces a current signal, ig,; this signal is in turn injected into the output node of

3Including higher—order terms will account better for distortion expansion and compression at the
harmonics of interest; however, since weak nonlinearities are assumed, the error will be negligible.
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the mirror—stage (operating under Vi, the input DC—operating point of Figure 1.2),
creating V/

out*

Vb Vop

VBIAS 4” “7 VBIAS
M, M,

3 1

ISig Vout

Vin

Ry, |7 Vg
<—

M;

(0)
-Vgg V&ur -Vss

Figure 1.3: CS amplifier — independent input and output voltages.

The two cases were simulated by means of Cadence Spectre in TSMC 0.18 um
technology. The amplifier has a DC—gain of 14.7dB under a load of 10k || 10 pF,
and a unity—gain frequency of 9.35 MHz. A parametric (with respect to frequency)
periodic steady—state (PSS) harmonic balance analysis is performed, with a sinusoidal
input signal of 50mV peak. The resulting HD, and HD3 are presented in Figures
1.4 and 1.5, respectively. It is evident that the two circuits exhibit different distor-
tion mechanisms, even though they have the same fundamental frequency response.
Similar findings on the importance of input—output related terms have been recently
reported [15].

1.2.3 Proposed Model

Given the drawbacks of the previous approach, it is fair to say that a suitable model
should also include cross—products of the input and output voltages. Such approx-
imations have been used at transistor—level [27, , , , 3], where the device
acting as amplifier is supposed to admit a two— or three—dimensional Taylor series
expansion; the corresponding coefficients of the approximation are then calculated by
the partial derivatives of the transistor’s current relationship. Equivalent approaches
have been adopted at stage—level [31, 32, 33, 3, 14, 15].
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Figure 1.4: HD, of the two CS amplifier cases.
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Figure 1.5: HD3 of the two CS amplifier cases.
In this work, each G,—stage is considered to have a time—domain [34, 10, 11, 12]
power—series current expression
kk 0
llt] Z gzt] itj ] (17)

k>0
k+£>1

Note that for notation simplicity, the k{—superscript in the glt]—coeﬂicients indicates the



38 Harmonic Distortion Estimation in CMOS Circuits

k

corresponding power of u;; and uf, and not a power term of the coefficient itself.

It is chosen that k + ¢ = 1,2, 3, to capture the dominant contributing terms to the
fundamental, second and third harmonic, and (1.7) reduces to

L 10~ 20~2 | 30~3 , o0l 02,2 , 03,3, 11~ 21~9 12~ 9
lij = Qi Wit + Giaj Wiy + Siaj Wiy + it Wi + it Ui + Gt U+ G Wiy + i Wiy + iy gt - (1.8)

The g%—coefﬁcients of (1.8) of each G,,—stage are derived by curve—fitting to capture
in detail its amplitude—adjusted nonlinearities. Taylor series expansion at the DC-
operating point (used in most of the aforementioned works and employed in various
analyses) is accurate only locally for small signal amplitudes [35]. The derivation
procedure of the g%—coefﬁcients is described analytically in Section 1.3.

Equation (1.8) can establish a circuit equivalent like the one depicted in Figure
1.6. The circuit is comprised of a voltage—controlled current source, th, alongside
with a voltage—controlled conductance, éitj, set by the differential input voltage, ﬁitj;
a nonlinear conductance, Eit]», due to the output voltage, u;; and a nonlinear, voltage—
controlled conductance, Gjj, due to the cross—product ﬁitjuj. Their relationships are

given by (1.9)—(1.12).

it]

- Lit; ~ Gitj _ Gitj itj j
Uig; Uit; Uit;

Figure 1.6: G,—stage circuit equivalent.

D]
=

s 10~ 202 303

lij = it Uity + Sirj Wirj T ity Uity (1.9)
Pa 11~ 219
Gitj = —8jtiy — ity Ui (1.10)
Gy = —81‘1;5#]‘”]‘ 1.11)

Gij = —8iy — &i 4 — &y 13- (1.12)
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1.2.4 Formulation of Standard CMOS Gain Stages

The formulation of a CMOS gain stage depends on its topology, and thus, whether it
is single—ended or fully—differential.

Single-Ended Structures

The differential-pair can be modeled directly in the form of Figure 1.1. For a CS
stage, the negative input should be ac—grounded; a source—follower (SF) stage should
be treated as a G,—stage with 100% negative feedback (k;; = 1), as shown in Figure
1.7.

|

i _

Figure 1.7: SF stage as a G,,—stage.

A common-gate (CG) stage is modeled as depicted in Figure 1.8, where antiparallel
stages G}, ; and G ; have the same g%—coeﬂicients. This formulation results from the

fact that in a CG stage the output current flows towards its input source, as depicted
in Figure 1.9.

u:

1

Figure 1.8: CG stage as a G,—stage.

Stages that result from combinations of the aforementioned standard ones can
be represented as connections of their G,—stage equivalents, or even be treated as a
single G,—stage. An example of the latter case is presented in Section 1.4.5.

Fully-Differential Structures

In the case of a fully—differential stage, an appropriate representation would be that of
Figure 1.10. The two G,,—stages are connected with their inputs in parallel, and each
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Figure 1.9: Simple CG stage.

set of g%—coefﬁcients results from the common input and the corresponding output.

Kl
itm

Ideally, ¢ = —g%, so as to achieve i, = —iy.

N

N

Figure 1.10: Fully—differential structure G,—stage representation.

1.2.5 Circuit Transformation into a G,—Stage Equivalent

The transformation of a circuit into an equivalent representation of G, —stages relies
on identifying the standard CMOS gain stages that it is comprised of, and their
interconnections.

As an example, consider the three—stage feedback amplifier of Figure 1.11. The
amplifier consists of 3 cascaded stages (differential-pair, CS, SF) and a buffer stage
(SF) for Miller compensation.

The equivalent representation of the amplifier is that of Figure 1.12. Transistors
Mo—M, of the differential-pair form the first G,-stage, G ;,, while the CS stage of
Ms—Ms forms the second stage, GY', . The SF stage of M7;—Mjg forms G755, and the SF
stage of My—M,o forms GEHAA' Moreover, it is ko33 = kqss = 1, as described in Section
1.2.4.
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Figure 1.12: G,,—stage equivalent representation of the three—stage feedback amplifier.

The negative input of the differential-pair (and thus, Gy, ,) is fed with an ac—

voltage voltage of
Ry

2
————— Ut = ko31Uour = ko313
RL1 + RLZ

where Ry, + R, = R, = R3. Finally, C;, = C3 and C¢ = 614. The ac—input signal,
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Uy = U, is realized by the current source fo = uy/Ry that acts on the normalized*
Ry = 19; this transformation results from the method’s formulation that is presented
in Section 1.4.

1.3 Model Coefficients Derivation

The derivation of the g%—coefﬁcients of each G,—stage model can be performed by
a three—step procedure that involves an ac—analysis performed to the whole circuit
structure, 2—dimensional (2D) DC—sweeps around the input and output DC—operating
points of each stage, and, finally, linear regression for the estimation of the coefficients.
The findings of this procedure should confirm weakly nonlinear behavior for all G,,—
stages, otherwise the method’s accuracy will be degraded.

The ac—analysis and 2D DC—sweeps can be performed very fast and efficiently in
EDA environments like Cadence Spectre. Moreover, they can be set up with very few
steps to achieve the desired level of accuracy for the derivation of the g%—coefﬁcients.
Thus, the overall speed of the proposed method is not compromised.

1.3.1 AC-Analysis for Amplitude Levels Estimation

An ac—analysis is initially performed to the complete circuit under consideration, to
gain knowledge about the expected signal amplitude at the input and the output of
each stage.

Figure 1.13: Closed—loop system configuration.

The input and output amplitudes of a stage with respect to the circuit’s input
signal can deviate from an anticipated monotonous drop in open—loop applications
as frequency rises. When the circuit is in closed-loop configuration, the maximum
value may be achieved at higher frequencies. In the system representation of Figure
1.13, the gain from the input signal, u;, to the input of the first stage, uy, is

uq 1

us — m (1.13)

4If the input signal source drives a CG stage, Ry must be significantly smaller in value than the
input impedance of the stage.
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As the gain of each stage falls with frequency, the gain to the input of the first
stage rises, and so does its input amplitude. Depending on the gains «y,...,a,, and
whether additional feedback exists, more stages can exhibit similar behavior.

90 Three-Stage Feedback Amplifier - Differential-Pair
= | | | | | | o

-40 - n

Power (dB)
2
I
|

=70 N
80 1
uS
90 U -
-100 | | | | | | | I \/LI\I’S\HH
1 10 100 1k 10k 100k 1M 10M 100M
Frequency (Hz)
Figure 1.14: Gains u,/u; and usy/us for the differential—pair.
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Figure 1.15: Gains ug/u, and us/us for the CS stage.
Figures 1.14 and 1.15 depict the gains u;/u,, ug/us and us/us, for the differential—

pair and the CS stage, respectively, of the feedback amplifier of Figure 1.11. Let the
differential—pair’s differential input voltage be denoted by u; and its output voltage
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by us; accordingly, the CS stage has uy as input voltage and u3 as output voltage.
Whereas both gains reach their maximum value at low frequencies in the CS stage,
the gain of the input of the differential—pair starts to rise and reaches its peak higher
in frequency, but well inside the amplifier’s unity—gain bandwidth of 16.80 MHz.
Simulations were done again with Cadence Spectre in TSMC 0.18 um technology.

1.3.2 2D DC-Sweeps for Current—Characteristics

The derived maximum values (within the bandwidth of interest for the distortion
estimation), when referred back to the excitation signal, mark the peak amplitudes
that the input and the output of a stage will confront. As such, they are the ranges for
the 2D DC—sweep required to capture the dependence of the stage’s output current
on its input and output voltages.

Each stage is set to its input and output DC—operating points, and a 2D DC—sweep
of its output current is preformed under no load; the two sweeping parameters are
the input and output voltages, with r; and r, number of steps, respectively.

1.3.3 Model Coefficients Extraction via Linear Regression

After all 2D DC—-sweeps are completed, the acquired data have to be processed in an
appropriate way to derive each stage’s g%—coefﬁcients. A linear regression approach
is used, in the form of a linear least-squares problem [36]

I, = UG+1I. (1.14)
The matrices U € R(172)>%9 and G € R?*! are defined as

u3

~ ~9 o~ 9
2 Ui, Wil uitju-] (1.15)

o2
uj, u ;

I ~2 773
U= |:uitj7 Uy, U i

itj>
0,20 430 J01 502 403 it 21 o12] '
G= [gitjv 8itj» it » Sitj» Sitj» Sitj » Sitjs ity 1 gitj:| (1.16)

forming (1.8) for all the values of the stage’s output current, embodied in I, € RU172)*1,

The column matrix I. € R"72)*! accounts for the error between the current values
obtained by simulation (I;) and the ones resulting from UG.

For normalization purposes, and to ensure a robust solution, a scaling is intro-
duced in (1.14) by means of a diagonal matrix, D,

I, =UD'DG+I. (1.17)
D = diag (4, . .., d9) € R?*? (1.18)

where ¢; is the Euclidean norm [37] of the i—th column of U. The solution yielding
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ke

the estimation of the gj,—coefficients is

G=p"|(up™) Up™| “wp )1, (1.19)

1.3.4 Weakly Nonlinear G,—Stage Behavior Criteria

Although it is not always trivial to confirm that a circuit operates under weak non-
linearities a priori [£], it is possible to practically confirm such an operation, subjected
to certain bounds. Useful insight can be gained by the following two criteria.

Criterion 1

First, the accuracy of the least—squares fit to the simulation current values of a G,,—
stage is evaluated by the bounded ratio

Il _ [T — UG,
lly [l

where |||, denotes the 1-norm [37], and b; > 0.

This ratio must be small in order to confirm a good fit. As such, the value of b;
can be adjusted to meet the desired level of accuracy. In the example cases of Section
1.5, a value of b; in the order of 10~* was found to yield accurate fitting.

< by (1.20)

Criterion 2

After a fit with good accuracy is confirmed, the normalized magnitudes of the non-
linear terms of (1.8) are considered. Let

[ | 10~ 20772 30773
8itj Uitj 8itj Uit 8itj Uitj
~ _ o1, 02,2 03,,3 3x3
E(u, ) = | |8ij ”]’ &8itj Uj ‘ ‘git]’ U; ‘ cR (1.21)
1 2179 12~ 9
‘&tjuitj”j ‘ ‘gitj Uiyl ’ 8itj ”itj”j‘
Rl 1 ~max ,,max 3x3
10’1:Zmax
&itj Uit

where it is assumed that the dominant linear term of (1.8) is g}t?ﬁitj, and the maximum
values uj;™

The entries of E that correspond to the normalized nonlinear terms of (1.8) can
be bounded by b;* > 0, to ensure that the dominant linear term, g; 7, is at least 1/b}*
times stronger over the entire input and output voltage ranges. A value of b;f in the

order of 10! was found to be reasonable, especially for a stage where US> U

max

and u™** are taken from the 2D DC-sweep ranges of the G,—stage.
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1.3.5 Coefficients Derivation Example

As an example, the coefficients of the CS stage of Figure 1.11 are derived, assuming
a sinusoidal signal of 25 mV peak at the input of the amplifier. For such an input,
Figure 1.16 presents the 2D DC—sweep’s resulting output current as a function of the
input and output voltages of the stage. The coefficients are gathered in Table 1.1. In
this example, it is by = 5.4701 - 10~ and b;}" = 41485 - 101

2D DC-Sweep - CS Stage

Tout (uA)

-530

-270 -5
0 0
270 530 10 g

Vout (mV) Vin (mV)

Figure 1.16: 2D DC-sweep of the CS stage’s output current.

Table 1.1: CS stage g*,—coefficients.

Coefficient Value Units
glo, —6.0841-10"% A/V
g% —6.7874-107% A/V?
g3, +4.1772 107 A/V3
e —1.1433-10° A/V
g% —8.9247-107% A/V?
g%, -3.3726-10°¢ A/V?3
gl —4.5296-107° A/V?
gt —6.3003-10"¢ A/V3

gi2 —3.9418-107° A/V3
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1.4 Harmonic Distortion Estimation

Consider the general circuit structure of Figure 1.17. The topology is composed of
G, —stages, resistors and capacitors. Each node j,j = 0,1,...,n, may feature a resistor,
R;, and a capacitor, C;, connected to ground. It can also have an excitation signal, as
an independent current source, 2]-. The G,—stages behave as described in Section 1.2,
while capacitor E’g]- provides coupling between nodes ¢ and j, with

= Cy (it — i) = —ig,. (1.23)

Figure 1.17: General circuit structure, composed of G, —stages.

For each node j, it holds

. uj )
4 Y+ S i, =+ Gl (1.20
it ¢
and by using (1.23)
A ~ U; ~ )
ij—l-Ziitj—i-Zngug = ﬁ+ Cj+ZCZj Uj. (1.25)
it ‘ ) ¢

Equation (1.25) constitutes a manipulated form of the state—space equation of the
general form C‘it = Gu + I, where C° and G° are the corresponding capacitance and
conductance matrices of the whole circuit.

Assuming that the circuit operates in steady—state, let the voltage of node j be of
the form (recall that only harmonics up to the third are considered)

=1} + 1! (1.26)
u, =0/ (1.27)
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uf = 0's! (1.28)
where®
S = a1, by) € R (1.29)
T
S]h = [Cl]ﬂ, b]'72, a;3, bj}g] € R4X1 (130)
¢ = [sinwt, coswt] € R!*2 (1.31)
0" = [sin 2wt, cos2wt, sin 3wt, cos3wt] € R (1.32)

Terms uf and u;? represent the voltage components of the fundamental and the

harmonic tones, respectively, while vectors S/]‘ and S;’ feature the corresponding sin
and cos coefficients.

In the same vein, for the excitation current source of node j it is

i =1+ (1.33)
i =0P (1.34)
il =0"P! (1.35)
where
~ 7 T 2x1
P;: [a“, bj71:| € R (136)
~ 7 ~ 7 T 4x1
Pl = [%’,2, bja, a3, bj,S] e R™. (1.37)

In the following analysis it has been assumed that the circuit features only one
excitation source, that of node O.

The proposed harmonic distortion estimation method is performed in two steps.
First, the fundamental tone of w is estimated, followed by the estimation of the
harmonic tones of 2w and 3w, to finally derive HDy and HDs.

1.4.1 Fundamental Tone Estimation

Since weak nonlinearities are assumed, their contribution to the fundamental tone
can be considered negligible. Thus, the fundamental tone voltage component of node
j, (1.27), should satisty the linear part of (1.25). As such, for the fundamental tone

estimation, the output current, z";j, of stage G} ., is expressed using (1.3) and (1.27) as

Vectors & and 6" are functions of time, so a more appropriate notation would be that of #/() and
6" (t); time is omitted for simplicity.
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only the linear part of (1.8)

iy = 0/ (3195] — 810kigS| + 8815 (1.38)

That is, a G,—stage’s output current is the sum of three independent ones, each one
linearly dependent on the fundamental tone voltage component of its corresponding
node.

The expression of z{t] can be used to form a system of equations for the fundamental

tone coefficients of the complete circuit under consideration, relying on (1.25). Let

_ 0 —1 2x2
]—L O}ER . (1.39)
Then, it is
il, = ¢S, = wo'Ts. (1.40)

Combining (1.38) and (1.40) with (1.25) results in

o P;"’Z<gzt;sf g?t?kltjsf—i_gzt] ]) ZCZJW]Sf

1 -
e (c]. s a,) w]s;] |
¢
(1.41)
The vector function ¢ consists of two linearly independent functions of time, and
embodies two independent equations with respect to the coefficients of sinwt and

coswt. So, & can be eliminated for (1.41) to hold for any t € R. Reordering terms
yields

P]f‘JF Zg}t?sf - Zg}t?kiffsj; +w Z CyJS, = < Z&t;) 5§+ w (Cj + Z Eéj) ]55-
i it ; i

(1.42)
Consider the vector of the fundamental tone coefficients of all voltages
T T "
5= ()" () ()] eme (1.43)
and that of the excitation current source®
+ T
P= [(pg) , (o, o), (o, o)} € R2m+Dx1, (1.44)

Then, the equivalent of (1.42) for the whole circuit structure is constructed in a

6If more than one excitation signals are present, they should be included in the corresponding
entries of the vector.
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block—matrix form

P+ (+K+wF)S=(T+wW)d (1.45)
where
_ Ztgzt]] i ® I, € R2+HDx20+1) (1.46)
= |~ Zigitj it]} 1'1t:0 ® I, € RmH)x2tD) (1.47)
_ @]]” . ® J € R2ADx2nt1) (1.48)
T — diag <[; Sush] ) ® I € RAM D320+ (1.49)
W = diag <[C +3, CZJ O) ® J € R2H)x2(n+1), (1.50)

In (1.46)—(1.50), ® denotes the Kronecker’s product [37], and I, is the n x n
identity matrix. The vector of the fundamental tone coefficients is the solution of
(1.45)

S=[P-G-K+wW-F]"F (1.51)

1.4.2 Harmonic Tones Estimation

The harmonic tones voltage components of node j, (1.28), are generated by the non-
linear terms of (1.8). Including all voltage terms in the form of (1.26) and computing
all produced terms would result in cumbersome expressions that constitute a nonlin-
ear equality problem. Even though this approach yields the exact algebraic solution,
it is neither easy to implement nor computationally efficient.

A close inspection of (1.8), in association with (1.26), reveals that the generated
coefficients of the second and third harmonic tones due to the nonlinear terms of
(1.8) will eventually be a sum of products of

(a) only fundamental tone coefficients,

(b) a single harmonic tone coefficient to the power of one and one or more funda-
mental tone coefficients,

(c) higher orders or products of harmonic tones coefficients.

Since the amplitudes of the harmonic tones are expected to be much smaller
than that of the fundamental tone, products involving two or more harmonic tones
coefficients or powers of them are negligible and can be safely ignored. This approx-
imation can be validated after the estimation of the harmonic tones, as demonstrated
in Section 1.4.3.
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h

Based on the above and including the linear part of (1.8), the output current, 7,

of stage G ., can be approximated, using (1.3) and (1.28), by

zvtvj’

itj — tj i itj<i itj itj“’j

i = 0" [g}OSh — SigkiySt + 88} + Ziy + XS} + XSt + XS} (1.52)

where the term 6"Z; is the sum of the products (a), and the term

o" <Xith§“ + ngS’f + XZ]Sf) is the sum of the products (b). Note that the approximate
]

expression of #;; is linear to the corresponding harmonic tones coefficients.

The term Z;; is expressed as

.
Zii = vk, Pl P Pf;?] e R (1.53)

where
Pii = 8 + Suf + Qi (1.54)
P = g + 8t + gl (1.55)
Pii = Sifa T &ufi 8T + 8O (1.56)
Pi =8 &S+ 8T + 8ol (1.57)

Furthermore, matrices Xg € R*4, Xj, € R*** and X}, € R** are defined as

. - 3 1 1
X = git Nij + g?tjogMitf + 8%}51‘0 + 851 Qu + ggt]ziM]' (1.58)
Xiﬁtj = —ki X (1.59)

3 1~ 1~
Xiy = 8y Ni + 81 5 M + 8y 5 N + 81 5 Mis + 81 Q- (1.60)

The quantities forming (1.54)—(1.60) can be found in the Appendix and are omit-
ted from this part of the text for better comprehension of the method’s steps.

Expression (1.52) is now used to form a system of equations for the harmonic
tones coefficients, based again on (1.25). To this end, let

L= [(2) g] € R?*? (1.61)

and express
W =0"S! =wh" (L®]) S (1.62)
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The combination of (1.52) and (1.62) with (1.25) yields

Qh

P> (34050 — ikigSt + 8] + Zig + XSt + X8 + X5} )
it

i
(c +ZC@> (Lo]s

The vector function ¢" consists of four linearly independent functions of time,
implying four equations of the coefficients of sin 2wt, cos2wt, sin 3wt and cos 3wt.
Eliminating 6" and reordering terms results in

(Pjh +y z,-t]) +3 608 =3 gl%kyst + Y (ngs? + X0t + Xg]s]h)
it it it it
—i—wz Ci(L®])S; = (— - Zglt]> ij +w <Cj + Z @) (L®]) Sj?. (1.64)
y4

Let the vector of the harmonic tones coefficients of all voltages of the circuit be

+ZC£] (Lo ])SH =0 (1.63)

h T T ul 2(n+1)x1
St = (sg) , (s’;) L (s’,;) € R+ (1.65)
and consider the vector P" € R4("tD)x1 of the excitation current source’
. T
P = [(Pg) , (o, 0, 0, 0), (0, 0, 0, o)] . (1.66)
Moreover, let the vector
B' = P' 4 7! e RAHDXA (1.67)
where ;
7' =[5 2] e RAm, (1.68)
: -

Then, equation (1.64) is written in block—matrix form

B'+("+K'+X"+wF') S = (T + wW") $" (1.69)

where
= G @ I, € RAmHDx4n+1) (1.70)
_ Id@ I2 c ]R[*(”JA)X[*(”JA) (171)

"In the case of more than one excitation signals being present, they should be added at the corre-
sponding entries of the vector.
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F' = [Ee]-] 2 ,© (L ®J) e Ri+Dx4(nt1) (1.72)
]7 =

Th _ rpf® 12 e R4(n+1)><4(n+1) (173)

W" = diag ([Cj + @j} no) ® (L®J) € RilmHxattD) (1.74)

X" = [Z Xf;]} [ Xﬁ]} + @ [th lt]} € R4+ X4(r+1) (1.75)

and @ denotes the direct sum of matrices [38].

The solution of (1.69) gives the vector of the harmonic tones coefficients
—[T"- G —K' - X'+ w (W —F)] "' B" (1.76)

The solution of (1.51) and (1.76) can be easily calculated, making the speed and
computational efficiency of the proposed method superior to that of traditional dis-
tortion estimation via simulation.

Since all coefficients are known, the desired HD5 and HD3 factors can be imme-
diately obtained for any node j of the circuit

2 2
‘ a5 + b
HD), = 10log,, (W) (1.77)
]7 ]7
at, + b?
HD), = 10log,, (%) . (1.78)

For a differential output, between nodes j and m, the distortion factors are given by

r 2

HD™ = 101log,, (32 = ”’”’2>2 * (b = b’“)z (1.79)
(@0 = an)” + (s = bus) "
: ) .

HD" = 1010g,, | 27 ”’”’3)2 * (s = b"”3)2 (1.80)
[ (@0 = ama)” + (B = D)

1.4.3 Harmonic Tones Approximation Error Evaluation

The assumption regarding the amplitudes of the harmonic tones that led to the
elimination of the products (c) in Section 1.4.2 can be validated retrospectively after
the solution of (1.51) and (1.76). To this end, consider the error excitation current
source of stage G} ;

/\

.
i = 0P = ¢ [ i, 0, a5, 0] (1.81)
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where P5; € R%*! has the same form as (1.37) and
i 3. 9~ 3 9
lt] 2 = gzt] ( Clt]d?t] + 4dzt]> 2]3 (ic]d? + Zdjg)
ul (Lo | wda 4 20 2d; of (e oy cdia+ 23, (1.82)
+ it 2C] itj +Czt] itidj + 5 %t + Sit] §Cit]’ i + ¢jdid; + Z itj ;] .
e 3. 9~ 3 9
zt]3 gzt] ( le]d?t] + 4d1t]> glt] ( C]d2 + 4d3>
1 1. 9~, 1. 1 9~
+ 812; ( dzZt] 2C1t1dzt1d + 4dzf] ) gzt] ( lefd + chdltfd + 4d1t1d2> . (1.83)

The coefficients involved in (1.82) and (1.83) are the maximum amplitude values
of the fundamental and any harmonic tone at the input and the output of stage G,
over the entire frequency range of interest, evaluated as

Citj = max {\/ iy + blt]1 } (1.84)
max{,/ajﬁ—bﬂ} (1.85)
Zt] - max{ zt] 9 + zt] 2 \/ zt] 3t zt] 3 } (1.86)

it

d; = max \/ + b, | \/a]%?) + bﬁg‘} (1.87)
where
Ayjy = aj1 — kigjag 4 (1.88)
EitjA = bi1 — kb1 (1.89)
Ayj o = i — kigjfiy o (1.90)
bija = bia — kijbia (1.91)
Ayj3 = A;3 — kigjfiy 3 (1.92)
Ez’tj,?; = b3 — kb 3. (1.93)

The current of (1.81) is injected into the output node, j, of stage G, ., while no other

iyhj?
input is present in the circuit under consideration. The expression of 7f; accounts for
the products (¢) that would have been generated by the nonlinear terms of (1.8). Its
magnitude is an overestimation of the induced error in the estimation of the harmonic
tones by (1.76); the maximum values of (1.84)—(1.87) may not be an input—output
corresponding pair in frequency, and may also result from a combination of both
harmonic tones. Furthermore, the involved glt]—coefﬁc:lents are summed in absolute—

value fashion, while they may feature opposite signs.
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The harmonic tones coefficients due to the error current source of stage G}, ; are
given by the solution of

She = [T = G — K" +w (W' — F")] ' Pie (1.94)
where node
Py = [(0, 0, 0, o), r(zz;m, 0, a5, o), (o, 0, 0, o)]T e R4HDXL,
(1.95)

This procedure is repeated for all G,—stages of the circuit, and a total error esti-
mation is obtained by summing the absolute coefficient values of all SZ}E € Rit+)xt
vectors

§ = [la54l |b5s

itj

b%,B{?

&
b1,3

€ € € €
) a0,37 a1,2|7 |b1,2}7 }a1737 ) oty

] e RiCrHxt (1.96)

cey |a§72 b2,2’> ‘a18173|7 |bi73}

Y

Again, this constitutes an overestimation of the total propagated error, since (1.96)
supposes all calculated coefficients to be in phase at every node of the circuit.

The final step to validate the harmonic tones approximation is to compare the
power of the second and the third harmonic estimated by (1.76) to the power of the
ones resulting from (1.96), in the frequency range of interest. The power difference
would indicate a pessimistic error estimation in the second and the third harmonic,
and thus in HD4y and HDj3 factors.

1.4.4 Proposed Method Application Procedure

Concluding the theoretical analysis of the harmonic distortion estimation, the appli-
cation of the proposed method is summarized as Procedure 1.

Procedure 1: Proposed Harmonic Distortion Estimation Method

1: Decompose the circuit as an interconnection of CMOS stages.

2: Derive each stage’s g%—coeﬂicients by curvefitting, confirming the criteria of
Section 1.3.4 and Section 1.3.4.

Replace each CMOS stage with its G,,—stage model equivalent.

Add all resistors and capacitors, including parasitic ones if of interest.

: Add the circuit’s excitation current source(s).

: Form matrices (1.44)—(1.50) and solve (1.51) for the fundamental tone estimation.
Form matrices (1.66)—(1.75) and solve (1.76) for the harmonic tones estimation,
evaluating the harmonic tones approximation of Section 1.4.2 with the procedure
of Section 1.4.3.

8: Use (1.77)—(1.78) or (1.79)—(1.80) to estimate the desired HD9 and HDj factors.
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1.4.5 Application Examples

The application of the proposed method is illustrated via two example cases, where
the necessary parameters are derived and all calculation steps are followed. The
examples are continued in Section 1.5, where the estimated distortion factors are
compared to that resulting by simulation, for a range of frequencies.

One-Stage Cascode Amplifier

Consider the one—stage cascode amplifier of Figure 1.18. The load, R, || Cy, is con-
nected to ground via a DC—voltage of V{5, equal to the DC~voltage of the unloaded
output of the amplifier.

VDD

Viias, 4”
M,
Vaias, 4”
M,

out

'VSS

Figure 1.18: One—stage cascode amplifier.

The equivalent G,—stage representation is shown in Figure 1.19, where the whole
stage is treated as a single G,,—stage, Gp, ;. The ac—input signal, u;, = uo, is realized
by 20 = uo/Ro acting on Ro =19, and R;, = Ry, CL = C1.
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Uy
) +\‘ u
E)Ijr,l !
TO (1) R, %
R,

Figure 1.19: G,—stage equivalent representation of the one—stage cascode amplifier.

||
|
Q

Given the stage’s derived g&’,—coefficients, the necessary matrices are defined ac-
cording to (1.43)—(1.44) and (1.46)—(1.50)

T
S = [110,1, 50,17 ag,1, b1,1]

R T
P = gy, bos, 0, 0]

and

Gf[g }@I
] B

K =0,
F =0,
1
T= [18) Lo | @D
R 0ort
00
w {o CJ®]

where 0, denotes the n x n zero matrix. Then, the solution for the fundamental tone
coefficients comes directly from (1.51).

The harmonic tones coefficients vector, S", and the vector B" are defined according
to (1.65)—(1.68)

" T
S" = lag, boa, o3, bos, ara, bio, ars, by

) . T
B'= [510,2, boa2, @03, bos, Pots Pons Pous PB%]
where the following are calculated using (1.54)—(1.57)

2 20 52 2
Pors = Somfor + Sonfi + Sorhin
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2 _ 202 02 12 11 7,c2
p0r1 - gOrlﬁ)ﬂ + g0r1ﬁ + g0r1h0r1

s3 _ 303 03 3 21 s3 12 s3
Port = Sorfort + 8ortfi” + 80r1Tor + 80r100m

3 _ 303 03 13 21 c3 12 3
pOM - g0r1f6r1 + gOrUEi + g0r11/0r1 + gOMOOM

and (197)—(1110) are calculated for EOMA = 40,1, 50,171 = bo,1, a1 and b171. Finally,
following (1.58)—(1.60) and (1.70)-(1.75), it is

G'=GxlI,
K" = 04
F' = 0g
T"=T&I,
00
wh [OQ]@(L@])
0 0
Xh:[4 4}
Xgrixgﬂ

where
o 20 N7 30 3~ 11 1 21 12 1
XOri = gOriN()ﬂ + g0r1§M07’1 + Sor §N1 + gOr1Q071 + g0r1§M1
3 1~ 1~
X3y = onN1 + 88;0’151‘/—’1 + 3(1)115N0r1 + 8(2)31§M0r1 + 80mQort

and the matrices of (1.111)—(1.115) are similarly calculated for ag, 1 = ag 1, AI;OYM = by 1,
ay4 and by . The harmonic tones solution is given by (1.76), enabling the estimation
of HDy and HD3 at the amplifier’s output.

Three-Stage Feedback Amplifier

A more general example is given for the three—stage feedback amplifier of Figure
1.11. The application of the method on the equivalent network of Figure 1.12 yields
the following matrices according to the definitions of (1.46)—(1.50)

[0 0 0 00]
gl 0 0 00
G=|0 g% 0 00|xI
0 0 g3300
0 0 g%2400_
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000 0 0
000 —gé%1ko31 0

K=1000 0 0
000 —gi% 0
000 0 _gégz;_
0 0 00 0]

0 0 00 Cy
F=10 000 0|®J
00000
0Ci, 00 0|
= 0 0 0
0 —go3 O 0
T={0 0 —g% 0

0 0 0 z—g%

0 0 0 0

0 0 00 0]

0C, 00 O
W=10 000 0]|®]

00 0C; O

0 0 0 0 Cyf

G'=GxlI,
K'=K &I,
0 0 0
0 00
Fr=10 0 0
0 00
0 Ci, O
T'"=T®I,
0 0 0
0 Cyu O
Wr=10 0 0
0 00
00 0

®(L®])

®(L®])

® Iy

® Iy

For the harmonic tones estimation, the matrices of (1.70)—(1.75) are

The vectors S’ and P/ of (1.43)—(1.44) are omitted for simplicity. Then, (1.51) gives
the fundamental tone coefficients for all nodes of the circuit.
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04 04 04 04 04
X031 X331 04 X§31 04
Xh = 04 X?r2 X?r? 04 04

0s 04 XSy5 Xoa3 + X 0,
0, 0, X§, 0, X + X344

where the following are calculated using (1.58)—(1.60), the corresponding (1.88)—
(1.89) and (1.111)—(1.115)
. - 3 1 1
X531 = 8031 Noat +g8§1§M031 +8<1)131§N1 + 80531 Qo31 +86§1§M1
Xg31 = —ko31 X031
3 1~ 1~
X331 = 8oz V1 + 88§1§M1 + 82)%31§N031 + 8(2):131§M031 + 8o31Qo31
. . 3 1 1
Xty = 81aNi2 +8in 5 Mir +8ir o N2 +812Qu2 + 81y 5 M2
3 1~ 1~
Xia = 81N +g(1);32§M2 +8132§N1r2 +8%:2§M1r2 +8112Q12
. - 3 1 1
X533 = 8233 No33 +3§g3§M233 + 8233 §N3 + 85330033 +8%3§M3
X§33 = —Xo33
3 1~ 1~
X333 = 8933Ns + 83§3§M3 + 8%35]\7233 + 8%§3§M233 + 82330233
§ - 3 1 1
X544 = 8204Noss + 332451‘/—’244 + g$£4§N4 + 8244 Qoas + 8$Z4§M4
X§44 = —Xou
3 1~ 1~
Xiaq = 8oulNa +8324§M4 + g$£4§N244 + 831451‘4244 + 8214 Q2us.
The vectors §" and B" of (1.65), (1.67) (omitted for simplicity) are formed accord-
ing to the definitions of (1.54)—(1.57), (1.66), (1.68), the corresponding (1.88)—(1.89)

and (1.97)—(1.110). The harmonic tones coefficients are finally computed by (1.76),
and thus HD9 and HDs.

1.4.6 Additional Remarks

To conclude the proposed method’s core section, some remarks regarding less typical
circuit cases are in order.

Series Resistor

In a case where a resistor is in series with a capacitor (like in a Miller compensation
scheme where a series resistor is included for the elimination of a possible right half—
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plane zero), the method’s form does not feature an explicit way to account for it.
However, the resistor can be replaced by the equivalent block of Figure 1.20, as a
G,—stage model. If the resistor, R, placed between nodes a and b, is linear, the only
non-zero coefficients of the two stages modeled by (1.8) are g{% = ¢!0 = 1/r. Weak
nonlinear behavior of a resistor can also be captured by including more terms of

(1.8).

U,

Uy,

Figure 1.20: Resistor as two antiparallel G,—stages.

Another possible use of such a resistor formulation is to model a capacitance, C;,
at the negative input of the stage G}, in the case where ky # 1. For example, if
a capacitor is added at the gate of M, in Figure 1.11, R;, can be replaced by the
equivalent block of Figure 1.20; then, the voltage at the gate of M, becomes a new

variable, us, and stage Gjj 5, changes to G ,, with kos; = 1.

Parasitic Capacitors

Parasitic capacitors can be added at any node of the G,—stage circuit representation.
Their inclusion benefits nodes where no other capacitance is present, or nodes with
a very small capacitance value.

Process, Supply Voltage and Temperature Variations

The method can be performed for process, supply voltage and temperature variations
(PVT), by simply repeating the derivation of the g%—coefﬁcients of all G,—stages and
then solving (1.51) and (1.76). The variations will have an impact on the result-
ing output currents of the stages, that will be captured by the newly derived g%—
coefficients. The repetition of the method is much faster than the required repetition
of simulation, boosting even further the speed—up gain of the distortion estimation.
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1.5 Simulation Results

The proposed harmonic distortion estimation method is verified by Cadence Spectre
simulation in TSMC 0.18 um technology. Supply rails are set to £2.5V for all cases
presented, while distortion results are obtained from parametric PSS—analysis. Each
amplifier load has a reference voltage equal to the DC—operating point of its output
node.

The method is implemented in MATLAB, and no parasitic capacitors are taken
into account; their inclusion would result in better accuracy at high frequencies. As
a rough estimate, the time of distortion estimation drops from minutes (parametric
PSS-analysis) to seconds (proposed method).

1.5.1 One-Stage Cascode Amplifier

The first simulation case is that of the one—stage cascode amplifier of Figure 1.18. The
implemented stage has 21.56 dB DC—gain and a unity—gain frequency of 17.86 MHz,
while driving a load of 10k || 10 pF. Under an input signal of 12.5mV peak, the
method’s resulting HDy and HDj3 factors are presented in Figures 1.21 and 1.22,
respectively, against the results obtained by Cadence Spectre.

One-Stage Cascode Amplifier - HD2
RN T T A T T A

-40
-42.5 |
)
=
5 -45 N
2
o
A Cadence Simulation
475 —Proposed Method -
_50 Ll Ll Ll Ll Ll Ll Ll L
1 10 100 1k 10k 100k 1M 10M 100M

Frequency (Hz)

Figure 1.21: HD; of the one—stage cascode amplifier.

The results of the proposed method are in fine agreement with the simulation
ones; the error between the simulation and the method is less than 0.64dB for
HD», and 1.75dB for HD3, for up to 100 MHz. For frequencies up to the unity—gain
frequency of the amplifier, the HDy error is found to be less than 0.33dB. Figure



Simulation Results 63
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Figure 1.22: HDj3 of the one—stage cascode amplifier.
100 One-Stage Cascode Amplifier - Approximation Error Evaluation
- IR RN T T T T T T T T T T T T
-110
—-120+ i
=
\: 1301 Second Harmonic Fractional Error Estimation |
GB) ) —Third Harmonic Fractional Error Estimation
o
-0 .
-150 - N
_160 ol el el el el I Ll Ll L
1 10 100 1k 10k 100k 1M 10M 100M

Frequency (Hz)

Figure 1.23: Approximation error evaluation in the second and the third harmonic
for the one—stage cascode amplifier.

1.23 shows the approximation error in the second and the third harmonic, that is
seen to be practically non-existed.
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1.5.2 Three-Stage Feedback Amplifier

Next, the method is applied to the three—stage feedback amplifier of Figure 1.11, that
has a feedback factor of § = 0.05. The amplifier drives a load of 10k || 10 pF, has a
DC—gain of 26.01dB and a unity—gain frequency of 16.80 MHz. Figure 1.24 shows
HD,, with HD3 being depicted in Figure 1.25, for an input signal of 25 mV peak.

-40

Three-Stage Feedback Amplifier - HD2
T T R T T rorrrTTTT

Cadence Simulation
—Proposed Method

-70

=75

-80

-85

Power (dB)

-90

-95

-100

10 100

1k 10k

100k 1M 10M

Frequency (Hz)

Figure 1.24: HD, of the three—stage feedback amplifier.
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Figure 1.25: HDj3 of the three—stage feedback amplifier.
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Figure 1.26: Approximation error evaluation in the second and the third harmonic
for the three—stage feedback amplifier.

Both distortion factors predicted by the method are in excellent agreement with
the ones from the simulation. Up to 100 MHz, the error is less than 1.79dB for
HD», and less than 1.58 dB for HD3. Within the amplifier’s unity—gain bandwidth,
the maximum errors fall to 0.49dB and 0.93 dB, respectively. The approximation
error in the harmonic tones is illustrated in Figure 1.26, proving the validity of the
method’s estimation results.

1.5.3 One-Stage Fully—Differential Amplifier

Finally, the one—stage fully—differential amplifier of Figure 1.30 is simulated. The
structure has 25.52dB DC-gain and 23.79 MHz unity—gain frequency, under a load
of 25k || 5pF per output. With a 25 mV peak input signal, Figures 1.27 and 1.28
present HDy and HDs, respectively.

The HDj3 factor is again in fine agreement with the corresponding simulation
result; the error is found to be less than 2.36 dB for the bandwidth of 100 MHz,
while within the amplifier’s unity—gain frequency is less than 0.41dB. Both HD,
estimation results indicate practically a negligible second harmonic, as is expected
by the fully—differential nature of the structure. The approximation error in the
harmonics is depicted in Figure 1.29, being essentially zero.
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Figure 1.27: HD4 of the one—stage fully—differential amplifier.
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Figure 1.28: HD3 of the one—stage fully—differential amplifier.

1.6 Summary

In this chapter, a time—-domain harmonic distortion estimation method is presented,
that can be applied systematically to CMOS circuits with any number of stages. It
can be implemented in MATLAB and yields accurate distortion estimation results,
verified by comparison with Cadence Spectre simulation. The method holds a fast
computational profile that intends to be exploited by integration in EDA suites.
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Figure 1.29: Approximation error evaluation in the second and the third harmonic
for the one—stage fully—differential amplifier.

Appendix: Quantities Forming (1.54)—(1.60)

With coefficients a1, byj1. 4,1 and b;; known from the solution of § by (1.51), the
coefficients of (1.54)—(1.57) and the matrices (1.111)—(1.115) of (1.58)—(1.60) are given

by

~ L~
fij = @inj1bi 1

~9 72
2o @iga + bitjA
fu=—"5"
=3 EitjA ~9 352
fi = 5 T + Objsi 4
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f;2 — _a]?A + b]2v1
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Figure 1.30: One-stage fully—differential amplifier.
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Intermodulation Distortion
Estimation in CMOS Circuits

This chapter presents a general, time—domain method for intermodulation distor-
tion estimation offering a fast, systematic and compact formulation. It can be applied
to any linear CMOS circuit architecture, with any number of stages, ranging from
amplifiers and transconductors to filters, that are characterized by weakly nonlinear
behavior. Each CMOS stage of the circuit is modeled as a G,—stage with an output
current expressed as a more involved function of its input and output voltages, taking
into account both powers and cross—product terms necessary to accurately capture
the nonlinear behavior. The proposed method is easily implemented in numerical
computing environments like MATLAB or Python, and results in a very fast dis-
tortion estimation. A number of example topologies simulated in Cadence Spectre
illustrate the application of the method and demonstrate its accuracy.

2.1 Introduction

Intermodulation distortion is a quantity of major significance in circuit design; inter-
modulation and harmonic distortion characterize the linearity of a circuit, and thus
their behavior is considered crucial in the performance of power amplifiers, radio—
frequency amplifiers [1], low—noise amplifiers, filters, and more.

The most popular test to measure intermodulation distortion is the two—tone test
[2, 3], where two sinusoidal signals at frequencies wy and wy drive the circuit under
consideration. The result is the generation of intermodulation products at frequencies

Copyright © 2021 John Wiley and Sons. Chapter 2 is reprinted, with permission, from: Baxe-
vanakis D., Alimisis V., and Sotiriadis P. P, ”An intermodulation distortion estimation method for
linear CMOS circuits”, International Journal of Circuit Theory and Applications, 2021; 49: 1244—-1260.
Copyright © 2020 IEEE. Figures 2.1 and 2.2 are reprinted, with permission, from: D. Baxevanakis
and P. P. Sotiriadis, ”A General Time—-Domain Method for Harmonic Distortion Estimation in CMOS
Circuits,” IEEE Transactions on Computer—Aided Design of Integrated Circuits and Systems, vol. 40,
no. 1, pp. 157-170, Jan. 2021.
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+mw; £ nwy, where m,n =1,2,3,...; the sum m + n is the order of the corresponding
intermodulation product.

Of particular interest is the behavior of the third—order intermodulation products
at 2wy — w9 and 2wy — wy, since these frequencies are very close to the original input
signals, should wy = w — ¢, and wy = w + §,, with d, < w. As a consequence,
the third-order intermodulation distortion IM3, defined as the ratio of the power
of the aforementioned third—order intermodulation products to the power of the
input signals, is one of the most common intermodulation distortion metrics, and the
estimation subject of this work.

Usually, the estimation of intermodulation distortion is performed by simulation
methods like harmonic balance or shooting [4, 5]. However, these methods can
be time—consuming and computationally expensive [6, 7], which has favored the
development of dedicated methods for distortion estimation. The use of the Volterra
series [2, 8, 9] remains a popular approach, yielding very accurate distortion results.
Its drawback is that the mathematical expressions of the involved operators become
very complicated as the number of circuit elements rises, making their manipulation
practically unmanageable.

Other existing methods include the use of linear—centric circuit models to account
for individual distortion contributions [10]; the method is based on the Volterra anal-
ysis framework and gives very accurate results. However, it requires a steady—state
analysis to be initially performed. For weakly nonlinear fully—differential G,,—C filters
of any order, a systematic state—space approach has been proposed [11]; the approach
results in a fast distortion estimation, but it is developed for this particular circuit
family. A distortion contribution analysis by means of the best linear approximation
has been recently proposed [12]; it distinguishes itself from classic distortion methods
by adopting a noise-like analysis, being able to handle complex excitation signals and
strong nonlinearities. Its trade-off is an increased simulation time. Various harmonic
distortion estimation methods that rely on algebraic manipulation of simplified am-
plifier models [13, 14, 15, 16, 17, 18, 19, 20, 21] offer circuit intuition and could be
modified to account for intermodulation distortion, but they are usually tailored for
specific amplifier topologies, requiring extensive algebraic manipulation in order to
be used for more general cases.

This chapter uses the same principles as the work on harmonic distortion esti-
mation [2”] and presents its standalone counterpart for the more complex problem
of estimating the intermodulation distortion in CMOS circuits that exhibit weakly
nonlinear behavior. The proposed method offers a compact and systematic way ap-
plicable to general circuit structures with any number of stages, ranging from simple
transconductor stages to filters and cascaded amplifiers. The estimation of IMj3 is
characterized by a high level of accuracy and is performed on a G,—stage equivalent
model of the circuit under consideration. Each G,—stage captures its correspond-
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ing stage’s current—characteristic accurately by employing a more involved current
model, and curve—fitting. All the necessary mathematical expressions are provided to
the potential reader, enabling the immediate application of the proposed method. The
method is easily implemented in numerical computing environments like MATLAB
or Python, and gives a very fast distortion estimation due to its formulation.

This chapter is organized as follows. Section 2.2 presents the modeling of CMOS
stages and the derivation of the model coefficients, while Section 2.3 introduces the
proposed method for the estimation of intermodulation distortion. Section 2.4 vali-
dates the method’s accuracy by comparison with simulation, and Section 2.5 sum-
marizes the chapter.

2.2 Modeling CMOS Stages as G,,—Stages

CMOS circuits are eventually interconnections of distinct CMOS stages. A CMOS stage
that produces an output current as a response to an input voltage can be considered
and modeled as a G,,—stage, like the one presented in Figure 2.1. Generally, the output

Figure 2.1: G,—stage representation [22].

current of a CMOS stage is a nonlinear function of its input and output voltages. This
nonlinear nature causes distortion generation; thus, it comprises the vital behavior to
be captured by the stage’s corresponding G,—stage model.

It is reported that parasitic capacitances in MOS transistors do not substantially
contribute to the generation of distortion; mainly, they reduce the magnitude of a
stage’s output impedance at high frequencies [23, 24]. This makes possible the
formation of a G,—stage model that is based solely on the DC—characteristics of its
corresponding CMOS stage. A way of obtaining such a model is by approximating
the stage’s output current with a power—series expansion around its DC—operating
point.

2.2.1 Proposed G,—Stage Model

roughou is work, G" . marks the G,,—stage that has positive input, u;, at node
Throughout th k, G}, ks the G,—stage that has posit put t nod

i; negative input, kyu;, from node t, with k;; a real feedback factor'; and produces

This particular notation is adopted to capture a range of popular topologies.
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output current, iy, at node j. The stage’s differential input voltage is
aitj = U; — kitjut. (21)

The itj—triplet® of notation is included in all of the characteristics of a particular
G,—stage, whereas the ac—ground is marked as r (reference potential). The tilde
symbol (~) placed above a quantity is used to highlight that that specific quantity is
input-related. It is also used to mark coupling capacitances, as will be stated later.

Most G,—stage models express the stage’s output current as a power—series of its
input and output voltages, where input— and output-related terms are independent
of one another [14, 15, 17, 18, ]. The absence of cross—terms between the two
voltages can however lead to significant deviations and errors [25, 22, 26].

An accurate model must include cross—products of the input and output voltages
of the stage. This has been done at transistor—level [23, 24, 27, 28, 1], where the MOS
device acting as amplifier is supposed to admit a two— or three—dimensional Taylor
series expansion, and the coefficients of the approximation are calculated by means
of the partial derivatives of the transistor’s current relationship.

In this work, it is assumed that each G,—stage’s operation is characterized by
weakly nonlinear behavior, and that its output current is considered to have a time—

domain [29, 30, 31, 32, 11] power—series expression3 of [26, 22]
- Z o~k 0
k,0>0
k+0>1

In order to combine good accuracy with reasonable complexity it is set k+¢ = 1,2, 3,
and (2.2) becomes

2072 3073

C 10~ o1, , 022, 03 3
Lij = Qg Wity + Sirj Wirj + ity Uiy + &itj Ui + &ty Ui + i

11~ 2172 12~ 2
u]' +git]'ujt]‘u]' +gitj uit]’u]‘ +gitj lxll‘t]‘uj . (2.3)

The gfg—coefﬁcients of (2.3) characterize each G,—stage.

2.2.2 G,-Stage Equivalent Circuit Representation

An equivalent G,—stage representation of a circuit can be constructed by identitying
the CMOS stages that the circuit is comprised of, and their interconnections. Stan-
dard CMOS stages include the differential pair, the common-source, common-—gate,
and source—follower stages; stages that result from combinations of them, such as a
cascode stage, can either be represented by the individual G,—stages of their basic
blocks, or even be treated as a single, individual stage. Fully—differential structures

2Commas between i, t, and j are omitted in coefficients, voltages and currents for simplicity.

®The ké—superscript in gj;—coefficients indicates the corresponding power of i}, and u;.

itj
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can be easily modeled by single—ended G,,—stages. More details on the formulation
of CMOS stages as G,—stages and the construction of a circuit’s G,—stage equivalent
can be found in the chapter on harmonic distortion estimation [22].

A specific procedure for identifying the CMOS stages and decomposing a circuit
automatically is out of the scope of this work. A possible, semi—automatic option
would require the designer to mark each distinct stage during the design process, in
the same way different subcircuits are represented and connected by their higher—
level symbols. Then, the process of deriving the gfé—coefﬁcients of each stage and the
mapping of the circuit’s G,—stage equivalent could be automated.

2.2.3 G,—Stage Model Coefficients

Most of the works in the literature as well as various analyses derive the model’s
coefficients by a Taylor series expansion at the DC—operating point of the stage. Such
an approach, however, yields accurate results only locally and for small signal ampli-
tudes [33]. In order to capture in detail the amplitude—adjusted nonlinearities of each
stage, the gfé—coefﬁcients of (2.3) of each model are instead derived by curve-fitting,
through a three—step derivation procedure® that involves the following.

1. AC—Analysis for Estimation of Amplitude Levels

Given the decomposition of the complete circuit into its distinct CMOS stages, an
initial ac—analysis is performed in order to estimate the maximum expected signal
amplitude at the input and the output of each stage, in the frequency range of interest.

2. 2D DC-Sweeps for Model Coefficients Derivation

Each stage of the circuit is set to its input and output DC—operating points, and a
2D DC—sweep of its unloaded output current is performed. The sweeping ranges for
the stage’s input and output voltages are the maximum input and output amplitudes
derived in the ac—analysis, with r; and ry number of steps, respectively.

3. Model Coefficients Extraction via Linear Regression

The acquired data from the 2D DC—sweeps are processed in a linear regression fashion

to derive each stage’s g¥i—coefficients. More specifically, a linear least-squares problem
[34] is formed

itj

I, = UG (2.4)

“A more detailed description of the proposed derivation procedure can be found in the chapter on
harmonic distortion estimation [22].
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where I, € RU172)*! js a column matrix with the values of the stage’s output current,
and the matrices U and G are defined as

— |5 2 33
U= [uit]-, Uiy, U

2 3 77 2 e 2 r1-r9) X9
G Wiy W, W U, Uiy, u,-tju]} e R72) (2.5)

i Y
10020 30 01 02 03 o1 g2t o12] 9x1
G = [&tp 8itj» Sitj»+ Sitj» 8itj» 8itj» Sitj» ity » 8#;} € R™. (2.6)

The solution of (2.4) gives the ¢¥—coefficients of the corresponding stage.

2.3 Intermodulation Distortion Estimation

The proposed intermodulation estimation method can be performed in general net-
work structures, like the one of Figure 2.2 [22]. The circuit may be comprised of
G,—stages, resistors and capacitors. Each circuit node j, j = 0,1,...,n, can have a
resistor, R;, and a capacitor, (;, connected to ground, while coupling between nodes /
and j can be provided by capacitor Eg]‘. Each node can also have an excitation signal
as an independent current source, fj.

Figure 2.2: General circuit structure, composed of G,—stages [22].

For each node j, it is
4 . . U; .
1+ Z litj + Z l’@j_ = E] + C]’u]’ (2.7)
¢ )
where current i@j of coupling capacitor E’gj is given by

iz, = Cy (it — i) = —ig . (2.8)
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Thus, (2.7) is reorganized as

. ~ U ~ ).
i+ Z lij + Z Cojiy = R?]] +1G+ Z Cy | 1. (2.9)
it ¢ ¢

In order to estimate the intermodulation distortion IMj, it is assumed that the
circuit operates in steady—state, and that the voltage of node j is of the form

uj = u§—|— u}” (2.10a)
u§ — efs]f. (2.10b)
u;-” = 9"15]*”. (2.10¢)

That is, it is assumed that the voltage of each node j has two components. The
first component, uﬁ, includes the fundamental tones at frequencies w; and wy. The
component of u§” represents the desired intermodulation products at 2w; — wy and
2wy — wy, and also includes the dominant harmonic and intermodulation tones that
are involved with their generation; due to the nature of intermodulation distortion,
including only 2w; — w9 and 2wy —wy in u}” would result in a poor estimation of IMs.
The additional tones interact with the fundamental ones and significantly contribute
to the power levels at 2wy — wy and 2wy — wy.

For a combination of good accuracy and reasonable complexity, the additional
terms that are taken into account are products of up to the third—order. Given
the assumption of weakly nonlinear stage behavior, products of higher order than
that will have much smaller power, and so, negligible contribution to the desired
intermodulation products. Thus, the additional tones considered are wy — wy, 2wy,
2wq, 2wy + wa, 2wy + wy, 3wy and 3wy, where it is assumed that wq > wy.

Returning to (2.10b) and (2.10c¢), vectors® ¢ and 6™ contain the sin and cos terms
for the two components, while vectors S; and S} feature the corresponding amplitude
coefficients. So, it is

S = (a1, b, G, i) € R (2.11)
S}n = [fj, mj, aja, bja, ¢i2, dia, €, fi, hj, 1,

pir Vi, Xi, Yjy @i, bis, G, dis] € R (2.12)
o = [sinmt, coswiyt, sinwst, Coscht} e R4 (2.13)

0" = [sin (WQ — (.O1) t, CcOs (WQ — W1) t,
sin 2w t, cos 2wit,

sin 2wqt, cos 2wot,

®Vectors & and 6™ are functions of time, so a more accurate notation would be that of #/(t) and
0™(t); time is omitted for simplicity.
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sin (2wy — w9) £, cos (2wy — wo) ¢,
sin (2wy — wy) t, cos (2wy — wy) t
sin (2w + wq) t, cos (2w + woy) ¢,
sin (2wy + wy) t, cos (2wy + wy) t,
sin 3wy, cos 3wit,

sin 3wst, cos 3wqt] € RS, (2.14)

The excitation current source of node j, f]-, is described in the same way by

i =1+ (2.15a)
i=0P (2.15b)
= g"pr (2.15¢)
where
N R T
P = |, by, g, 4] € R (2.16)

o o A~ A~ 7 A~ g A~ ~ = A~
P = [gj, mj, @2, bia, G2, dia, &, fi, hj, 1,
7 3 T 18x1
Pis Vi, Xj, Yj, 43, b]',g, Cj.3, d]',3] elR . (2.17)

For convenience, it is assumed that there is only one excitation signal in the circuit
under consideration, and it is placed at node 0. If more than one excitation signals
exist, they are included as independent current sources at the corresponding nodes.

The estimation of IM3 requires the estimation of the fundamental tones coefficients
and the coefficients of the intermodulation products; that is, it is required to know
vector S;‘ and the elements ¢;, f;, hj, and r; of S]’.”, for all j; thus, to compute S’]‘ and S,
for all j.

2.3.1 Fundamental Tones Estimation

The fundamental tones at wy; and wy are expected to be unaltered by involvement
of intermodulation and harmonic products since all G, —stages are assumed to have
weakly nonlinear behavior [22]. As such, the component (2.10b) of each node j
should satisfy the linear part of (2.9). Thus, the output current of stage G} , z’:t], is
considered to be the linear part of (2.3)

fy =0 (81751 — 8ifkuS] + 8318 (2.18)

itj j

Relying on (2.9), the above expression of i’;j can be exploited in order to form
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a system of equations for the coefficients of the fundamental tones of the complete

circuit. Let
0 —1

L’;:diag(wth)@) |:1 0

} e R**4 (2.19)

where diag(...) is a diagonal matrix, and ® denotes the Kronecker’s product [35].
Then, the derivative of (2.10b) can be expressed as

i, = 'S = 0'L},S]. (2.20)

The above results are valid for any t € R. Since ¢ consists of four linearly inde-
pendent functions of time and embodies four independent equations with respect to
the coefficients of sin and cos, it can be eliminated. Thus, the combination of (2.9),
(2.18), and (2.20), followed by the elimination of ¢, yields for node j

~ 1 ~
e Yl - el + S auttst - (- St ) o+ (64306 ) ]
it it 0 it ¢
(2.21)
Let the vector of the coefficients of the fundamental tones of all voltages be

= [(5) (5) o (5] emen (.22

and, accordingly, consider the vector of the coefficients of the excitation current source®

P = {(PS)T, (0.0.0,0), ... (0,0, 0 o)} " e R, (2.23)
Then, the equivalent of (2.21) for all nodes can be constructed in block—matrix form
P+ (+K+F)S=(T+W)S. (2.24)
The matrices involved in (2.24) are defined as
_ :ng}t?]zizo ® I, € RACH)xh(nt1) (2.25)
= :— Zigi?kitj} Zto ® I, € R0+ (2.26)
_ :aj];zo ® Lf, € RAHDx4+D) (2.27)
T = diag <[1%, — Zi,tgg}];o ® I, € RArH)x4(n+1) (2.28)

6If more than one excitation signals are present, they should be included at the corresponding
entries of the vector.
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W = diag <[Cj +>, Ez]‘r ) ® L, € RAH)xa0mtt) (2.29)
j=0
where I, is the n x n identity matrix. The coefficients of the fundamental tones are
immediately obtained by

S=[P-G-K+W-F]"F (2.30)

2.3.2 Intermodulation Products Estimation

The nonlinear terms of (2.3) are the cause of the generation of the intermodulation
and harmonic products, (2.10c), in each node j. The estimation of the distortion
terms by the inclusion of all generated terms in (2.3) after substitution of all voltages
in the form of (2.10a) results in a nonlinear problem, that is challenging and not
computationally efficient.

Inspecting (2.3) alongside (2.10a), it follows that the generated coefficients of the
intermodulation and harmonic products will ultimately be a sum of products of

(a) only coefficients of fundamental tones,

(b) a single intermodulation or harmonic coefficient to the power of one and one
or more fundamental tone coeflicients,

(c¢) higher orders or products of intermodulation and harmonic coefficients.

Products (c¢) will contribute negligible power and can be safely ignored [22], for the
amplitudes of the intermodulation and harmonic products are expected to be much
smaller compared to the ones of the fundamental tones. As such, for the estimation
of the intermodulation products, the output current of stage G} ; can be approximated
by

it — tj i itj<i itj itj“’j

i = 0" g0S) — ik ST + OS]+ Zay + X5SI + X!+ XSy (2.31)

Equation (2.31) takes into account the linear part of (2.3) and the kept products
(a) and (b), included in terms 6" Z;; and 0" (X%ST + ngS:" + X%S;") , respectively. The
above reasoning results in a linear form of 7j};, making the estimation problem of the
intermodulation coefficients linear. The terms introduced in (2.31) are given by

i = RZ%)T’ (7). (ZZJ)T]T =R (292
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where
1t] gz Azt] _'_gzt]QA "’gzt] 9 Hy; € RO (2.33)
3 33 1 1
lt] glt] 2 11‘] +gzt] 9 Y +g1t] 9 lt] +g1t] 2 zt] R8X1 (2.34)
ZZ] gzt] 4 lt] © ‘g:t] 1t] 4R © 5/+81t] 2 1t]5f+glt] 2E S{t] S R4X1 (235)

and © denotes the Hadamard’s product [36]. Matrices Xf;], Xﬁj,

and X} are defined

as
3 1 18x18
zt] glt] Nlt] +g1t] 9 lf] +g1t] 2N +g1t] 2ta] +g1t] 2M eR (236)
Xjp = —ki Xy € R®18 (2.37)
039
X =8N + &’ oM+ gﬁ] 5 Nij + g3t 2Mzt] +8ii 5 Qlt] € R'®18, (2.38)

The quantities that form the matrices of (2.33)—(2.38) are omitted for reading com-
prehension purposes. They can be found in the Appendix of this chapter.

In a similar manner to the estimation procedure of the coefficients of the funda-
mental tones, the expression (2.31) of iij; is used to form the corresponding system of
equations for the intermodulation coefficients, relying again on (2.9). Let

LZ}1 = dlag (CUQ — W1, 2&)1, 2&)2, 2&)1 — Wy, 2&)2 — W1, 2&)1 —f—(,UQ, 2&)2 +W1,3(,LJ1, 3(4}2)

Q ﬁ _01] c R18x18 (2.39)

to express the derivative of (2.10c)
i = 0"S! = 9" LS. (2.40)
By similar reasoning as earlier, vector function 6" can be eliminated. Combining

(2.9), (2.31), and (2.40), while eliminating 6™, results in the following equation for
node j

(P’” n Z zﬁ]> + Z g5 =5 gk + > (X;;]s;ﬂ + X0+ XZ]S]’”>
it it
+ " CyLrSy = (— — Zgzt]> (Cj +) @) Lrsr. (2.41)
V4 l



84 Intermodulation Distortion Estimation in CMOS Circuits

Consider the vector of the coefficients of the intermodulation products of all volt-
ages of the circuit

T T ul 18(n+1)x1
s" = (sg) , (ST) . (sm) € R1B+Dx (2.42)
and the vector of the excitation current source’
1x18 1x18
T ——~ —N— T
Pel(m) (o 0) (o o)| emmeas
Moreover, define
B™ — p™ + 7m e R18(n+1)><1 (244)
where "
2" = (S 2| e RO (2.45)
, =

As with the case of the fundamental tones, the equivalent of (2.21) for the complete
circuit is grouped in block-matrix form

B"+(G"+ K"+ X"+ F")S" = (T" + W™") " (2.46)
where

G" — Ztgzt]] L ® I € RIBO-H)X18(n+1) (2.47)

K — | Zig}t?kitj} "zt:O ® L5 € RIBOH)XI8(n1) (2.48)

Fro— _C£]:|]€ ® L' € RISOHDX180r+) (2.49)

T™ = diag ([% - sl - O) ® Iig € RISUHD0HD (2.50)

W" = diag ([C +>, Cg] 0) ® L" € RIBO-+1)x18(n+1) (2.51)
[Zt lt]} [ Zt]]]t . [ XZ]] € RI8(H+D)x18(n+1) (2.52)

and @ denotes the direct sum of matrices [36]. The desired coefficients of the
intermodulation products are given by

S"=[T"—G"— K" — X"+ W" — F"]"' B" (2.53)

"In the case of more than one excitation signals being present, they should be added at the corre-
sponding entries of the vector.
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and the IM3 can be estimated at any node j as

2 2 2
e +f+h+r; )

(2.54)
aly + b}y + iy +

IM}, = 101log,,, (

An advantage of (2.54) over the classic approach of estimating IM3 by the power
ratio of the tone at 2w, —ws over that at wy, is that (2.54) takes into account the behavior
of both input signals and the corresponding intermodulation products with respect to
frequency. Moreover, it allows the input signals to feature different amplitude values.

The method offers a very fast distortion estimation due to its formulation; the
estimation of IMj3 is acquired by the solution of two linear problems. Thus, the
proposed method gives a closed—form solution, while methods like harmonic balance
or shooting are iterative, and converge to a solution subject to a specific tolerance.
Another advantage of the proposed method over methods like the aforementioned
ones is that it is unaffected by the value of the beat frequency that may significantly
slow down the latter.

2.4 Simulation Results

Two simulation cases validate the proposed intermodulation distortion estimation
method. The two circuit examples are implemented in TSMC 90 nm technology, and
the distortion results are obtained by Cadence Spectre parametric PSS—analysis in
harmonic balance mode. In both cases, supply rails are set to £0.9 V. The proposed
method is implemented in MATLAB. The time of distortion estimation dropped from
the order of minutes required during the parametric PSS—analysis, to the order of
seconds when using the proposed method.

2.4.1 Two-Stage Feedback Amplifier

As a first example, the two-stage feedback amplifier of Figure 2.3 is tested. The
amplifier has a feedback factor of 3 = 0.10, a DC—gain of 19.07dB, and a unity—gain
frequency of 7.03 MHz, under a load of 10k || 2 pF.

Its equivalent G,,—stage representation is that of Figure 2.4; the differential-pair of
Mo—M, is Gy, ;, and the common-source stage of M5—Ms forms GY', ,. Miller capacitor
Cc is represented by 612, Ri, + R1, = R, by Ry, and C;, by Cy. Finally, the amplifier’s
feedback factor is captured by koo = Rio/ (R, +Rw, ), and the ac—input signal is realized
by the current source iy = u;,/Ry that is injected in Ry = 1.
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Figure 2.3: Two-stage feedback amplifier.
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Figure 2.4: G,—stage equivalent representation of the two—stage feedback amplifier.

The amplifier is driven by two signals with an amplitude of 20mV peak, and
fundamental frequencies of wy = 27 (1 — &) f and wy = 27 (1 + ) f. Figures 2.5-2.7
depict the comparison of the IM3 results obtained by simulation to the ones of the
proposed method, for o = 0.01, oy = 0.05, and 6y = 0.10. The error in the entire
frequency range is found to be less than 0.41dB for all three cases of ¢, indicating a
good agreement between the two results.
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Figure 2.5: IM3 of the two—stage feedback amplifier for j; = 0.01.
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Figure 2.6: IM3 of the two-stage feedback amplifier for Jr = 0.05.

2.4.2 Fourth—Order Butterworth Low—Pass Filter

Next, a fourth—order butterworth low—pass filter is simulated. The filter’s architecture
[37, ] is shown in Figure 2.8, and the employed operational transconductance
amplifier (OTA) is presented in Figure 2.9. The filter has a cut—off frequency of
98.82kHz, and its G,—stage equivalent representation of Figure 2.10 is immediately
derived; each OTA is handled as a single G,—stage, and the ac—input signal of the
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Figure 2.7: IM3 of the two—stage feedback amplifier for Jr = 0.10.
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Figure 2.8: Fourth—order butterworth low—pass filter.

structure is again realized by the current source iy = u;,,/Ry acting on Ry = 1.
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Figure 2.9: Employed OTA in the fourth—order butterworth low—pass filter.

With two signals of 100 mV peak amplitude, and fundamental frequencies of w; =
27 (1 — &) f and wy = 27 (14 &) £, the obtained IMj results for d = 0.01, & = 0.05,
and 6 = 0.10 are given in Figures 2.11-2.13. The results of the proposed method
are found to be in fine agreement with the simulation ones. In the entire frequency
range the error is less than 0.67dB for the case of oy = 0.01, less than 0.58dB for
0r = 0.05, and less than 0.51dB for 4 = 0.10.

2.5 Summary

In this chapter, a general, time—domain method for estimation of intermodulation
distortion in CMOS circuits is presented, that can be systematically applied to circuit
topologies with any number of stages. It can be easily implemented in numerical
computing environments like MATLAB or Python, and provides fast distortion results
that are in good agreement with the ones obtained by Cadence Spectre simulation.
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Figure 2.10: G,—stage equivalent representation of the fourth—order butterworth low—
pass filter.
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Figure 2.11: IM3 of the fourth—order butterworth low—pass filter for j; = 0.01.
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Figure 2.12: IM3 of the fourth—order butterworth low—pass filter for 6 = 0.05.
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Figure 2.13: IM3 of the fourth—order butterworth low—pass filter for o = 0.10.

Appendix: Quantities Forming (2.33)—(2.38)
Matrices (2.33)—(2.35) are formed by

~ ~ o~y o~ ~.7T
Ay = iy, wy, B B T B € RO (2.55)

T
n= oot 51 1] e 25
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H T
_ T8 B o« 5 N -

Hij = | =iy i % —O%j» %y —Om] <R

Y N..q 8x1

Yij = Ditjsf eR

itj
Yj = D].SJ; c R8x1
%tf = Eit]'sjj( + Oitjgétj & R8*!

Viig = D]'g/z“tj + Oitjsj; € R®~!

~  ~7T
00 Jﬁ]ﬁf 00 jjtj _Nﬂj
Jitj Jitj Jiti ~Jitj
[ T
0 0—Af00 f—f
SO 0f
ff 0 0f f 00
— T
00 Of}f O?tj;y 0 0 ‘;Z]’ O%j
0 0 o0 —o0l. O 0 oS, ol
Oi ;= ity ity itj itj c R8><4
tj ogj 05] 0O O —(;% _Ogj 0 0
0z =0 0 0 oy —of 0 0
~9
alt]ﬂ + 3bzt] 1
jé‘t' = _321,1-2”71 +,I?,l2t]71 e R4X1
K oy + 3d,
3E3]71+dl%]1
_a]‘%g‘i‘ 319];1
R= | ot e ge
_C]'71+3d]-71
_—3cﬁ1+dj%1
fy fiy 00
= —f £ 0
Eitj— gﬁ] fg] ~ o~ €R4X4
o fi
L 0 0 —ﬁj ﬂ’stj
;000
E_ |00 i
=
00 £ f
005 f

(2.57)

(2.58)
(2.59)
(2.60)
(2.61)

(2.62)

(2.63)

(2.64)

(2.65)

(2.66)

(2.67)

(2.68)
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where
My = Aigj 1Citj,t — ZitjAEitj,l (2.69)
mi* = aj1Cj1 — bjadjg (2.70)
7%5]' = i 1diti1 + it 1Cirj 1 (2.71)
m]’B = aj1dj1 + bjicja (2.72)
My = aigadin — iy aCij 1 (2.73)
m] = ajadjs — bjcjq (2.74)
7%?,5]- = Qi 1Citj1 + i a1 (2.75)
m;s = a;1Cj1 + bjd;s (2.76)
fu — azt] 1b1t] 1 (277)
fi = by (2.78)
_ zt]1+bzt]1 (279)
—a? + b7,
=1 (2.80)
ﬂ] Czt] 1d1t] 1 (281)
fi = cjad (2.82)
~2 72
7 —Ciyj1 + digj
fii=—"g (2.83)
—c +d?
_ Tt
f? = 5 (2.84)
Oft; = it 1)1 — birj 1bj1 (2.85)
it = iti1Cj1 + Citj 18,1 — bigjadj1 — ditj 1bj 1 (2.86)
06 = Tijabj1 + b1 (2.87)
%t]- = i adj1 + Eitj,1aj,1 + Eitj,1Cj,1 + Cirj 1bj 1 (2.88)
03 = Citj1C},1 — EitjAde (2.89)
qZ]- = ujadjy + dijaaj1 — bijacja — Ciabjg (2.90)
O?t]‘ = Ciadj1 + EitjACjA (2.91)
G = i 1Ci1 + Ciiain + biadis + digabyg (2.92)
and

AS’];] - g klt]Sf € R4X1
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that also implies Ziz'tjA = 4ajx — kitjat,la bz’tj,1 = bi,1 - kitjbt,b Em = Ciq1 — kitjct,ia and ditj,1 =
diy — kijdy 1. All vectors S’; S{, and S; are known from the solution of $ by (2.30).
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A High-Linearity,
High—Efficiency Power Stage
Architecture

This chapter presents a power stage architecture that combines high—linearity with
high—efficiency. The power stage is configured as a push—pull Class—A topology with
two buck—converters providing its supply rails. The buck—converters continuously
track the stage’s output with a small constant margin, creating a minimum, constant
voltage drop on the output devices; thus, the stage’s efficiency is increased and its
linearity is improved. Theoretical analysis of the topology and its feedback control
are presented, while a design example is implemented and simulated in Cadence
Spectre in ON Semi CMOS 0.35 um technology as proof—of—concept.

3.1 Introduction

Power amplifiers are one of the most commonly used blocks in electronic applications,
with their power stage having a major impact on their overall linearity and power
consumption [1]; two factors that are often in conflict. Linearity plays a crucial role
in measurement applications and consumer ones, like audio, where power is always a
constraint. Various power stage classes try to excel in one or both of these two aspects:
Class—A stages offer superior linearity at the expense of efficiency; Class—B stages
improve on efficiency but suffer from crossover distortion, while Class—AB topologies
stay in between Class—A and Class—B in the efficiency metric. Switching output stages
like Class—D and its variants, like Class—E (used mostly for RF applications), feature
very high power efficiency, but lack in linearity compared to their non—switching
counterparts.

An attempt to boost the efficiency of the linear family of output stages comes in
the form of Class—G and Class—H power stages. These architectures usually feature
an output stage biased in Class—AB (or more rarely, in Class—B), with multiple supply
rails or a dynamic one. Class—G employs different supply levels with discrete steps
based on the output signal’s amplitude through a switching—selection mechanism,
and has established itself to both audio [2, 3, 4] and RF applications [5, 6, 7]. One
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aspect that requires attention is the switching noise introduced during the supply
rails’ selection [5], since it can severely degrade linearity.

Class—H stages use a dynamic approach. In their most common form, for small
signal amplitudes a minimum fixed supply level is set; when the signal exceeds a
threshold value, the supply rail dynamically tracks it with an added offset to keep
the output devices in the appropriate operational region. When both positive and
negative supply rails are available, they both stay fixed at low absolute voltages for
small output level, and one of them tracks the output with an offset, when the output
level exceeds certain thresholds [9, 10]. The same approach can be implemented in
a fully—differential bridge configuration with a single supply rail [11, 12, 13].

Another flavor of Class—H power stages employs envelope—tracking of the output
by the dynamic supply rail. For audio and low—frequency measurement purposes,
envelope—tracking has been used in single—rail [14] implementations, and also in a
mirrored dual-rail fashion [15], where both rails simultaneously increase or decrease
in absolute value. It has also been used in RF applications where more sophisticated
tracking schemes can cope with the more demanding signal bandwidths [16].

In this work, a high-linearity and high—efficiency power stage architecture based
on the Class—H principles is presented. Instead of being biased in Class—AB or Class—
B, the proposed stage’s output devices are in a push—pull Class—A scheme (full-cycle
conduction) to ensure high linearity. Two buck—converters constantly track the output
voltage towards the same direction with an appropriate margin and generate the two
supply rails; this way a constant voltage drop on the power transistors is maintained,
maximizing the stage’s efficiency and further increasing linearity.

This chapter is organized as follows. Section 3.2 presents the concept of the
proposed power stage architecture, and Section 3.3 outlines its theoretical analysis and
a feedback control scheme that can serve as a design guide. A proof—of—concept circuit
implementation of the topology is given in Section 3.4, accompanied by Cadence
Spectre simulation results in ON Semi CMOS 0.35 um technology. Finally, a summary
is given in Section 3.5.

3.2 Proposed Power Stage Architecture

The concept of the proposed power stage architecture is depicted in Figure 3.1. Both
positive (u};) and negative (uy) supply rails continuously track the output signal,
creating a constant voltage drop (uy) on the output devices at all times. This scheme
offers two advantages. First, power loss on output transistors is minimized; this has a
profound effect for a push—pull Class—A topology where both devices conduct during
a full cycle and unavoidably decrease the efficiency potential of the stage. Secondly,
modulation of the transistors’ currents due to the Early effect is ideally eliminated;
thus, overall linearity of the stage is improved. The small error in the achieved margin
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results in a minimal current modulation effect; the smaller this error, the better the
stage’s achieved linearity.

The system-—level architecture of the proposed power stage is given in Figure 3.2.
The two supply rails are generated by two buck—converters that track the output
signal plus/minus a margin voltage, uy. The power stage is biased in Class—A and
is a push—pull configuration. The proposed architecture is general; it can employ
MOSFET or BJT devices (or a combination of them), and can be implemented in
either discrete—component or integrated circuit designs. Given the popularity and
widespread use of MOSFETS, this work presents and analyzes a MOSFET version of
the topology. For a MOSFET power stage, the selected u) can be as small as the
ups saturation value of the output devices plus a safety margin to prevent them from
entering the triode region throughout the entire output range. The converters’ duty
cycles are shaped through feedback and pulse-width modulation (PWM). Buck—
Boost—converters can also be used to provide larger output swing, but require a more
complex driver for the output stage.

Given the continuous tracking of the output voltage by the power stage rails
and the stage’s Class—A biasing, the proposed topology is referred to as Class—CTA
(Continuously Tracking A).

Figure 3.1: Proposed power stage’s continuously tracking rails.
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Figure 3.2: Proposed power stage’s system—level architecture.

3.3 Class—CTA Theoretical Analysis

The proposed power stage can be divided into three blocks: the push—pull Class—
A MOSFET power stage, the positive-rail buck—converter, and the negative-rail one.
The blocks are modeled as shown in Figure 3.3. The analysis of Class—CTA starts with
the power stage’s biasing and its drawn current expressions, and continues on to the
buck—converters. All equations required to implement the Class—CTA architecture are
provided, so apart from establishing its theoretical background, the foregoing analysis
also serves as a complete design guide for sizing the involved components.

3.3.1 MOSFET Push—Pull Class—A Power Stage

The push—pull power stage of the proposed design is formed by MOSFETs M, and
M, in Figure 3.3. No degeneration resistances are present at their sources, given the
smoother current square—law of MOSFETs versus the abrupt exponential-law of BJT
devices. This also simplifies the foregoing large—signal, low—frequency analysis.

Note that the two feedback loops in Figure 3.2 maintain constant ups voltage for
M, and M, equal to uy. Moreover, both M, and M, are desired to operate in strong—
inversion and also to avoid mobility degradation; with these design requirements in
mind, their drain currents are expressed as

ins, = Cu (Ugs, — Vin)®
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Positive-Rail Buck-Converter Push-Pull Class-A Power Stage

i
R
= Ug

Figure 3.3: Class—CTA model.

iDSF’ = CP (uSGp - ’VfPD2 ) (31)

where it is defined

ips, 1 W,

Cn = V2 = i,unCoxL_ (1 + )‘TluM)
effn n
i 1 W,
G - 52_? = iﬂpcoxL_pp (1 + )‘PuM) : (3.2)
iy

In the above expressions, V;,, V,, are the transistors’ threshold voltages, and V.,
Ve, are their effective voltages, equal to (ugs, — Vi) and (usg, — |Vy,|). respectively.
Finally, W,, W,, L,, L, represent the transistors’ gate width and length values, . 1,
are their carrier mobilities, \,, A, depict their output impedance constants, and C,, is
the gate capacitance per unit area. [17]

Pure Class—A Biasing Conditions

The biasing of the output stage is set by the sum of voltages Vp, and Vg, and it holds
that
VBn + VB;, = Ugs, + Usg, - (33)
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It is convenient to define the positive DC bias voltage
Va £ VBH -V + VBp — |th’ = Veff,, + |Veﬂfp‘. (34)

Then, using equation (3.1) that is desired to hold over the entire voltage range of
operation, voltage V4 can be expressed as

ips ips
Vi= \ [ — \ [ —L. 3.5
A Cn + <p (3.5)

In order to have high-linearity Class—A operation, both transistors M, and M,
must always be in strong—inversion. To achieve this, it is required that their currents

o s . min saty,  smin .satp
are always larger than some minimum values, i.e. ipg > iy, ipg > iy, . where
Saty,p W”,P 2
Ui = 16,un,PC0xL—AUT7 (36)

n,p

A is the weak—inversion slope factor, and Ur = k,T/q is the thermal voltage [15].
From Figure 3.3 it is
ips, = ips, + o, (3.7

where ip = ug/Ry, and ips,, ips, > 0. Let the minimum and maximum output voltage
be tup™, with up™ > 0. Due to ips, being strictly increasing with u;y and ips, being
strictly decreasing with uy, the minimum and maximum currents of the transistors
: : min - smax max  ;min .
appear in pairs, {ipd . ipe'}, {ipS, ips }; then, from (3.7)
imin — jmax _
DS, DSF RL
Min TAxX

ps, = ps, — R, (3.8)

; imin imin ymax max
where it may very well be if¢ # ipg and ipg, # ipg .

For the maximum and minimum output voltage, equation (3.5) implies through
(3.8) that

Va=

(3.9)
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. o . . cnin saty  min satp .
Since it is required that ipjg > i, ipg > 1y, , it must be selected

VA > max {VA“ VA2} , (310)

where

max
.saty Ug
L

R

Cp
isutp
dim_ (3.11)
Cp

Consider again the drain currents and the output voltage of the power stage in
Figure 3.3,

ips, = Cu (U + Vi, — o — th)2
. 2
ZDSP = Cp (uO — Uiy + VBP — |th|>
up = (ips, — ips,) Re- (3.12)

For u;y = 0 it is desired to be up = 0, which effectively means that ips, = iDsp- This
in combination with (3.12) implies that

G (Ve = Vi) =G (Vi — Vi) (3.13)

As both MOSFETSs operate in strong—inversion, it is Vg, — V;, > 0 and Vp, —|V},| > 0,
leading to

Vi, == (VB, = Vi) + [ V|- (3.14)

From (3.4) and (3.14) it is V4 = (1 + | /g—: ) (V, — Vi), and so the two required bias
voltages for the push—pull power stage are

14+, /%
%
v
Vi, = A Vil (3.15)
144/

Power Stage Currents

Assuming that the DC bias voltage V4 has been selected according to equation (3.10),
and that Vp, and VBP are set following (3.15), the power stage currents ips, and iDsp
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are derived. It is important to know their expressions since they are the loads of the
buck—converters in Figure 3.3.
Setting w, = Vg, — Vi, and w, = —Vg, +|Vy| in equation (3.12) implies that

up = Ry, {Cn [w% + M%N + u% + 2w, u;y — 2w, ug — 2111]\7140}
—¢ [wZ + ujy + up + 2wy — 2wyt — 2u1NuO} } . (3.16)
From (3.13) it is ,w; — (w; = 0, and from (3.15) it is derived that (,w, — (w, =

Vay/CiGy - Thus, after some algebra, equation (3.16) gives

R,
(6= G) b+ (2Vay/GGy ) v = 0. (3.17)

Dividing this equality with /(,(, > O results in

(G = G) up — {QVA GGy + 2 (Gu = ) uav + il Ho

1
oud — | 2Va + 20uy + ————— | uo + duy + 2Vauy = 0, (3.18)
0 ( A IN RLm> 0} IN AUIN
where
= Sl (3.19)

VGG

Two cases can be distinguished; ¢, = ¢, and ¢, # (,. Assuming that ¢, = (, = (
implies that ¢ = 0 and (3.18) is transformed to

1
— <2VA + —) ug + 2Vaupy = 0, (3.20)
CRy,
leading to
. 2VACRy,
— hks 278 21
up = kupy, with k ViR, 11 (3.21)

The current—-gain match of M, and M, results in a linear input—output relationship.
Deviations between (, and (, will result in a nonlinear relationship, as ¢ # 0 and
the squared terms of u;y and up in (3.18) will not be eliminated. This will in turn
introduce distortion, which makes the sizing of the output devices for very close ¢,
and ¢, values a desired and targeted design choice. Finally, for ¢, = ¢, = (, equations
(3.12), (3.15), and (3.21) result to the expressions of currents ipg, and ips,

ivs, = [C (1= %] iy + [ (1 =) Vi sy + ¢ 2

ips, = [C (1- k)Z] upy — [ (1 = k) Val uy + C%- (3.22)
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Configuration A Configuration B
S;:on S;:off
Sy off Sy:on
1
0 4T T t

Figure 3.4: Positive-rail buck—converter configurations and timing.

3.3.2 Positive— & Negative—Rail Buck—Converters

Analysis now turns to the converters that generate the tracking supply rails of the
Class—CTA power stage. For simplicity, focus will be primarily on the positive-rail
buck—converter, as the circuit is symmetrical; only the final results for the negative—
rail one will be presented.

State—Space Modeling

Within a switching period, T, the positive—-rail buck—converter has two configurations,
A and B, as depicted in Figure 3.4. During configuration A, when t € [0,d}Ts),
switch S, is on and switch S, is off, with d}; € [0, 1] being the converter’s duty cycle.
For this state, the equations that describe the circuit are

Z‘L1 - iC1 + th
VR = iL1 (RON1 + RESR) + ur, + ME
2Ve = iL1 (RON1 + RESR> + up, + iclR}CESR + Uc,. (3.23)

For configuration B of the converter, during t € [d;gTs, TS), S, is off and Sy is on;
then, it is

in, =ic, + i}
_VR = iL1 (-RON2 + RESR> -+ ur, + u;
0 = ir, (Ron, + RPF) +up, +ic, RE® + uc,. (3.24)

During both time intervals, the converter’s output current is that of the NMOS
transistor M, in the Class—A power stage

i = ips,. (3.25)

Given that the current relationship of i}, and the desired tracking behavior of u},
are known, one could attempt to solve the state—space equations (3.23) and (3.24)
analytically, and acquire the exact solution over a switching period by means of con-
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tinuity at the time of the configurations’ switching. However, the design philosophy
of the proposed architecture allows for a simpler analysis approach; given that the
switching frequency, fs = 1/Ts, is much higher than: (a) the maximum input signal
frequency, (b) the natural frequencies of the converter, and (c) the frequencies of
variations in the converter’s inputs, it is concluded that time—averaging of (3.23) and
(3.24) can be employed [19] instead of the more complicated exact solution. Thus,
over a switching period, the time—averaging approach results in

i, =ic, + i}
(2df — 1) Vg = ir, [d5Ron, + (1 — d}) Row, + R°F] + up, + ufy
Ue, + iclR}gSR = u}? + Vg, (3.26)

where the third equation results from subtracting the second one from the third in
(3.23) and (3.24), and time-averaging.

Defining x* = [u¢, i,]". y* = u} + Vg, and replacing i¢, and uj; of the first and
third equations in (3.26) into the second one, it is derived that

L+ 0 % + 01 .+ _% -+ 0 0 + 7+
XT=1 | (RERERESRyRoy,) | X T | 2wk dg + | gose | i + o Rov,—Roy, XTdg

- = 7 L L L
y" = [1 RER] x* + [—RESR] if. (3.27)

Equations in (3.27) form the (time-averaged) state—space representation of the
positive-rail buck—converter when considering the duty cycle d;, as the system’s in-
put and y* as its output. Similar analysis and reasoning leads to the corresponding
state—space equation for the case of the negative—rail buck—converter

1

0 1

v C _ O _ C . O O o
XZ 0 (RPRRER4Roy,) | X + | ove | 9k + RE | 1 + o Fovi—FRox, x dg
L L L L L
y~ = [~1 —REF]x™ + [REF] g, (3.28)
where x~ = [u¢, i) and y~ = ug — V.

The term involving multiplication of the state vector and the input signal (duty
cycle) makes systems (3.27) and (3.28) bilinear [20], and therefore their analysis and
feedback design more challenging. However, the bilinear terms x™d}; and x~dj can
be eliminated by sizing the switches such that Roy, = Ron, = Ron, = Ron, = Ron;
this is a convenient design choice. It is desirable to have similar voltage drop on the
on-resistance of the converter’s switches during its two operation states, and also to
opt for similar behavior between the positive— and negative—rail buck—converters, as
this favors the use of the same feedback scheme and the same L and C values.
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Selection of Converters’ L. & C Values

Based on the assumption of equal Ry values of the switches that led to the elim-
ination of the bilinear term in (3.27) and (3.28), one can proceed with the initial
selection of the inductor and capacitor values for the two buck—converters.

At equilibrium', ™ = ¥~ = 0, and supply rails u}, and uj have reached their
targeted values; thus, u}? = kuyy + uy and up = kupy — uy (recall that ug = kupy).
Replacing the above in the state—space equations (3.27) and (3.28), the equilibrium

values of the converters’ duty cycles are derived

1
d}l = —— [Vr + (kuy + uy) + (R + Row) if]
q- 2 VR
1
dp = 5 [Ve — (kuy — un) + (RP + Row) ig | - (3.29)
leq- 2VR

Assuming small voltage ripple at the outputs of the two buck—converters, over a
switching period the inductor current can be approximated by the superposition of a
constant current component and a current ripple, i;. The ripple can be approximated
by a triangle waveform with zero mean value and maximum-minimum values of
+Ai;, [19], as depicted in Figure 3.5. In the positive—rail buck—converter, during
time interval [O, d;lst) the derivative of i, i'Li, can be approximated by

24,
Ly — d},‘e% TS .

(3.30)

Within [0, d;g‘m_Ts), equilibrium condition ™ = 0 applied to (3.27) results in i, =
it +i,, which is simplified to ir, ~ i; by assuming the desirable condition that
|Aip, | < i, Combining this with (3.30) and (3.23) (where u;, = Liy,) gives

= Vi — [kuy + up + (RPPR + Row) if] - (3.31)

To keep the current ripple below Ai}"*, the inductor must be larger than the following

bound
Ts

AT

Exactly the same result applies to the negative—rail buck—converter.

L { V& = [y + g+ (RE® + Row) if] } (3.32)

To keep voltage ripple small, capacitor C should be sufficiently large. A relation-

!According to the assumptions in subsection 3.3.2, the two converters must be sufficiently fast so
that they always remain close to equilibrium independently of the power stage’s input signal.
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l
=+

—+max

—+ min

Ugr

Figure 3.5: Positive-rail buck—converter’s inductor current ripple and output voltage
ripple waveforms.

ship between the voltage ripple and C is obtained by assuming that inductor’s current
ripple flows only through RESR and C, i.e. i¢, = iz,, which is typically the case for
a properly designed converter. For triangle—shaped inductor ripple current, in the
case of the positive-rail buck—converter and for t € [0,d Ts) it is

HRJESR = ;Q RESR
1 [ Air, t2
e, = — ] dr = ! —t]. 3.33
uC1 C/O‘ ZC1 (T> T C (d]t% TS ) ( )

UpESR = ;QRESR
1 t B Ai (1+d;L ) t-d;e TS t2
e, = = ic, (7)dr = = N e . (3.34)

T
C d;‘Eq‘TS C 1 dRW (1—d+ )Ts

R\qu
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The total output voltage ripple is equal to #i} = lgese + lc, (Figure 3.5), and
achieves its minimum and maximum values at t, = O'5d§\qu5 —CRESR and t, = 0.5(1+

d, )Ts — CRESR | respectively, with

ﬁ-&-min _ AiL1R€SR2 C + Aihd}_leq- Tsi
S dy Ts 4 C

e iy, RESR? - Aip, (1 — d;leq_) Tsl

s <1 - dﬁgq‘) Ts 4 C (3.35)

Note that the expressions of the minimum and the maximum values of the ripple

in (3.35) are valid when t, > 0 and t, > d;‘ Ts, respectively; otherwise ;™" and
eq.

"™ are only lower and upper bounds of the minimum and the maximum values,

respectively.

Thus, for a targeted maximum ripple value of Auj™, it is recommended to select
the capacitor’s value C between the following two bounds derived from (3.35)

W g Ajpe RESE? ik N el |

Equation (3.36) also implies a lower limit on the desired voltage ripple; it should be
Ay > A RESR “which is of course expected. The same results can be obtained for
the negative—rail buck—converter.

Even though one would want both ripples to be very small in value to improve
the proposed power stage’s linearity, an upper bound of the LC product must also
be estimated, since very large values will pose difficulties in tracking input signals
with high rise or fall rates (but always within a bandwidth low enough with respect
to the converters’ switching frequency), and thus, performance degradation. To this
end, the following simplified case is considered.

Assume that at t = 0 the tracking rail voltage u}(0) is close to its maximum
allowed value (~ Vi) and that its derivative is equal to 0, i.e., i,(0) = 0. Moreover,
to make the problem tractable, lets assume that Roy = RFSR = RESR = 0. At t = 0T,
output voltage u¢ starts to rise with its maximum rate, p > 0, forcing the converter to
configuration A (Figure 3.4). Current i}, is also close to its maximum value, i}, = I},
and for simplicity it is assumed almost constant for a brief period of time. Then, it is

VR — M}g = LiL1

i, = Cith + I, (3.37)



116 A High—Linearity, High—Efficiency Power Stage Architecture

leading to
Vr = uyy + LCiiy. (3.38)

Differential equation (3.38) has the solution u}, = hsin (¢t) + h, cos (1t) + Vg, where
¥ £ 1/v/LC'. With the initial conditions of u};(0) and i};(0) = 0, one derives

ufy = Vg — [Vr — uj(0)] cos (vt). (3.39)

From (3.39) it is seen that u}, is a convex function of time within a certain time
period from t = 0 and also #};(0) = 0. Assuming a large ¢ value, and so a fast
tracking response due to fast increase of i}, along with a relatively slow, approximate
linear increase of up with rate p, implies that the voltage margin u}, — up attends its
minimum value when the slope of u}, equals p. Based on the above assumptions, this
equation of slopes happens for small t, motivating the approximation ¢t < 1, giving
sin (¢t) ~ ¢t. Thus,

i, = [V — uf(0)] sin (t) =~ ¢ [Vg — u (0)] t. (3.40)

The slope of u}, becomes equal to p at approximate time f,

9 o _ _ P
¢ [VR uR (O)} tP p = tP wQ [VR . UE(O)} . (3.41)

Therefore, the minimum margin voltage is

”Jrffn = ”JJ@ (tp) — Uo (tp)

~ 11£(0) — 1o(0) — P . (3.42)

min

Thus, for u}/" being larger than a minimum limit, uﬁi"’lim, (3.42) leads to

2
W > P — (3.43)
s Ve 50) (o)

which results in the upper bound of the LC product

2 [Vie— 3(0)] (™)

7 (3.44)

LC <
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3.3.3 Output—Tracking Rails Control

Following the analysis of the buck—converters, one continues with the design of the
feedback control scheme for the supply rails to track the output plus/minus the voltage
margin, uy. Given the previous simplifying assumption that all switches have the
same on-resistance, both state—space systems of the two converters have the linear,
time—invariant (LTI) form of?

x:Ax+BdR+DzR
y = Cx + Eig (3.45)

where the state vector is x = [uc¢ iL]T, and matrices A, B, C, D, and E are defined in
the obvious way according to equations (3.27) and (3.28).

Output Feedback Control Scheme

A common approach is to employ static output feedback with integral action [21],
i.e.,

c=e=Yy—r
dr = feu (kro + kpe) € [0, 1], (3.46)

with ki, kp € R™! and f,,(-) be a saturation function capturing the circuit-level be-
havior of duty cycle dg; i.e., fu(n) = max [0, min (, 1)] implying that dg = k;o + kpe
under normal operating conditions with k;o + kpe € (0, 1), resulting in the classic PI
controller, and, saturating to 0 or 1 when k;o + kpe exceeds normal values.

For the positive— and negative-rail buck—converters it is selected r* = up+upy+ Vg
and r~ = up — uy — Vp, respectively. Then, the closed—loop system is described by
the following equations

%] _ [A+keBC kiB] [x N —kpB D +kpBE] [r
ol C 0 o —1 E ir

ly] =[C 0] H +1[0 E]- H : (3.47)

g iR

Scalar gain parameters k;, kp need to be selected such that the matrix

[A +kpBC kal c R3*3 (3.48)

C 0

2Strictly speaking, (3.45) should be written as ¥* = A*x* + B¥dy + DFify, y* = Ctx* + E*ix.
However, the "+" superscript is dropped for simplicity, keeping in mind that the matrix parameters
have different values for the positive— and the negative—-rail buck—converters.
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is Hurwitz, while more elaborate placement of its eigenvalues can be done to optimize
the controller’s performance with respect to transient response and static error. If
tracking proves insufficient, a complete PID controller should be considered. On the
other hand, if static error is tolerable, the integral part of the control scheme can be
omitted.

Control Scheme Robustness

The proposed control scheme (3.46)—(3.47) was derived based on the simplifying
assumption that Roy, = Ron, = Ron, = Ron, = Ron. A plausible question is whether
the controller is acceptable should this condition be violated, where the simplified LTI
state—space systems are replaced by the original bilinear ones in (3.27) and (3.28).
From Figure 3.3 it is evident that switches S; and S, will be realized by PMOS
devices, with NMOS ones being used for S and S3; as such, a mismatch in their
on-resistor values due to them being realized by different transistor types is to some
extent expected.

Here, the bilinear system (3.27) is investigated in terms of stability; similar analysis
holds for system (3.28). Dropping superscript "+” for simplicity, equation (3.27) is
rewritten as

X = (A +A5dR)x + BdR + DZR

y = Cx + Eig, (3.49)
where
0 0
A=, RONQLRO‘“] . (3.50)

Note that the LTI system (3.45) results from (3.49) when the bilinear coefficient A;
is eliminated.

By adopting the PI controller scheme which was discussed in the previous sub-
section, the following dynamics for the closed—loop system is obtained

o C 0 o —1 E IR

H _ [(A + Asdg) + kpBC qu] | H . {—kpB D+ kpBE] | H
y = lco)- |2+l 7). @51

Equation (3.51) is rewritten as

zZ= A(dR)Z + Bu
y =Cz+ Du, (3.52)
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with z =[x o]" and u = [r ig]" being the augmented state and input vectors, respec-
tively. Matrices A(dg), B,C, and D are defined accordingly.
Matrix function .A(dg) is affine in the control signal dg, i.e. A(dg) = A, + Asdg
with
_ |A+kpBC kB 450
A= AR RS a =[] (3.53)

As imposed by (3.46), the time—varying duty cycle dg belongs to the convex set [0, 1].
Proposition 1 If there exists a positive—definite symmetric matrix P € R3*3 such that
AT(8)P + PA(%) < 0, (3.54)

for 6 = 0 and § = 1, then, (3.54) is also wvalid for every value of & in between, i.e.
d € [0,1]. Moreover, due to the continuity of function A(-) and that of the eigenvalues, as
well as the compactness of [0, 1], there exist constant vy > O such that

AT(O)P+ PA(S) < —~I (3.55)

for every § € [0,1], with I being the identity matrix.

Proof: This follows from the fact that A(J) is affine in ¢ and [0, 1] is convex [22]. W

Proposition 2 Assuming there exist P = O such that (3.54) is satisfied, then the system
(3.52) is BIBO (Bounded—Input u, Bounded-Output y) stable.

Proof: Consider the Lyapunov Function V of the form
V=z"Pz, (3.56)

where z is the augmented state and P is the positive—definite matrix satisfying (3.54)
and (3.55). Then, it holds that

Amin(P)[2]|* < V' < Amax(P)|2]|* (3.57)
Given a control input dg = dg(t) € [0, 1], the time—derivative of V is

V

(A(dg)z + Bu)" Pz + 2" P (A(dg)z + Bu)
z' (A" (dg)P + PA(dg)) z+ 2z' PBu

< = izll* + 2|zl [|PB]| || ul]

< —yllz)l* + 2|zl PB|| M, (3.58)

where M is an upper bound of ||u|| set by the circuit. The "quadratic” term —v||z||?
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will dominate the “linear” term 2||z||||PB||M for large values of ||z|| and so

2PEIM (3.59)

V <0 for |z|| >
Y

which implies that for large values of |z||. V is negative which yields that V stays
finite. Following that, it can be seen from (3.57) that ||z|| has to stay finite and BIBO
stability is shown. W

Due to the affine \A(-), ensuring the stability of the bilinear system (3.52) requires
the verification of only two Linear Matrix Inequalities (LMIs), corresponding to the
marginal values of dg (this is encountered as Common Quadratic Lyapunov Function
in the literature [22, 23]).

The set of LMIs described in (3.54) can be solved using any Semi-Definite Pro-
gramming Suite (e.g. SDPT3 [24]) in standard computational platforms such as
Python (e.g. cvxpy [25]), MATLAB (e.g. Yalmip [26]), etc. By checking condition
(3.54), it can be ensured that the bilinear system is BIBO stable even for large mis-
matches in the on-resistances of the converters’ switches that can result from their
different transistor type characteristics.

+ Vi

M; M

D?I‘#

Mg Mg

_VR
Figure 3.6: Class—CTA power stage.



Proof—-of—Concept Implementation 121

3.4 Proof-of—Concept Implementation

To validate the concept of the proposed architecture and demonstrate its performance
potential, a Class—CTA power stage design example is given. For the purposes of
this work, this proof-of—concept design example is implemented and simulated at
schematic—level in Cadence Spectre in ON Semi CMOS 0.35 um technology, while its
behavior is compared in terms of output spectrum (linearity) and efficiency versus
the classic push—pull Class—A biasing scheme. Sizing of the involved elements was
done using the theoretical analysis presented in the previous sections.

3.4.1 Circuit Implementation

The push—pull Class—A power stage core of the implemented Class—CTA with its
biasing network is given in Figure 3.6. The output devices are biased with a quiescent
current of 385 mA and drive a classic 82 load encountered in audio applications,
while supply rails, £V%, are set to £6V.

R L
+
UR
M,
d, o— RESH
d2 5 I
9 M, C ==
q M, C ==
d4 5 {
ds o—— RESR
M, L
ug
Rt L

Figure 3.7: Positive— and negative—rail buck—converters of Class—CTA.

The two buck—converters in Figure 3.7 are equipped with L = 33puH and
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C = 470nF, while RF® = 50mQ and RESR = 0.5Q. The switching frequency is
set to 5 MHz, complying with the assumption of Subsection 3.3.2 that enabled the
time—averaging of the state—space model; the maximum signal frequency for audio is
20kHz. The switches feature an average on—resistance of 353 mf) to minimize voltage
drop, and their control signals, di, dy, d3, and d,, are provided by two non—overlapping
clock generators like the one depicted in Figure 3.8.

d+ _

Figure 3.8: Non—overlapping clock generator.
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Figure 3.9: PWM control block.

Tracking margin voltage, uy, is selected to be 1V, giving about a few hundred
mV of ups saturation margin for the output devices and ensuring that both of them
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Figure 3.10: Current—mirror operational amplifier used in the PWM control block.

are always in strong—inversion. For this proof—of—concept implementation, a simple
proportional-only feedback control scheme is used, implemented by the network in
Figure 3.9. With a selected gain of kp = 40, the maximum observed error in the
supply rails’ tracking is minimal, without impact on Class—CTA’s performance. For
the amplifiers and the comparator of the PWM control block, the current-mirror
operational amplifier of Figure 3.10 is used.

3.4.2 Simulation Results

Figure 3.11 presents the transient response of the power stage’s output, positive—
, and negative-rail, with a 1kHz, 1V peak input after settling has been achieved.
The corresponding tracking errors are given in Figure 3.12, showing a maximum
error value of 18.2mV and 10.1mV for the positive— and negative-rail, respectively.
The error, Auf, is defined as the actual rail value minus the ideal target of up +
uy; minimum error values are —2.7mV for the positive—rail and —1.6 mV for the
negative—-rail. Spectra of the three signals by means of Discrete Fourier Transform
(DFT) are available in Figure 3.13; the 5 MHz spur is at a —48.8dBV level for the
positive-rail, at —49.5dBV for the negative-rail, and at —67.9dBV for the output
of the power stage, where no filtering or feedback is applied. Due to the switching
frequency being two orders of magnitude larger than the maximum input signal
frequency, the switching spur can be easily suppressed further by the inclusion of an



124 A High—Linearity, High—Efficiency Power Stage Architecture

appropriate load capacitance without affecting performance.
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Figure 3.11: Class—CTA rails and output for an 1kHz, 1V input.
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Figure 3.12: Class—CTA rails’ error for an 1kHz, 1V input.

Transient performance for a 20 kHz, 3V peak input signal is shown next in Figure
3.14. Tracking of the output signal by the buck—converters is again very good, with
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Figure 3.13: Class—CTA rails and output DFTs for an 1kHz, 1V input.

46.6 mV of maximum error for the positive-rail, and 28.3mV for the negative—rail
being observed in Figure 3.15; minimum error values are —20.0mV and —18.5mV,
respectively. The strength of 5MHz spur is similar to that in the previous case;
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Figure 3.14: Class—CTA rails and output for a 20kHz, 3V input.



126 A High—Linearity, High—Efficiency Power Stage Architecture

Figure 3.16 indicates levels of —50.1dBV, —49.9dBV, —69.0dBYV for the positive—,
negative-rail, and output, respectively.
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Figure 3.15: Class—CTA Rails’ error for a 20kHz, 3V input.
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Figure 3.16: Class—CTA rails and output DFTs for a 20 kHz, 3V input.
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Finally, a comparison on the power stage’s linearity and efficiency, when it is
configured in the Class—CTA topology against a pure Class—A scheme (where the
stage uses the fixed +Vy supply), follows. Figures 3.17 and 3.18 depict the output
DFT for the two schemes; horizontal lines at —120 dBV mark a practically negligible
power level region. Linearity is excellent, with some indicative results on the levels
of the fundamental (1% harmonic) and the dominant harmonic tones (2"4 and 3™) at
the stage’s output being gathered in Tables 3.1 and 3.2. The 2°¢ and 3™ harmonic
tones of Class—CTA are at lower levels compared to the ones of Class—A operation,
due to the almost constant ups of the output devices in the former case.
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Figure 3.17: Class—CTA vs. Class—A output DFTs for an 1kHz, 1V input.
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Table 3.1: 1%, 274, and 3" output harmonic levels for an 1kHz, 1V input.

Harmonic Class—CTA Class—A

1% —-0.68dBV —-0.66dBV
2nd —107.8dBV —84.0dBV
3rd —88.8dBV —87.9dBV
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Figure 3.18: Class—CTA vs. Class—A output DFTs for a 20kHz, 3V input.

Table 3.2: 1%, 24, and 3™ output harmonic levels for a 20kHz, 3V input.

Harmonic Class—CTA Class—A

1% 8.85dBV  8.87dBV
2nd —64.0dBV —-58.1dBV
3rd —54.7dBV —-53.7dBV

The power stage efficiency, evaluated as the ratio of the load power over the load
power plus the power dissipated at the output transistors, is also greatly improved.
Figure 3.19 presents the peak efficiency as a function of the input signal amplitude,
and indicates that Class—CTA achieves peak numbers of 12.3% and 54.7% at an input
signal of 1V and 3V peak, respectively; the corresponding numbers for the push—
pull Class—A variant are 2.2% and 19.4%. The peak efficiency improvement gets more
pronounced at lower input amplitudes, where a Class—A scheme suffers more. Opting
for a lower tracking margin voltage in Class—CTA will lead to further improvement
in its power stage’s efficiency, as uy is the decisive factor to the peak efficiency that
can be achieved by the architecture.
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Figure 3.19: Class—CTA vs. Class—A power stage efficiency.

3.5 Summary

This chapter presented a power stage architecture able to combine high-linearity with
high—efficiency. The topology uses a push—pull Class—A power stage core, and its
supply rails are generated by two buck—converters that continuously track its output
voltage with a small constant margin; thus, a minimum and constant voltage drop on
the output devices is maintained, which in turn dramatically reduces power loses and
improves linearity of the stage. Theoretical analysis of the topology and its feedback
control are presented, while a proof—of—concept design example is implemented and
simulated, highlighting the potential of the proposed architecture.
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Conclusion and Further
Research

In the first part of the thesis, two general methodologies for the estimation of har-
monic and intermodulation distortion were presented. Both methods are general and
systematic, rely on a modeling transformation of the examined circuit into a struc-
ture of interconnected G,,—stages, and through some approximation assumptions they
provide highly accurate distortion estimation results while maintaining a fast com-
putational profile. Some meaningful research directions stemming from this thematic
axis are the following:

» The inclusion of inductors in both the harmonic and the intermodulation distor-
tion estimation methods. The presented work does not account for the presence
of inductors in the circuit under distortion examination; only resistors and ca-
pacitors are allowed to be present apart from G,—stages. However, inductors
can be accounted for in the same manner capacitors are. Starting with the
modification of equations 1.24 and 2.7, matrices similar to F, W/, F", W" for
the harmonic case, and Ff, W/, F"", W" for the intermodulation case, can be
constructed for inductors.

» A validation of the appropriately small magnitude of the corresponding approx-
imation error in the case of the intermodulation distortion estimation method.
The approximation regarding the dominant distortion factors in section 2.3.2
can be validated retrospectively in a similar fashion as in the harmonic distortion
estimation case in section 1.4.3.

In the second part a high-linearity and high—efficiency power stage architecture
was demonstrated. The topology employs two buck—converters to generate continu-
ously tracking rails to supply its push—pull Class—A power stage core. This signifi-
cantly reduces power losses and the output devices, while simultaneously improves
the overall linearity of the stage due to the almost constant voltage drop on the output
transistors. For this thematic axis, it would be interesting to explore:

» The addition of a digital control scheme for the buck—converters’ duty cycles.
In applications where digital circuitry and memory is available, a lookup table
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could be created for the converters’ duty cycle values to be available and se-
lected on the fly based on the input signal. Presence of an auxiliary feedback
loop would still be needed though, to take up control in cases where the pro-
grammed driving of the converters proves inadequate, as in cases of unpredicted
exogenous disturbances.

The inclusion of a feed—forward control path. Such an additional path could be
seen as a means to relax the bandwidth requirements of the buck—converters’
controllers, and could further improve the overall performance of the architec-
ture.
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