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Abstract

Synergetic transport schemes are extensively used in parcel delivery operations,
exploiting the best features of each mode, and achieving better performance. Last mile
deliveries and the approach of remote areas with limited transport connections form a
particular challenge. This research is based on a new flexible, modular framework for
integrated Conventional Vehicle — Unmanned Aerial Vehicle (CV-UAV) parcel delivery
operations. Several items must be delivered to certain Delivery Locations (DL), from a Central
Depot (CD). A CV is equipped onboard with multiple UAVs. Several types of locations
facilitate UAV deployment, collectively namely Launch Sites (LS): Remote Depots (RD),
which are facilities with in-house available UAVs (also available in the CD), and Virtual Hubs
(VH), which are pre-determined locations for convenient UAV deployment by the CV
operator, such as parking lots. Based on site characteristics, some of the DLs may also serve
as locations for CV-based UAV deployment. For UAV flights, we are considering the
presence of Restricted Zones (RZ), e.g., because of airports and a probabilistic Weather
Forecast, which also affects flights. No-fly areas result from the presence of RZs and accepted
risk in weather forecast and thus flight paths are not always straight. The solution
methodology includes a specifically developed Assignment and Routing Optimization
nested GA (AROnGA) scheme for obtaining the best mode assignment and routing solution
under given/fixed conditions. The algorithm is additionally modified to perform scenario-
based robust optimization, yielding a solution which performs well under most anticipated
conditions. The methodology is gradually adapted in GIS environment, streamlining with
common practice in terms of input file types in network design, airspace control and weather
forecasting but also taking advantage of ever evolving sophisticated and powerful tools. The
framework and the solution methodology are useful for strategic decisions on infrastructure

and for operations planning with satisfactory performance and less risk.

Keywords: stochastic  optimization, wvehicle routing, electromobility,  sustainable

transportation, multimodal transport, UAV, drones



TegiAnym

ZuveQyatikd OXNHATA HETAPOQWYV XONOLUOTIOLOVVTAL EVQEWS O€ ETILXELQTOELS
JDLVOHIG TAKETWY, AEOTIOLOVTAG T KAAVTEQX XAQAKTNOWTIKE kKAOe Héoov kat
nietuxatvoviag kaAvtepn anddoor). Ilagadooels teAevtalov HALOL Kal 1 TEOTEYYLOM
dLOTIPOOITWY TEQLOXWV LE TIEQLOQLOUEVEG OVVIETELS ATIOTEAOVV WOLAITEQES TIQOKAT|OELG.
Avt) 1 épevva Paoiletal oe éva vEO, EVEAIKTO Kol aQOQWTO MAKIOIO Yix eTILXELQT)OELS
dlavopnc makétwv pe ovvdvaouo XvpBatikov Oxnuatwv (ZO) kat LZuoTNUATWY Un
Enavdoowpévwv Asgookapav (ZUnEA). Opopéva maxéta meémnel va magadobovv oe
Oéoeig INapadoong (OII), and pax Kevrouey Arodrin (KA). Eva O etvat eEonAlopuévo
e moAAamAa LunEA. Audgopol tOToL Tomofeowv pHmoQovy va vrootnetéovv tnv
extofevon kat ovAdoyn (avamtuén) XZunEA, oOAeg emovopalopeves xat Xnpeia
Exto&evone (ZE): Amopakouopéves AmoOrnkes (AA), dnAadn eykataotaoels e
dnBéoua ZunEA evtog touvg (0mwgs kat evtog g KA) kat Ewcovucol Koppor (EK), mov
elvat mpokaBoglopéveg tomobeotec Y evxeon avamtvén LUnEA and tov xeoLoTr] Tov
O, omwe m.X. avoixtol xweot otabuevonc. Baoelr xagaxtnowotikwv tomobeoiag,
oplopéveg OIT pmogovv eniong va eEvmneetoovy wg Béoels yYix avantuén ZunEA amno
10 XO. T tic mmoeic LZunEA, AauBdavovue vmoyn v maQovoio ATaryoQevpévwy
Zwvwv (AZ), Tt.x. Adyw aepodgopiwv kat pia ITilBavotuc ITpoPAen Katgov, mov emntiong
emnoealel g mrrjoec. Ot meQloxés amaydpevons MTOEWV TQOKVTITOLY aTtd TNV
naQovoian AZ kat éva amodeKTO QIOKO WS TIROG TNV KALQIKT) TEOPA&YT), CLVETIWS OL
dudoopéc mmong dev elvar mavia evBetec yoappéc. H pebodoAoyila emiAvong
neQUAaUPdvel  évav  EWKA  AVETMTUYHEVO  eUPWAEVHEVO  YeveTikOd  aAyoplOuo
PeAtiotomoinong avabeong kat dpopoAoynong (Assignment and Routing Optimization
nested-GA: AROnGA), ywx tnv evgeon g BéAtiotng Avong avabeong péoov yix kaOe
TAKETO Kat OQOpoAOdyNnon tov XO KAtw amod dedopeves ovvOnkes. O aAyoplOpog
TQOTOTIOLEITAL ETUTIAEOV Yix Vo eKTEAETEL pia eVpwOTr BeATioToTtoNON e BAoT oevagLa,

TIQOOPEQOVTAG MLt AVOT) OV ATOdIdEL KAAX KATW ATO TIG TTEQLOTOTEQES AVALEVOUEVES



ovvOnkec. H pebododoyila mpooaguoletal otadak oe meQlBaAlov T'ewyoapuev
Zvomudtwv ITAngogoguwv (Geographic Information Systems — GIS), evOvyoappilopevn
LLE TNV KOLVI] TTOAKTIKT) 000V AOQA& 0TOVG TUTIOVS QX £V €LOODOL Yix avAALOT dIKTVWV,
éAeyX0 evaeplov XWEOL Kal KalQkés MEOPAEPELS, AElOTOWOVTAG TA OXETIKA OUVEXWS
efeAloodpeva, TOAVTIAOKA KAl LOXLVEA eQyadeia avaAvone. To mAaiow kat 1
pne@odoAoyla emtiAvong etvat XMoo Y OTQATIYIKES ATIOPATELS WG TIQOG TNV LTTOdOUN

KAL YLt OXEOLATHO ETUXELQNOTEWYV HE LKAVOTIONTLKT] ATt0d00T) Kot AtydteQo ploko.

Aé&eig kAebia: otoxaotikny PeAtiotonoinon, OpouoAdynon oxnuatwv, nAEKTpoxivnon,

Brawotpec petapopéc, ovvdvaouéves uetapopéc, LUnEA, emiyetpnotaxn épevva



Extetapevn [TegtAnym
Avrtikeipevo égevvag

H extéAeon tov peta@ookol £QYyov avTIHETWTCel OLVEXWS OLAPOQETIKESG
MEOKATOElS. Me TV MAQ0d0 TwV XQOVWV UETAPAAAOVTAL Ol AVAYKEG KAl OL TQOTIOL
EKTEAEONG, AVAAOYQ HE TO AVTIKEIUEVO TWV HETAPOQWYV, TA LTTAQXOVTA dlkTva, TIG
texvoAoykés efeAtlelg, v owovopia, to megldAAov, tov 10T Cwnc Kat mAr0og
AAAWV TagapéTowy, Tov aAANAoemdEoOUV Héow Mg oLXVA apidooung oxéong. O
OLVOVATHOG DIAPOQETIKWV HETWV HETAPOQAG ETILXELQEL VA OLVOETEL TIG TTOAKTUKES KAL
duvatotnteg kAOe HEOOV, WOTE VA TEOKVPOLV KATA TO duVATOV PEATIOTEG AVOEIS ATO
amoyn taxvmntag, aflomotiac kat okovopkng anddoones. H tayvtatn e£EALEN otov
TOHER TWV UN ETAVOQWHEVWY AEQOOKAPWY ONULOVQYEL Hlt VEQ TIOAYUATIKOTNTA KAL
Oétel To epTNUA TNG duvaATOTNTAS AELOTIONONG TOVG, WG EVIAYUEVWY 08 éva OVOTNUAX
ovvdvaTUEVWY peTapoowv. H xoron pn emavoowpévav agpooka@wy maQovotilet éva
OUVOAO TIAEOVEKTNUATWYV, AAAX KAL TEQLOQLOUWY, ONUAVTIKA OLAPOQETIKWV ATO T

aVTIOTOLXA TWV OVUPATIKAOV €W TWEA HEOWV LETAPOQWV.

H emdoyn tov katdAAnAov cuvdvaouol HETAPOQIKWY HEOWV EEAQTATAL OF
HeyAaAo BaOuo amd T cLVOETIUOTNTA HETAED TTROEAEVLONG, TTEOOPLOUOV KAL EVOLAUETWY
OTAOHWV KAL TNV ATIOTEAEOCUATIKOTNTA LLE TNV OTtolar a&lomoteltat To dikTLo amd To KAOe
uéoo. H extéAeon Tou pHeta@ogukol £0YoV dLOXEQALVETAL ] KAl AKVQWVETAL OAV ETUAOYT)
OTav TO OIKTLO Elval KAT& TOTIOUG AVETIARKES 1) Kol AVUTIQKTO. LTIG TEQLITTWOELS IOV
TaEATNEOLVTAL eAALTtElS 1] MEOPANUATIKEG OLVOETEIC AMO ATIOPN XWENTIKOTNTAG,
AoPAAELAG, ETUTTEDOL EEVTINEETNONG KAl AAAWV TTAQAHETOWY, TIQOKVTITEL 1] AVAYKT] Y
eVaAAAKTIKT) OQOUOAOYNOT, HE HEYAAO OKOVOULKO, XQOVIKO Kat TteQIBaAAAOVTIKO KOOTOG.
Tavtoxoova, N ektéAeon tov teAgvtalov TUNHATOS £vOg dEopoAoYioL Ttagovodlet
ETLONG WLATEQOTNTES KAl TTOOKANOELS BEATIOTOTIOMOTG, KABWS 1) LeTaPood evog arya®ov

EepevyeLamnod Tov koo afova Hetall KOUPWV DAUETAKOULONG. LUVOTTIKA, TIAQAdOTELS



TeAevTalov HALOL KAL) TTIEOTEYYLOT) DLOTIEOOITWY TLEQLOXWV LLE TTEQLOQLOHEVES TLVOETELS

ATOTEAOVV IAITEQEG TOOKAT|TELS KAl ATIOTEAOVV BATIKO AVTIKEEVO AVTHC TNG €QELVAGC.

EmmpdoOeta, méoa amo v exTéAeon @ULOKOV UETAPOQKOV £QYoy, N (Ox
TIOOKATOT) VTTAQXEL YIX ATIOUAKQUOHEVEG VTINQEETLEG CVAAOYNG KoL aVAALOTC DEDOHEVWV.
Avté moaypatomoteltal pe xoron aodntiowv kot Kapepwv ANPng dedouévwv mov
umogel va elvat eite omMTkés elte QAOUATIKEG (TTOAVPATUATIKES, VTTEQQPAOUNTIKEG,
Oeopukés, koK) kat va AapPavovyv elte ewkoveg eite Pivreo. Elvar mAéov duvatdv va
dlakQlvovTal TEQLOTATEQX XAQAKTNOLOTIKA 1] VA aELOTIOLOVVTAL AVTOUATOL aAYOQLOpOL
emefeQpyaoiag, mMOL avayvwEIlOLV TIUO ATIOTEAEOUATIKA OXNUATA 1) avTkeipeva 1)
KAAOUV OLVAYEQUO EKTAKTWY avaykwv. YmAaQxel 11 dvvatotnta yia emefeQyaoia
TOAYHMATIKOU  XQOVOU TAV@ OTO QEQOOKAPOS Kal va petadidovrat Cwvrava

ATIOTEAEOUATA TIG AVAALOTC.

Me kivnTEo TNV avTamdkoLoT) OTIG TAQATIAV®W TEOKANOELS, 1) TTQOTELVOLLEVT] €éQEVLVA
efetalel Tic duvatdtTeg aflomoinong un emavdowpévwy aegookapwv. H datorBn)
QXOXOAE(TAL EOKOTEQX HE TO AVTIKEIUEVO TNG AVATITUENG CLVOVACUEVWY OLOTNUATWV
HETAPOQWY TAKETWY, OTIOL U1 €MAVOQWUEVA AEQOOKAPT] KoL OUUBATIKA OXTHATX
a&loTolovvVTaL oLVOLAOTIKA. LUVEQYATIKA OXNHATX HETAPOQWY XQONOIHOTIOLOVVTAL
EVREWG O ETLYELQNOELS DLAVOUNG TIAKETWV, AELOTIOLWVTAS TA KAAVTEQX XAQAKTNOLOTIKA

KkA&Oe péoov Kat meTvXalvovTag KaAvTeQn anodoaor.
MeB0doAoyiko mAaiolo

H dwaxtookn diatoifn) avamtvooetal e otadla. Agxika Bewpovvtal oL Paotkég
TIAQAHLETOOL TOV TIROPAT|LUATOS KAL O TTEOTOLOQLOHUOG TWV OTOXWV e BAOT) TNV VQLOTAHLEVT
BPAOYoa@la KAl TIC TEQLOXEC UE AVOLXTO avTikeipevo €0evvag. ALXHOQPVETAL TO
OepeAwdeg MAaioL0 TOL CLOTIHATOG, TO OTtol0 B MEéTtEL Var etvat AQOEWTO, EVEAKTO KL
TIEOOXQUOOTIKO 0& DO ETIUOTNTA VTTODOHWYV, XAQAKTNOLOTIKA OXNUATWY KAL EVQUTEQWV
ovvOnkwv Aegtovpylag Twv peTa@oQkwy  péowv. Xonowtormowovvtal  ovvnoelg

HaONUATIKEG CVUPATELS OTOV OXENACTHUO DIKTVWYV KOL TNV ETXELQNOLAKT) £0€LVA WG BAoN
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Ytoe ) povteAomoinon kat ) pebodoAoyia emiAvonge. Igoteivetay, étot, éva amodotikd
Kat €TOolo TEOG X101 €0YaAelo ANYPNG OTOATNYIKWV ATMOPATEWYV KAl VTNQEEOCLES
HETAPOQWV TIAKETWY, HACL pE pa e avenTuypévn pebodoloyia PeAtiotomnoinong.
ITio ovykerQéva, mpoTelvetat éva vEo, eVEAIKTO Kal apOQwWTO MAKITLO Yot €MLY ELQT|OELS
daxvoune makétwv pe ovvdvaouo LuvpPatikov Oxrjuatog (ZO) kat LuotnudTwy U
Enavdowpévwv Acgookapav (ZUnEA). Opwopéva maxéta meémnel va magadobovv o
Oéoeig Iapadoong (BI), and pa Kevrower) AoOnkn (KA). ‘Eva XO etvat eEomAtopévo
pe moAAamAa LunEA. Awdgopot tomotl tormofeoiwv pmogovv va vrootnotéovv v
extofevon kat ovAAoyr) (avdamtuén) XZunEA, O0Aec emovopaldueves kot LInueia
Extoevone (ZE): Amopakouopéves AmoOnkes (AA), dnAadny eykataotaoels e
dunBéoua ZUnEA evtog toug (0mtwg kat evtog g KA) kat Ewkovikol Koppou (EK), mov
elva mookaBoplopéveg tomobeoteg yix evxeon avantvén LunEA and tov xewloTr] Tov
YO, omwg m.X. avoixtol xweor otabuevone. Baoer yagaktnowotkwv tomobeoiag,
oplopéveg OIT pmogovv emiong va eEvmnpetioovy wg 0éoels yix avamtuén ZuUnEA ano
10 ZO. H pebodoAoyia emidvong meothapPavel évav eOKA aveMTUYUEVO EUPWAEVIEVO
YeveTiko aAyoplOuo BeAtiotomnoinong avabeong xat doopoAdynong (Assignment and
Routing Optimization nested-GA: ARONnGA), ywix v evpeon g PéAtiotng Avong
avdOeong péoov vy kdOe makéto kat dpopoAdynon tov XO KATw amo dedOHEVES

ovvOnkec.

It ovvéxewr, avayvwollovtag T moaypatucés ovvOnkeg mtioewv ZunEA,
EVTAOOETAL OTO HOVTEAO 1) TaQOLTia evaéQuwv ATtaryoevpévwv Zovawv (AZ). Tae ZunEA
aK0AoLOOVV BEATIOTEG OLXOQOUES [LE ATIOPULYT] TWV ATIYOQEVIEVWV CWVWV KAL [LEQOG TIG
pne@odoAoylac mAéov evowpatwvel epyadeia I'ewyoapuawv Zvotnuatwyv ITAngogopwv
(Geographic Information Systems — GIS), akoAovOwvtag tic oVyxoveg Tdoels 0e PAOELS
dedOUEVWYV KAL OXEDATHO DIKTVWV KL AELOTIOLWVTAS TA OXETIKA CLVEXWS £EEALTOOUEVQ,

TOAVTTAOKA KoL LOXVEA €QYaAelx avAAvOTG.
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Zanv teAr| Ao 1) €Qevva eMEKTELVETAL OTOV OTOXAOTIKO OX DT LTO AfB€PorLeg
ovvOnkeg 1600 yax o ovpPaTikd oxNua, 000 kat ta ZUNEA. H afefatdt)ta agpood ..
KUKAO@QOQLXKEC oLVONKES €Tl TOL OIKTVOL KIVNOTC TOL CLUPATIKOV OXTJUATOG, T) KALQUKEG
ovvOTkeg Tov emnEealovy TNV a0PAAelx TwV TTNoewV LUNEA, oL omoleg mapéxovteg wg
rubavotikés mEoPAéPec. T tig moelg ZUnEA, AapBavovue vrdym v mapovoio
Anayopevpévav Zovwv (AZ), .x. Adyw agpodoopiowv kat pwx ITi0avotucr) ITooBAeym
Kawov, mov emioneg emnoealet tic mmioes. Ou meQloxés amayoQevons TITHOEwY
TEOKVTITOVV &m0 TNV Ttagovcia AZ xat éva amodeKTd QIOKO WG TEOG TNV KOALOLKN
TEoPAeY. 10 TéAog magovotiletat pia peBodoAoyia eTiAvomng mov MEOTEelVEL EVEWOTES
AVoelg pe KaAr anodoor oe éva e0pog mbavwy oLuvONKWY, WOoTe va etvat duvatodg o
TOOTEQOG OXEDAOHUOG TWV ETUXEWQNOEWV HE HIKQOTEQO QLOKO Kal KaAr amodoor. O
aAyoplOpos AROnGA rtpomomoteitar emumAéov yix va  ekteAéoel pa  e0QWoT
BeATiotomoinon pe BAon oevagla, TEOTEEQOVTAG UL AVOT) TTOL ATOdIdEL KAAX KATW ATtO
TIC TTEQLOOTOTEQES AVALEVOpEVES oLVONKkes. KdOe vtoymeua yevikn) AVon ovykolvetatl pe
Baon tn BéATiomn k&Be oevapiov kat eTAéyetal avtr) TOv amodidel KATA [LECO OQO
kaAUtega. To mAaioo kol 1 puebodoAoyia emiAdvong elvat XONoa yix oTteATyuKég
ATIOPACELS WG TIQOG TNV LTTODOUN KAL YIX OXEDAOUO ETUXEIQNOEWV E IKAVOTIOW|TIKT)

aTodoo™ Kot ArydteQo oloko.
LUUMEQATUATA KL CUVELOQPOQA £QEVLVAG

H duxtop] avadewvvel Tig duvatotnteg XO1oNS CLVOLVATUEVWY CLOTNHUATWY
HETAPOQWY TAKETWYV HEOW OLUPATIKWV OXNUATWV kat LUNEA kat v avdykn
OLUTEQIANYNC  TAQAUETOWV  OTIWS  TEQLOQLOMOL OV evaéolr  KUKAOQOQLt KAt
apePaomnra ovvOnkwv. Ilpotelvetal piax povreAomoinon tov mEOBANUATOS KAl pix
pneBodoAoyla magaywyrs PEATIOTWV AVCEWV TIOL AVIATOKQIVETAL O HEYAAO €0QOG
TIOAY LATIKWV TILOAVWV CLVOTKWV WG TIQOG TNV LTTIODOUT), TOV EOTTALTHO Kol TG oLVOTKES

AELTOLEYIAC TWV OXNUATWV KAl €MITEETEL TNV €VKOAT TIQOOAQMOYTN YIX TLo oLvOeTa

-12-



neoPANHaTA 1) mepattépw PBeAtiotomoinon g dxdkaoiag. Tavtoxeova, avolyel tov

OQOUO YLt TIEAKTIKN EQAQHOYN OTNV PLOUNXAVIA TWV HETAPOQWV.

Kowéc moaxtikéc MOOKANOELS O& TETOLEG ETILXEQNOELS, OTIWS DVOHEVELS YewMeTOLEG
dktOwV, 0é0elg MAEAdOONG €KTOC OWKTUOU, EVOEQLOL TIEQLOQLOMOL, KAKEG KALQUKEG
ovvOnkec Kat afeBatdtnTeg 0TOV dDQOHO AVTIHETOTILOVTAL HEOW TNG EVEALKTNG DOUNS TOV
pHovTéAov kat T pebodoAoyia emidvong. H ayvonon meloglopay Omws AToryoQeVHEVES
ZWVES KALOLKAKES KALQIKES OLVOTKKES aTtoTEAEl ONHAVTIKT) ATIAOVOTELOT WG TIQOS TO TIWG
TIOAY LATIKA UTTOQOVV V& AELTOVQYOUV OLVEQYATIKA OXT|UaTa LupPatikwv Oxnuatwy pe
ZunEA. H Baom ¢ mAateoopag pmogel va xonoponomOel katyia diaxogeTikovg TUTTov
Yoppatikwv Oxnuatwy, ONAadr) @oetnyd, toaiva, 1 akoux Kat TAola, eva 1) TaAdoo
TIAKETWV UTIOQEL EVAAAXKTIKA Vo elval KATIOWX AAAN vnoeoia, OTwe éAeyxoc, €pevva
Kat dtdowon KTA. H (duax n petatoom) Tov agxkov HoVTEAOV, WOTE VA CUUTIEQLAGBEL TNV
TAQOLO X ATIAYOQEVUEVWV ZWVWV KAL HETETELTA TOV OTOXAOTIKO OXEOLAOUO KATW ATtO

apéBatec ovvONKeg amodekvLEL TNV EVEALEIX KAL TTIQOTAQHUOOTIKOTNTA TNG TAATPOQUAG.

H moaxtkr) epaguoyr kair xQnorn tov povtéAov yivetat €0koAn péow pag
ATIAOTIOMNEVTIG QOTG €QYATLWV EL0ODOV/eEHGDOV, TOL elval dAXXWQLOHEV aTtd TNV
vrtoAowmn avaAvtikr] dudkaoia vroAoyopwv. Iag” 6A” avtd, 6Ao TO0 HOVTEAO KAl N
ueBodoAoyia emidvong vrtootneiletal amod éva LoxvEO padnuatikd vtoBabgo. Emtoémet
TIQOOAQUOOUEVES TIAQEUPACELS 08 TMAQAUETQOVS TOV APOQOVV TIG LTOOOUES KAl T
oxNuata kat TNV e£€taon AVoewv te TEOKAOOQLOEVES TTQOTEQALOTNTEG (TT.X. XOT)OT) HOVO
ovuBatikod oxnuatog 1§ povo LUnEA, napddoon e ovykekQpévo TOmo ox1Hatoc Adyw
TEOTIUNOTG TeAXTN KTA), a&lomolwvtag Héog twv egyadelwv BeAtiotontoinong. H xorjon
MG TMARTPOQUAG HE TERAUAXTIKN AOYIKT] (e£€Ttaom gevapiwy) Bonbdel otnVv avamtuén
OTQATNYIKWV KOl OTOV TOHEX TWV €MEVOVOEWV TOU AEQOQA 08 EYKATAOTACELS KAl
efomAlopd (T,  avevpeon  KaAvtepwv  Tomofeowwv  yix  amodnkes,  aAdayn

xapaktnEoTikwv LUNEA ktA).
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Kata 1 Oudokelx Tng €pevvagc avTlpetwrniotnkayv TOAAEG  TMQEOKANOELS,
avapevopeveg kot un. H donuovoyia evog eEwtepikd amAov, katavontoL HoVTEAOL TIOV
KAAVTITEL OPWS TIOAAEG OLAXPOQEETIKEG TEQLTTWOELS TEOoUTI00ETeL Pabid yvwon tov
TEOPANUATOS KAl QAQKETEC QQXUKEC WO€eG XQELAOTNKE VA TEOTOTOMOOVY AoV
avadelxOnkav advvapies kata v extéAeon mewapdtwv. H e€étaon tov povtéAov oe
KA dlKTLA pE axpala xapaKkTNELOTIKA PorOnoe otnv emiBePalwon g Aertoveyiag Ttov

He PAon TIG TEODLXYQAPES TIG EKTIUWUEVES OLVATOTNTEG TOL.

KaBacg ot evaéglot megloglopot oe aotikd meoPAAAoV etvat ouxva mMOAL avoTnol,
n xonon twv ZUnEA evdéxetat va etvat megloglopévn. g meog TNV MOAKTUKT] EPAQUOYT),
TEOTELVETAL T XONON TOU HOVTEAOL TEQIOOOTEQO YIX (YQOTIKEG TIEQLOXEG, TIEQLOXEG
TEOAOTIWY, Yt TIAQADOTELS UETAED TOAEWV TLX. TEQLPEQELAKA €VOG HEYAAOL AOTIKOV
Kkévtoov. Emiong, pmogetl va ytvel xorjon tov dikTdov KEVIQIKWY AUTOKLVNTODQOUWY, TWV
OTAO UV €ELTNEETNONG AVTOKLVITWYV KAL TWV XWOWV 0TdOpevong Y avamtvén ZunEA.
M aAAT evdapégovoa TepimTwon Ba 1)Tav 1 XOT)0T] TOL CLOTEOOQOMIKOV dKTVOV, e

adlomoinon Twv otabuwv v Xeron ws AmopakQuopéves AmoOriec.

H duatoippr) ovvelo@égel otnv emoTrun KAL TNV TOAKTIKT) EPAQIOYT), CUVOTITIKA, WG
e&ne:

- Avayvwplotnkav ot ovyxpoveg taoelg ot BipAoyoapia twv ouvOLAOUEVWY
HeTaoQwV e Xonon ZUNEA, oL teQLogLopol Twv VPLOTAREVWV TIROTATEWY, OTIWS KAL
OL €TOTNHUOVIKEG TTEQLOXEC TTOL XOT)LOVV eTUTAEOV £QEVVAG.

- YmmoeemOnre kad” OAN TN OLAQKELX TNG AVATITLENG TWV HOVTEAWV Kat peBodoAoY LIV
0 0TOX0G TNG CUVOEDTG HE TIG AVAYKES TNG KOLVWVIAS KAl 1] €VKOAL a&lotoinong g
TIAQTPOQHAGS aTtd eEWTEQKOVS XONOTEC.

- AvantoxOnke évag mEOTLTIOC, £EEWUKEVUEVOS EUPWAEVUEVOCS YEVETIKOS aAyOQLOp0g
BeATiotomoinong mov a@opd otV avabeon MEOIOVTIWV O& HEOR HETAPOQAS KAL
dQOHOAGYNONG TOL CLUPBATIKOV OXTUATOC, O OTIOLOG pTtoEEL Var aEloTtomnBel T0o0 LTO

dedopéveg ovvOTKEG, 600 KL OTOXAOTIKEC.
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- Tlpaypatomom)Onre eviéc Tov mAawoiov NG g ™G dATOPNG  TERA
TQOTOTIOMOEWV TUNUATWY NG aQBpowtg pebodoAoyilag, amodeucvioviag TV
eveAéia .

- XonowomomOnrav kat evidxOnkav ot pebodoAoyia ovyxoova eQyaAeln
avaivone (Flewyoapwa Xvomuata ITAngogogwwv — GIS, avtopatomoinon kot
PeAtiotomoinon HéOw TEOYQAHUATIOHOV), OLVOEOVTAG TNV £Q€VVA  HE  TIS

AVOOLOUEVES TAOELS WG TIOOG TNV 0QYAVWOT), CUAAOYT] KL aVAALOT) OEdOUEVWV.

ITo ovykekQéva, N v A0yw €oevva aQovoLdlel HeOODOAOYIKA XAQAKTNOLOTIKA
TIOL KAAVTITOLV KEVA 1] aAVATITOO00LV TEQALTEQW TOUELS pe Alyn epabuvon we Twoa otn

deOvn) BBALoYoapia, ota e&ng onueia:

- Tlgotetvetar éva  Hktd ovotnua  Inueiwv Exktdéfevong, pe  Olapooetikd
XXQAKTNELOTIKA petalV Tovg. Ot Oéoeic Ilapddoong umogovv va xonoornomOovy
v avantvén LZUnEA amo to Zvupatikd Oxnua, av To emTQEMOVV OL TOTIKESG
ovvOnkeg (XWEOS, ao@alewn, evaeglol TmeQLOQLopol, éykolon meAatn ktA). Ou
Ewovikot Koupol, yix mapdderypa (avorXtol XwooL, Xweot otdOuevonc KTA) Hmogovv
va xonotpomotn0ovv yix avamntuén LUnEA. Kat otig dvo megumtwoels to XO meémet
va megiuével ta ZUNEA va emioteédouv. Avtr) 1) VTTOXEWOT AVAOVT|G DV LTIAQXEL
otV Kevroun AmoOnin 1 otic Amopaxguopéves Amobnkeg, kabws n avantuén
ZunEA yivetar and 1o mpoownikd tovc. H xonon 6Awv twv oxetkwv Xnuelwv
Exto&evong dev elvatl vTOXQEWTIKN.

- T'tvovtat mapadodoelc tooo and LvpPatikd Oxnua 6oo kat amd ZunEA.

- To diktvo Ttov XvpPatikov Oxnuatog eivatr dwbéoo yux xonomn, aAAx dev
XONOHOTOLOVVTAL amtaQalTnTa OAOL Ot KOpBoL kat ot oVVdeTpol Tov. Alxxweilovtat
OL VTTOXQEWTIKOL KOMPOL BAoel Twv ddoewV (Ttaapddoon makétov, avantuén ZunEA,
aQxn Kat TéAog dxdQOUTG), dNULOLEYWVTAGS éva DIKTLO-KEALPOGS. AuTd TR0 ETeL
otV gveAtéia Tov HovTéAov Kat T XEron Tov LTIO oToLEodNTOTE oLVONKES C1)TNOTG

1) A£1TOVQYIAG EYKATAOTATEWV.
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- O ewog adyoplOpoc AvdOeong kot AgopoAdynong avantuxOnke eWOKA Y TO €V
Adyw mEOPANUa kat Ta dVO Tov PrHata AertovQyiag etvatl daovvdepéva, eV
xonoomnoteltar dagoeTikry HebodoAOYIx yYix TO €0WTEQKO KAl €EWTEQKO TOU
uipa. O AAydéelOuog, tavtoxoova, elval evéAlktog ot xonon Téoo0 Oe
nieoka00QLoUEVES 000 Kat aBéPateg oLvOT|KEC.

- 'Exouv AngOel vtoyn Anayopevpéves Zwveg kdbe oxnuatog 1 pey£é0oug kat to
HOVTEAO €XEL MOOOAQHOOTEL WOTe Vo eEaAeipovTal oL pn mpooeyyloes Oéoels yux
LZUunEA, elte Adyw évta&ng touvg oe tétoteg Lwveg, elte AOyw vmtépPaong e HEYLoTNG
amootaong mtong LUnEA, peta v aAAayn g dixdgopng tov.

- Tunua e avaAvong moaypatonoteitat oe meQpdAAov GIS, pe xorjon ovyxeovwv
eoyaAeiwv.

- H povteAdomoinon tov cvotmuatog kat g pebodoAoying emiAvong yiverar pe
ATIAOTIONEVO AAAX HOVADIKO TEOTIO, €MITEETIOVTAG TOOTIOTOW|OELS 0e kabe Brua,
XwoIc va emnoedletal o TeAkO amotéAeoua, Adyw aveEAROTIKWV DIXCLVOETEWY TWV
erupéQovg dlegyaociwv. Etvar e0koAn 1n XO1on tov yix e£ETAO0T EVAAAAKTUIKWOV
oevaglwv (T.X. amoO@AOT] YlAX €YKATAOTAOT] ATOUAKQUOMEVWY  AmoOnKwv 1
Ewovikawv Koppwv oe éva d(ikTuo), TQOTOTOLWVTAS ATIAWGS TOV XAQAKTNEX KOUPBWV.

- Evtaooovue ot peBodoAoyia otorxeia afefatdotntac tooo yia to LupPatuco Oxnua
(ovvONKkeg kivnong emi Tov dkTLOV), 600 Kat Y tax LUNEA (kawkés ovvOnkeg).
Avantbooetar i €K pebodoAoyix  yix  TQEOYQAUUATIONO  ETUXELQNOEWY
ETIOUEVTG UEQAC LTIO afePaloTnTa, ETUTQETIOVTIAG OXEOOUO HE IKAVOTIOTIKY
amédoo™ Kat ArydteQo oloko.

- Kuoudtepo (owg 0Awv, n ovpmegiAnyn OAwv Twv Magamdvw oTtolXelwv o

oAokANEwpévn pédodo.
ITgotaoeig yiax peAdovTikn égevva

Baowog otoxoc g égevvac Nrav va avamtuxOel  mAat@ogua e Tétolo TooTo,

WoTe va elval avolXt oe TEOTOTOMOELS, BEATIWOELS Kol eMEKTAOELS. AELOTIOLOVTAG
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QAUTEG TG WOTNTES, UTMOQEOVY Vo MEOTAO0VV 0QLOpEVES KaTevOVVOELS Vi HEAAOVTIKN

éoevva.

1o KOHHATL TG PeAtiotonomong twv AVoewv avantuxOnke évag ekog
EUPWAEVUEVOS YEVETIKOG aAYOQLOHOG, Opws umoel va eetaotel 1 Xonon aAAwv

pneO6dwvV BeAtiotontoinong 1 N avantuén véag.

H xomon evog Zvupaticod Oxfuatog kat moAAantAwv ZunEA rtav n faon yia to
HoVTéAO ™G ev A0yw épevvac. H moaypatikomnma Twv ETUXERNOEWV UETAPOQWY
TaKETwV delyvel ot a&lomolovvtal MOAAATAL LvpPatcd Oxuata yix dx@oQeTikés
meQloxéc. Mix eméKTaon TOv HOVTEAOL Yyix ovpTeQiAnn ToAAwv  ZvuBatikwv
Oxnuatwv kar kKaAvyme akopa peyaAvTEQwV megloxwv dwxvouns Oa  1rav

EVOLAPEQOLTA TIQOOTITIKT).

TéAog, €K O MEQLOXEG EKTOC AOTIKWV KEVIQWYV, ATOUAKQUOUEVEG TOTtIOOET EQ
KAL YWt OLAVOUEG O& HEYAAT QMOOTAON 1) TQOLCI €VTOVOL £da@kov avayAvpov
avapévetat va madlel onpavtikd EOA0 0T dAHOQPON TNG TEALKTG OLAXdQOUNG TWV
YZunEA, Aappdvovtag vmoyn Kol Tov TEQLOQLOO o€ Vog mTrong. Mia tolodlkotatn
TEOCEYYLON TWV TORELWV TTIoTS Twv LUNEA pmnogel va amoteAéoel éva eTumAéov Bripa

avAaAvong.
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Central Depot

Central Depot (Duplicate)

Conventional Vehicle

Conventional Vehicle Network

Conventional Vehicle (total travel) Time
Delivery Location

Launch Site

Remote Depot

Restricted Zone

Service Nodes

Total Operations Time

Unmanned Aerial Vehicle (aka drone)

UAV visitable Location

Virtual Hub

Vertical Take-Off and Landing (type of UAV)
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1 Introduction

This section discusses the scientific background and motivation behind this Thesis and

then the general problem is defined.

1.1 Background and Motivation
General

This research has been inspired by experience and challenges met out in the field, and
emerging trends in transportation research. After many years of involvement in
transportation engineering projects, best practices and constraints were identified. Problems
were often addressed with smart planning and workarounds; however certain limitations

still exist and require another step forward.

Commonly used conventional vehicles (CV) for logistics services are a significant
source of pollution and energy mismanagement. A more efficient and environmentally
friendly scheme would benefit all parts involved. Network discontinuities, or unfavorable
sprawl patterns make it more difficult to efficiently integrate transport or any type of
assistance services with urban or suburban operations and make the latter fast and profitable
for companies. In this context, conceptualizing and finally setting up an efficient multimodal
transport system consisting of conventional vehicles and Unmanned Aerial Vehicles (UAVs)

may prove useful in many ways.
UAVs in transport

The idea of using UAVs, commonly referred to as “drones”, for transport purposes is
not new; however, it was seriously considered only when significant advances in technology
were made, and their commercial use skyrocketed during the last two decades. The use of
UAVs is expected to have significant effects on various sectors, with their impact on transport
economy, the environment, employment, and infrastructure being a matter of developing

research (ITF, 2021). Several applications are identified, such as automation of intralogistics,
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first/last mile parcel delivery, supply of medical goods or even transportation of air freight
when UAYV specs allow (Roland Berger Gmbh, 2020). DHL launched its "Parcelcopter 4.0"
pilot project for medical supplies delivery in Tanzania back in 2018, (UAV speed 130 km/h,
max flight time 40 min, payload 4kg, over 65km distances), while Zipline has been offering
similar services - primarily blood samples and blood products- in Rwanda since 2014 (Roland
Berger Gmbh, 2020). Matternet (Matternet, 2023) is another company offering parcel delivery
services, producing their own aircraft, and establishing take-off/landing bases. Their
integration in the transport system still faces great challenges in terms of the existing
regulatory framework, societal acceptance, and ground infrastructure (“droneports”).
Surveys have shown a cautious acceptance by the public, appreciating the potential benefits
in speed of delivery and environmental impact, but citing concerns primarily about safety
(more than 40% of respondents in various regions worldwide), privacy (13-29%) and noise

(9-21%) (McKinsey & Company, 2021).

The EU has set ambitious targets for 2020-2030, aiming for reduction of 40% of GHGs
relative to 1990 levels and a share of 35% of zero or low-emission new cars and vans by 2030
(European Commission, 2017). A 100% zero-emission fleet is envisioned in cities by 2050 and
several countries are set to ban internal combustion engines in urban areas by 2032 (Witkamp,
van Gijlswijk, Bolech, Coosemans, & Hooftman, 2017). Rapid consumer behavioral changes
have led to a significant increase in online shopping and at-home/at-work deliveries. This
transport work relies heavily on conventional vehicles, running on fossil fuels, such as
delivery trucks or vans; and this is especially true for last-mile deliveries, which could
account to up to 20%-30% of a city’s CO2 emissions (Davies, 2020). The result is a
deterioration in terms of traffic congestion, air, and noise pollution. Moreover, poor road
connections, missing links, combined with urban sprawl and the isolation of traditionally

segregated areas are additional sources of inequality.

Witnessing the problem in real life
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A special case - representing much of this research’s motivation- is serving remote and
underprivileged areas with downgraded or non-existent transport connections. This may
refer to providing everyday basics or humanitarian help. Such locations are often not very
far from large urban areas or may even form remote clusters themselves. Thus, service of

these areas remains insufficient, adding to their unattractiveness and worsening life quality.

A vivid example that fueled our motivation was met during a series of visits to the
mountains north of Kigali, Rwanda for a big road improvement project, back in 2015. It was
impressive to see the amount of distance covered on foot or bicycle just to get everyday basics.
Truck deliveries were scarce, because of the downgraded road network and the relative
position of villages. At the same time, it was more than obvious that certain locations were

not actually too far off between them, assuming an as-the-crow-flies path.

Photograph 1: Pushing loaded bicycles on dirt road (section: Nyacyonga — Mukoto, Rwanda)
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Photograph 2: Filling water barrels at water source (section: Nyacyonga - Mukoto, Rwanda)

Research in designing cooperative transport systems with UAVs.

Each transport mode has its own advantages and limitations. Conventional vehicles
rely on a fixed network, which does not guarantee access to any given point of demand.
UAVs are more flexible and can fly as straight as free airspace allows. However, they are
often limited in range because of battery capacity and are also affected by the weather. Thus,
a growing research interest has emerged on the specific problem of UAV — ground transport

cooperation. After all, multimodal transport systems of various combinations have been
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devised throughout history; trucks, trains, airplanes, and ships have been working together
in the supply chain. Each mode comes to complement each other, to exploit the best of both

(or more) modes.

In literature, the problem is commonly categorized in the wider Vehicle Routing
Problem (VRP) family. It is essentially a concurrent mode assignment and vehicle routing
problem where ground vehicles (usually trucks) are combined with drones to serve last mile
goods transport. The problem is more specifically named Vehicle Routing Problem with
Drone (VRP-D), Truck and Drone Routing Problem (TDRP), or Two-Echelon Vehicle Routing
Problem with Drone (2E VRP-D). The special actions concerning drone deployment are also

commonly referred to as Launch and Recovery Operations (LARO).

A widely cited research work on this field is the one of Murray & Chu (Murray & Chu,
2015), introducing the “Flying Sidekick Traveling Salesman Problem” (FSTSP), where
customers can be served either by a truck or a UAV (working in tandem), the latter being able
launch from the truck or the depot to customers and return to the same or a different location.
There is no restriction to the feasibility of paths for the truck, while the UAV is limited by its
operational range; all locations in the said formulation are customer locations. A separate
case is identified, where some customers are relatively close to the depot (within UAV range)
and others significantly farther. This is defined as parallel drone scheduling traveling
salesman problem (PDTSP), where the truck and a fleet of UAVs start from the depot
together. Additional work on the originally introduced FSTSP was done by Murray & Raj
(Murray & Raj, 2020), where multiple UAVs are available, the truck can launch or retrieve
one UAYV at a time and the UAV cannot return to its launch location. Multiple UAVs and a
truck are also used by Ferrandez et al (Ferrandez, Harbison, Weber, Sturges, & Rich, 2016),
where no path constraints for the truck or the UAVs are assumed, and the truck moves along
a TSP route. Similar work by Moshref-Javadi et al (Moshref-Javadi, Hemmati, & Winkenbach,
2020), allows a different take-off and landing location for UAVs but still consider delivery

locations as potential stop points. Agatz et al (Agatz, Bouman, & Schmidt, 2018) assume
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launch sites only at delivery locations, a different take-off and landing point for the UAVs.
Moshref-Javadi et al (Moshref-Javadi, Lee, & Winkenbach, 2020) assume a single truck and
multiple UAVs, considering routes only involving the depot and customer locations with
identical take-off and landing points for each UAV route; the objective is minimizing
customer waiting times and thus there is no demand for a final return to the depot. Salama
and Srinivas (Salama & Srinivas, 2022) propose a system where not all delivery locations can
be used as launch/recovery sites, but non-customer locations can also serve as ones. All items
lying on the truck’s route must be served by the truck. Assignment of items to a vehicle, truck

routing and operations scheduling are key decisions.

A distinct concept, allowing also en-route launch/recovery of UAVs rather than only at
specific nodes was introduced by Marinelli et al (Marinelli, Caggiani, Ottomanelli, &
Dell'Orco, 2017). Chand & Lee (Chang & Lee, 2018) use a single truck — multiple UAVs system
with identical take-off and landing locations for each UAV route. Moving launch and
recovery locations (LRLs) along the truck arcs (TDRP-SA) were studied by Li et al (Li, Chen,
Wang, & Zhao, 2022). Different altitudes for package deliveries and the drones’ energy
consumption are included in the calculations by Momeni et al. (Momeni, Mirzapour Al-e-
Hashem, & Heidari, 2023), who considered a drone-only delivery system. Boysen et al.
(Boysen, Briskorn, Fedtke, & Schwerdfeger, 2018) use fixed routes and stops for the truck and
then attempt to synchronize the drones at said locations for LARO. Customer locations as
LARO points were assumed by Li & Wang (Li & Wang, 2022), structuring a truck-drone
routing problem with time windows (TDRP-TW). Jeonga et al. (Jeonga, Song, & Lee, 2019)
considered the parcel weight effect on drone energy consumption and assumed circular
restricted flying areas. Re-chargeable drones meeting with the truck for battery changes at
customer locations are studied by Gonzalez-Rodriguez et al. (Gonzalez-Rodriguez, Canca,

Andrade-Pineda, Calle, & Leon-Blanco, 2020).

Mathematical background and solution methodologies
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Apart from setting up the cooperative scheme, various techniques have been applied
to obtain optimal solutions. Despite the specificity of such newly introduced problems, a
common base reference for this family is the well-studied Traveling Salesman Problem (TSP)
and its variants. Various solution methods have been developed and TSP itself is a known
NP-hard problem (Dantzig, Fulkerson, & Johnson, 1954), (Bellman, 1962), (Little, Murty,
Sweeney, & Karel, 1963), (Garey & Johnson, 1979), (Applegate, Bixby, Chvatal, & Cook, 1995),
(Applegate, Bixby, Chvatal, & Cook, 2008). A comprehensive guide on the TSP, real
applications and solution methodologies is presented by Rardin (Rardin, 2015). A family of
sequencing problems such as the TSP, scheduling and assembly-line balancing are treated
through dynamic programming by Held & Karp (Held & Karp, 1962). Genetic algorithms
(Holland, 1975), tabu search (Glover, 1986), (Glover, 1989), (Glover, 1990) simulated
annealing (Kirkpatrick, Gelatt, & Vecchi, 1983), k-means clustering (MacQueen, 1967) are

among the most used solution methods met in literature concerning this family of problems.

Extending from the TSP to real-world applications, the Vehicle Routing Problem (VRP)
appears also in various forms and similar solution methods are used. Iliopoulou et al
(liopoulou, Kepaptsoglou, & Karlaftis, 2015) used a genetic algorithm to solve a capacitated
VRP for the design of passenger seaplane routes. A multi-objective VRP model, was also
studied by Iliopoulou et al (Iliopoulou, Kepaptsoglou, & Schinas, 2018), this time considering
environmental risks for the development of an oil maritime transportation service. Another
similar formulation for our problem is the hub-and-spoke setup, which is met in sea or air
transport, because of the geographical location of ports and their extensive use as

transshipment nodes.

Part of exploring optimal solutions in routing depends on finding shortest paths
between locations. Numerous exact algorithms and heuristics have been developed for this
purpose, such as the original Dijkstra algorithm for source-to-all paths calculations (Dijkstra,

1959), the A* algorithm for finding the shortest path between any pair of nodes (Hart, Nilsson,
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& Raphael, 1968) and its future variants, such as the Iterative Deepening Algorithm (or IDA¥)
(Korf, 1985) and the Lifelong Planning A* (or LPA*) (Koenig, Likhachev, & Furcy, 2004).

In the specific area of cooperative schemes involving UAVs, similar methods have been
used. Simulated annealing and Tabu-search were used by Moshref-Javadi et al (Moshref-
Javadi, Lee, & Winkenbach, 2020). Salama (Salama & Srinivas, 2022) solved the problem in a
route first — cluster second approach, using simulated annealing and variable neighborhood
search for optimization. Chand & Lee (Chang & Lee, 2018) develop a solving methodology
using initially formed k-means clusters and then testing shifts-weights to move their centers,
which will ultimately define the truck route. Optimal stop/launch locations are found also
using k-means clustering by Ferrandez et al (Ferrandez, Harbison, Weber, Sturges, & Rich,
2016). Agatz et al (Agatz, Bouman, & Schmidt, 2018) set up a route-first, cluster-second
optimization approach, using local search and dynamic programming heuristics. Gonzélez-
Rodriguez et al. (Gonzalez-Rodriguez, Canca, Andrade-Pineda, Calle, & Leon-Blanco, 2020)
used an iterated greedy heuristic based on the iterative process of destruction and
reconstruction of solutions, assisted by a global optimization scheme through a simulated
annealing (SA) algorithm. An exact algorithm for the solution of the two-echelon truck and
drone problem was developed by Zhou et al. (Zhou, Qin, Cheng, & Rousseau, 2023), this time
considering multiple vehicles and drones and employing an exact branch-and-price
algorithm, after an initial tabu search application. An agent-based method to solve the Truck-
Multi-Drone Team Logistics Problem (TmDTL) was proposed by Leon-Blanco et al. (Leon-
Blanco, Gonzalez-R, Andrade-Pineda, Canca, & Calle, 2022).

Macrina et al. (Macrina, Pugliese, Guerriero, & Laporte, 2020) presented a review of
relevant research and practices, highlighting gaps and future research topics and pointed at

the inclusion of more realistic parameters, considering dynamic conditions and uncertainty.
How does this research make things go forward?

In our understanding, research focus has been laid mostly into exploring theoretical

schemes and optimization methods for best performance. However, we wanted to create

-36 -



something which is backed scientifically but can also be of real value in the industry; an
ergonomic front-end, with a complex but solid background. Through thorough
understanding of any modelling, optimization, and practical application challenges, we
elaborate a transport system setup which is scalable, flexible, and adaptive to infrastructure
and equipment. The framework is almost entirely modular, extending from the moment any
initial input is given to the last steps of the solution optimization. It is intentionally developed
in such a way that various types of network and demand patterns can be tackled: dead-ends,
missing links, deliveries along corridors or scattered at remote locations, railway, or sea
transport networks. This very nature of the original concept is exploited even within the
scope of this research, as it is further expanded in two more stages: planning under regulatory
airspace restrictions and risk-based planning, acknowledging uncertainties in conventional
vehicle network conditions and weather forecast. A detailed mathematical representation of
each concept is developed, and relevant performance calculation workflows are described.
We develop an efficient solution optimization process, through a dedicated assignment and
routing optimization nested genetic algorithm scheme. The same algorithm can be used as a
basis to obtain solutions both under known and uncertain conditions. Through a series of
experiments on specifically designed case studies, we have demonstrated the model’s
capabilities, verifying its flexibility, reliability, and robustness under various circumstances.
The initial design can indeed adapt to a spectrum of networks, infrastructure, and equipment
specifications, using a simplified input-output structure. The presence of restricted zones
greatly affects the results of the assignment and routing optimization process and should be
considered in strategic planning of such operations. Additionally, uncertainty of conditions
over the fixed network or the airspace (weather) are a major hindrance for obtaining optimal
solutions, but our robust optimization method offers a way to minimize risk and lost time

with prior planning.

Because of the need for safe UAV deployment sites and the high presence of restricted
airspace zones in urban environments, the intended field of application is assumed to be the

delivery of small packages in rural and under-connected areas, the execution of inter-city
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deliveries, and the expansion of a city’s original service range. Putting together years of
research and work experience, this research aspires to create a platform destined for future

evolution, while offering tools for optimizing parcel delivery services.

Summing up our contribution, several aspects of our method can be seen as novel

individually, but mostly when regarded as a holistic approach that includes all of them:

- We are proposing a mix of variable launch sites for LARO, featuring different
characteristics among them. Customer locations can be used for CV-based UAV
deployment, if local conditions allow (space, safety, airspace restrictions,
customer approval, etc.). Virtual Hubs, for example, open spaces, parking lots,
etc., can also be used for CV-based LARO. In both of those cases, the CV must
wait for all its UAVs to return. UAVs can also be deployed from the Central
Depot at the start, without any CV involvement, but also at the end, receiving
items from the CV. Remote Depots are another facility type where the CV can
leave items for UAV delivery, and LARO is performed by the Depot personnel.
Not all LARO locations are necessarily used.

- Deliveries can be made both by CV and UAV.

- The CV network is available for routing and LARO, but not all nodes and links
are necessarily used. We distinguish the mandatory nodes for actions and
routing after the assignment process, creating the so-called “shell network”.
This allows for our model to be practically implemented with different
demands and infrastructure each time.

- The Assignment and Routing Optimization nested GA is developed specifically
for our problem, with its two steps being interconnected and using different
methods for the inner and outer GA (discrete values resulting from the service
nodes for the assignment process and random keys-based ordering of nodes for
routing). The core of the algorithm is used both for obtaining solutions under

fixed/given conditions and under uncertainty.
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We have considered the presence of Restricted Zones of any shape and size and
adjusted our model to filter out non-reachable locations, either because they are
in such zones or because the resulting UAV paths are longer than the UAV
range allows.

We are adjusting the model, incorporating spatial and optimal path analysis
with GIS as part of the methodology, and opening to modern methods and
input norms.

The formulation is conveniently simplified but unique to its kind since it must
address the specific setup. It creates a modular and open platform that is open
to modifications, and we present all the analytical calculations involved. This
also helps with strategic planning, e.g., deciding where to establish Remote
Depots or Virtual Hubs, by conveniently testing alternative locations.

We are considering uncertainty both on the ground and in the air,
acknowledging the stochasticity in travel times over the CV network and the
Weather. A special methodology for producing next-day assignment and
routing plans has been elaborated, allowing for operations with satisfactory
performance and less risk.

The consideration of all the above in a single proposed method, in a

comprehensive and holistic approach.

1.2 General Problem Statement

Multiple items need to be transported from a Central Depot (CD) to customers located

at Delivery Locations (DL). The items can be delivered to the DLs either by a Conventional

Vehicle (CV) or an Unmanned Aerial Vehicle (UAV). The CV follows a fixed network for

transportation, while UAVs offer more flexibility but have limitations in terms of range. The

CV is not limited by its operational range and is expected to be able to complete the entire

journey without refueling or charging. The UAVs are assumed to be electric, and a battery

swap is executed at the start of operations or during the UAV preparation at each site when
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the same UAV is used again. Potential no-fly zones and adverse weather conditions can affect
the UAVs, while conditions over the CV network have an impact on its speed and routing
options. Each item is assigned a specific mode of transportation for either the final segment
or the entire journey. Based on certain characteristics, UAVs can only be launched or
recovered at designated locations throughout the network. A decision is required, dictating
the final mode assignment for each item, the nodes used for UAV deployment and the CV

route.

Expanding a bit on the basic notion, the terms “conventional vehicle”, “item”,
“delivery” and “customer” mostly carry a symbolic meaning. For instance, instead of parcel
deliveries, one could assume any form of service needed at a specific location, e.g.,
reconnaissance, inspection, search & rescue, aid drop-off. Additionally, a conventional

vehicle could be a truck, train or sea vessel and the equivalent network can be used.
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2 Research Evolution and Structure

The research is developed through a layered process, resulting from different levels of

ongoing understanding and complexity.

First, the core aspects of the general problem are addressed. In this sense, a fundamental
transportation system setup is developed, suggesting types of facilities and the way the CV
and the UAVs can be utilized. The framework should be modular, scalable, and adaptive to
infrastructure and demand, offering options over each of its components for optimization or
preference-based solutions. Common mathematical conventions in network design and
operations research are used as the basis for modeling the problem and its solution
methodology; however, throughout the entire process, it is essential to keep focus on real-life
challenges and direct implementation capabilities. As such, a more practical-oriented
approach is being followed. The goal is to present an efficient and ready-to-use decision-
making tool for transport services at a strategic level, which also includes a custom
optimization methodology. This is the most integral part of this research, where all further
expansions within its scope will be based, but it also unleashes the potential for future
research by any interested party. The framework and solution methodology produce an
optimized suggestion for the execution of transport services, assigning each item to a final
mode of transport, highlighting the locations where UAVs are deployed from and what route

the CV should follow to complete the operations in the minimum amount of time possible.

Next, acknowledging the reality in UAV flight operations, the presence of Restricted
(or no-fly) Zones is considered. An updated workflow is developed, taking advantage of the
fundamental design’s modular nature. The same workflow can be used for any type of
airspace restriction, including the weather or other threats, i.e., habitats of birds, magnetic,
navigation, or telecommunications interference etc., which would ultimately lead to zones of
compromised UAV safety and reliability. For this Stage, the framework encoding, analysis,

and optimization is additionally carried out in Geographical Information Systems (GIS)
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format, to align with common database practices in the business and exploit modern tools in

spatial and network analysis. This rationale is followed also through the next stage.

Finally, an expansion towards stochastic planning and designing under uncertainty is
pursued. Uncertainty may refer to conditions on the fixed network (e.g., traffic delays), or the
weather, which comes as a probabilistic forecast on critical metrics (e.g., wind, precipitation).
A new methodology is developed to care for a robust solution which would work
satisfactorily under a range of expected conditions. It is possible to define the level of risk one

is willing to take and obtain a suggestion for the planning of next-day services.
The general phases of the research are hereby presented as:

i.  Fundamental Conceptual Design
ii.  Design under Restricted Airspace

1ii. Stochastic Planning

Each phase is explained with more case-specific background, its methodology and
application on a case study 2 Results and discussion follow. Figure 1, below, illustrates the

general plan of this research and the structure followed along its evolution.

a Networks for case studies were originally design in a CAD environment (AutoCAD Civil 3D) and
then geometry data was transformed into simple .csv format. Coding of the entire core workflow and solution
methodology algorithms was executed in Python 3.9 (Spyder IDE), on Windows 8.1 and Windows 11. Part of
the nested-GA algorithm was coded using the PyGAD open-source Python library. QGIS and ArcGIS were used
for network re-encoding, spatial and optimal path analysis, and illustration purposes.
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3 Stage 1 - Fundamental Conceptual Design

This chapter explains the fundamental conceptual design of our framework and the
developed solution optimization methodology in detail. A case study is used to test for the

entire model’s efficiency and its practical value in operations planning.

3.1 Transport System Setup

The CV can travel through a specific, fixed network, hereby known as Conventional
Vehicle Network (CVN). For the case of trucks, this is essentially the traversable road network

within the intended area of operations.

UAVs can be deployed from four different types of locations, collectively named

Launch Sites, (LS):

- The Central Depot (CD). UAV deployment can be executed by the Depot personnel and
the CV does not get involved.

- Remote Depots (RD). These are organized facilities with available UAVs. UAV
deployment can be executed by the Depot personnel and the CV only delivers the items
for transshipment.

- Virtual Hubs (VH). Designated locations, such as parking lots, where UAV deployment
is conveniently executed by the CV operator. The CV must wait for all deployed UAVs
to return.

- Delivery Locations (DL). Some of the DLs can also be used for UAV deployment,

provided the site is safe. The CV must wait for all deployed UAVs to return.

It is important to keep in mind that launching and collecting a UAV is possible in other
locations than just the CD and DLs. Additionally, not all DL are potential LSs. This is different
from the assumption commonly met in literature of cooperative truck-drone systems, where

drones can only fly from/to customer locations or the central depot. It is also self-evident that
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a LS must belong to the original CVN. Figure 2 illustrates the potential relationships between

the sets of nodes.

Delivery
Locations

Central
Depot
[CD]

Figure 2: Venn diagram; schematic representation of Node sets
3.2 Assumptions and Constraints

A set of general assumptions can be summarized as follows:

- A single CV is assumed to be available, departing from the CD and attempting to
deliver the items to their destinations.

- The vehicle is assumed to be of adequate capacity for the items and any UAVs may
be needed onboard.

- Vertical Take-off and Landing (VTOL) UAVs are selected.

- Each destination can be visited once for delivery or UAV deployment (or both, during
the same stop) but can be accessed more than once for routing purposes.

- Thereisno predefined mode assignment for the items, but there is an option of forcing
one if needed.

- There is no predefined order of visit for the destinations, but there is an option of

forcing one if needed.
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- The CD is the start and end node for the conventional vehicle tour.

The initial given input for the problem is the fixed network which is available for the
CV. CVs can travel over this fixed, known network. UAVs have no fixed network to fly
through, and their ultimate course is determined by take-off and landing location, following

a direct straight path, if the route is feasible based on the UAV’s range.
We also assume that:

- Each item is assigned to one Vehicle for the final step of delivery.

- The CV can be assigned to multiple destinations.

- Each UAV has capacity for one item.

- Each UAV can travel to and return from one destination per tour (the same UAV can
be later re-deployed, but we have assumed enough UAVs for all operations anyway).

- UAVs can be deployed as a fleet from a single station.

- Launching of all UAVs from a launch site is simultaneous, but each one returns at a
different time depending on the length of its tour.

- A UAVisrecovered at the same location from where it was launched.

- RDs can deploy UAVs without the CV having to wait for their return. Certain
transshipment time is still required.

- The CD, used at the start of operations, can deploy UAVs without the CV having the
wait and no transshipment time is required.

- Only one transfer between vehicles is allowed per item.

We have drafted a series of examples and drawings to explain the general concept in
simple terms at first. The legend in Figure 3 below explains the basic symbols and notations

used.
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Figure 3: Symbols and notations for general concept

In this hypothetical network, there is a supposed demand for service at certain
locations. We form three cases of demand and available infrastructure and then some of the
potential assignment and routing solutions are presented. Our framework supports many

more combinations, but the most important for the general understanding are included here.
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Figure 4: Example 1 - Infrastructure, Demand and UAV Range (indicative, from one of the launch

sites)
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Figure 5: Example 1 - Possible assignment and routing solutions (solution 1 - left, solution 2 -
right)

In solution 1 (left), the truck departs from the CD. It reaches a customer for in-person
delivery (Stop 1). Then it visits a RD (Stop 2), where it leaves an item for UAV delivery to be
executed by the Depot personnel. It leaves without waiting for the deployed UAV to return
and goes on to Stop 3, where another in-person delivery is made. It then returns to the Central

Depot.

In solution 2 (right), the truck departs from the CD. It reaches a RD (Stop 1), where it
leaves all items for UAV delivery to be executed by the Depot personnel. It leaves without

waiting for the deployed UAVs to return and it then returns to the CD.
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Figure 6: Example 2 - Infrastructure, Demand and UAV Range (indicative, from one of the launch

sites)
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Figure 7: Example 2 — Possible assignment and routing solutions (solution 1 - left, solution 2 -

right)

In solution 1 (left), the truck departs from the Central Depot. It reaches a customer for
in-person delivery (Stop 1). It stays there after the delivery and deploys the onboard available

UAVs to serve two other customers. The truck waits for the deployed UAVs to return and

then returns to the Central Depot.
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In solution 2 (right), the truck departs from the Central Depot. It reaches a Virtual Hub
(Stop 1), namely a designated area for UAV deployment (e.g., parking lot or another reserved
platform), where it deploys onboard available UAVs to serve two customers. The truck waits
for the deployed UAVs to return and then reaches Stop 2, where an in-person delivery is

made. It then returns to the Central Depot.

L
1

Figure 8: Example 3 - Infrastructure, Demand and UAV Range (indicative, from one of the launch

sites)

N
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Figure 9: Example 3 — Possible assignment and routing solution

Here, the CD is used for UAV deployment for two customers. The UAVs are launched
from the CD, and the truck departs from the CD at the same time, without having to wait for
the said UAVs to return. It heads to the farthest customer for in-person delivery (Stop 1). It

then returns to the CD.

3.3 Methodology

After establishing the basics of the transport system, a mathematical representation, an

analysis workflow, and a solution methodology are developed.

3.3.1 Core Analysis and Solution Workflow
A summarized description of the proposed analysis and solution workflow for the
problem at hand is illustrated in Figure 10, below. Detailed analysis follows throughout the

next sections.

Inputs Preliminary Analysis
CV Network, 6= (V] E7) i Allowed/Potential Launch Sites, [LS] al
CV Network Node Types, [CD],[RD].[VH] i2
»|  UAV reach for each LS, DL, [DLES],[LSPE] a?
CV and UAV specs i3
ltems and Delivery Locations, [DL] i4 Potential Service Nodes per item, [SN,] a3
Routing Assignment |
Order of visit of Mandatory Nodes (@] T2 Assignment of items fo service nodes
Y Y] and final delivery mode, (I, for each item)
————————————————————— ~ g

Calculation of waiting times at nodes, (wt;)

Performance Calculations
Total Operations Time (TOT) s3 Determination of Mandatory Nodes, [T]
Individual times at nodes (""", tf“’, tet)

Shortest paths for Mandatory Nodes (5;-]

Optimization
Inpufts: 1,2, i3, i4 Primary Analysis: al, a2, a3

Tasks: T1, 12 Solution Analysis: §1, 52, s3
Figure 10: General methodology workflow

In our proposed workflow, Inputs, Tasks, and Analysis are organized in a modular

scheme so that a different approach can be followed for some of them.
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The initial Inputs include basic information on the physical network (Conventional
Vehicle Network - CVN), the infrastructure (Central Depot (CD), Remote Depots (RD),
Virtual Hubs (VH)) and equipment specifications (CV and UAV operational characteristics).
Demand information follows; a set of Delivery Locations (DL) represents items to be

delivered.

Next, Preliminary Analysis defines which sites are finally allowed for UAV deployment
(Launch Sites -LS, selected from CD, RDs, VHs and some of the DLs)) and which pairs of DLs
and LSs are within UAV range to each other (DLi*S, LSP!). Each item is associated with
potential service nodes (Service Nodes Pool - SNk). A service node for an item may be its own
DL node (if within the CVN) or any allowed LS which is reachable by UAV. Analysis “a2”
offers an alternative way to perform the assignment later (task T1). Instead of assigning items
based on their Service Nodes Pool, we could inversely use the DL%S sets of the launch sites.
This would be helpful if we were to base our assignment on clustering strategies. If the SN«
of a DL is empty, this means that there is no feasible UAV connection with an LS and that the
DL is off the CVN too. In that case, the workflow algorithm excludes this DL from demand

and the location is deemed non-serviceable.

The Solution is found through a nested two-level optimization process, seeking optimal
assignment of items to a service node (Ix) and optimal CV routing. If the service node
coincides with the DL itself, the delivery is executed in-person, by the CV. If not, a UAV is
deployed at the service node, executes the delivery, and returns to the same spot. Each time
an assignment iteration is produced, a set of mandatory nodes (Twm) for visit emerges. At each
of these nodes, waiting times (wti) for the CV are calculated based on the actions required
(e.g., in-person delivery, UAV launch and recover, items delivered to an RD for UAV

deployment by the personnel).

Shortest paths (S,,) between mandatory nodes are calculated, using the given CVN and
anew “shell” network is created. The shell network is constructed by the subset of mandatory

nodes and travel cost between them. The travel cost results from the pair’s shortest path total
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cost previously found. Routing for the CV is then a matter of selecting the best order of visit
(.S:l’\‘]” ) across mandatory nodes. We have opted to use a GA of certain form for tasks T1, T2 and

an A* algorithm for analysis s2; however, it is possible to explore other methods.

The target is to minimize the Total Operations Time (TOT), namely the time needed for
all vehicles (CV and deployed UAVs) to complete their tasks and return to their intended
base. Under this goal, as soon as the best routing is found for the running assignment, the

TOT is inherited by the assignment iteration and compared to others.

3.3.2 Model Formulation

We introduce a series of notations and variables, which will be explained later in more

detail.
Table 1: Notations and Terminology
Abbreviations
Ccv : Conventional Vehicle (truck, train, vessel, here: VH : Virtual Hubs, forming subset Ty
truck) DL : Delivery Locations, forming subset Tj,
UAV : Unmanned Aerial Vehicle (aka drone) LS : Launch Sites, forming subset T/
VTOL  : Vertical Take-Off and Landing (UAV type) SN : Service Nodes for item
CVN : Physical (fixed) network of CV operation cvT : Total time of travel for the CV (since start)
CD : Central Depot, forming subset T
D’ . Central Depot Duplicate, forming subset T%, TOT : Global Operations Time, when all vehicles have
completed their tasks and have returned to their intended base
RD : Remote Depots, forming subset T (since start)
Sets and Graphs
V'=[0,12..,n] :SetofnodesinCVN U : Assigned service nodes per item k
E={0):ijeVi#]} : Setof edges in CVN T¥cyr =[DLCV €V |xd; =1, i € DL]  :setof nodes
=V, E) : Graph representing the CVN

where delivery with CV is executed
V=[01 2 ..,m] :Setofnodes combining V' and any DLs

v Ths=1lalS €V |xl;=1, i € LS] : set of assigned
notinV’

K=/1 2, .., mJ: Set of items (k") for delivery launch sites

C. = [dy,ds, ..., d,y] = [DL] : Set of nodes at Delivery Tyia = THiev U Tars @ set of Mandatory nodes with action

Locations, k € K, C,, SV (delivery of launch)
C : attribute matrix for items Ty =TE U The UTE, : set of mandatory nodes for
A={G)):LJEV,i#)} : Set of UAV (aerial) edges CV routing
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E={G)):,jEV, i #} : Set of CV edges between
nodes in V

F=(V, A) : Graph representing UAV network

G = (V, E) : Graph, as an expansion of G’ including any Delivery
Locations notin V’

T¢p Tep: Tro, Ty Thr, Tis: Subsets of V, including nodes for
each respective type, i.e., CD, CD’, RD, VH, DL, LS

DL =[AcV|x§" =1, ie DL 1€ LS|

Delivery Locations within UAV range of Launch Sites
LSP*=[BcV|x{" =1, ieDLI€LS]|: Launch sites
within UAV range of Delivery Locations

SN, =LS3-ud, : Pool of service nodes for item; k€

The =Thy — (T¢ + TEp) : set of mandatory nodes
without Central Depot and its duplicate
LeK|l,=1L1€ Tjsk €K :setofassigned items per

launch site

Gy = (Tay, Exp) : subgraph for mandatory nodes

S, : specific path of nodes fromitoj, i,j € V',
Sep : sequence of edges for specific path from i toj,
Ljev

sy : specific path consisting of mandatory nodes,

i,jEV', e€E, i,jETy

S’("Z) : sequence of shell edges for specific path of

K d, eV mandatory nodes, i,j EV’', e EE
Ticev : set of accessed nodes

Parameters
s : CV mean speed Rvav : UAV range of operation (time)
svav : mean UAV speed at cruising altitude HoAY : UAV cruising altitude
SUAV,,., : mean UAV speed of ascend tc; : transshipment cost (time to deploy/recover
SV4Vqs  :mean UAV speed of descend UAV)

Variables
xP : Binary variable (0,1) indicating node type [L;] : number of items assigned to launch site
“Central Depot” dth;; : time for UAV deployment-to-home
xRD : Binary variable (0,1) indicating node type wt; : waiting time of CV on node
“Remote Depot” xfFRD : binary variable (0,1) indicating whether a node
x/H : Binary variable (0,1) indicating node type is either type of depots
“Virtual Hub” ctff : cost (time) for shortest path between two
xPt : Binary variable (0,1) indicating node type mandatory nodes

“Delivery Location”

xts : Binary variable (0,1) indicating node type
“Launch Site”

Ly : Length of CVN edge

fti : UAV flight time at cruising altitude

L3V : Length of UAV edge, at cruising altitude

tta : Time to ascend (take-off to cruising altitude)
ttd : Time to descend (cruising altitude to landing)

xa; : binary variable for access of node by CV
uf;; : binary variable for edge travelled by UAV
uv;; : binary variable for edge travelled by CV
pa;; : cumulative passes over edge by CV

tjapp : time of CV approach to node

tjdgp : time of CV departure from node
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tfty : Total UAV airtime from take-off to landing tret : time of return of last UAV, when the launch site

i : binary variable (0,1) for the existence of direct is a depot (since start)
UAV connection (inrange), j € V,i # j dty : time of delivery of item (since start)
xdf’ : binary variable (0,1) indicating final delivery

with CV

The necessary input data includes the fixed network which is traversable by the CV
(Conventional Vehicle Network, or “CVN”). The CVN can be described by an undirected

graph, namely G’= (V, E”), where each vertex (“node”) belongs to the set:
V'=J/012 ..n] (Eq. 1)

Edges of the £”/G’] space result from the connection between two nodes 7and j, as e(ij),

belonging to the respective set:
E'={()):5]€ Vi #} (Eq. 2)

For each couple of nodes, there may or may not be a direct connection. The existence of
a direct CV connection between two nodes is determined by the physical network structure
and/or extraordinary conditions (e.g., road closures). This condition is represented by a
binary variable, namely “x;”, taking values of 1 or 0, depending on whether such a connection

exists. A variable is defined, for the case of the CV:

X

v _ {0, no direct connection with CV Ljev (Eq. 3)

ij 1, direct connection available with CV

An edge can be associated with a certain cost; in the present case we will be using time
since it is of primary concern in logistics operations and is also a common parameter between
edges (travel times) and nodes (service and waiting times). The value for a conventional
vehicle trip between neighboring nodes “7” and “/’, provided there is a connection, would be

“ctj’ (conventional vehicle travel time).

ct;j, for travel time with Conventional Vehicle LjeV
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Naturally, travel time over an edge would result from the edge’s length and mean

vehicle speed:

LEV
ctjj =Y / gev L9y’ length of road link between points jand j, i,j € V, *St¥: CV

mean speed (Eq. 4)

The vehicle can travel an edge in both directions (undirected graph). At this stage, we

assume a symmetric problem with ct; = ct.

Next input is information on the type of the CVN nodes. Several types are identified
and can be passed on the nodes: a Central Depot [CD], which is the starting point for the
operations, Remote Depots [RD], which can provide additional UAVs for delivery and
Virtual Hubs [VH], which are designated safe areas for UAV deployment (e.g., parking lots,
open spaces, organized launch/land bases.) All others are considered generic nodes. Also,
there is demand for deliveries; there are locations with a demand for an item (delivery or
collection) or service (Delivery Locations [DL]). For simplicity, we will only be using the

terms “delivery” and “item”.

A list, “K”’, of “n1” items (each element: “£”), is given, along with their geographic

position:
K=/12, .., m] (set of items)  (Eq. 5)

The DLs may or may not coincide with nodes of the CVN. The latter means that a DL
may not be reachable by CV at all. A vertex set, “V”, is created, combining CVN and DL nodes
(V =V'" U [DL]). The Delivery Location of each item is matched with a vertex of the “V”space

and is then represented by it. The set of the respective nodes is defined as:
Cy = [dy,dy, ..., dyy] = [DL] keK, C, <V (Eq.6)

An attribute matrix is formed, keeping track of relevant information for all items:
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INPUT

item ID node location
C=\| (k) ,dp), Xk, Vi,21) forallk=1...m, k €K (Eq.7)

For computational convenience, we introduce an expansion of the initial CVN graph
including any DLs outside the CVN, namely: ¢ = (V, E), with E = {(ij) :;, j€ V, i # j} Nodes
outside the initial set V' (resulting from DLs) would naturally have no connection with any other

node in V.

UAVs may launch and land at certain locations, based on prevailing restrictions. Apart
from the Central Depot, the Remote Depots and the Virtual Hubs, some Delivery Locations
may also serve this purpose, but their existence can only be considered after the Delivery
Locations are revealed. Such locations are called Launch Sites [LS] and they are potential

points for launching and collecting UAVs.

Based on the above, available node types in the vertex set [V], may be:

- Central Depots [CD], forming a sub-set of vertices, T%p, where x° = 1. This subset
here only contains one vertex, always named “0”.

- Remote Depots [RD], forming a sub-set of vertices, Tg), xRP =1,

- Virtual Hubs [VH], forming a sub-set of vertices, Ty}, le H=1.

- Delivery Locations [DL], forming a sub-set of vertices T¥, (T%, = Cy), xP* = 1.

- Launch Sites [LS], forming a sub-set of vertices T, xiLs =1.

For computational reasons, a duplicate node of the Central Depot (CD’, forming a set
T¢p, is created, along with its associated edges is created, only characterized as a remote
depot.

For UAV operations, we define an undirected graph, 7= (V, A). Edges of the A/F]space

result from the connection between two nodes 7and j, as a(i), belonging to the set:

A={Gj):ijeV,i#j} (Eq.8)
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The typical UAV VTOL behavior implies an initial vertical ascent to the cruising

altitude and finally a vertical descent to the landing position.

cruising altitude cruising altitude
(start) (end)

=)

‘ ft (cruising)

G tta (ascent) ttd (descent) &
| |
|

Figure 11: Simplified illustration of VTOL - type flight and associated variables

Also, the UAV can operate within certain range, which is usually expressed in time. As
such, another input would be the following UAV specifications: mean cruise speed (5V4V),
mean speed of ascend (5947, ), mean speed of descend ($747,), range of operation (time) (RV4Y),
cruising altitude (HV4Y).

Flight time “f#;” is the time needed for a UAV to fly from location “7” to location “/’, at
cruising altitude. This is essentially the weight (in time) of an edge if travelled by UAV.

Again, we assume a symmetric problem for the UAV operations, namely ft; = ft.

LvAv
ftij=" / SuUAV ‘Lvavy’: distance between points jand j, i,j € V, ‘SU4V: UAV
mean flight speed  (Eq.9)
“Time to ascend’ (“tta’) and ‘time to descend’ (“ttd) values are considered. Considering

only direct flights between nodes (no stop at other nodes), the total flight time  t/#;/ between

two points is calculated as:

UAV UAV
tta; = H /SUAV ttd; = H /SUAV (Eq. 10)
asc des

3.3.2.1  Preliminary Analysis

To reduce computational burden, pre-processing for feasible UAV connections may be

performed only for nodes of interest, that is the Launch Sites [T5] and the Delivery Locations
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[T5.] -As with the CV, we define a variable representing a direct connection between two

nodes, for the case of UAV.

vav _ (O, no direct connection with UAV

Xyoo= {1, direct connection available with UAV Ljev (Eq.12)

The way our framework is set, no other nodes can be part of a UAV tour anyway. The
existence of a direct UAV connection between two nodes is determined by the range, ‘R¥4"’,

of the UAV and/or extraordinary conditions (e.g., take off/landing restrictions, air traffic

rules, the weather). The criterion for setting ngV value is:
0 tft;i tft;; > RVAV
UAV ’ i+l i . .
X = LjEV,i# Eq. 13
4 {1, 0 < tft;j tft; < RUAY J J (Eq-13)

Based on the above analysis, for each Launch Site and Delivery Location a set of

reachable nodes is formed:

DI =[AcV|x* =1, ieDLIeLS] (Delivery locations within range of launch

site) (Eq. 14)

LSPE = [B cV | x{* =1, i € DL, 1 € LS|, (Launch sites within range of delivery location)

(Eq. 15)

Each time a package is delivered at a location, a certain service time on the spot is
considered. We assume a similar service time for both the case of delivery via conventional

vehicle and UAV, namely “st”.

A delivery request can be served by CV (at the node of said request) or by UAV
(launching from another node, among eligible launch sites). A pool of eligible service nodes
can be defined for each item, containing the launch sites within range of the delivery location
and the node of the delivery location itself. If the DL is not part of the original CVN, its own

node cannot be part of this pool, SN.

SNy =LSgudy, keK,dy eV (Eq. 16)
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As briefly explained in section 3.3.1, a DL may be non-serviceable. This happens when
it is located outside the CVN, namely no CV can reach this destination, and at the same time
no allowed LS is located within UAV range. In our algorithm, this state is plainly described

by an empty SNk pool. In this case, the DL is removed from demand.

3.3.2.2 Assignment and Routing

Having determined the potential launch sites for all delivery locations, assignment of each
item to UAV or CV follows. If the item is assigned to a node (let it be “I},”) other than its own
(dg) the request is executed via UAV. If an item is assigned to its own node (I, = dj) it is self-

evident that the delivery is made by the CV.

The original attribute matrix is enriched as follows:

INPUT ASSIGNMENT
item ID node location mode service node

c=| ® @), Coyvoze),CVorUAY), @) |, dy€ TE, I, € SN, k€K

| |

(Eq. 17)

We use a binary variable “xd{"” to define whether a delivery is made by a conventional

vehicle at a node or not.

xdSV = {0, no delivery by conventional vehicle (Eq. 18)

1,delivery by conventional vehicle

These nodes form a subset “delivery with CV”: Ty, -, = [DLCV SV |xd; =1, i € DL].

(Eq. 19)

We also introduce another binary variable “x/” to define whether a node is ultimately

used for UAV launch or not. These nodes must belong to the CVN.

{0, not used for launch
XIL' =

1,used for launch (Eq. 20)

Nodes form a subset “assigned launch sites”: Tg¢=[aLSSV |xl;=1, i €LS].

(Eq. 21)
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Nodes finally assigned as service nodes for either action (UAV launch or CV delivery)
are Mandatory Nodes with action(s) (item delivery or UAV launch), named “TMa”. The CV

must visit them at some point of the route and perform an action other than just passing by.
Tia = Tprev Y TaLs (Eq. 22)

In our method, this distinction between generic and mandatory nodes is crucial. This is
because the full network is given, but not all nodes must be visited and the problem changes
depending on infrastructure/conditions/equipment constraints and demand. The full set of
mandatory nodes results from the union of the two sets: Tj, ¢ (delivery locations served by
conventional vehicle) and T, s (assigned launch sites), and the Central Depot (which must be

the first and last node to be visited, hence the inclusion of its duplicate):
Ty =T¢p Y Taia Y Tep,  (Eq. 23)

There is a possibility of the Central Depot or its duplicate themselves being nodes with
action (belonging to the Ty, ). For computational reasons occurring later in our methodology,

we define a “clean” set Ty, excluding the CD and CD’, as:
TI\I/JIC = TIBI - (T(.]';D + TC1‘]D/) (Eq 24)

We keep track of the items assigned to the same launch site for UAV delivery. As such,
each node belonging to the T, ¢ will feature a list of the assigned items. A respective list is

formed for each of the assigned launch sites:
LEK|ly=L1l€ Tgs k€K (Eq.25)
The number of assigned items per launch site is the length of the list: |L;|

The use of a node as a launch site implies a certain time cost (transshipment cost). This
is because of necessary preparations, launching and collecting UAVs back to the vehicle. We
include this transshipment cost in a variable, “#c/’. UAVs are assumed to launch

simultaneously, but they naturally return at a different time. Transshipment cost is further
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analyzed into launch (#/) and repackaging (¢r;) times, to distinguish between the time spent

to prepare the fleet and the time spent to get it back to the vehicle.
tc; = tli + try (Eq 26)

When a UAV is deployed, a certain amount of time is required for it to return to its

£“ r7
1

base. This travel time, from deployment at node “/”, delivery at node “;” and back to home

“1”,"dth;;” is calculated as:
dthl’j = tftij +Stj +tftji (Eq 27)

At every node, a certain waiting time “w#” for the Conventional Vehicle is considered.
Each node “7” inherits the “burden” of assigned delivery locations. In case item delivery is its
only duty at the node, this time is essentially the service time. If the spot is used for UAV
deployment, the waiting time is also a result of transshipment time for each item and time
from deployment to home of the last UAV to return. If the launch site is a Remote Depot, the
node is only weighted with the delivery of an item via CV (if any) and the time to unload the
rest of the items for UAV transport. The typical service time st is used for unloading, as if it
were a case of normal deliveries. However, we assume that service time here is affected by
the number of unloaded items, as it would be for multiple deliveries on the spot. At Depots,

the transshipment cost does not affect the CV.

wt; = xdf” - sty + (1= xRP) - xl; - [ILg] - te; + max(dthij)] +xRP . xly - |Ly| sty i€V, jEL;

(Eq. 28)
xfRP =xfP +xfP, iev'  (Eq.29)

For the special case of the Central Depot, since there is no CV delivery and there is no
unloading time for any UAV-assigned item, the CV does not have to wait, and everything is
processed independently. Any UAV deployment from the Central Depot would normally
happen at the start of the operations, but we will be also allowing the Central Depot to host

actions as the last node of the tour. The CD duplicate (used as the last node of the tour) carries
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the characteristics of a Remote Depot, to emulate the expected procedure of item unloading

and UAV deployment.

In our case, where most network types should be addressed, typical TSP constraints
concerning multiple node/edge passes and the forced use of all nodes do not apply, since not
all nodes are mandatory and both butterfly routes and multiple node/edge passes are allowed
(e.g., because of network dead ends or reaching a node for delivery or launch and
immediately returning from the same road). We structure our method in a way that it’s not
hampered by infeasible solutions: All mandatory nodes are always included in the solution

(at least once for completing an action) and path continuity is ensured.

For assessing the performance of each solution, a certain route must be constructed,
passing through the mandatory nodes and any other nodes necessary to form a continuous
path. We will base this two-step method on the principle of optimality, stating that “in a graph
with no negative dicycles, optimal paths must have optimal subpaths” (Rardin, 2015). We define a
subgraph of the original G graph, namely Gy = (Ty;, Ey). Mandatory nodes (resulting from
the assignment process) form the node set Ty;. Each edge, ey, is a “shell” edge, representing
the shortest path between two nodes through the original network. For each i,j € Ty ,i,j €
V' there is a path of nodes S‘l\] =[i, ...,j] and edges 5/(1\]) =[G, i+1),..,(G —1,j)], and the cost

of the shell edge is:

-1 ]

~.

ct}f = Ctyy

iv=u+1

<
I

(Eq. 30)

The shortest path can be calculated via an appropriate algorithm each time (e.g.,
Dijkstra (Dijkstra, 1959), A* (Hart, Nilsson, & Raphael, 1968), IDA* (Korf, 1985), LPA*

(Koenig, Likhachev, & Furcy, 2004), depending on complexity and size of network.

Now, a certain sequence of visit must be defined through the mandatory nodes. The

path always features the Central Depot as the first and last node of visit. As explained before,
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the Central Depot’s duplicate visited at the end is considered a Remote Depot. A routing

solution would be a sequence like:

SM — [i,...,j] and S/(I‘Z) =[(@,i+1),..,( — 1,j)] (mandatory nodes, shell edges), i, €
V', e€E, i,jeTy (Eq.31)

—_—

Sy = [i,.,jland Sy = [(i,i + 1), ..., G — 1,/)] (total path, all nodes, and edges), i, €
V,e€E  (Eq.32)

After decomposing the solution route to the nodes forming its shell edges, we have the

order of visit of all nodes. The selected nodes constitute a subset, namely: Ty-cy -

xq = {O, not accessed by conventional vehicle
e

1, accessed by conventional vehicle (Eq. 33)

The nodes are appended in order of visit within the subset. This subset ultimately
describes the problem possible solution each time. A node may be traversed more than once
and may be repeated in the sequential order of visit. However, actions of delivery and/or

launching only happen once.

If an edge is ultimately used by the conventional vehicle or the UAYV, there is a binary

variable to keep record.

0, not travelled in UAV

ufij - { 1, travelled in UAV (Eq. 34)

0, not travelled in conventional vehicle

uvij = { 1, travelled in conventional vehicle (Eq. 35)

Since in our accepted spectrum of network types and based on our problem definition
it is possible that a CV edge is traversed more than once, we keep record of the cumulative

passes over each edge along the tour, under the variable pa;; € Z.

For each node there is a time of approach “t;7?” since the start of delivery. Travel times
along the selected edges of the conventional vehicle network are added, as well as waiting

times of preceding nodes.
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Additionally, depending on which actions are taken (delivery at the node, deployment

of UAVs), there is the time of departure, ”tjfiez’” at each node visited by the CV. In this case,

the nodes of visit are ordered.

i J j-1
tjflpp = Z Z ctfjv-’ + Z wt;
i=0 j=0 i=0
(Eq. 36)
dep _ .app app _ ,dep M ..
o=t +wtyort; =ty ety ;1) €Ty (Eq.37)

For the case of a Depot, the UAVs will be returning to their base independently from
the CV operations. We still need to know when the last one returns to the Depot. The time of

return should be:

£t = ¢ 4 |LY| - te, + max(dth;), € TS UTE UTE,, jEL,  (Eq.38)

Two values regarding the entire operation are of importance: the amount of time spent
out for the CV and the entire time spent until any operation (CV and UAV) has finished. CV

total time (CVT) is:

n n n

CVT = ZZan ' Ctij +Zth
i=0 j=0 i=0
(Eq. 39)
This value should be identical with the time of approach, tjqpp, at the last node. (i,j €

V')

All operations are finished when the CV has returned to the depot and the last
remaining UAV has been retrieved at the intended location. This is defined as Total

Operations Time (TOT):

TOT = max(max(t]¢"),CVT), | € [CD] U [RD] (Eq. 40)
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We use the TOT as the objective function and the goal is to find a solution which

minimizes its value.

Minimize max(max(t]®"),CVT)

Minimize max(max(t]®*), Y1, Yi—opaij - ctyj + Xizo wt;)  (Eq.41)

If we were to optimize based on the CVT only the routing of each assignment iteration
would essentially be a form of TSP problem among mandatory nodes with weights. In the
latter case, however, it is possible that UAVs are still operating even after the CV has

completed its own route.

The description of the solution output includes the following minimum information:

— The assignment of items to their respective service node (I for each k)

— The order of visit of mandatory nodes (ordered set of T})

Additional calculations can be made for each item and its delivery process. Let “dt;” be
the delivery time for a package being transported from node “0” (Central Depot) to node “/".
Delivery time depends on the modes of transport used for each edge and the waiting times
at preceding nodes in the tour. Node “/’ is the one used as a hub for launch, should a UAV
be used. Again, we assume that UAV launch is executed after a potential delivery by CV at
the launch site itself.

dt = toa; + stj, if xdeV = 1 (delivery by CV)
toa; + (xd;¥ X sty) + |Ly| - te; + tfty; + st;, if xd* =1 (delivery by UAV)

(Eq. 42)
kEK: j=dk, l:lk, ]E TEL, lETZJS

If we would like to know the total number of possible assignment solutions ("N”), we

would calculate as follows:

m
N = [aSMeD = ASMal - 1SNl - . 1SN
k=1
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(Eq. 43)
where |SN,| is the Service Nodes Pool size (number of available nodes) for each item.

The possible solutions in terms of routing (permutations) will have to be calculated for each
assignment candidate solution independently. Since the Central Depot and its duplicate are
always first and last respectively, we are only looking at the possible order among the rest of
the mandatory nodes, namely set Ty, which features n = |Ty;.| nodes. We expect r = n!

permutations within each assignment iteration.

3.3.3 Assignment and Routing Optimization nested Genetic Algorithm (AROnGA)

We propose a nested Genetic Algorithm (GA) scheme, where a routing optimization
algorithm (inner-GA) is executed for each assignment suggestion and the resulting TOT
value is used to select the best assignment (shell-GA). It is essentially a cluster-first, routing-
second approach, where each clustering iteration is tied with its own optimal routing. GA -
based methods are commonly used in this family of problems (Iliopoulou, Kepaptsoglou, &
Karlaftis, 2015), mainly because of NP-hardness and complexity (Lenstra & Kan, 1981). In our
case, preliminary processing produces discrete alternatives (service nodes pool) for the
assignment of items and a sub-set of nodes which need to be ordered. Both are conveniently
translated to genes and chromosomes. Additionally, one process essentially depends on the
other (routing is applied on mandatory nodes which result from assignment); thus, a nested

scheme makes sense.

3.3.3.1 Outer— GA (Mode and Service Node Assignment of Items)

For the outer-GA, the chromosome consists of genes, whose total number equals the
number of items, m = |K|, (delivery locations). Each gene can take the discrete values of the
available service nodes (SNj) for the respective DL. Random mutation and single point
crossover are employed to produce new offsprings and a ranking parent selection is used to

qualify best parents for mating.

Table 2: Example of Assignment GA chromosomes and offsprings through single point crossover
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[10,8, 10,8,

[7,0,1, 7,0,1,
Gene Pool [SN,]  [5, 2] [6, 2] 8,10] [9, 8] 1] 8, 10] [9, 8] 12]
DL Node (dy) 5 6 7 9 10 5 6 7 9 10
1 1 1 : ‘ ! ! ! : ‘ ‘

Chromosome | Assigned Service 5 2 7 1 9 8 2 6 0o 1 9 8
1 Node (Iy) | |
| 1
| |

Chromosome | Assigned Service 5 6 0| 8 12 5 2 7 1 8 12
2 Node (I,) | 1
1 1

Random mutations are introduced to genes to keep diversity in the population and

escape local optima.

3.3.3.2 Inner — GA (Conventional Vehicle Routing)

For the inner-GA, we need to find the optimal order of visit of the mandatory nodes.
Since the Central Depot and its duplicate will always be the first and last nodes respectively,
the chromosome features genes, one for each of the mandatory nodes, without the start and
end node, T};.. We employ a random-keys GA (Rardin, 2015), where each node is ordered by
ascending order based on its respective gene value. The gene values are randomly produced
within a set range (e.g., 0 — 100). Single point crossover and ranking parent selection are used.
The final path begins and ends with the Central Depot (its duplicate at the end) and in-
between there are the ordered nodes resulting from the previous process. The TOT value
resulting from routing is passed to the respective outer GA iteration and used for its own

optimization process.

Table 3: Example of Routing GA chromosomes and offsprings

R(?n“gee [0 - 100] [0 - 100] [0 - 100] [O - 100] [O - 100] [0 - 100] [0 - 100] [0 - 100] [0 - 100] [O - 100]
. 5 2 7 8 12 5 2 7 8 12 .
e | ] L | orderedTe
Chronl‘osome Keys | 532 8563 5126 | 7421 462 9563 2756 163 | 900 800 |7-10-9-2-5
I I
1 1
I I
I I
Chmmzosome Keys | 9563 2756 163 | 896 9899 532 8563 5126 | 800 1200 [5-9-10-7-2
I I
1 1
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Again, random mutations are introduced to genes to keep diversity in the population

and escape local optima.

3.3.3.3 Shortest paths between mandatory nodes

For obtaining the complete path, consisting of mandatory but possibly generic nodes
as well, we need the actual paths between the mandatory nodes. As previously explained
(see section 3.3.1), shortest paths between mandatory nodes are calculated in a separate
procedure. We opted to employ the A* algorithm (Hart, Nilsson, & Raphael, 1968) for this
purpose. In case of a relatively small network shortest paths can be calculated beforehand for
all possible mandatory node couples (among CD, RD, DL and LS) and a reference matrix
would be readily available. This would require an initially increased computational effort but
offer faster computation within the optimization loops. If the network is of considerable size,
the strictly necessary shortest paths can be estimated after each assignment iteration (where

each time a different set of mandatory nodes may come up).

Partial intervention based on operational preferences is possible by manually
restricting the gene space for assignment and routing or even by bypassing the optimization

process altogether and directly passing assignment and routing choices.

3.4 Case Study

3.4.1 Network and Input Data
We devise a CV network to perform the tests. The said network should offer certain

features:

- The geographical size of the network should resemble a large city or distances

between neighboring cities.

- There must be dead-end edges i.e., edges which are connected to a single node

at one end (to resemble last-mile cases with limited connections).
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- A node is not necessarily connected to all its closest ones (to emulate missing

links).

- At some point there must be a series of consecutive edges with a single node
connection in-between (to resemble possible stops along a single corridor).

As far as node types and delivery locations:

- There must be a Central Depot and at least one Remote Depot (apart from the

Central Depot duplicate) away from it.

- There must be a few Virtual Hubs, distributed evenly throughout the network

(not all Virtual Hubs will necessarily serve as allowed Launch Sites).

- There must be at least one Delivery Location outside the given CV network,

where only a UAV can be of service.

Since the CV and UAV will be “competing” based on their specs, we created a more
realistic version of the CV network, namely connecting the nodes with non-straight links
(length: L¢7;). In our case, both directions are of equal length. The resulting -undirected,
symmetric- graph G’ (illustrated with straight edges) will be a graph with weighted edges;
each edge carries the cost cti, resulting from the expected CV travel time over the original
link. Next, available CV node types are introduced (Central Depot, Remote Depots, Virtual
Hubs).

Table 4: Input CV Network Nodes

Vi X y Vi X y

0 0.000 0.000 11 | -35652.764  15493.993
1 0.000 0.000 12 | -26081.454  -6588.331
2 22200.500  -2246.434 13 | -30736.252  -2595.080
3 21339.640  11254.890 14 | -37656.441  -6082.275
4 15305.796  19590.346 15 | -32594.951 -15883.915
5 26209.829  10341.626 16 | -23794.972 -18816.222
6 32795.242  3940.702 17 | -9184.639 -14708.946
7 -6200.316 ~ 7871.878 18 -814.285  -10979.538
8 | -11565.366 18473.235 19 | -7208.515  -2587.391
9 | -10318.214  30943.160 20 | 29121.346  -8156.159
10 | -19235.476  5729.837
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Central Depot [CD]: ‘0", Remote Depots [RD]: “1” (duplicate of CD), ‘16’, Virtual Hubs [VH]:
131’ 181’ 118/
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Figure 13: CV network and Node Types
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Table 5: Actual length (L<Vi;, m) of CV Network links

Li; 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
0 0 0 23899 inf inf inf inf 10611 inf inf inf inf inf inf inf inf inf inf 11133 7752 inf
1 0 0 23899 inf inf inf inf 10611 inf inf inf inf inf inf inf inf inf inf 11133 7752 inf
2 23899 23899 0 13880 inf inf inf inf inf inf inf inf inf inf inf inf inf inf 24885 inf inf
3 inf inf 13880 0 10717 5038 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf
4 inf inf inf 10717 0 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf
5 inf inf inf 5038 inf 0 9870 inf inf inf inf inf inf inf inf inf inf inf inf inf inf
6 inf inf inf inf inf 9870 0 inf inf inf inf inf inf inf inf inf inf inf inf inf 16017
7 10611 10611 inf inf inf inf inf 0 12358 inf inf inf inf inf inf inf inf inf inf 11020 inf
8 inf inf inf inf inf inf inf 12358 0 13583 15285 inf inf inf inf inf inf inf inf inf inf
9 inf inf inf inf inf inf inf inf 13583 0 inf inf inf inf inf inf inf inf inf inf inf

10 inf inf inf inf inf inf inf inf 15285 inf 0 19703 15115 15413 inf inf inf inf inf 16914 inf
11 inf inf inf inf inf inf inf inf inf inf 19703 0 inf inf inf inf inf inf inf inf inf
12 inf inf inf inf inf inf inf inf inf inf 15115 inf 0 8641 12129 11621 13828 21266 inf 20338 inf
13 inf inf inf inf inf inf inf inf inf inf 15413 inf 8641 0 8088 inf inf inf inf inf inf
14 inf inf inf inf inf inf inf inf inf inf inf inf 12129 8088 0 12523 inf inf inf inf inf
15 inf inf inf inf inf inf inf inf inf inf inf inf 11621 inf 12523 0 9433 inf inf inf inf
16 inf inf inf inf inf inf inf inf inf inf inf inf 13828 inf inf 9433 0 inf inf inf inf
17 inf inf inf inf inf inf inf inf inf inf inf inf 21266 inf inf inf inf 0 9629 12908 inf
18 11133 11133 24885 inf inf inf inf inf inf inf inf inf inf inf inf inf inf 9629 0 10852 inf
19 7752 7752 inf inf inf inf inf 11020 inf inf 16914 inf 20338 inf inf inf inf 12908 10852 0 inf
20 inf inf inf inf inf inf 16017 inf inf inf inf inf inf inf inf inf inf inf inf inf 0
Table 6: Edge weights as travel time (ctij, sec) along CV Network links
Ctij 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
0 0 0 2151 inf inf inf inf 955 inf inf inf inf inf inf inf inf inf inf 1002 698 inf
1 0 0 2151 inf inf inf inf 955 inf inf inf inf inf inf inf inf inf inf 1002 698 inf
2 2151 2151 0 1249 inf inf inf inf inf inf inf inf inf inf inf inf inf inf 2240 inf inf
3 inf inf 1249 0 965 453 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf
4 inf inf inf 965 0 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf
5 inf inf inf 453 inf 0 888 inf inf inf inf inf inf inf inf inf inf inf inf inf inf
6 inf inf inf inf inf 888 0 inf inf inf inf inf inf inf inf inf inf inf inf inf 1442
7 955 955 inf inf inf inf inf 0 1112 inf inf inf inf inf inf inf inf inf inf 992 inf
8 inf inf inf inf inf inf inf 1112 0 1222 1376 inf inf inf inf inf inf inf inf inf inf
9 inf inf inf inf inf inf inf inf 1222 0 inf inf inf inf inf inf inf inf inf inf inf
10 inf inf inf inf inf inf inf inf 1376 inf 0 1773 1360 1387 inf inf inf inf inf 1522 inf
11 inf inf inf inf inf inf inf inf inf inf 1773 0 inf inf inf inf inf inf inf inf inf
12 inf inf inf inf inf inf inf inf inf inf 1360 inf 0 778 1092 1046 1244 1914 inf 1830 inf
13 inf inf inf inf inf inf inf inf inf inf 1387 inf 778 0 728 inf inf inf inf inf inf
14 inf inf inf inf inf inf inf inf inf inf inf inf 1092 728 0 1127 inf inf inf inf inf
15 inf inf inf inf inf inf inf inf inf inf inf inf 1046 inf 1127 0 849 inf inf inf inf
16 inf inf inf inf inf inf inf inf inf inf inf inf 1244 inf inf 849 0 inf inf inf inf
17 inf inf inf inf inf inf inf inf inf inf inf inf 1914 inf inf inf inf 0 867 1162 inf
18 1002 1002 2240 inf inf inf inf inf inf inf inf inf inf inf inf inf inf 867 0 977 inf
19 698 698 inf inf inf inf inf 992 inf inf 1522 inf 1830 inf inf inf inf 1162 977 0 inf
20 inf inf inf inf inf inf 1442 inf inf inf inf inf inf inf inf inf inf inf inf inf 0

delivered outside the CV Network and a new node is introduced (No ‘21"). Allowed Launch

Sites are selected among the CD, RDs, VHs ans DLs. Here, the selection is random, but, in the

Delivery Locations of items are introduced. In our case, one of them (item “11") must be

real world it would be associated with operational constraints.

Table 7: Items and Delivery Locations

Item (k) | X y Node (dx)
1| 26209.829  10341.626 | 5
2 | 32795242  3940.702 , 6
3| -6200316 7871878 | 7
4| -10318.214  30943.160 | 9
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5 | -19235.476 5729.837 10
6 | -26081.454 -6588.331 12
7 | -30736.252 -2595.080 13
8 | -37656.441 -6082.275 14
9 | -32594.951 -15883.915 15
10 | 29121.346 -8156.159 20
11 | -21798.415  26453.613 21

Delivery Locations [DL]: ‘5, “6’, ‘7', "9, ‘10, "12’, ‘137, “14’, “15', 207, 21"

Launch Sites [LS]: ‘0", ‘1", ‘2, '8’, '107, “12’, “14’, 16’
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@ Remote Depot (9 Node @ Delivery Location

Figure 14: Delivery Locations and final allowed Launch Sites

Certain specs for the CV and the UAV are selected™:
SV = 40km/h, H'AV = 120m, SV4V = 14.45 m/sec
SUAV,o. = 4.25 m/sec (tta = 28.2 sec, for H'AV = 120m)
SVAV4os = 3.4 m/sec (ttd = 35.3 sec, for H'AV = 120m)
RUAV = 40min (2400sec)

Service and transshipment times are assumed:
st =60 sec, tc = 300 sec (5min)

* The specifications for the UAV resemble today’s advanced commercial UAVs and are

naturally expected to improve in the future.

(for examples, see (D]I, 2023) (Flying Basket, 2023) (Matternet, 2023))
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3.4.2 Preliminary Analysis

In the context of the Preliminary Analysis, feasibility of UAV connections is determined
and the respective Graph F = (A, V) is formed. Next, we examine which Launch Sites are within
range for the Delivery Locations, forming the set LSPL for each one. Then, the Service Nodes
Pool (SNx) is shaped for each item. If the DL is in the CV Network, its own node can be
included in the SNk. For instance, in our case, item no ‘11’, on node ‘21’ is outside the CVN,

hence node “21” cannot be included.

Table 8: Edge costs as total flight time for UAV (tftyj, sec), including take-off and landing

tftij 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
0 inf inf inf inf inf 757 inf inf inf inf inf inf inf inf inf inf 825 594 inf inf
1 0 0 inf inf inf inf inf 757 inf inf inf inf inf inf inf inf inf inf 825 594 inf inf
2 inf inf 0 1000 inf 978 913 inf inf inf inf inf inf inf inf inf inf inf inf inf 693 inf
3 inf inf 1000 0 776 406 1004 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf
4 inf inf inf 776 0 1053 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf
5 inf inf 978 406 1053 0 699 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf
6 inf inf 913 1004 inf 699 0 inf inf inf inf inf inf inf inf inf inf inf inf inf 938 inf
7 757 757 inf inf inf inf inf 0 886 inf 978 inf inf inf inf inf inf inf inf 791 inf inf
8 inf inf inf inf inf inf inf 886 0 931 1093 inf inf inf inf inf inf inf inf inf inf 962
9 inf inf inf inf inf inf inf inf 931 0 inf inf inf inf inf inf inf inf inf inf inf 917

10 inf inf inf inf inf inf inf 978 1093 inf 0 inf 1039 1046 inf inf inf inf inf 1075 inf inf
11 inf inf inf inf inf inf inf inf inf inf inf 0 inf inf inf inf inf inf inf inf inf inf
12 inf inf inf inf inf inf inf inf inf inf 1039 inf 0 488 865 849 924 inf inf inf inf inf
13 inf inf inf inf inf inf inf inf inf inf 1046 inf 488 0 600 992 inf inf inf inf inf inf
14 inf inf inf inf inf inf inf inf inf inf inf inf 865 600 0 827 inf inf inf inf inf inf
15 inf inf inf inf inf inf inf inf inf inf inf inf 849 992 827 0 705 inf inf inf inf inf
16 inf inf inf inf inf inf inf inf inf inf inf inf 924 inf inf 705 0 1114 inf inf inf inf
17 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf 1114 0 698 913 inf inf
18 825 825 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf 698 0 794 inf inf
19 594 594 inf inf inf inf inf 791 inf inf 1075 inf inf inf inf inf inf 913 794 0 inf inf
20 inf inf 693 inf inf inf 938 inf inf inf inf inf inf inf inf inf inf inf inf inf 0 inf
21 inf inf inf inf inf inf inf inf 962 917 inf inf inf inf inf inf inf inf inf inf inf 0

Table 9: Adjacency matrix for UAV (xUAVy)

xUAVz [0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
O = = = = = = @1 = =2 = = = = = = = = @1 @1 = =
10- - - - - - -1 - - - - - - - - - - 1 1 - -
Rl = = 1 = 1 1 = = =2 = = = = = = = = = = 1 =
30 - - 1 - 1 1 1 - - - ..o
86l = = 1 = 1 = = = =2 = = = = = = = = = = = =
5 (- - 1 1 1 - 1 - - - - . ...
Gll- = 1 1 = 1 = = = =2 = = = = = = = = = = 1 =
701 1 - - - - - - 1 - 1 - - - - - . . - 1 - -
Bl = = = = = = 1 = 1 @1 = = = = = = = = = o I
e 1

Wl = = = = = = 1 1 = = = @1 @1 = = = = = @1 = =
M = = = = = = = = = 1 = = @1 @1 @1 @1 = = = = =
13- - - - - - - - - - 1 - 1 - 1 1 - - - - . .
Wl = = = = = = = = = = = @1 @1 = @1 = = = = = =

Table 10: Potential Launch Sites and Final Service Nodes Pool for Items

Ttem (k) | Node (dx) | Potential Launch Sites [LSP!] | Service Nodes Pool [SNi] | SNk|
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1 5 2 5 i 2 @)
2 6 2 6 | 2 )
3 7 0 1 8 0 |70 1 8 10 (5
4 9 8 9 | 8 @)
5 10 8 12 10 8 12 ®3)
6 12 10 14 16 12110 14 16 4)
7 13 10 12 14 13110 12 14 @)
8 14 12 14 | 12 @)
9 15 12 14 16 1512 14 16 )
10 20 2 20 § 2 @)
11 21 8 8 1)

Judging from the available Service Nodes for all items and having no additional
constraints going forward, all possible assignment solutions amount to the total number of N

= 30720.

3.4.3 Experiments and Results

Our sample network is of moderate size; thus, we chose to execute Analysis “s2”
(Shortest Path calculation and Shell Edges Graph construction) for all candidate mandatory
nodes, namely DL and LS and the CD with its duplicate. This is purely done for computational
simplicity and for using an existing, “static” matrix of all possible shortest paths and
associated costs as a reference as explained in section 3.3.3.3. Since mandatory nodes only
emerge after each assignment iteration, shortest paths between pairs would also be calculated
each time anew. However, many of these pairs are possibly met in other iterations, thus
directly retrieving the shortest path information from a single source rather than recalculating
could be computationally favorable. This may not be true if the full matrix containing all
possible pairs is very large. In this case, working with sub-sets in each iteration is expected to

be better.

For example:

Shell Edge (20", '16))

Path Cost, ct3} 16 :9956.1 sec

Nodes Path, $79.16 :[20,'6,'5, '3, "2, "0, "19', '12', '16]

Edge Sequence, S(;(_),Te) 1 [(20','6"Y), ('6', '5"), ('5', '3), ('3, '2"), ('2','0"), ('0', '19"), ('19', '12),
(12, '16"]

There are cases where the path is the original edge itself since no other nodes interfere.
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Shell Edge :('19,'7")

Path Cost, ct{%; :991.8 sec
Nodes Path, 5757 119,71,

Edge Sequence, S197): [('19', 7]

The next step is to seek the best solution, namely the one that yields the lowest value of
TOT. The nested-GA process described in section 3.3.3 is initiated. Several experiments are

conducted for calibrating the GA parameters.

For the assignment GA (outer), the chromosome consists of 11 genes (equal to the
number of items), each one being able to bear a discrete value among the respective gene
space, SNr. After extensive experimentation, certain parameters were further selected for
calibration. We select a random mutation method, picking permitted values from each gene’s
gene space. Single point crossover and ranking parent selection are used. A total of 100
generations are produced. Crossover and mutation probabilities are set at 0.1 and 0.2 and

population size is set at 10 and 20 and several combinations of the parameters are tested.

For the routing GA (inner), the chromosome each time is of different size (|Ty.l),
depending on the mandatory nodes resulting from assignment. Each gene takes up random,
continuous values between -100 and 100 and then the mandatory nodes are ordered according
to their respective gene’s value. Single point crossover and ranking parent selection are used.
A total of 100 generations are produced. Crossover and mutation probabilities are both set at
0.1. Population size is set at 5 and 10. Several combinations of Routing and Assignment GA

settings are tested.

Table 11: Parameter combinations for nested-GA calibration experiments

Assignment GA Routing GA
Exp. No | Pop Size CrossP MutP Popsize CrossP MutP
Exp. 1 10 0.1 0.1 5 0.1 0.1
Exp. 2 10 0.1 0.2 5 0.1 0.1
Exp. 3 10 0.2 0.1 5 0.1 0.1
Exp. 4 10 0.2 0.2 5 0.1 0.1
Exp. 5 10 0.2 0.2 10 0.2 0.2
Exp. 6 10 0.2 0.4 10 0.2 0.2
Exp. 7 10 0.4 0.2 10 0.2 0.2
Exp. 8 10 0.4 0.4 10 0.2 0.2
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Exp. 9

Exp. 10

20
20

0.2
0.2

0.2
0.4

10
10

0.2
0.2

0.2
0.2

Summary results of the above experiments are presented in Table 12. Increasing

population size and crossover or mutation probabilities seems to have little effect on the best

achievable result and computing time is increased without benefit. Results show that a specific

solution (solution *1) is dominantly suggested as the best, yielding a TOT of 19942.7 sec

(5h32'23"). Figure 15 and Figure 16 illustrate the evolution of results for Experiment 1, Run 2

(occurrence of best solution).

Table 12: Summary results of nested-GA calibration experiments

Run1 Run 2 Run 3
TOT TOT TOT
Exp. No TMa SM; TMa SM;; TMa SM;;
(sec) (sec) (sec)
(2,78 [T R 0,28 | [0,72,12,10,%
Exp. 1 20003 10,12 [o, 2,12, 10,8, '7,'1'] 8,10, 211 10, 12] 1
12]
[0, 2,8 (0,2, [ o g 10 (02,8 | [0)2,12,10, 8
Exp. ,'2,'8, 0, 12, 8,101 ,'2,'8,,'10,, ,'2,'8, ,'2,'12,'10, '8,
xp. 2 20445 121 [0,2,'8 1 8’ ’0 12,1 10, 121 1
121
[0,2,8 (0,2, [ 0 g 10 (0,28
Exp. 3 10/, 127 [0, 2,12, 10, '8, '1'] 8', 1,0' 12,1 20445 12 [0, 12,8, 2, 1]
121
(0,28 (0.2, | o g 0, 12 (278 | (0,72, 14, 10,8,
Exp.4 00 o [0,8,10, 12,2, 1] 8,10, 7, 1] 20, 14] 71
121
[0, 2,8, [o, 2
10,12, [0, 2, '8, "0, 13, 14, 15, 10,2, [0, 2,12, 10, [0, 2,8, [0, 2,12, 10, '8,
Exp. 5 20360 13 12,17 8',1 21? 81 10, 121 1
15
(0,28 (0,2, | 1o 0 2 100 (0,28, | [0,72,12,10%
Exp. 6 10,121 [0, 12,10, '8, 2, '1'] 8’, 1’0, 8,1 10, 12] 11
121
(0,28, | (0 g ug g, 15, 16, 2, 10,2, g g, 0,28 | (0,212,108,
Exp. 7 13,14, 1 8', 10, 1] 10','12] 1]
15, '16'] 12 / /
[0, 2,8 (0,2, | o0 2 10 (0,28 | [0,72,12,10, %
Exp. 8 201 121 [0, 12,10, '8, 2, 1] 8,10, #,1] 90, 12] P
121
[0, 2,8 (0,2, | g9 12, 100 0,28 | (0,72, 12,10,
Exp. 9 20445 121 [0,'12,'8, 2, 1] 8,10, 81 10, 121 1]
121
[0, 2,8 (0,2, | g g 2 90 0,28 | (0,72, 12,10,
Exp. 10 0,12 [0, '8, "0, 12,2, 1] 8v,121;), 8 1) 10, 121 11

*1 Splution *1: best solution

Pop Size: Population Size, Cross P: Probability of Crossover, Mut P: Probability of Mutation, TMa: Mandatory Nodes with Action, SM;;:
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Figure 15: Evolution of Fitness and Solutions through Generations (Experiment 1, Run 2, Solution
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Figure 16: Gene selection process through Generations (Experiment 1, Run 2, Solution *1)

The following figures represent the best solution (Solution *1) found throughout the

experiments.
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Solution *1

order: ['0','8','10",'12','2",'1"]

Delivery with CV

e »

(Launch Site)

Figure 17: Illustration of assignment and routing for Solution *1

We further examine Solution *1 to see the calculations involved.

Assigned Launch Site

Delivery with CV and UAV deployment

Q Central Depot

@ Remote Depot
. Delivery Location

=  Edgeusedby CV (arrow shows direction)

Edge used by UAV (arrow shows direction)

Table 13: Potential Launch Sites and Final Service Nodes Pool for Items

Item (k) | Node (di) | Service Nodes Pool [SNi] Assigned Service Node (1) Mode (final)
1 5 5 2 2 UAV
2 6 6 2 2 UAV
3 7 7 0 1 8 10 0 UAV
4 9 9 8 8 UAV
5 10 10 ¢ 8 12 10 Ccv
6 12 12 { 10 14 16 12 CVv
7 13 13 { 10 12 14 12 UAV
8 14 14§ 12 12 UAV
9 15 15 12 14 16 12 UAV
10 20 20 ¢ 2 2 UAV
11 21 8 8 UAV

The following information describes the path of the CV:

Table 14: Routing information (solution *1)

v
Tva

[vov, |2|, '8‘, 1101, 1121]

Mandatory nodes with action

Ti

[vov, |1|, |2|, '8', 110v, 1121]

Mandatory nodes
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s¥ 10,8, 10,'12,2, T’ Path of mandatory nodes
S/(I‘Z) [(0,'8"), ('8', 10", ('10', 12", ('12', '2Y), (2, '1")] Sequence of shell edges, through
mandatory nodes
‘S"; [[vov, v7|, '8'], [’8’, 1101], [1101, v12|], [1121, l19V, vovl I2V], [’2’, Full path Of nOdeS
llY]]
Sey | [0, '7), ('7','8), ('8, '10"), (10, '12"), ('12', '19"), ('19', | Full sequence of edges
07, (0, '2), (2, 1)]
Calculations resulting from the actions taken on mandatory nodes are shown in Table
15, below.

Table 15: Calculations for mandatory nodes with action(s) (I'Ma) (solution *1)

Service
Assigned Items (k) Nodes (dk) ILil dthij max dth; Wi st (sum) tc (sum)
Nodes
0 3 7 1 1574.0 1574.0 0.0 0.0 300*
8 4 9 21 2 19216 19832 1983.2 2583.2 0.0 600.0
10 5 10 0 0.0 60.0 60.0 0.0
12 6 7 12 13 14 15 3 1035.9 1790.7 1758.1 1790.7 2750.7 60.0 900.0
2 1 5 6 20 3 2015.6 1885.2 1446.7 2015.6 2915.6 0.0 900.0
cv cv UAV

*Launch from Central Depot, CV does not wait

The path of the CV, actions along the way and performance results are presented in

Table 16, below.
Table 16: Path, actions, and time evolution (sec) (solution *1)
Order 1(CD) . 2 3 4 . 5 6 (CD/RD)
Mandatory Node | ‘0" = ‘8 10" 127 2 1’
Pass Through 7’ 19,0’
. Delivery Delivery
Action Launch Launch Launch Launch
tapp - 2067.2 6026.1 74465  14876.2 19942.7
ctﬁ'}' 0.0 2067.2 1375.7 1360.4 4679.1 2150.9
Wi 0.0 2583.2 60.0 2750.7 2915.6 0.0
tdep 0.0 4650.4 6086.1 10197.1 17791.8 -
fret 1874.0 0.0 0.0 0.0 0.0 0.0
TOT (sec) 19942.7

Table 17: Items delivery information

Item (k) | Node (di) | Assigned Service Node (I) Mode (final) Delivery Time (dtx) (sec)

1 5

2 UAV 16814.0
2 6 2 UAV 16748.8
3 7 0 UAV 1117.0
4 9 8 UAV 3658.1
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5 10 10 Cv 6086.1
6 12 12 Ccv 7506.5
7 13 12 UAV 8954.4
8 14 12 UAV 9331.8
9 15 12 UAV 9315.5
10 20 2 UAV 16529.5
11 21 8 UAV 3688.8

The following charts (Figure 18, Figure 19) illustrate the evolution of time along the path

of solution *1.

CVT and t_ret along path (solution *1)

25000.0

20000.0 /

waiting time (UAVs I
S 15000.0 launch/return)
2
[+8]
£
i= 10000.0
t ret =1874.0 (max) /I

Stop 1 2 3 4 5 6
Node g’ '8’ '"10' 12" A 1
Stops along path
amimm CV/T (sec) =—@==1 ret Max (sec)

Figure 18: CVT and max tt evolution along path (solution *1)
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CVT around mandatory nodes with action(s) (solution *1)

8000.0 t_dep = 6086.1

7000.0 (CV delivery) /
t_app =6026.1 t_app =7446.5

6000.0

5000.0

(UAVs launch/return)

Time (sec)

3000.0

2000.0
tapp = 2067.2

1000.0

0.0
Stop © 1 2 3 4 5

Node |O| |8| |1O| |12| |2| |1|

Stops along path
e=imm CV/T (sec)

Figure 19: Close-up view of CVT evolution before and after mandatory node with action (solution
*1)

It is worth noting that in operations throughout such a network with considerable
distances to cover, some parameters such as time to ascend/descend or transshipment only
amount for a small fraction of the total time. However, their inclusion in our framework
ensures more accurate estimations for smaller networks and more deliveries, adding to the

versatility we intended to achieve.

Before proceeding to more complex cases, we opted to compare our framework against
simple, CV-based operations. To test that, we used our core methodology again, adjusting
available infrastructure for UAV deployment. By just removing all Launch Sites, no UAV can
be used, and all deliveries must be executed by CV, provided the Delivery Location is within
the CVN. In the nested-GA optimization process, assignment no longer plays a role, since all
DLs in the CVN are assigned to CV. Thus, only the routing (inner) part is used, seeking the
best visiting order by the CV through mandatory nodes. Figure 20 below illustrates the best

solution.

-82-



CV - only operations

SOlution ()I'der: [lO!’ |5|’ I20l’ !6!y '5!, P12!’ |15|’ 11419 |13|, IIOI’ !9|’ |7P’ !ll]

: \

% ©

@ 19 —
\18 @
/

@ 17

16
Edge used by CV (arrow shows direction
A Assigned Launch Site Q Central Depot — vV on)
< S, 17 T ( r ] re di ~11,
@ Delivery with CV @ Remote Depot Edge used by UAV (arrow shows direction)
@ Delivery with CV and UAV deployment . Delivery Location
(Launch Site) :

Figure 20: Illustration of assignment and routing for best solution in CV - only operations

All operations are finished in CVT = TOT = 25730.9 sec, or 7h8'51”. Solution*1 obtained

under combined CV-UAV operations yielded a TOT = 19942.7 sec (5h32'23"), which is 5788.2

sec, or 1h36'28", or an impressive 22.5% faster. It must be noted that DL at node 21 cannot be

served under CV-only operations. Despite serving node 21 too, the combined CV-UAV

operations fare significantly better than CV — only.

Table 18: Routing information (CV - only operations solution)

Twa | [5,'6','7,'9','10, '12', '13", '14', '15', 20'] Mandatory nodes with
action
Ty | [0,'1,'5,'%,'7,'9,'10','12, '13','14', '15', 20’ Mandatory nodes
§,’,‘7 ['o,'s', 20", '6','5', '12','15', '14', '13', '10', '9', '7", '1'] Path of mandatory nodes
S/(’Z) [('0', '5Y, (5, 20'), (20, '6"), (6, '5"), (5, '12'), ('12', '15"), ('15', '14"), | Sequence of shell edges,
('14', '13"), (13, '10", ('10', '9"), ('9','7"), (7', '1")] through mandatory
nodes
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e

[0,'2,'3,'5,['5, 6, '20', ['20,, '6', ['6', '5'], ['5', 3", '2', '0', '19','12'], | Full path of nodes
12,151, ['15, '14], ['14', '13], ['13), '10'], ['10', '8", '9'], ['9', '8', '7'],
7,11

S | 100,12), (2,3, (3, '5), (5, '6"), (6, 20"), (20", '6"), (6, '5"), ('5', '3'), | Full sequence of edges
(3,2, (20", (0", 19", ('19','12"), (12, '15"), ('15', '14"), ('14', '13)),
(13, '10"), ('10','8"), (8','9"), ('9','8), ('8, '7"), (7, 1]

[
[
[

It is also important that this additional analysis was performed using the same
methodology, by just removing the “Launch Site” label from all nodes. This highlights the
methodology’s responsiveness to infrastructure changes and its convenient front-end

structure for practical use and experimentation.

3.4.3.1 Sensitivity Analysis

We have further explored the responsiveness of our framework to different
infrastructure and equipment parameters. Guided by trends shown in preceding experiments
and for the same delivery locations, we assume the establishment of new Remote Depots at
critical nodes, namely Nodes 2, 8 and 12, removing the one at Node 16. This is Infrastructure
Setup 2 (the original one is named Setup 1). Another Setup (named Setup 3) is devised,
featuring the minimum number of launch sites of the lowest specs, namely a single Virtual

Hub at Node 8, which at least ensures the delivery at Node 21 (outside the CVN).
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Q Central Depot Virtual Hub

@ Remote Depot (9 Node

Figure 21: CV network and Node Types for Setup 2

A
Q Central Depot 2, TLaunch Site . Delivery Location (off CVN)
@ Remote Depot (9 Node @ Delivery Location

Figure 22: Delivery Locations and final allowed Launch Sites for Setup 2

Central Depot [CD]: ‘0

Remote Depots [RD]: 2/, ‘8’, ‘12

Virtual Hubs [VH]: (none)

Delivery Locations [DL]: 5, “6’, ‘7', "9, ‘107, *12’, ‘13", “14’, “15', 20/, 21’

Launch Sites [LS]: 2/, ’8’, "12
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21

Q Central Depot Virtual Hub
@ Remote Depot (9 Node

Figure 23: CV network and Node Types for Setup 3

A
Q Central Depot (2,  Launch Site . Delivery Location (off CVN)
@ Remote Depot (9 Node @ Delivery Location

Figure 24: Delivery Locations and final allowed Launch Sites for Setup 3
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Central Depot [CD]: ‘0

Remote Depots [RD]: (none)

Virtual Hubs [VH]: ‘8’

Delivery Locations [DL]: ‘5, “6’, ‘7', "9, ‘107, "12’, ‘137, “14’, “15', 207, 21"
Launch Sites [LS]: ‘8’

Additionally, different specifications for the UAV and CV are considered: UAV range,
which may be a result of battery technology or communication reliability, and CV mean

speed, which may be a result of traffic conditions or vehicle technology.

Table 19: Alternative equipment specifications for sensitivity analysis

Specification Values
SV(km/h) 20 40 60
RY4V (min) 40 60 80

For each setup all different combinations of the above specifications have been tested.

The edge costs and adjacency matrices are updated based on each scenario.

After several runs, each experiment yielded a best result as listed in Table 20 below. The
best performance (5958.8 sec, or 1h39'19") was achieved under Setup 2, Experiment 9 (UAV
Range: 80 min, CV speed: 60 km/h). The worst one (59934.2 sec, or 16h38'54") appeared under
Setup 3, Experiment 1 (UAV Range: 40 min, CV speed: 20 km/h).

Table 20: Sensitivity experiment parameters and results

SETUP Experiment R_UAV S_CVv TOT (sec) TMa SMj;
(min) (km/h)
Exp1l 40 20 31576.0 [0, 28,10, '12] [o, '8, 10, '12, 2, '1']
Exp2 40 40 19942.7  [0,'2','8,'10,'12'] [o, '8, 10, '12, 2, '1']
Exp3 40 60 16065.0 ['o, '2','8', '10', '12'] ro, '2','12','10', '8, '1"
Exp4 60 20 31516.0 ['o, '2','8', "12'] ['o, '12','8', '2','1']
SETUP 1 Exp5 60 40 19861.1 [0, 2,8, '16'] [o,'8,'16', 2", '1']
Exp6 60 60 16005.0 [0, 2,8, '12'] [o,2,'¢,"12','1
Exp7 80 20 13483.8 ['0','10"] ['o, '10', "1
Exp8 80 40 9043.9 ['0,'10"] ['o, '10', "1
Exp9 80 60 7563.9 | [0','101] [0, 10, '11
SETUP 2 Exp1l 40 20 23866.6 [0, 2,8, "12] [0, 2,'12,'8,'1
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Exp2 40 40 12395.8 ['0, 2,8, '12" ['o,2,'8,'12','1]
Exp3 40 60 9360.8 ['0, 2,8, '12] ['o,2,'8,'12','1]
Exp4 60 20 23806.6 [0, 2,8, '12] ['0,'8,'12,,'2','1"]
Exp5 60 40 12335.8 [0, 2,8, '12] ['0,2,'8,'12','1"]
Exp6 60 60 9300.8 ['0, 2,8, '12"] [0, 2,'8,'12','1]
Exp7 80 20 10934.9 ['0, 121 ['0, 12,11
Exp8 80 40 7511.4 ['0, '8, '12' ['0, '8, 12, 1]
Exp9 80 60 ['0,'7,'8",'12"] ['0, '8, 12, 1]
Tt m = T Y T T T = PO ER TR FT
Exp2 40 40 33024.6 ['5,'6,'7','8,'12', '13!, '14', '15', '20"] [0, 12, 's', '20', '8, '13', '14', '15', '1']
Exp3 40 60 21157.3 ['5,'6,'7','8,'12', 13!, '14', '15', 20"] ['0,'15', 13", '14', '12','8','5', '6', 20", '7', '1']
Exp4 60 20 56359.1 ['5,'6,'8",'12','13', '14', '15', '20'] ['o,'s,'s', 20" '6', '12', '14', '13', '15', '1']
SETUP 3 Exp5 60 40 28925.3 ['5,'6,'7','8, 12", '13', '14', '15', 20"] ['0,'s, 6", 20", '7', '15', '12', '13', '14', '8', '1']
Exp6 60 60 20333.1 ['5,'6,'7','8,'12', '13), '14', '15', '20"] ['0, 10, '13', '14', '15', '12','8', 20", '5', '6', '1']
Exp7 80 20 52918.9 ['5,'6, '8, '10",'12, '13','14', '15', '20'] ['0,'6, 20, '5', '14', '12,'15','13','10', '8, '1']
Exp8 80 40 27242.6 ['5,'6,'8",'12','13', '14', '15', '20'] [0, 5,6, 20, '15', '14', '13', '12', '8', '1']
Exp9 80 60 19710.6 ['5,'6, '8, '12','13', '14', '15', '20'] ['0, 20,6, '5','12', '14, '15', '13', '8, '1']
Setup 1 - Basic / Mixed Launch Sites
UAV Range (min)
35000.0
R
oy
30000.0 -
., A 40 min
25000.0 .,
© 20000.0 -
2
= ﬂ 60 min
8 15000.0
10000.0 -
i SO .
................ . B 830 min
5000.0
0.0
0 20 40 60
CV Speed (km/h)

Figure 25: Illustration of sensitivity experiment results for Setup 1
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20000.0
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10000.0

5000.0

0.0

70000.0

60000.0

50000.0

40000.0

30000.0

20000.0

10000.0

0.0

Setup 2 - Multiple Remote Depots

Y
0 20 40
CV Speed (km/h)

60

UAV Range (min)

A 40 min

® 60 min

W80 min

Figure 26: [1lustration of sensitivity experiment results for Setup 2

Setup 3 - One Virtual Hub

e )

0 20 40
CV Speed (km/h)

60

UAV Range (min)

A 40 min

® 60 min

W80 min

Figure 27: Illustration of sensitivity experiment results for Setup 3
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Sensitivity Experiments
Setup and UAV Range (min)

70000.0 A Setup 1 -40min
60000.0 @ Setup 1 - 60 min
50000.0 M Setup 1-80min

40000.0 A Setup 2 - 40 min

GOT (Sec)

30000.0 @ Setup 2 - 60 min

20000.0 W Setup 2 - 80 min

10000.0 A Setup 3 - 40 min

@ Setup 3 - 60 min
0.0

W Setup 3 - 80 min

CV Speed (km/h)

Figure 28: Comparative illustration of sensitivity experiment results

The experiments have shown that the proposed framework, its model, and the solution
methodology respond well against changes in infrastructure and equipment. The adaptation

is easy, and the proposed solution is clearly described for implementation.

It is reasonable to expect better performance as UAV range and CV speed increase.
However, it is not as simple as “more is better”. The positioning of Remote Depots, Virtual
Hubs and the final allocation of potential Launch Sites greatly affect performance. Creating
Remote Depots closer to areas with multiple delivery requests (Setup 2) is a good strategy,
however a wise mix of Remote Depots, Virtual Hubs, and pop-up Launch Sites (e.g., at
delivery locations) (Setup 1) is also a strong combination if such heavy infrastructure is not
available. Under Setup 1 and Setup 2, the increase of UAV range from 40 min to 60 min does
not offer big gains; because of the geographic position of the DLs and LSs, there is little change
in the Service Nodes Pool. This changes drastically with the 80 min range. It is also worth
noting that longer UAV ranges are not always taken advantage of, since a faster CV or the
increased time for the preparation and repackaging of multiple UAVs may lead to a counter-

intuitive (but better) solution.

We illustrate the assignment and routing solutions of certain experiments, showing how

everything changes depending on infrastructure and equipment.

Under Setup 1, Experiment 9 it is clear how the increased UAV range unleashes

potential for clustered long-distance deliveries with UAVs, using just the CD and an LS
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elsewhere. The CV just travels between nodes ‘0" and “10’, without executing any in-person

delivery (see Figure 29).

A Assigned Launch Site Q Central Depot ——»  Edgeused by CV (arrow shows dircction)

@ Delivery with CV @ Remote Depot Edgc used by UAV (arrow shows dircetion)

@ Delivery with CV and UAV deployment . Delivery Location
(Launch Site)

Figure 29: Illustration of Solution for Setup 1, Experiment 9 (R_UAV: 80 min, S_CV: 60 km/h, TOT
=7563.9 sec)

The following experiment (Setup 2, Experiment 2) yields very similar assignment and
routing compared to the base case (Setup 1, Experiment 2). However, this time all LSs are also
RDs, so that the CV does not have to wait for the UAVs to return. The gains are significant

compared to the similar case in the basic setup (Setup 1) (12395.8 sec vs 19942.7 sec, or 3h26'36"
vs 5h32'23") (see Figure 30).
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Figure 30: Illustration of Solution for Setup 2, Experiment 2 (R_UAV: 40 min, S_CV: 40 km/h, TOT
=12395.8 sec)

Under the severe constraint of only one available Launch Site (at Node ‘8’), the CV must
travel to most of the DLs for in-person deliveries (Setup 3). The LS at Node ‘8’ primarily exists
to serve Node “21”, which is outside the CVN, but through the optimization process other

DLs (nodes ‘9" and “10") are served by it as well (see Figure 31).
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Figure 31: Illustration of Solution for Setup 3, Experiment 2 (R_UAV: 40 min, S_CV: 40 km/h, TOT

=33024.6 sec)

Other interesting results also appear under Setup 2. The order of visit through the
mandatory nodes is ['0', 2', '8/, '12', '1'] and DLs of ‘13", ‘14" and ‘15" are assigned via UAV to
“12’, which is now an RD but also a DL (a delivery is made at the RD, before leaving the other
items to the personnel for UAV delivery). The CV, running at a high speed of 60 km/h, returns
to the CD before the last UAV returns to its base ("12"), meaning TOT (9300.8 sec) and CVT

(8295.5 sec) do not coincide (see Figure 32).

Figure 32: Illustration of Solution for Setup 2, Experiment 6 (R_UAV: 60 min, S_CV: 60 km/h, TOT

=9300.8 sec, CVT = 8295.5 sec)

Again, TOT and CVT do not coincide under Setup 2, Experiment 7 (TOT = 10934.9 sec,
CVT =10292.6 sec). The CV is used just for reaching the LS (RD) at ‘12" and all deliveries are
made with UAVs (see Figure 33).
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Figure 33: Illustration of Solution for Setup 2, Experiment 7 (R_UAV: 80 min, S_CV: 20 km/h, TOT

=10934.9 sec, CVT =10292.6 sec)

3.4.4 Discussion

We have introduced a framework for planning item delivery consisting of a single
Conventional Vehicle and multiple UAVs, using the physical network of the Conventional
Vehicle and a given infrastructure of Virtual Hubs and Depots (a Central and several Remote
ones). Choices are inspired by real-world applications and constraints, enriched by the
experience of actual UAV operations. The formulation and the solution methodology
proposed offer flexibility in adaptation to infrastructure (links, nodes, types of facilities) and
equipment (vehicle specs) but also a wide spectrum of network characteristics (missing links,
dead-ends, butterfly routes). Each step, from inputs to final optimization, is part of a modular
workflow which allows for preference-based solutions (e.g., constraints for certain locations,
shortage in equipment, priority in deliveries, routing). We have developed a tailored nested-
GA scheme for the two-level optimization of assignment and routing. Since not all nodes and
edges of the physical network are necessarily visited, a shell network resulting from
mandatory nodes and shortest path total costs between them is created, deconstructing, and
simplifying the problem. Our model was implemented on a test network and delivery

locations with benchmark characteristics. We have presented detailed calculations regarding
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the best solution obtained under the basic scenario and have conducted sensitivity analysis
under alternative network setups and equipment parameters. Substantial gains in
performance (total time of operations) can be achieved with wise infrastructure choices and
improved equipment specifications. Experiments have shown the robustness of the
formulation and general methodology from preliminary analysis to final solution

optimization.
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4 Stage 2 - Design under Restricted Airspace

4.1 Background

Although it is reasonable to expect that UAVs will claim more space against controlled
air traffic in the future, depending on their market penetration and range of applications,

safety and operational concerns are likely to keep them away from certain areas for some time.

Air traffic rules are implemented for the efficiency and safety of air transport. Airspace
is apportioned by altitude for various types of aircrafts. Current air traffic regulations in the
US and the EU contain commercial UAYV flights at altitudes below 400 ft/120 m (ICAQO, 2018)
(EASA, 2022). Most commercial and freight airplanes are fixed-wing structures and take-off,
and landing procedures require certain free corridors around the airports, as the aircrafts
approach and leave the ground at an angle, for a long distance. Such design standards are
followed around the world and require obstacle-free zones for airport operations. (ICAO,
2022). Forbidden areas are commonly distinguished into the following categories: Prohibited
Areas - P (usually military), Restricted Areas — R (monuments, environmental, military flight
areas), Danger Areas — D (usually training flights), Controlled Firing Areas — C (military
exercises). (ICAO, 2005) (EASA, 2022)? (FAA, 2016) (FAA, 2022) (HCAA, 2023). We will be
referring to all forbidden areas as Restricted Zones (RZ). Figure 34 shows how airspace is
segregated and controlled by airport class in the United States, according to current

regulations (FAA, 2016) (FAA, 2022).

2 Implementing Rules: Regulation (EU) 2019/947 (Initial issue, 31/12/2020), Amendments: 2020/639, 2020/746, 2021/1166, 2022/425
Delegated Rules: Regulation (EU) 2019/945 (Initial issue, 1/7/2019), Amendment 2020/1058

Decisions: ED Decision 2019/021/R Issue 1, 11/10/2019, 2020/022/R (Issue 1, Amendment 1, 18/12/2020), 2022/002/R (Issue 1,

Amendment 2, 10/2/2022)
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Upper Limit Undefined U.S. Airspace Classes at a Glance

FL 600

18,000 MSL GLiss

14,500 MSL

Non-towered Airports

AGL Above Ground Level * Airport in Class G without IAP X aderal Aviation
FL Flight Level ** Airport in Class G with IAP Administration
MSL Mean Sea Level ***  Airport in Class E with IAP

Airspace Volumes Not to Scale

Figure 34: Illustration of airspace classification according to the FAA, USA (FAA, 2016)

Figure 35 is an example of no-fly zones for UAVs in Central Greece on an actual day
(June 2023), according to the maps issued by the Hellenic Civil Aviation Authority (HCAA),
as seen on the special UAS real-time information system for Greece (Drone Aware - GR

(DAGR)) (HCAA, 2023).

Chalkida

0
o3

Livadeia

Aliarto 10001136 (HCAA) .
Aerodrome Perimetere:*

thinon 4

r10001175 (HCAA)

geva Aerodrome Perimeter
. |
LGRZS LGR26 y LGRZZ Ethnikos
| ' oomge |/
r1000

Figure 35: Example of Restricted Zones in Central Greece, June 2023 (HCAA, 2023).

Based on the above, even if the UAVs claim more dedicated free airspace in the

foreseeable future, they will still not be allowed to always travel at a straight line while at
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cruising altitude; they will have to navigate around RZs, following an optimal path. We will

be treating such areas as obstacles in a path planning process.

Several methods have been proposed for acquiring a path around obstacles. We refer to
some of them with considerable value for our case. Algorithms Bug 1 and Bug 2 were
developed by Lumelsky & Stepanov (Lumelsky & Stepanov, 1987). With the Bug 1 method,
the path starts with an original straight line from start to finish as a reference, it then goes
around an obstacle’s perimeter and then leaves when at the closest point to the target. Bug 2
differs from the previous method, by keeping the original m-line and leaving each obstacle’s
perimeter when the m-line is crossed again. When encountering simple obstacles, the greedy
strategy employed by Bug?2 offers immediate benefits, whereas in the presence of complex
obstacles, the cautious approach taken by Bugl often leads to superior performance (Choset,
et al., 2005). Figure 36 and Figure 37 illustrate the way Bug 1 and Bug 2 work while tackling

randomly shaped obstacles.

Figure 36: Automaton's path (dotted lines), Algorithm Bugl (ob1, ob2, obstacles; H1, H2, hit points;

L1, L2, leave points) (Lumelsky & Stepanov, 1987)
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Figure 37: Automaton's path (dotted line) under Algorithm Bug2 (Lumelsky & Stepanov, 1987)

The Tangent Bug Algorithm which is a range-sensor based globally convergent
navigation algorithm for two degrees of freedom mobile robots was developed by Kamon et
al (Kamon, Rimon, & Rivlin, 1998), (Kamon, Rivlin, & Rimon, 1996). The Tangent Bug uses a
360 degree infinite orientation resolution and is an improvement on the Bug 2 algorithm in
acquiring an optimal (shortest) path; however it needs infinite range to work properly, thus

may raise high computational demands.
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Figure 38: Implementation of the Tangent Bug Algorithm with: (a) zero sensor range, (b) finite

sensor range, (c) infinite sensor range (Choset, et al., 2005)

An Artificial Potential Field method was proposed by Khatib (Khatib, 1985). The
potential function approach guides a robot as though it were a particle navigating through a
gradient vector field. Gradients can be perceived as forces exerted on a positively charged
robot particle, drawing it towards the negatively charged goal. Similarly, obstacles possess a

positive charge that generates a repulsive force, steering the robot away from obstacles. By
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combining these repulsive and attractive forces, the robot is ideally guided from its starting

position to the goal location while effectively avoiding obstacles.
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Figure 39: Example of Potential Field method (Choset, et al., 2005)

Others have used combined methods, for example Rashid et al employed a tangent

visibility graph and then the Dijkstra method among possible paths (Rashid, Ali, Frasca, &
Fortuna, 2017).
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Figure 40: Examples of using the tangent visibility graph algorithm (a) Trajectories from source to

target (b) Shortest paths for different target locations (Rashid, Ali, Frasca, & Fortuna, 2017)

Modern advanced tools use a variety of methods for obtaining the optimal path around
obstacles or on cost-weighted surfaces. Accumulated cost surface and slopeline (Douglas,
1994) is used as a basis for such tools in commercial GIS software. An original distance
accumulation raster is created, including forbidden areas as barriers. The generated back
direction raster illustrates the direction required to exit a cell and return to the source. The

directional values in the output are represented within a compass range of 0 to 360 degrees.
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The selection of analysis cell size defines the desired precision. The created raster maps are

the basis for calculating the optimal line.

%

Figure 41: Rasters created to obtain optimal paths in ArcGIS Pro: (a) output distance accumulation

raster (b) output back direction raster (ESRI, 2023)

The calculations are carried out through a D8 flow direction algorithm (ESRI, 2023),
using D8 (Jenson & Domingue, 1988), Multiple Flow Direction (MFD) (Qin, et al., 2007) or D-
Infinity (DINF) (Tarboton, 1997) methods. The Multiple Flow Direction (MFD) algorithm (Qin,
et al., 2007) divides the flow from a cell among its downslope neighbors. To determine the
portion of flow directed to each downslope neighbor, an adaptive approach is employed,
considering the local terrain conditions, and creating a flow-partition exponent. The D-Infinity
(DINF) flow algorithm (Tarboton, 1997) calculates the direction of flow by identifying the
most pronounced downward slope among eight triangular facets formed within a 3x3 cell
window centered on the focal cell. The resulting flow direction is represented as a floating-
point raster, denoting a specific angle in degrees, which progresses in a counterclockwise
manner from 0 (representing due east) to 360 (also denoting due east). The D8 method (Jenson
& Domingue, 1988) assumes 8 valid output directions from each cell and determines the

direction of flow based on the steepest descent.
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Figure 42: Coding of the direction of flow (ESRI, 2023)

Each method has its own merits and drawbacks. In our case, it is important to choose
based on the desired level of precision and computational effort, depending on the size of
network and the complexity of no-fly areas. Since we are dealing with macroscopic planning
but also considerable distances (operations in big cities or between cities), the most important
criterion for selecting a path planning method is the consistency in good line choices, which
would not see their errors magnified along with the scale of operations. Also, depending on
the input data format, it is favorable in terms of convenience and consistency to use dedicated
tools which are developed for said format. The UAV size is assumed negligible and thus
ensuring a free corridor width is not crucial, occasional contact with the edges of obstacles is

allowed and a macroscopic smoothing of paths is preferable.

Based on the above, we believe it is important to add this aspect to our original design,
by developing a suitable workflow. UAVs do not necessarily fly straight when at cruising
altitude, thus the actual length of the path traveled between two locations may exceed the
straight distance between them. Some locations may fall out of UAV range when non-straight
paths are considered, while other may be well inside RZs and take-off or landing is
impossible. We take advantage of the modular setup of the original design and develop an
updated workflow which includes such provisions and proposes a methodology of
optimizing under restricted airspace. We decided to also take advantage of developed

advanced tools and techniques, aligning our research with modern trends. Geographic
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Information Systems (GIS) are commonly used for database management and network
analysis purposes. We opt to merge our workflow with GIS interpretations and exploit spatial
analysis and optimal line generation tools included in relevant specialized software packages.

This way, our core methodology is also streamlined for implementation by practitioners.
4.2 Methodology

This section explains the expansion on the fundamental design, assuming the presence

of no-fly zones for UAVs.

42.1 Core Analysis and Solution Workflow

Taking advantage of the modular character of our framework, we dig further into
analysis “a2” (see section 3.3.1 and Figure 10). We explore how the formulation is changed to

care for non-straight flight paths and no-fly zones avoidance.

The updated workflow is shown in Figure 43, below.

Preliminary Analysis

Allowed/Potential Launch Sites [LS] and al
Inputs EJAV visitable DLs, [UL] (4-stage analysis)
CV Network, G'= (V' B i Max UAV reach for each LS, DL(=UL), 02“""‘
STWOorK, = ( ’ ) [DLJi.S,max]'[LSiDLmax] (Level ”
CV Network Node Types, [CD,[RD], [VH] i2 Shortest Flight Paths around RZs for pairs of a3
_ [DL?S,max]'[LSiDL.mﬂx}
CV and UAV specs [}
Updated flight times (ft';;, tft';;) and UAV a4
Items and Delivery Locations, [DL] i4 connections [xA"
Restricted Zones, (RZ) i5 Final UAV reach for each LS, DL(=UL), as
[DLE1,[LSPL] (Level 2)
Potential Service Nodes per item, [SN;] ab
Routing Assignment
.. M Assignment of items to service nodes
Order of visit of Mandatory Nodes, (S;7) 12 and final delivery mode, (1, for each item)
————————————————————— ~ [ g

Calculation of waiting times at nodes, (wt;)

Performance Calculations

Total Operations Time (TOT) 54 Determination of Mandatory Nodes, [Ty]
Individual times af nodes {t;.”’” , tf“’, )

Shortest paths for Mandatory Nodes [5;]-]

Optimization

Inputs: i1 —i4 Primary Analysis: al — a6 Tasks: T1, 72 Solution Analysis: s1 —s3

Figure 43: General methodology workflow, considering Restricted Zones
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This time, Preliminary Analysis first defines which sites are initially allowed for UAV
deployment (Launch Sites -LS, selected from CD, RDs, VHs and some of the DLs) and which
pairs of DLs and LSs are within maximum UAV range (straight flight path) to each other
(DLi*smax, L.SiPLmax) Then, for the above pairs, actual optimal paths around RZs are estimated
and UAV feasible connections are again filtered based on the UAV’s range. Each item is then

associated with potential service nodes (Service Nodes Pool - SNk).

4.2.2 Mathematical Formulation
One of the most important processes within the proposed workflow is the identification
of the allowed UAV Launch Sites and UAV-visitable Delivery Locations. This is executed in

stages, as new information emerges:

— Stage 0: Initial Infrastructure (CD, RDs, VHs)

— Stage 1: Physical constraints on emerged DLs (e.g., area characteristics, obstacles,

safe room for take-off/landing)

— Stage 2: Operational constraints (e.g., maintenance, time of day, customer

choices)

— Stage 3: RZ constraints (an LS or DL falls within an RZ)

"1y
1

Stage 3 analysis assumes that any location “i” falling within an RZ cannot be an LS or

UL, thus x5 = x* = 0.

Based on the above analysis, for each Launch Site and Delivery Location a set of
reachable nodes is formed. The analysis is performed at two levels. First, the maximum
reachable DLs and LSs are identified, assuming no air space restrictions and straight-line

paths between node pairs.
DLPP™* =[AcV x4 =1, i€ULIELS]
(Delivery Locations, visitable by UAV, within range of Launch Site) (Eq. 44)
LSPP™* = BV |xf?" =1, i€ULIleLS|
(Launch Sites within range of Delivery Location, which is visitable by UAV) (Eq. 45)

Then the actual flight paths around RZs are calculated. This is done only for the pairs

LS, DL,
Ll max’LSi max)

resulting from the first level of filtering for DLs and LSs (D , since there is no
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possibility for other pairs to have feasible UAV connections. Acquiring optimal paths around
obstacles is an intensive process. By first applying the Level 1 filter, which is simple and quick,

the overall computational effort is significantly reduced.

Level 1

Max UAV reach for each LS, DL(=UL),
LS, DL,
[DLl T"ax],[LSi max]

Obstacle Routing

Optimal Flight Paths around RZs for
pairs of [DLLSMax] [[gPLmax)

v
Updated flight times (ft’l-j, tft’[j]
and UAV connections (x*")

Level 2
Final UAV reach for each LS, DL(=UL),

[DLE].[LSPH]

UAYV feasible
connections

Figure 44: 2-level Identification process of UAV feasible connections between LSs and DLs

A suitable algorithm is selected to obtain optimal paths around the RZs. Source and

target nodes are feasible LS and DL pairs which have resulted from the 1+ Level analysis.

New values for flight time and total flight time (ft';; and tft';;, respectively) emerge,

based on the length of the new flight paths. The edges a(i;) of graph F = (V, A) are updated,

UAV

responding to tft';;. The values of x;;*" are also updated based on the new flight times

between nodes:

Bl e s WSS
(Eq. 46)
The final lists of reachable LSs and DLs are calculated:
DI =[AcV|x® =1, ieULIleLS]
(Delivery locations, visitable by UAV, within range of launch site) (Eq. 47)
LSPt=[Bcv|x{?" =1, i€ULIleLS]
(Launch sites within range of delivery location, which is visitable by UAV) (Eq. 48)

Since all UAV-related calculations will be based on the actual flight paths around

obstacles, we can substitute respective values as ft;; = ft';;j, tft;; = tft';;.
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The Service Pool Nodes, SN, are then calculated based on the above analysis:

SN, =LS§'udy, k€K, d, eV (Eq. 49)

4.3 Case Study

We test the updated methodology with a case study. This time, we use the geometry of
the previously devised network, although with some changes in infrastructure and demand
for added solution alternatives and we also introduce a randomly generated set of Restricted

Zones for UAVs.

43.1 Inputdata
A 60-min UAV range and a 40-km/h CV speed are selected, and RDs are placed at critical

locations, based on the experience gained by previous experimentation.

As such, the following specs are assumed:

SV =40 km/h, HUAV = 120 m, V4V = 14.45 m/sec
SUAV,o. = 4.25 m/sec (tta = 28.2 sec, for H/AV = 120 m)
SUAY 4 = 3.4 m/sec (ttd = 35.3 sec, for H'4Y = 120 m)
RUAV = 60 min (2400sec)

Service and transshipment times are again: st = 60 sec (1 min), tc =300 sec (5 min)

The network is transformed into GIS format and Restricted Zones (RZ) of various types
and shapes are introduced. RZ sizes and shapes resemble common cases met in airspace no-
fly zones (E.g., ATZs usually cover a range of 3000 — 8000 m around the airport.). Such Zones
are commonly archived and updated in GIS databases, thus we believe it makes sense to

include such an approach in our framework.
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Figure 46: Dissolving Restricted Zones into integrated no-fly areas

4.3.2 Analysis and Experiments

DLs and potential LSs which fall within the RZs are removed from the UAV operations.
For each DL and its maximum potential LSs, optimal UAV paths around the RZs are

calculated. For this purpose, we make use of existing optimal line tools built within GIS

software.
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Figure 47: Example of optimal paths between a DL and its feasible LSs within max UAV range

Figure 48: All UAV optimal paths between DLs and potential LSs within max UAV range

We construct the new resulting edge weight and adjacency matrix for UAV connections.

Table 21: Updated UAYV edge costs (tftij, sec), considering RZs

tftij 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
0 0 0 inf inf 1785 inf inf inf inf inf 1452 inf inf inf inf inf inf 1305 inf inf inf inf
1 0 0 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf
2 inf inf 0 inf 1752 979 965 inf inf inf inf inf inf inf inf inf inf inf inf inf 731 inf
3 inf inf inf 0 777 406 1002  inf inf inf inf inf inf inf inf inf inf inf inf inf 1692 inf
4 | 1785 inf 1752 777 0 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf
5 inf inf 979 406 inf 0 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf
6 inf inf 965 1002 inf inf 0 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf
7 inf inf inf inf inf inf inf 0 inf inf inf inf inf inf inf inf inf inf inf inf inf inf
8 inf inf inf inf inf inf inf inf 0 969 1094 1743 inf inf inf inf inf inf inf inf inf 1006
9 inf inf inf inf inf inf inf inf 969 0 inf inf inf inf inf inf inf inf inf inf inf inf

10 1452 inf inf inf inf inf inf inf 1094 inf 0 1584 1038 inf 1751 inf inf 2389 1966 inf inf 1509
11 inf inf inf inf inf inf inf inf 1743 inf 1584 0 1758  inf 1565 inf inf inf inf inf inf inf
12 inf inf inf inf inf inf inf inf inf inf 1038 1758 0 inf 885 957 inf 2976 inf inf inf inf
13 inf inf inf inf inf inf inf inf inf inf inf inf inf 0 inf inf inf inf inf inf inf inf
14 inf inf inf inf inf inf inf inf inf inf 1751 1565 885 inf 0 826 inf inf inf inf inf inf
15 inf inf inf inf inf inf inf inf inf inf inf inf 957 inf 826 0 inf 2257 inf inf inf inf
16 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf 0 inf inf inf inf inf
17 1305 inf inf inf inf inf inf inf inf inf 2390 inf 2976 inf inf 2257 inf 0 698 inf inf inf
18 inf inf inf inf inf inf inf inf inf inf 1966 inf inf inf inf inf inf 698 0 inf inf inf
19 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf 0 inf inf
20 inf inf 731 1692 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf 0 inf
21 inf inf inf inf inf inf inf inf 1006 inf 1509 inf inf inf inf inf inf inf inf inf inf 0

Table 22: Adjacency matrix for UAV (xUAVy), considering RZs

xVAv 10 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21

0|- - - - 1 - - - - - 1 - - = - - - 1 - - - -
1!- - - - - - - - - - - - - - - - - - - - -
2/- - - -1 1 1 - - - - = - - - - - - - - 1 -
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3/- - - -1 1 1 - - - - - - - - - L - . 1 -
401 - 1 1 - - - - - - - - ...
6 - - 1 1 - - - - - - o ...
725 - - - - - - - - - - -
8- - - - - - - - -1 1 1 - - - - - - - - -1
s .
01 - - - - - - -1 - - 1 1 - 1 - - - - - - 1
11 - - - - - - - -1 - 1 - 1 - 1 - - = - - - .-
2- - - - - - - - - -1 1 - - 1 1 - - - - - -
14 |- - - - - - - - - -1 1 1 - - 1 - - - - - °-

After establishing the shortest paths around the RZs, a further filter is applied excluding

paths which now exceed the UAV range and the Service Nodes pool is updated for each DL.

Table 23: Potential Launch Sites and Final Service Nodes Pool for Items, considering RZs

Item (k) | Node (dx) | Potential Launch Sites [LSPL] | Service Nodes Pool [SNkx] | SN«
1 4 0 2 3 410 2 3 @)
2 5 2 3 5 2 3 3)
3 6 2 3 6 2 3 3)
4 7 7 (1)
5 9 8 9 8 ()
6 10 0 8 12 14 10{ 0 8 12 14 (5)
7 11 8 10 12 14 1 { 8 10 12 14 (5)
8 13 13 1)
9 14 10 12 14 i 10 12 3)
10 15 12 14 151 12 14 3)
11 17 0 18 17 ¢ 0 18 3)
12 20 2 3 20 | 2 3 3)
13 21 8 10 8 10 )

After running the algorithm and the optimization workflow, we have obtained the

following results:

TOT =16340.8 sec, CVT = 16340.8 sec
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Figure 50: Nested GA results evolution: (a) generation vs new solution rate; (b) Generation vs

fitness

Table 24: Potential Launch Sites and Final Service Nodes Pool for Items

Item (K) | Node (dk) | Service Nodes Pool [SNk] Assigned Service Node (I«) Mode (final)
1 4 4 .0 2 3 0 UAV
2 5 5{2 3 2 UAV
3 6 6 {2 3 2 UAV
4 7 7 7 Ccv
5 9 9 | 8 8 UAV
6 10 10 0 8 12 14 0 UAV
7 11 11418 10 12 14 12 UAV
8 13 13 13 Ccv
9 14 14 110 12 12 UAV
10 15 15112 14 12 UAV
11 17 171 0 18 0 UAV
12 20 200 2 3 2 UAV
13 21 8 10 8 UAV
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The following information describes the path of the CV:

Table 25: Routing information

Ty | [0, 27,8, '12",'131]

Mandatory nodes with action

Ty | [0,'1,°2,'7,'8, 12, '131

Mandatory nodes

s¥ | [0,2,13,'12,'8, 7', '1]

Path of mandatory nodes

sM | [(0Y, "2, (2,13, ('13, '12Y), ('12','8"), ('8,
7). (7, 1]

Sequence of shell edges, through
mandatory nodes

S, | [[0,'27,[2,'0, 19, '12', 1317, ['13', 121,
[12', 10, '817,['8, 7. [7, '11]

Full path of nodes

S’(;) [(IOI, l2l)’ (|2|' IOI)' (|0|’ |19|), (Ilgll |12|)’ (Ilzll
Ilgl)’ (|13|l |12|)' (|12|’ |10|), (Ilol’ |8|)l ('8I, |7|)’
(7,1)]

Full sequence of edges

Table 26: Path, actions, and time evolution (sec) (solution *1)

Order 1 (CD) 2 3 4 5 6 7 (CD/RD)
Mandatory Node 0 2 | 13 12 | 8 7 1
Pass Through 0,9,12 10
. Delivery Delivery
(BT Launch Launch Launch Launch (end)
A 0.0 21509 7787.7 86255 2736.0 15325.8 16340.8
ctﬁ‘} 0.0 2150.9  5456.8 T777.7 2736.0 1112.3 955.0
Wi 0.0 180.0 60.0 180.0  2672.1 60.0 0.0
TDEP 0.0 2330.9 7847.7 88055 14213.6 15385.8 16340.8
riRsw 4530.3 5248.7 0.0 13281.0 0.0 0.0 0.0
TOT (SEC) 16340.8

Figure 51, below illustrates the solution.
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Figure 51: GIS-based illustration of best solution under constrained airspace

We have recalculated the optimal solution excluding the RZs, to compare the results. A
TOT = 14756.5 sec has been obtained. Under the presence of RZs, the TOT (16340.8 sec) was
significantly higher (9.7%) and different assignment and routing options were selected. The

two solutions are depicted side by side in a similar simplistic manner for easier direct

comparison.

(a) (b)
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Figure 52: Simplified illustration of assignment and routing solutions: (a) without RZs; (b) with

RZs

4.4 Discussion

The presence of Restricted Zones significantly alters the potential solutions and is worth
considering for a more realistic approach. It is reasonable to expect that larger and more
complicated shapes of RZs further hinder UAYV flights and force longer paths. This leads to
less feasible UAV connections and thus LS options, while TOTs are higher. The preliminary
analysis highlighting the initial maximum feasible UAV connections is a step worth taking,
since it is a very quick and simple distance analysis, whereas optimal path design around
obstacles is a heavy computational process and should only be executed where there is a
chance of a flight within the UAV’s range. We have incorporated spatial and optimal path
analysis in a GIS environment, offering a path to exploit our methodology in a modern

database and software environment.
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5 Stage 3 - Stochastic Planning

5.1 Background

This section offers more insight on the parameter of uncertainty, highlighting the need
for consideration of stochastic conditions both for the CVN and airspace. Relevant

background in each field is presented.

5.1.1 Stochastic Conditions
5.1.1.1  Conventional Vehicle Network

In terms of vehicle routing alone, research on seeking a robust solution under
uncertainty is not new. Gendreau et al (Gendreau, Laporte, & Séguin, 1996) have sampled
several stochastic VRP cases, citing uncertainty sources in demand, travel times and
customers or combinations of the above. Bertsimas and Simchi-Levi (Bertsimas & Simchi-Levi,
1996) highlighted the importance of including congestion and stochasticity in the VRP
problems and evaluated relevant heuristics algorithms for obtaining near-optimal solutions.
For the case of a VRP with time windows and stochastic travel times, Wu and Hifi (Wu & Hifi,
2020) propose a scenario-based optimization process through a custom robust model, also
using a guided neighborhood search-based heuristic to evaluate the results. Erbao and
Mingyong (Erbao & Mingyong, 2009) tackle uncertainty in demand by building a fuzzy
chance-constraint model, including a differential evolution algorithm. A chance-constraint
approach is also followed by Kepaptsoglou et al (Kepaptsoglou, Fountas, & Karlaftis, 2015),
who assume stochastic weather conditions and affected travel times for ships, attempting to

optimize containership routing.

In our case, we assume that conditions through the Conventional Vehicle Network
(CVN) are uncertain, but historical patterns help with prediction. Link travel times are
stochastic variables, based on the link’s respective CV travel speed; this refers to the
representative average speed throughout the entire link length, observed at a mesoscopic
level. Historical values are used to extract a distribution of mean speed for each link. While
planning the operations, it is assumed that conditions at each link will fall within an expected
range and according to its observed speed distribution. Such a distribution is randomly

generated and used as an example in Figure 53.
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Figure 53: Generated example of historical data concerning observed mean link speed.

By selecting a certain confidence level, the planner decides how far from an expected
mean value actual conditions may occur, in terms of average speed over a CVN link. A higher
confidence level means that roads are likely to offer a very predictable average speed for the

CV to travel on, while going lower implies bigger variations.

5.1.1.2 Weather Forecast

Weather forecasting is a notoriously complex task with no guaranteed success. The
information on projected conditions can be conveyed in various forms and levels of certainty.
When delivering a forecast, there are two options to consider. The first option is a
deterministic forecast, where the forecaster provides a single value that represents their best
estimate of the most probable outcome. Although this forecast is unlikely to be completely

accurate, the goal is to choose the most precise option among multiple forecasts.

The second option involves breaking down the potential outcomes into ranges or bins
and assigning a probability of occurrence to each bin. This is known as a probability forecast.
Instead of predicting future weather conditions with a specific value, the objective of the
probabilistic forecaster is to accurately describe the probabilities of the outcome falling within

each bin.

A contingency table can be constructed including forecast and observed events. For the
case of dichotomous forecasts and dichotomous events, it is a simple 2 x 2 table. We can do

the same for forecasted events: we predict that the event will happen or will not happen (an
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analogy with “observed” or “not observed”) under various probabilities. The occurrence of
an event is assigned a value of 1, while the non-occurrence is assigned a value of 0. In the case
of dichotomous forecasts, these values also represent the presence or absence of the event.
When dealing with polychotomous forecasts (such as probabilities with multiple categories)
and a dichotomous event (e.g., measurable rain or no rain), the table size becomes m x 2, where
m is the number of probability categories. If both the event and the forecast are
polychotomous, with k categories each, the table size becomes m x k. The sums along the
margins provide information about the distribution of forecasts and observations within their
respective categories. It is evident how the table can be generalized to accommodate
polychotomous forecasts and/or events. A conditional probability is defined as the probability
of one event occurring given that another event has already occurred. Using "p" to denote

probability, the conditional probability of event x given event y is represented as p(xly)

(Doswell & Brooks, 2023).

In our case, Weather Forecast is given in the form of a probabilistic prediction on
whether a certain threshold is surpassed. For instance, this could be rain intensity or wind
speed exceeding UAV capabilities at any time within the expected duration of operations. We
are thus referring to a dichotomous event (e.g., rain exceeds a certain value or not), given as a
forecast at m categories of probability, namely polychotomous forecasts (Doswell & Brooks,
2023). To acquire a probability forecast we are dividing the potential outcomes into ranges or
bins and assigning a probability of occurrence to each bin. Instead of aiming to predict specific
future weather conditions, the probabilistic forecaster focuses on accurately describing the
probabilities of the outcome falling within each bin. This information does not tell us precisely
what i.e., the rain intensity will be, but simply that it is highly likely to be above or below a
certain value (World Climate Service, 2021). The following Figure 54 depicts an example or

such forecast.
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Figure 54: WCS surface temperature probability map with a week 2 lead time; source: (World

Climate Service, 2021)

More information on probabilistic forecasting can be found in relevant literature
(Doswell & Brooks, 2023) (Doswell, Duncomb, & Brooks, 1996) (Murphy & Winkler, 1984)
(Murphy & Winkler, 1987) (Murphy, 1991).

5.1.2 Relevant research and methods
Real-life limitations in terms of infrastructure and conditions, as well as the stochastic
nature of such operations and inherent risk have received comparatively little attention when

considering combined CV-UAYV operations.

5.2 Methodology

We intervene to the entire fundamental design, incorporating elements of uncertainty
and risk level choice. The goal is shifted from finding an optimal solution under known

conditions towards a global, robust solution for prior planning under uncertainty.
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5.2.1 Core Analysis and Solution Workflow

A robust optimization process, using benchmark scenario solutions for reference is
developed. Although several components are similar to the fundamental design, we will be
describing the entire process (instead of just the differences) to better demonstrate the

interrelations of all packages and the workflow rationale.

Initial Input includes basic information on the Conventional Vehicle Network (CVN)
geometry, the node types, available infrastructure, and equipment specifications. Also, there
are historical data on the mean speed of CVN links, Restricted Zones (RZ) which cannot be
traversed by the UAVs and a probabilistic weather forecast. Then, there is the demand for

delivery of items at certain Delivery Locations (DL).

For the formulation of a Scenario, SCrw, CVN and Weather data is used (indicators “T”

for CVN seed and “W” for weather accepted probability).

Concerning the weather, an accepted level of prediction certainty is selected. Areas
exceeding the safe conditions threshold at a probability above certain value, Pw, are excluded
and therefore named adverse weather zones, or AWZs. In this phase of our research, the
exceedance of a weather event is perceived regarding the entire expected timeframe of
operations. This means that if the wind is higher at a certain area during any time until the
operations are expected to finish, the area inherits the no-fly character for the entire timeframe.
Selecting a higher probability implies more certainty about the prediction and more risk. A
lower probability threshold excludes more areas and leans towards the safe side. Weather
Forecast is given as a probabilistic prediction on whether a certain threshold is surpassed. The
information is further transformed into a Digital Elevation Model (DEM)-like background for

further analysis with GIS tools.

For the CVN, historical data of mean speeds over the network links are used to estimate
projected conditions. Each link holds its own database and an associated distribution of said
speeds. A certain level of confidence, "a;" is selected. Several possible values for speed (and
resulting travel times) for each link are produced, based on the abovementioned distribution
and level of confidence. Each seed, “T”, features a certain value for each link and represents a
possible CVN state. Together with the flight conditions resulting from the selected weather

risk, it forms a Scenario, SCrw.
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Preliminary Analysis defines which sites are finally allowed for UAV deployment (LS)
and which pairs of DLs and LSs are within maximum UAYV range (assuming a straight flight
path) to each other (DLi*5m, LSPLmex), For the above pairs, actual optimal paths around RZs
and AWZs are estimated, and UAV feasible connections are updated based on the UAV’s
range. Each item is then associated with potential service nodes (Service Nodes Pool (SNk)). A
service node for an item may be its own DL node (if within the CVN, implying in-person
service by the CV) or any allowed LS which is reachable by UAV (implying a UAV-assisted
delivery).

A final transport mode assignment for each item and the routing of the CV is needed.
For obtaining the optimal Solution we are setting up a nested GA, two-level optimization
process, hereby named Assignment and Routing Optimization nested Genetic Algorithm
(ARONnGA). Each time an assignment iteration is produced, a set of mandatory nodes (T%u) for
visit emerges. At each of these nodes, waiting times (wti) for the CV are calculated based on
the actions required (e.g., in-person delivery, UAV launch and recover, items delivered to an
RD for UAV deployment by the personnel). Shortest paths (5,,) between mandatory nodes are

calculated, using given CVN link travel times. Routing for the CV is then a matter of selecting

the best order of visit (5:{\;” ) across mandatory nodes.

First, a benchmark solution for each produced Scenario must be found. For each
Scenario, the target is to minimize the Total Operations Time (TOTtw), namely the time needed
for all vehicles (CV and deployed UAVs) to complete their tasks and return to their intended
base. The Scenario Solution Optimization (SSO) process is executed using the AROnGA, by

setting the TOTtw minimization as its target.

The benchmark solutions are then used as a comparison database for a scenario-based
robust optimization process under uncertainty, hereby named Global Solution Optimization
(GSO). The AROnGA is again used in a modified form. For each candidate solution, the TOT
is calculated using each Scenario’s conditions and then it is compared to the Scenario’s
benchmark TOTrw"" previously calculated. The target is minimizing the mean difference of
the solution’s TOT to the benchmark solution for all Scenarios. The Global Solution proposes
final mode assignment for each item, its service node, and the order of visit of mandatory

nodes.
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A summarized illustration of the workflow is shown in Figure 10, below.
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Figure 55: General workflow

5.2.2  Solution under known conditions (Scenario Solution Optimization - SSO)

For each generated Scenario SCrw the best solution is sought by using the AROnGA.

Here, the optimization target is to minimize the TOT for each scenario:
SSO target: Minimize (TOT1w) (Eq. 50)

Each scenario is then characterized by is best solution, X*mw, which is described by the

results as:
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X*w={TOTmwn, ¢, S¥, S}, S, S} (Eq. 51)

TOTmwr» will later be used as benchmark for each candidate solution during the GSO

process.

5.2.3 Global Solution (Global Solution Optimization - GSO)

Here, a solution which fares well against all possible scenarios is sought. The AROnGA
is modified to be used for the generation of candidate solutions and their evaluation. Every
time a candidate solution, Z, is produced, its performance is calculated based on each
Scenario’s conditions and then compared to the Scenario’s benchmark. We obtain the

difference as:
dTOTrwz=TOTrwz— TOTrwmin (Eq. 52)

The mean, u(dTOT1wz), of all said differences is calculated. Here, the AROnGA target is

to minimize this mean value:
GSO target: Minimize u(dTOTrw,z) (Eq. 53)
The global solution, X*z is then described as:
X*2= {W(TOTw,z), C, S¥} (Eq. 54)

It is important to highlight that every candidate solution is run under each scenario’s
conditions are the associated shortest paths between mandatory nodes. It is not the same TOT

value that we compare with each scenario’s benchmark TOTrw".
5.3 Case Study

53.1 Inputdata
5.3.1.1 Network

An artificial network is created, along with infrastructure and demand information. The
setup should have certain features, to be able to test our proposed framework and solution
methodology. The basic features of the network are previously described in Section 3.4.1 and
its fundamental geometry remains the same. The network’s geometry and node types are

shown in Figure 56 and Figure 57, below.
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Figure 57: CV network and Node Types

5.3.1.2  Stochastic Conditions
For each CVN link, a historical database of observed mean CV travel speed, expressed
through a normal distribution with a different mean and standard deviation is assumed. The

probability density function for each link’s travel speed would be:

1 _1(u)2
P(x);j =s5se ° (Eq. 55)

where u and o2 are the mean and variance for variate x = Si(];V.

The mean and standard deviation for each link’s average speed are random values, as

presented in Table 27.

Table 27: Mean and standard deviation of average speed on each link

Origin Destination u [y Origin Destination u [y
20 6 26.00 4.63 6 20 22.00 5.59
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6 5 60.00 13.68 5 6 42.00 6.80
5] 8 26.00 4.63 B 5) 34.00 11.49
3 4 32.00 10.94 4 3 38.00 6.61
8 2 57.00 7.75 2 3 43.00 5.16
2 18 58.00 21.81 18 2 30.00 342
18 17 49.00 9.51 17 18 34.00 10.00
17 12 32.00 9.98 12 17 37.00 7.40
12 16 32.00 12.61 16 12 33.00 565
16 15 40.00 13.68 15 16 29.00 6.44
15 14 45.00 12.51 14 15 51.00 6.02
12 14 20.00 2.92 14 12 26.00 9.83
14 13 20.00 7.44 13 14 57.00 15.05
12 19 47.00 7.99 19 12 20.00 5.20
19 0 39.00 15.60 0 19 49.00 17.15
0 7 36.00 8.50 7 0 30.00 6.30
7 19 31.00 4.96 19 7 49.00 12.94
7 8 25.00 5.35 8 7 28.00 9.74
19 10 56.00 10.86 10 19 56.00 11.65
10 13 27.00 7.29 13 10 46.00 10.12
13 12 43.00 15.31 12 13 49.00 8.82
12 10 27.00 5.99 10 12 55.00 20.02
10 11 54.00 5.94 11 10 59.00 17.46
10 8 53.00 5.83 8 10 59.00 9.91
8 9 39.00 12.87 9 8 30.00 7.92
19 17 48.00 15.94 17 19 43.00 13.24
19 18 54.00 713 18 19 23.00 524
0 18 47.00 7.71 18 0 53.00 11.34
0 2 43.00 8.51 2 0 46.00 10.12
12 15 32.00 5.63 15 12 41.00 8.86
16 17 20.00 2.52 17 16 24.00 6.38

At a selected confidence level, ar=90%, a total of 30 seeds (“T”) are created, every time
assigning a generated mean CV travel speed (Si(]?}) and the resulting travel time (ct;; r) to each

CVN link. The generated seeds are presented in Table 28, below.

Table 28: Generated link speeds, Slc]‘} (km/h) by seed, T

Seed 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

o D

20 6 27.2 26.7 24.9 25.8 27.0 25.5 25.8 25.7 26.0 26.0 25.8 26.9 27.2 27.1 26.4
6 5 60.6 62.8 63.4 58.9 62.6 61.7 63.9 61.0 57.9 56.3 60.3 56.1 60.1 56.1 61.1
5 3 24.8 25.0 269 24.9 25.1 27.0 257 26.6 26.9 27.4 259 255 26.7 25.1 24.7
3 4 321 34.0 33.7 317 33.9 29.2 319 352 335 34.0 316 33.5 30.4 29.8 30.7
3 2 55.7 55.4 57.2 59.2 57.7 58.5 55.7 54.9 58.3 57.5 56.6 58.3 57.9 56.9 55.9
2 18 61.9 56.7 58.0 59.2 63.0 61.2 60.3 54.7 Sl 53.9) 59.2 56.8 57.3 6519 56.3
18 17 48.8 49.3 46.2 483 46.2 47.8 49.5 51.0 46.9 48.0 51.6 49.3 49.1 472 49.6
17 12 29.1 321 30.9 29.7 33.1 30.5 334 29.1 321 29.1 326 30.1 319 31.8 32,0
12 16 335 352 355 28.3 30.5 313 29.6 332 33.0 34.8 349 328 29.7 33.1 320
16 15 40.1 40.1 36.0 38.7 403 432 40.8 39.6 36.3 38.8 372 431 38.7 423 417
15 14 46.5 48.0 47.0 474 438 43.6 4.4 45.6 47.8 43.7 428 47.0 43.6 455 46.2
12 14 19.7 20.2 19.5 19.8 19.2 203 20.1 19.8 20.2 20.9 20.7 19.9 19.4 19.4 19.3
14 13 21.1 215 21.1 20.1 18.8 219 21.6 218 20.6 21.7 17.9 18.9 19.4 19.6 19.9
12 19 47.6 48.6 45.0 487 485 48.0 479 493 46.1 46.5 4.7 46.1 48.6 44.8 45.1
19 0 389 417 40.9 374 39.5 40.4 420 411 39.0 38.0 43.1 433 40.0 39.3 40.5
0 7 34.3 34.5 374 38.3 38.2 358 35.5 382 36.9 38.3 34.7 342 339 35.1 372
7 19 29.6 30.6 31.0 31.8 317 320 324 30.5 29.9 317 30.7 30.5 322 32.1 324
7 8 238 251 26.5 26.3 252 23.6 26.0 26.1 24.6 24.5 24.1 244 23.7 24.0 25.9
19 10 54.5 55.7 56.9 55.6 56.8 53.6 529 56.2 57.1 52.9 54.0 54.3 57.5 56.3 55.6
10 13 271 26.3 29.0 26.7 25.5 282 283 28.6 27.0 28.7 27.8 25.6 253 26.6 26.9
13 12 39.5 44.4 46.4 4.7 46.7 4.0 415 455 47.6 46.8 46.4 38.8 424 39.5 43
12 10 26.1 275) 281 28.1 27.3 28.0 256 257 2515 26.6 28.0 26.2 28.8 27.7 273
10 1 54.7 53.8 54.9 52.4 55.4 53.1 54.1 525 52.7 55.4 53.9 55.7 53.7 55.7 54.5
10 8 54.0 54.3 5311 53.1 51.4 53.7 515) 52.0 54.2 517 54.7 53.5] 53.4 53.9) 53.4
8 9 373 389 36.7 36.9 38.0 39.2 35.7 415 37.2 38.8 28 37.0 38.6 418 389
19 17 47.8 46.9 494 52.0 49.7 43.6 43.6 4.9 459 45.6 50.4 45.6 49.5 454 50.1
19 18 523 56.0 55.6 54.3 55.0 55.4 532 524 55.1 53.0 525 55.0 53.6 55.9 55.3
0 18 47.8 479 46.6 474 49.1 49.1 47.0 475 489 448 453 47.0 454 48.0 474
0 2 43.1 4.7 419 411 40.6 424 434 4.9 45.1 43.1 425 410 412 43.8 44.5
12 15 30.6 32.7 322 326 30.6 33.6 31.2 304 30.9 320 33.0 320 30.4 314 325
16 17 20.7 20.0 19.5 20.0 20.1 20.1 20.5 20.6 20.2 20.6 19.4 19.3 20.3 20.1 20.7
6 20 23.3) 21.6 232 20.4 23.6 214 214 221 21.6 21.4 2280) 226 21.7 20.4 211
5 6 414 40.6 417 417 426 43.6 40.6 434 41.0 40.6 421 44.0 40.8 40.9 40.2
3 5 371 327 36.5 30.8 33.1 34.3 33.5 31.3 320 31.1 37.3 31.2 35.6 33.2 36.0
4 3 36.9 37.0 375 39.5 36.8 36.9 36.0 36.1 37.9 382 39.3 38.1 36.8 389 383
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53.1
4.7
50.8
53.8
59.5

28.9
41.0
24.1
49.7
434
433

28

25.1
63.8
26.5

58.4
57.8
47.4
328

36.6
43.6

20.7
46.7
34.7
342

251
53.5

46.5
26.7

52.7
36.3
50.7
54.2
489
40.5
33.1

216
432
36.2
37.2

30.4
36.4

332
283

24.5
55.0
21.4
487
30.8
452
30.1

432
46.6
56.7
57.7

29.6
44.5
244
50.2
48.0
39.0

422
29.7
31.6
39.2
33.8

50.8
24.4
58.2
20.0

29.8
50.8

54.7
475
51.6
59.0

60.1
28.0

22.8
55.7

38.5
22.7
39.3
35.1

43.8
46.6

55.7
48.7

29

25.7
60.5
252

56.0
54.1
51.5
32.0

374
43.0

18.8
46.7
343
36.7

257
54.0

426
288

519
424
49.6
54.4
49.1
41.7
322

219
40.8
321
384

30.5
36.9

324
30.7

27.0
60.6
19.4
50.9

5247,
30.4
52.6
47.8
48.7
54.9
54.8

30.2
40.1
25
56.3
433
413

417
29.5
36.3
38.0
33.0

50.3
27.7
54.6
19.5

31.6
517

57.5
4.1
50.5
56.1

59.8
30.9

219
53.9

40.6
25.9
40.5
37.2
47.4
44.5
471

53.9
483

30

25.5
59.4
253

58.0
53.6
47.3
324

40.3
455

19.8
473
36.4
383

26.5
58.7

454
28.8

52.3
36.1
5215}
55.8

414
30.6

23.1
40.7
32.7
39.4

30.2
331

33.7
30.1

23.1
55.6
19.2
519
28.1
519
27.2
55.1
44.7
49.0
529
56.6

319
40.0
219
53.1
47.0
417



17 16 23.8 25.0 25.7 243 23.0 225 227 253 23.6 242 232 23.7 223 22.6 25.0

19 1 417 39.1 40.8 371 43.1 39.1 424 36.0 40.8 40.9 35.0 34.8 34.7 343 36.4
1 7 35.5 38.2 38.2 36.8 33.8 38.4 35.8 35.3 38.2 35.4 36.9 36.6 34.2 36.7 38.3
1 18 47.3 46.7 45.2 472 48.7 454 47.2 49.3 485 48.0 44.8 47.9 489 49.1 473
1 448 448 413 4.9 409 438 413 433 44.6 415 4.7 437 40.5 417 414
1 19 46.8 50.0 46.5 529 534 46.0 443 455 49.5 53.9 50.0 458 48.7 50.9 519
7 1 28.9 30.0 29.5 311 319 29.7 28.4 311 285 294 28.8 282 30.8 289 28.1
18 1 55.8 51.2 50.0 50.9 54.5 51.0 54.0 529 519 50.5 52.0 49.7 50.2 56.3 53.1
2 1 45.1 47.6 46.9 43.6 439 43.8 44.6 45.5 48.9 48.3 46.6 43.4 48.0 43.3 47.0

5.3.1.3 Restricted Zones
Restricted Zones are again considered, and the same patterns developed in Stage 2 are

used again. RZs are illustrated in Figure 58, below.
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Figure 58: Introduced Restricted Zones and final dissolved shapes.

5.3.1.4 Weather Forecast

Additional information on a probabilistic weather forecast is generated. We assume a
weather forecast map to the likes of Figure 54, where areas are characterized based on the
probability of falling below or above a certain weather metric. However, since we are
specifically interested in adverse conditions for UAV flights, the map only contains
information on the exceedance of said metric. We generate a random probabilistic forecast
map and convert said information into a DEM-like feature in GIS; “Pw” values are translated

into altitude or “cost”. The forecast is presented in Figure 59, below.
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100

Probability above
for Weather Event

0

Figure 59: Introduced Probabilistic Weather Forecast.

Performing spatial analysis in GIS, we have further isolated the areas above certain

probability thresholds, namely 60%, 70%, 80% and 90%. This is shown in Figure 60.
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Figure 60: Spatial analysis of Weather Forecast at given thresholds.

5.4 Experiments

We apply our methodology considering the 4 Probability thresholds of 60, 70, 80 and
90% and the 30 seeds of CVN conditions generated. Initial feasible DL-LS UAV connections
are found, based on the theoretical maximum UAV range, with straight paths. For each Pw
scenario, we recalculate the optimal UAV paths for the above LS-DL pairs only, using obstacle
avoidance optimal line tools provided in the GIS software packages. RZs and AWZs are
considered as obstacles for UAV routing. The following Figures (Figure 61 to Figure 64) show
the respective UAV paths.
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Figure 61: Optimal UAV flight paths for feasible DL - LS pairs at Pw = 90%
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Figure 62: Optimal UAV flight paths for feasible DL - LS pairs at Pw = 80%
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Figure 63: Optimal UAV flight paths for feasible DL - LS pairs at Pw =70%
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Figure 64: Optimal UAV flight paths for feasible DL - LS pairs at Pw = 60%
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Total flight times, tftjw are updated based on the new flight paths and feasible UAV

connectivity for each one is reevaluated based on UAV range.

Table 29: Updated UAV edge costs (tftij, sec), considering RZs and AWZs, Pw = 90%

ttij 0 1 2 3 1 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
0 0 0 inf inf 1785 inf inf inf inf inf 1452 inf inf inf inf inf inf 1305 inf inf inf inf
1 0 0 inf inf 1785 inf inf inf inf inf 1452 inf inf inf inf inf inf 1305 inf inf inf inf
2 inf inf 0 inf 1752 979 965 inf inf inf inf inf inf inf inf inf inf inf inf inf 731 inf
3 inf inf inf 0 777 406 1002  inf inf inf inf inf inf inf inf inf inf inf inf inf 1692 inf
4 | 1785 1785 1752 777 0 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf
5 inf inf 979 406 inf 0 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf
6 inf inf 965 1002 inf inf 0 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf
7 inf inf inf inf inf inf inf 0 inf inf inf inf inf inf inf inf inf inf inf inf inf inf
8 inf inf inf inf inf inf inf inf 0 969 1094 1743 inf inf inf inf inf inf inf inf inf 1006
9 inf inf inf inf inf inf inf inf 969 0 inf inf inf inf inf inf inf inf inf inf inf inf

10 | 1452 1452 inf inf inf inf inf inf 1094  inf 0 1620 1038  inf 1751 inf inf 2389 1966  inf inf 1509
11 inf inf inf inf inf inf inf inf 1743 inf 1620 0 1811 inf 1566 inf inf inf inf inf inf inf
12 inf inf inf inf inf inf inf inf inf inf 1038 1811 0 inf 885 957 inf 3087 inf inf inf inf
13 inf inf inf inf inf inf inf inf inf inf inf inf inf 0 inf inf inf inf inf inf inf inf
14 inf inf inf inf inf inf inf inf inf inf 1751 1566 885 inf 0 826 inf inf inf inf inf inf
15 inf inf inf inf inf inf inf inf inf inf inf inf 957 inf 826 0 inf 2257 inf inf inf inf
16 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf 0 inf inf inf inf inf
17 1305 1305 inf inf inf inf inf inf inf inf 2390 inf 3087 inf inf 2257 inf 0 698 inf inf inf
18 inf inf inf inf inf inf inf inf inf inf 1966 inf inf inf inf inf inf 698 0 inf inf inf
19 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf 0 inf inf
20 inf inf 731 1692 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf 0 inf
21 inf inf inf inf inf inf inf inf 1006 inf 1509 inf inf inf inf inf inf inf inf inf inf 0
Table 30: Adjacency matrix for UAV (xUAVYy), considering RZs and AWZs, Pw = 90%
xUAY; | 0 2 3 4 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
o/ - - -1 T - -
1] - - -1 e T - -
2| - - -1 1 - - - - - -1 -
3 - -1 1 - - - . -1 -
41 1 1 - - - .- - -
5 - 1 1 - L. -
6| - 1 1 - - - .- - -
7 - - - - - - - - - - - - - - - - - -
8 | - - T T T - -
10 | 1 - - -1 - - 1 1 - 1 - - - -
11 | - - - -1 - 1 - - -1 - - - -
12 | - - - - - -1 - - -1 1 - - -
14 | - - - - - -1 1 1 - - 1 - - -
Table 31: Updated UAV edge costs (tftij, sec), considering RZs and AWZs, Pw = 80%

tfti]' 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
0 0 0 inf inf 1824 inf inf inf inf inf 1453 inf inf inf inf inf inf 1305 inf inf inf inf
1 0 0 inf inf 1824 inf inf inf inf inf 1453 inf inf inf inf inf inf 1305 inf inf inf inf
2 inf inf 0 inf 1752 979 965 inf inf inf inf inf inf inf inf inf inf inf inf inf 731 inf
3 inf inf inf 0 777 406 1002 inf inf inf inf inf inf inf inf inf inf inf inf inf 1692 inf
4 | 1824 1824 1752 777 0 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf
5 inf inf 979 406 inf 0 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf
6 inf inf 965 1002 inf inf 0 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf
7 inf inf inf inf inf inf inf 0 inf inf inf inf inf inf inf inf inf inf inf inf inf inf
8 inf inf inf inf inf inf inf inf 0 969 1094 1765 inf inf inf inf inf inf inf inf inf 1006
9 inf inf inf inf inf inf inf inf 969 0 inf inf inf inf inf inf inf inf inf inf inf inf

10 1453 1453 inf inf inf inf inf inf 1094 inf 0 1620 1038 inf 1751 inf inf 2396 1973 inf inf 1786
11 inf inf inf inf inf inf inf inf 1765 inf 1620 0 2460 inf 1735 inf inf inf inf inf inf inf
12 inf inf inf inf inf inf inf inf inf inf 1038 2460 0 inf 885 957 inf 3135 inf inf inf inf
13 inf inf inf inf inf inf inf inf inf inf inf inf inf 0 inf inf inf inf inf inf inf inf
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14 ‘ inf inf inf inf inf inf inf inf inf inf 1751 1735 885 inf 0 826 inf inf inf inf inf inf
15 ‘ inf inf inf inf inf inf inf inf inf inf inf inf 957  inf 826 0 inf 2257 inf inf inf inf
16 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf 0 inf inf inf inf inf
17 1305 1305 inf inf inf inf inf inf inf inf 2398 inf 3135 inf inf 2257 inf 0 698 inf inf inf
18 inf inf inf inf inf inf inf inf inf inf 1973 inf inf inf inf inf inf 698 0 inf inf inf
19 ‘ inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf 0 inf inf
20 inf inf 731 1692 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf 0 inf
21 inf inf inf inf inf inf inf inf 1006 inf 1786 inf inf inf inf inf inf inf inf inf inf 0
Table 32: Adjacency matrix for UAV (xVUAVy), considering RZs and AWZs, Pw = 80%
xUAV 10 2 3 45 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
ol - T .
2| - 1 T T
3 - T T T
4| - 1 1 - - - oo oL
6| - 1 1 - - - oo oL
7 - - - - - - - - - - - - - - - - - - - - -
8| - T T T
9| - e
10 1 L L T T
11| - e T T
12 | - L s T
14 | - - = o = = = = = 4 A4 A - = 0 = = = = = -
Table 33: Updated UAV edge costs (tftij, sec), considering RZs and AWZs, Pw =70%
ttij 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
0 0 0 inf inf 1888 inf inf inf inf inf 1604  inf inf inf inf inf inf 1305 inf inf inf inf
1 0 0 inf inf 1888 inf inf inf inf inf 1604  inf inf inf inf inf inf 1305 inf inf inf inf
2 inf inf 0 inf 1752 979 965 inf inf inf inf inf inf inf inf inf inf inf inf inf 1662 inf
3 inf inf inf 0 777 406 1002 inf inf inf inf inf inf inf inf inf inf inf inf inf 1826 inf
4 1888 1888 1752 777 0 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf
5 inf inf 979 406 inf 0 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf
6 inf inf 965 1002 inf inf 0 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf
7 inf inf inf inf inf inf inf 0 inf inf inf inf inf inf inf inf inf inf inf inf inf inf
8 inf inf inf inf inf inf inf inf 0 969 1141 inf inf inf inf inf inf inf inf inf inf 1006
9 inf inf inf inf inf inf inf inf 969 0 inf inf inf inf inf inf inf inf inf inf inf inf
10 | 1604 1604 inf inf inf inf inf inf 1141 inf 0 inf 1038  inf 1792 inf inf 2586 2162  inf inf 2046
11 inf inf inf inf inf inf inf inf inf inf inf 0 inf inf inf inf inf inf inf inf inf inf
12 inf inf inf inf inf inf inf inf inf inf 1038  inf 0 inf 885 957 inf 3135 inf inf inf inf
13 inf inf inf inf inf inf inf inf inf inf inf inf inf 0 inf inf inf inf inf inf inf inf
14 inf inf inf inf inf inf inf inf inf inf 1791 inf 885 inf 0 826 inf inf inf inf inf inf
15 inf inf inf inf inf inf inf inf inf inf inf inf 957 inf 826 0 inf 2257 inf inf inf inf
16 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf 0 inf inf inf inf inf
17 | 1305 1305 inf inf inf inf inf inf inf inf 2587 inf 3135 inf inf 2257  inf 0 698 inf inf inf
18 inf inf inf inf inf inf inf inf inf inf 2162  inf inf inf inf inf inf 698 0 inf inf inf
19 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf 0 inf inf
20 inf inf 1662 1826 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf 0 inf
21 inf inf inf inf inf inf inf inf 1006 inf 2046  inf inf inf inf inf inf inf inf inf inf 0
Table 34: Adjacency matrix for UAV (xUAVy), considering RZs and AWZs, Pw =70%
xUAY 10 2 3 45 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
0] - - - - - .o o1 - oo
2| - T T T
3| - L T T
4| - 1 1 - - - - ..o oo
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Table 35: Updated UAV edge costs (tftij, sec), considering RZs and AWZs, Pw = 60%

- - - -1 1 _ -
- I . - -
- - -1 - - -1
- - - - -1 - -
- |

tftii 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
0 0 0 inf inf inf inf inf inf inf inf 2046 inf inf inf inf inf inf 1305 inf inf inf inf
1 0 0 inf inf inf inf inf inf inf inf 2046 inf inf inf inf inf inf 1305 inf inf inf inf
2 inf inf 0 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf
3 inf inf inf 0 inf 406 1002 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf
4 inf inf inf inf 0 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf
5 inf inf inf 406 inf 0 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf
6 inf inf inf 1002 inf inf 0 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf
7 inf inf inf inf inf inf inf 0 inf inf inf inf inf inf inf inf inf inf inf inf inf inf
8 inf inf inf inf inf inf inf inf 0 inf inf inf inf inf inf inf inf inf inf inf inf inf
9 inf inf inf inf inf inf inf inf inf 0 inf inf inf inf inf inf inf inf inf inf inf inf
10 | 2046 2046 inf inf inf inf inf inf inf inf 0 inf 1038  inf 1792 inf inf 2947 2524  inf inf 3088
11 inf inf inf inf inf inf inf inf inf inf inf 0 inf inf inf inf inf inf inf inf inf inf
12 inf inf inf inf inf inf inf inf inf inf 1038 inf 0 inf 885 957 inf 3135 inf inf inf inf
13 inf inf inf inf inf inf inf inf inf inf inf inf inf 0 inf inf inf inf inf inf inf inf
14 inf inf inf inf inf inf inf inf inf inf 1791 inf 885 inf 0 826 inf inf inf inf inf inf
15 inf inf inf inf inf inf inf inf inf inf inf inf 957 inf 826 0 inf 2257 inf inf inf inf
16 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf 0 inf inf inf inf inf
17 1305 1305 inf inf inf inf inf inf inf inf 2947 inf 3135 inf inf 2257 inf 0 698 inf inf inf
18 inf inf inf inf inf inf inf inf inf inf 2524 inf inf inf inf inf inf 698 0 inf inf inf
19 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf 0 inf inf
20 inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf inf 0 inf
21 inf inf inf inf inf inf inf inf inf inf 3088 inf inf inf inf inf inf inf inf inf inf 0

Table 36: Adjacency matrix for UAV (xUAVYy), considering RZs and AWZs, Pw = 60%
xUAY |10 2 3 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
0l - D T L
2 = = = = = = = = = = = = = = = = = = =
4 = = = = = = = = = = = = = = = = = = =
6| - -1 e
7 - - - - - - - - - - - - - - - - - - -
8 - - - - - - - - - - - - - - - - - - -
9 - - - - - - - - - - - - - - - - - - -
10 | - e - - - = - = =0 == === e -
12 | - - - 1 T
14 | - - - s T
The Service Nodes Pool (SNi) for each DL is produced. It is worth noting that when

lower confidence

in forecast is selected, DLs have

more limited assignment options, since

some paths can no longer be executed. This can happen because either the DL or the LS falls
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within a no-fly area, or because the updated flight path’s total flight time exceeds the UAV

range. Notably, under Pw = 60%, item 13 (located on Node 21), cannot be delivered either by

CV or UAYV, so this call will have to be cancelled. Table 37 shows the potential service nodes

for each DL, resulting from the above analysis.

Table 37: Service Nodes Pool for Items, per Weather Forecast Scenario

Service Nodes Pool [SN«]

ftem (9 Node (d) Pw = 90% Pw = 80% Pw = 70% Pw = 60%
1 4 ['4','0','1", "2, '3"] ['4','2','3"] ['4','2','3"] ['4]
2 5 ['5 "2' '3'] ['5, 2,3 ['5,2','31] ['5','3]
3 6 ['6, 2,3 ['6, 2,3 ['6',2','31 ['6','3']
4 7 ['71] ['71] [7] [7]
5 9 ['9', '8 ['9', '8 ['9', '8 [91]
6 10 ['10,'0,'1,'8,'12','14'] | ['10,'0, 1,8, 12!, '14'] ['10,'0,'1, '8, '"12, '14'] | ['10,'12,'14"]
7 11 ['11,'8, 10, '14'] ['11,'8,'10', '14'] ['11] ['11]
8 13 ['131] ['131 ['131 ['131
9 14 ['14', 10, '121] ['14', 10, '121] ['14), '10', '121] ['14','10', '12']
10 15 ['15, 12, '14'] ['15, 12, '14'] ['15, 12, '14'] ['15, 12!, '14]
11 17 [17,'0, 1, '181 [17,'0,'1,'181 ['17,'0, 1", '18]] ['17,'0",'1, 18]
12 20 [20,'2','3] [20,'2','3] [20', 21 ['20']
13 21 ['8','10"] ['8','10"] ['8'] [(no service)]

For every Scenario, SCrw, the respective seed’s CV link travel times, ctir, are used for all

relative calculations. Sub-paths (nodes S,,, edges S, ), between nodes are calculated using

the A* algorithm (Hart, Nilsson, & Raphael, 1968). By implementing the AROnGA, a

benchmark solution for each scenario is obtained. The optimization algorithm is run multiple

times for each scenario, to avoid missing an even better solution, because of potential local

minima entrapments. The solution features a minimum total operations time, TOTw™".

Table 38: Benchmark solution TOT for each Scenario

Seed TOTwmin (sec)

No Pw=90% Pw=80% Pw=70% Pw=60%
1 17254.37 17357.06 19313.74 30026.49
2 17037.6 17080.29 19140.06 31269.8
3 17304.48 17107.17 17898.02 32118.2
4 17183.86 17424.87 18850.66 34445.35
5 17091.02 17267.28 18094.89 31162.95
6 17051.6 17154.29 19041.81 3244425
7 16967.73 17010.42 17817.36 32888.2
8 16929.83 17032.52 18068.75 31419.5
9 17050.81 17265.72 18392.34 30918.41

10 17111.56 17154.25 17941.08 32869.8

11 17117.87 18572.03 18078.14 31771.98

12 17396.54 17458.39 18713.29 31408.95

13 17331.62 17912.38 18089.26 32704.41
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The above benchmarks are used for obtaining a Global Solution for each Weather
Forecast confidence threshold. During the GSO process, every candidate solution, Z, is
evaluated using each Scenario’s tftiw, ctir and generated shortest paths, against the respective
TOTrwrmin. The mean of the differences is used as a minimization target for the AROnGA. For
each Weather Forecast probability threshold, a dedicated solution is produced, assigning
items to a service node and a mode, naming the mandatory nodes with action and the
sequence of visit through these nodes. Again, the optimization algorithm is run multiple times

to avoid missing a better solution. Only the best solution is kept. Table 39 shows the results of

14
15
16
17
18
19
20
21
2
23
24
25
26
27
28
29
30

16813.96
16836.18
17297.96
16982.43
17134.69
16910.51
17592.35
17178.89
17192.75
17118.12
16839.37
17226.31
16986.16
17473.45
17271.92
17288.01
17064.99

16856.65
16998.86
17661.77
17223.15
17237.38
17256.32
17635.04
17281.58
17454.72
17111.2
16942.06
17089
17200.96
17516.14
17330.34
18362.71
17107.68

the GSO for each Weather Forecast scenario.

17575.38
17675.42
18808.39
17891.34
18024.82
18232.15
18374.9
18013.08
19359.49
18009.42
18012.9
18752.7
17928.83
18069.77
18093.73
18763.22
17979.79

32269.08
32363.35
32273.38
33134.36
31774.46
31178.88
33814.77
31477.1
34143.58
32080.94
32377.86
31549.68
32702.52
30442.2
32777.06
33741.98
31751.01

Table 39: Global Solutions for each Scenario

Item (k) Node (dw) Service Nodes Pool [SN«] Service Node Mode Service Nodes Pool [SNk] Service Node Mode
(k) (1k)
Pw= 900/0 Pw= 800/0

1 4 ['4','0,'1",'2','3"] 2 UAV ['4','2','3"] 2 UAV
2 5 ['5','2','3"] 2 UAV ['5', '2','3"] 2 UAV
3 6 ['6','2','3" 2 UAV ['6', '2','3"] 2 UAV
4 7 ['7'] 7 CVv ['7'] 7 (&%
5 9 ['9','8'] 8 UAV ['9','8'] 8 UAV
6 10 ['10,'0','1', '8, '12', '14"] 8 UAV ['10','0','1','8', '12', '14'] 0 UAV
7 11 ['11','8','10', '14'] 8 UAV ['11','8','10', '14'] 8 UAV
8 13 ['13"] 13 CvV ['13"] 13 (&%
9 14 ['14','10', '12"] 12 UAV ['14','10', '12"] 12 UAV
10 15 ['15','12', '14'] 12 UAV ['15','12', '14'] 12 UAV
11 17 ['17','0','1", "18] 0 UAV ['17','0",'1", "18] 0 UAV
12 20 ['20', '2','3"] 2 UAV ['20', '2','3"] 2 UAV
13 21 ['8','10] 8 UAV ['8','10"] 8 UAV

Ty | [0,2,'7,'8,"12,'13] [o,2,'7,'8,'12','13']

s¥ | 10,'2,'7,'8,'12','13', '1'] ['o,'2',"12','13','8,'7,'1']
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S’("Z) [(0, 2, (2,'7), (7,'8), (8, '12"), (12!, '13"), ('13', '1)] [(0, 2, (2, '12), ('12','13"), (13, '8"), ('8, '7"), (7', '1")]

Mean dTOT | 332.7 sec/5.5 min 168.2 sec / 2.8 min
Mean TOTtwmin | 17134.6 sec / 285.6 min 17335.4 sec / 288.9 min
Min/Max TOTtwmin | 280.2 / 293.2 min 280.9 / 309.5 min
Item  Node (d«) | Service Nodes Pool Service Mode Service Nodes Pool Service Mode
(k) [SNx] Node [SNk] Node
(k) (1k)
Pw= 700/0 Pw= 600/0
1 4 ['4','2','3"] 2 UAV ['41 4 CV
2 5 ['5','2','3"] 2 UAV ['5','3"] 5 CV
3 6 ['6', 2", '3"] 2 UAV ['6','3" 6 CV
4 7 71 7 cv 71 7 cv
5 9 19, '8 8 UAV ['9] 9 cv
6 10 ['10','0",'1', '8, "12, 0 UAV ['10', '12', '14'] 12 UAV
14

7 11 ['11] 11 UAV ['11] 11 cv
8 13 ['137 13 (&% ['137] 13 (&%
9 14 ['14','10', '12'] 12 UAV ['14','10', "12"] 12 UAV
10 15 ['15','12', '14'] 12 UAV ['15','12', '14'] 12 UAV
11 17 ['17','0','1', '18'] 0 UAV ['17','0,'1","18"] 0 UAV
12 20 ['20, 2] 2 UAV ['20"] 20 (&%
13 21 ['8'] 8 UAV [(no service)] n/a n/a

Ty ['o,'2','7,'8,'11','12', '13'] ['o,'4','5','6','7','9',"11','12', '13', 20"]

EE [o,'2','7,'8,'11','13', '12','1'] [o,'e, 20, '5','4,'7,'11','9', '12','13', '1']

jg) [(0', "2, (2','7"), (7','8"), ('8, '11"), ('11', '13"), ('13', '12), [(0','6"), ('6', 20", (20, '5"), ('5','4), (4','7"), (7', '11"),

('12','1")] ('11','9Y, ('9', '12"), ('12','13"), ('13', '1")]
Mean dTOT | 264.1 sec /4.4 min 754.4 sec / 12.6 min
Mean TOTrwmin | 18300.2 sec / 305.0 min 32176.7 sec / 536.3 min
Min/MaxTOTrwmin | 2929 /322.7 min 500.4 / 574.1 min

The following figures illustrate the relative solutions, by highlighting the mandatory

nodes, their order of visit, as well as the UAV connections used for item delivery.
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Figure 65: Illustration of estimated global solution at Pw = 90%

o @
‘ RD O oV delivery

A Assigned LS . UAV delivery
® CVNnode X Notserved
3 NodelD

3 Order of Visit
Bl (CV, mandatory node)

—— CV Network link
=== Used UAV path

| [ Restricted Zone

100

Probability above
for Weather Event

Mo

Figure 66: Illustration of estimated global solution at Pw = 80%
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Figure 67: Illustration of estimated global solution at Pw = 70%
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Figure 68: Illustration of estimated global solution at Pw = 60%
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Let’s give a practical meaning to the results above. For example, for the case of Pw =
90%, the average TOTmw"" expected would be 285.6 min (minimum: 280.2 min, maximum:
293.2 min). If the assignment and basic routing suggestion is followed, no matter the
conditions on the road, the performance of planned operations will be, on average, 5.5 min
slower than the theoretical best for the conditions met, that is 1.94% off the average value
among generated seeds. This is essentially the average time the planner should be prepared
to “sacrifice” for a more reliable and satisfactory result in operations performance. For the
case of Pw = 80%, only some extra 2.8 min (or 0.97% of the average expected TOTrw"" = 288.9
min) are sacrificed to achieve robust performance, no matter the conditions arising. It is also
evident that, as confidence in Weather Forecast goes lower, more items are assigned to CV,
because of less UAV connections and longer flight times. Sometimes a counterintuitive
solution may appear, however we should have in mind that this is intended to tackle any

conditions met on the network and not just a specific case.

5.5 Discussion

The methodology can yield optimal solutions for given conditions concerning the CVN
and the airspace and then provide a robust solution which performs well under a variety of
circumstances. It offers the option of selecting the level of risk a planner is willing to take (in
terms of CVN conditions and the Weather) and proposes how the items should be delivered
and what route the CV should follow to avoid excess delays. It does not provide a total route
for the CV but highlights the mandatory nodes and the order of visit, for prior planning. The
actual path must be selected on-the-road, after leaving each of the mandatory nodes. If the
conditions are given, the methodology proposes an exact path for the CV as well
Additionally, it is reasonable to expect that a larger and more complex network would offer
more alternatives in assignment and routing and the global solution would fare -on average-
worse from the theoretical best for each generated scenario. Another factor contributing to the
increase of TOTs is the size and shape complexity of RZs and AWZs, which lead to potentially
longer UAV flight paths and less LS options for each DL. Further research can elaborate more

on the above matters, allowing for more precise planning beforehand.
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6 Conclusions

This research aspired to design a powerful platform for combined conventional vehicle
and unmanned aerial vehicle parcel deliveries, assisting with strategic decision making and
operations optimization. The framework was conceived in a theoretical basis and then
mathematically modelled for further analysis. A tailored solution optimization methodology
through a nested-GA was developed, which can be used both under known and uncertain
conditions. In the process, the framework and solution methodology were blended with
modern GIS software and its associated tools, seamlessly working with background analysis

and optimization algorithms executed in a more basic programming environment.

Common practical challenges in such operations, like unfavorable network geometries,
off-grid delivery locations, airspace restrictions, adverse weather and uncertainties on the
road are addressed through the core structure and various adaptation provisions of the
framework and the solution methodology. Ignoring airspace constraints, like no-fly zones and
the weather, is a major simplification of how combined CV-UAV schemes can practically
work. The basis of our platform can be used with a variety of transport modes serving as
conventional vehicles, such as trucks, trains, or sea vessels, while parcel deliveries can be
substituted with any other form of service, such as humanitarian assistance, inspection etc.
The entire model and solution methodology are practical tools for decision-making and
strategic planning, but we specifically offer some novelties. For example, our variable Launch
Site types for LARO, the tailored Assignment and Routing Optimization nested GA, the
consideration of airspace restrictions of any shape and size, the inclusion of GIS tools in the
process, the modularity of our platform, and most importantly, the inclusion of all the above
in a single, comprehensive, and holistic approach could be highlighted. In terms of the
transport system setup, further research could be directed toward including more CVs instead
of one, considering altitude and terrain specifics and the stochastic nature of travel times both

for the CV and UAVs.

Using and modifying the original core framework to include restricted airspace,
weather routing and finally achieve stochastic planning under uncertainty has been a very
interesting research path, proving the openness and the extended possibilities of our

approach, but also the flawed simplification often assumed in similar modelling efforts.
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Practical implementation is made easy through a simplified input and output workflow,
which is separated from the more complicated internal calculations process. Nevertheless, a
strong mathematical background in both the formulation and the solution methodology
ensures the integrity of our platform. At the same time, it allows for custom interventions in
infrastructure and vehicle parameters and the execution of preference-based strategies which
may use only part of the optimization tools developed. Experimental use of the framework
under various scenarios may also help with identifying the best strategies in infrastructure

development, i.e., best locations for remote or central depots, virtual hubs etc.

During this research, several challenges were met, whether expected or coming up as a
surprise. Trying to come up with a simplified concept which, at the same time, can cover a lot
of different cases implies deep understanding of the problem and several original concepts
had to be modified after their weaknesses were exposed through experiments. However, this
process is integral for verifying our approach’s correctness and testing it to its limits never
was a matter of doubt. As already stated in the description of the original workflow,
individual methods can be used to further optimize the process. For instance, the AROnGA
which was specifically developed to yield optimal solutions under known or stochastic
conditions needs proper calibration and extensive runs to provide good suggestions. Any
suitable optimization method which can produce assignment and routing solutions (using can
the previously obtained Service Nodes Pool) could replace our tailored algorithm and maybe
perform even better. Additionally, in the real world of parcel delivery, multiple trucks are
used and each one serves a cluster of items to be delivered. A modification of our
methodology, adding an extra step for multiple truck assignment and routing, could be a very
interesting evolution. Moreover, regarding UAV path planning, a three-dimensional
approach should be followed if terrain elevation features extreme changes, extending above

the anticipated UAV operating altitude.

Airspace and on-ground restrictions are notoriously tight within core urban areas and
the use of UAVs can be limited. Thus, in terms of practical implementation, we suggest that
our model is more suitable for suburban and inter-city deliveries, i.e., serving various satellite

towns around a city or using the main highway network and its rest areas and parking lots
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for UAV deployment. Another interesting case would be using the railway network; the train

serves as a CV, moving along its fixed route and some stations are equipped to become RDs.

Albeit these or other limitations, it has been our core philosophy to pave an
unobstructed way for future evolution, in terms of what vehicles cooperate and how, the
inclusion of additional parameters affecting conventional vehicles or UAVs etc. It is our hope
that this work can be used to the greater benefit and above all serve the original motivation:
moving towards more efficient and sustainable transport, providing better services, life

quality and social equity for all.
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